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Preface

The physiology of the living cells strongly depends on the cell membranes and the 
molecules’ transportation. Biological membranes are dynamic layered structures 
composed of phospholipids and proteins. These structures delimit separate com-
partments in biological systems to maintain separation and integrity of the cell. 
Membranes maintain concentration gradient of various substances and the electri-
cal potential difference between the inside and outside of the cell. The membranes 
are in fact specialized in transport systems, allowing for the controlled flow of vari-
ous molecules and ions. Transportation is necessary for cells in order sustain all 
life processes. Biological membranes are responsible for cell communication and 
recognition and participate in the metabolic reaction of the cell. This natural bar-
rier toward various molecules is also a problem in the transport and drug delivery 
to cells.

The current volume entitled Transport Across Natural and Modified Biological 
Membranes and Its Implications in Physiology and Therapy presents insights stimu-
lating the continuing efforts to understand mechanisms involved in the biological 
membrane field. This volume contains the knowledge of the new modalities and 
characterization for basic in vitro and computer models of biological membranes; 
analysis in terms of advances in molecular dynamics, in-depth analysis of images 
from various biological models; analysis of membrane models for treatment trials; 
and new insights and current concepts in overcoming biological membranes in 
treatment procedures (electroporation, sonoporation, channel blockers, etc.).

This book will guide the reader from the recent advances of atomistic modeling 
of model cell membranes and electroporation. Computer modeling assists in eluci-
dating the structure, membrane functions, and transport mechanisms. Continuing 
with a focus on computer modeling, authors presented the role of bioinformatics in 
the ion channel study. Transport mechanisms existing in the biological membranes 
highly determine proper cellular functions and contribute to drug transport. Authors 
summarized the current knowledge on features and electrical properties of the cell 
membrane and described how the cell membrane accomplishes transport functions 
and how transmembrane transport can be affected. The changes occurring in the cell 
membrane during electroporation or electropermeabilization in the context of 
chemical analysis of cell membrane modifications and associated transport mecha-
nisms are also discussed. Physical methods for drug and gene delivery through the 
cell plasma membrane are presented.
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Cell membranes contain various specialized protein molecules, i.e., membrane 
receptors. Their function is crucial because external molecules attach, triggering 
changes in the cell function. Thus, in one of the chapters, the regulation and signal-
ing of estrogen receptors in cell membranes are reviewed. The next chapter deals 
with the issue involved in imaging of membrane and electroporation and on how 
processes can improve its development in cell biology and clinics. Most of our 
knowledge about microscopic structures including cells and membranes is con-
veyed via images. In the last chapter, selected methods of analysis of images of cells 
and biological membranes such as detection, segmentation, classification and 
machine learning, registration, tracking, and visualization are reviewed. Authors 
indicate that the detailed analysis of membrane images could facilitate understand-
ing of the underlying physiological structures or help in the interpretation of bio-
logical experiments.

The scientific knowledge reviewed in this volume promotes the research involved 
on natural and modified biological membranes, transport across the membrane bar-
rier, and methodology associated with membrane feature modulation and finally 
their analysis.

Wroclaw, Poland Julita Kulbacka
Kaunas, Lithuania Saulius Satkauskas

Preface
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Chapter 1
Atomistic Simulations of Electroporation 
of Model Cell Membranes

Mounir Tarek

Abstract Electroporation is a phenomenon that modifies the fundamental function of 
the cell since it perturbs transiently or permanently the integrity of its membrane. Today, 
this technique is applied in fields ranging from biology and biotechnology to medicine, 
e.g., for drug and gene delivery into cells, tumor therapy, etc., in which it made it to 
preclinical and clinical treatments. Experimentally, due to the complexity and heteroge-
neity of cell membranes, it is difficult to provide a description of the electroporation 
phenomenon in terms of atomically resolved structural and dynamical processes, a pre-
requisite to optimize its use. Atomistic modeling in general and molecular dynamics 
(MD) simulations in particular have proven to be an effective approach for providing 
such a level of detail. This chapter provides the reader with a comprehensive account of 
recent advances in using such a technique to complement conventional experimental 
approaches in characterizing several aspects of cell membranes electroporation.

1.1  Introduction

Research in biochemistry and molecular biology of bio-membranes has experienced 
remarkable progress in the last 30 years, particularly with the realization that many 
different classes of lipids play fundamental roles in the structure and organization of 
the cell membranes. Accordingly, the search for new cell membrane manipulation 
techniques to design novel therapies has triggered interest in combining engineering 
technologies with medical and biological knowledge and became the basis for the 
development of innovative and effective treatments of various diseases.

M. Tarek 
CNRS, Université de Lorraine, F-54506 Vandoeuvre les Nancy, France
e-mail: mounir.tarek@univ-lorraine.fr
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Electroporation (Neumann et al. 1989) stands out as the probably oldest of such 
techniques. Based on the effects of external pulsed electric fields, it enhances the 
permeability of cell culture media and tissues to otherwise poorly or non-permeant 
species (Benz et al. 1979; Weaver and Chizmadzhev 1996; Chen et al. 2006). In 
fact, electroporation transiently or permanently disturbs the integrity of cell mem-
branes as manifested by a substantial increase of the transmembrane ionic conduc-
tance or by an increase of molecular uptake or release from the cell (Mir et al. 1988; 
Hibino et  al. 1991; Teissié et  al. 1999; Pucihar et  al. 2008; Breton et  al. 2012). 
Today, the technique is widely used in biomedicine and biotechnology (Yarmush 
et al. 2014; Teissié et al. 1999; Villemejane and Mir 2009; Breton and Mir 2012; 
Teissie 2013; Miklavčič et al. 2014; Cadossi et al. 2014; Lakshmanan et al. 2014). 
Its most impressive biomedical applications range from in vitro DNA and siRNA 
cell delivery to clinical electro-chemotherapy.

In standard electroporation (EP), the electric pulses are of μs ÷ ms time scale and 
their amplitude in the order of kV/cm (pulses electric fields called hereafter 
msPEFs). The effect of msPEFs is to increase the local transmembrane voltage that, 
when exceeding a certain threshold, to produce an intense local electric field at the 
membrane level leading to pore formation (Kotnik et  al. 2010). In recent years, 
pulse generators that produce ultrashort (ns) intense (tens of kV/cm) electric fields 
(nsPEFs) have been designed and shown not only to induce similar effects to classi-
cal EP but also opened new perspectives of cell electro-manipulation because of 
their capability to also permeabilize the membranes of internal organelles (Deng 
et al. 2003; Vernier et al. 2006a; Chopinet and Rols 2015).

Depending on the cell type, function, and species, the thickness of biological 
membranes may vary from approximately 2–10 nm. Regardless of their tasks, all 
biological membranes have, however, a number of common characteristics: they all 
consist of an assembly of lipids, proteins, and carbohydrates that self-organize into 
a thin barrier that separates the interior of cell compartments from the outside envi-
ronment (Gennis 1989). Furthermore, the main lipid constituents of all cell mem-
branes are phospholipids, molecules of polar or hydrophilic head and nonpolar or 
hydrophobic tails formed of two fatty acids that arrange themselves into a two- 
layered sheet (a bilayer). Experimental evidence suggests that under electroporation 
conditions, the applied electrical pulse induces a large change in the transmembrane 
voltage and rearrangements of the membrane components, in particular of the lipid 
bilayer leading to the formation of aqueous pores (Abidor et al. 1979; Benz et al. 
1979; Weaver and Chizmadzhev 1996; Weaver 2003; Chen et al. 2006; Tarek 2005; 
Szabo and Wallace 2015; Kotnik et al. 2010).

Because of the remarkable fluidity of membranes under physiological conditions, 
the knowledge of both their structural and dynamical changes induced by electric 
fields remains to a large extent fragmentary. The key features of electroporation are 
based on theories involving stochastic pore formation. Although extensive experimen-
tal work on cells and model lipid membranes (e.g., planar lipid bilayers and lipid 
vesicles) has been devoted to the structural characterization of pores (Kalinowski et al. 
1998; Koronkiewicz et al. 2002; Koronkiewicz and Kalinowski 2004; Pavlin et al. 
2005; Kotulska 2007; Krassen et al. 2007; Kramar et al. 2012; Bowman et al. 2010; 

M. Tarek
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Nesin et al. 2011; Silve et al. 2012; Pakhomov et al. 2015), the data emerging so far is 
very scarce. Only very recently,  time- resolved visualization of pores in bilayers was 
made possible using total internal reflection fluorescence microscopy (Szabo and 
Wallace 2015). Nevertheless, such imaging currently does not allow the spatial resolu-
tion required to measure the pore sizes, neither their short time scale dynamics.

1.2  Molecular Dynamics Simulations of Lipid Membranes

MD simulations are based on molecular mechanics and a classical treatment of parti-
cle-particle interactions that precludes bond dissociation and therefore the simulation 
of chemical reactions (Allen and Tildesley 1987; Leach 2001). They require the choice 
of a potential energy function, i.e., terms by which the particles interact, usually 
referred to as a force field. Those most commonly used in biophysics, e.g., GROMOS 
(Schuler et al. 2001), CHARMM (Klauda et al. 2010), and AMBER (Case et al. 2008) 
consist of a summation of bonded forces associated with chemical bonds, bond angles, 
and bond dihedrals, and non-bonded forces associated with van der Waals forces and 
electrostatic interactions. The parameters describing these terms are optimized to 
reproduce structural and conformational changes of macromolecular systems.

MD simulations use information (positions, velocities or momenta, and forces) 
at a given instant in time, t, to predict the positions and moment at a later time, t + 
Δt, where Δt is the time step, of the order of a femtosecond, taken to be constant 
throughout the simulation. Numerical solutions to the equations of motion are thus 
obtained by iteration of this elementary step using computers. Being limited by the 
speed of execution of the programs, and the availability of computer power, simula-
tions are usually performed on a small number of molecules (few tens to few hun-
dred thousand atoms). In order to eliminate edge effects and to mimic a macroscopic 
system, simulations of condensed phase systems consider such small patches as 
confined in a central simulation cell and replicate the latter using periodic boundary 
conditions (PBCs) in the three directions of the Cartesian space.

Phospholipids have served as models for investigating in silico the structural and 
dynamical properties of lipid membranes. Though zwitterionic phosphatidylcholine 
(PC) lipid bilayers constituted the best characterized systems during the last two 
decades (Chiu et al. 1999; Feller et al. 2002; Rög et al. 2002; Saiz and Klein 2002), 
more recent studies have considered a variety of alternative lipids (Berkowitz and 
Raghavan 1991; Damodaran and Merz 1994; Cascales et al. 1996; Chiu et al. 2003; 
Mukhopadhyay et al. 2004), or mixed compositions (Pandit et al. 2003; Dahlberg 
and Maliniak 2008; Gurtovenko and Vattulainen 2008; Patel and Balaji 2008; Li 
et al. 2009; Rog et al. 2009; Vacha et al. 2009). Despite their simplicity, bilayers 
built from such lipids represent remarkable test systems to probe the computation 
methodology and to gain insight into the physical properties of membranes (Tobias 
et al. 1997; Tarek et al. 2001; Anézo et al. 2003; Chipot et al. 2005). Classical force 
fields, which are undergoing constant improvement, were shown to provide an ade-
quate description of the properties of membrane systems.

1 Atomistic Simulations of Electroporation of Model Cell Membranes
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1.3  Modeling Lipid Membrane Electroporation

When cells are subject to msPEFs by placing them, for instance, between two elec-
trodes and applying a constant voltage pulse, the resulting current causes accumula-
tion of ionic charges at both sides of the cell membrane. The charging time constant 
is dependent upon the electrical parameters of the medium in which the cell is sus-
pended and is in the range of hundreds of nanoseconds (Pauly and Schwan 1959; 
Kotnik et al. 1998; Kotnik and Miklavcic 2006). If, on the other hand, the pulse 
duration is short enough relative to the charging time constant of the resistive- 
capacitive network formed by the conductive intracellular and extracellular fluids 
and the cell membrane dielectric, which is the case for nsPEFs, then the response of 
the system is mainly dielectric and is linked to the polarization of the interfacial 
water. Simulation protocols have therefore been devised to perform in silico experi-
ments under both conditions, i.e., submitting lipid bilayers either to megavolt per 
meter pulsed electric fields or to a charge imbalance, mimicking therefore the appli-
cation of low voltage – long duration pulses (Casciola and Tarek 2016).

In simulations of lipid bilayers, an applied electric field 
�
E  (in practice, this is 

done by adding a force 
� �
F q Ei=  to all the atoms bearing a charge qi) acts mostly on 

the interfacial water dipoles (very small polarization of bulk water). The reorienta-
tion of the lipid head-groups is hardly affected at very short time scales (Tarek 2005; 
Vernier and Ziegler 2007) and does not exceed few degrees toward the field direc-
tion at longer time scale (Böckmann et al. 2008). Within typically few picoseconds 
(Tarek 2005; Delemotte and Tarek 2012), a transverse field 

�
E  induces an overall 

transembrane potential D »V
�
E L. Z  where LZ is the size of the simulation box in 

the field direction due to the MD setup and the use of PBCs. In the example shown 
in Fig. 1.1, LZ is ~ 10 nm. Accordingly the electric field applied (0.2 V.nm−1) induces 
∆V ~ 2V across the POPC bilayer.

The application of an electric field of such high enough magnitude in MD simu-
lations of pure lipid bilayers leads to membrane electroporation (Tieleman 2004; Hu 
et  al. 2005; Tarek 2005; Böckmann et  al. 2008; Ziegler and Vernier 2008). This 
process involves a common poration sequence: The electric field favors quite rap-
idly (within a few hundred picoseconds) formation of water defects and water wires 
deep into the hydrophobic core (Tieleman 2004). Ultimately water fingers forming 
at both sides of the membrane join up to form water channels (often termed pre- 
pores or hydrophobic pores) that span the membrane. Within nanoseconds, lipid 
head-groups start to migrate from the membrane-water interface to the interior of 
the bilayer, stabilizing a hydrophilic pore of ~1 to 5 nm diameter. All MD studies 
report pore expansion when the electric field is maintained. Systematic studies of 
pore creation and annihilation life time as a function of field strength have shed 
more light onto the complex dynamics of pores in simple lipid bilayers (Böckmann 
et al. 2008; Levine and Vernier 2010, 2012). Hence, while pioneering simulations 
allowed for the first time to confirm the electroporation theories involving stochastic 
pore formation and to “visualize” the event, subsequent state-of-the-art MD simula-
tions of lipid bilayers subject to electric fields have provided a wealth of molecular 
level details of the phenomena.

M. Tarek
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Due to the use of 3d PBCs, the transmembrane (TM) voltage cannot be con-
trolled by imposing, in a classical setup of membrane simulations, a net charge 
imbalance (Qs) across the bilayer. TM potential gradients can, however, be gener-
ated by Qs across lipid bilayers by considering an MD unit cell consisting of three 
saltwater baths separated by two bilayers and 3d-PBCs (Sachs et al. 2004). A variant 
of this method consists in considering a unique bilayer surrounded by solution 
baths, each of them terminated by an air/water interface (Pandit et al. 2003) main-
taining therefore a separation between the upper and lower electrolytes. Qs is in this 
case generated by simply displacing at time t = 0 an adequate number of ions from 
one side to the other.

Using the charge imbalance setup, it was possible to directly demonstrate in 
silico that lipid bilayers behave as capacitors (Delemotte et al. 2008; Delemotte and 
Tarek 2012). Indeed, simulations of the same lipid bilayer subject to various Qs 
showed a linear variation of the transmembrane voltage ∆V induced by such charge 
imbalances, from which the capacitance could be estimated as C = Qs . ∆V−1. The 
capacitance values extracted from simulations depend on the lipid composition 
(charged or not) and on the force field parameters used and as such, constitute a way 
of checking the accuracy of lipid force fields used in the simulation. In the case of 
POPC bilayers embedded in a 1 M solution of NaCl, C~ 0.85 μF.cm−2 which is in 
reasonable agreement with the value usually assumed in the literature, e.g., 1.0 μF.
cm−2 (Roux 1997; Sachs et al. 2004) and with measurements for planar POPC lipid 
bilayers in a 100 mM KCl solution (0.5 μF.cm−2) (Kramar et al. 2012). As in the 
case of the electric field method, for ∆V above 1.5–2.5 Volts, the electroporation 
process induced by a net charge imbalance starts with the formation of water fingers 

Fig. 1.1 Left: Configuration of a palmitoyl-oleoyl-phosphatidylcholine (POPC) hydrated bilayer 
system from a well-equilibrated constant pressure MD simulation performed at 300 K. Right: Side 
and top views of the electroporation of the bilayer from MD simulations carried out at ~500 mV, 
using the modified protocol (Casciola et al. 2016). Only the molecules in the simulation cell are 
shown. The phosphate (blue) and nitrogen (purple) atoms of the lipid head-groups, the carbonyl 
oxygen (red), and the carbon atoms of the lipid acyl chains (white) are depicted by their van der 
Waals radius. Ions (sodium in yellow and chloride in cyan) of the extra- and intracellular medium 
are also represented by their van der Waals radius, while water molecules are not shown for clarity 
and replaced by a transparent cyan shadow. Note the formation of a large water pore stabilized by 
the lipid head-groups

1 Atomistic Simulations of Electroporation of Model Cell Membranes
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that protrude into the hydrophobic core of the membrane. Within nanoseconds, 
water wires bridging between the two sides of the membrane under voltage stress 
appear. When the simulations are further expended, lipid head-groups migrate along 
one wire and form a hydrophilic connected pathway. Because salt solutions are 
explicitly considered in these simulations, ion conduction through the hydrophilic 
pores could be monitored, and details about the ionic transport could be gathered.

Hence, simulations have revealed that, regardless of the method used, charge 
imbalance or direct electric field, i.e., for both msPEFs or nsPEFs protocols used in 
electroporation-based technologies and treatments, lipid bilayer’s permeability 
increases substantially within identical time scales (namely, few nanoseconds), and 
this increase appears to result from similar physical changes initiated by a local 
disruption of the hydrophobic character of the membrane due to water penetration. 
Indeed, it was shown that water molecules initially restrained to the hydrophilic 
interfacial region tend to orient their dipoles along the local electric field created by 
the TM voltage ∆V and form small wires and clusters through intermolecular 
hydrogen bonds. Such structure can overcome the free energy barrier of penetrating 
the lipid hydrophobic core as the electric field (voltage) is maintained, “grow” from 
both sides of the membrane until merging to form water columns (often termed pre- 
pores or hydrophobic pores) that span the membrane (Tarek 2005; Tarek and 
Delemotte 2010; Delemotte and Tarek 2012; Casciola and Tarek 2016).

1.3.1  Electroporation Thresholds

A large variety of lipid bilayers has been modeled in order to determine the key ele-
ments that modulate their EP thresholds. The increase of such a threshold upon 
addition of cholesterol (Koronkiewicz and Kalinowski 2004; Kakorin et al. 2005; 
Casciola et al. 2014) was, for instance, studied using the E field (Fernández et al. 
2012) and charge imbalance protocols and was linked to the increase of the stiffness 
of the bilayer (Koronkiewicz and Kalinowski 2004; Kakorin et al. 2005). Tarek’s 
group investigated the effect on the EP threshold of ester and ether linkages of 
branched (phytanoyl) tails and of bulky (glucosyl-myo and myo-inositol) lipid 
head-groups (Polak et al. 2013, 2014). It was then shown that the EP threshold of a 
lipid bilayer depends not only on the “electrical” properties of the membrane, i.e., 
its dipole potential or membrane capacitance, but also on the nature of lipids´ hydro-
phobic tails. The authors reported a correlation between the EP threshold and the 
lateral pressure exerted at the water/lipid interface, which hinders the local diffusion 
of water molecules toward the interior of the hydrophobic core, lowering therefore 
the probability of pore formation.

Comparing specifically the Archea lipids (glucosyl-myo and myo-inositol head- 
groups) to normal PC lipid, the higher electroporation thresholds for the former was 
attributed to the strong hydrogen-bonding network stabilizing the lipid head-group 
interactions (Polak et al. 2013, 2014). A higher EP threshold for phosphatidyletha-
nolamine (PE) lipid bilayers compared to phosphatidylcholine (PC) lipid bilayers 

M. Tarek
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was also linked to inter-lipid hydrogen bonding taking place in the PE bilayer 
(Gurtovenko and Lyulina 2014). Studies of more complex composition membranes 
(Piggot et al. 2011) reported that the cell membrane of Gram-positive bacteria S. 
aureus is less resistant to electroporation than that of the Gram-negative bacteria 
E.coli, a property that was linked to the reduced mobility of the lipopolysaccharide 
molecules that are located in its outer leaflet.

1.3.2  Pores Features

While most MD simulations support the hypothesis that electroporation leads to the 
formation of conducting hydrophilic pores stabilized by the lipid head-groups, some 
studies challenged this fact. Tarek and coauthors pointed out that a peculiar EP pro-
cess may be possible in which large long-living ion-conducting water columns are 
not stabilized by lipid head-groups. The migration of lipids along the water column 
turns out to be largely hindered for palmitoyl-oleoyl- phosphatidylserine (POPS) 
bilayers characterized by negatively charged head-groups (Dehez et  al. 2014). 
Similar conclusions were drawn for PC lipid bilayers containing more than 30 mole 
% cholesterol (Casciola et al. 2014) or for Archaea lipids (Polak et al. 2014). Such 
pore morphologies were ascribed to the repulsion of negatively charged head-groups 
in the first case, to the condensing effect of cholesterol in the second, and to the steric 
hindrance of the bulky head-groups coupled with the branched tails in the last case.

1.3.3  Pores Conduction

Using the electric field protocol, it is possible to stabilize the size of the pore to a 
few nanometers, by lowering the field once the pore is formed (Böckmann et al. 
2008; Fernández et al. 2012). Our group (Casciola et al. 2016) used a novel scheme 
to maintain a constant charge imbalance, which refined the initial μs ÷ ms PEFs 
approach to model membranes under constant voltages and therefore led to steady 
pores. In this procedure, the number of ions in the outer and inner electrolytes are 
frequently estimated and reset by a swapping (Kutzner et al. 2011) to maintain the 
charge imbalance even when conduction through the pore takes place.

Using the nsPEF- (Fernández et  al. 2012; Ho et  al. 2013) and μs  ÷  msPEF 
(Casciola et al. 2016)-modified protocols allowed to better characterize the conduc-
tance of electropores of various lipid bilayers. For the hydrophilic pores, the radius, 
and the conductance were found to vary almost linearly with the applied voltage. 
Moreover, the pores were found to be more selective to cations than to anions 
(Leontiadou et al. 2007; Ho et al. 2013; Casciola et al. 2016). This selectivity arises 
from the nature of the lipid molecules constituting the pore. The negatively charged 
phosphate groups that form the walls of the pore attract cations, which hinders their 
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passage across the bilayer, but also makes the pore interior electrostatically unfavor-
able for other cations (Gurtovenko and Vattulainen 2007).

The first attempt to link the experimental evidence of pore conductance and the 
radius estimation was carried out using a linear rising current technique on planar 
POPC bilayers combined with MD simulations performed under similar conditions 
(Kramar et al. 2012). It was then suggested that the opening and closing of a single 
pore under conductance in the 100-nS scale would be possible for a pore diameter of 
~5 nm. Extensive simulations of EP of the same bilayer embedded in 1 M NaCl using 
the modified protocols (Casciola et al. 2016) show that hydrophilic pores with stable 
radius (1–2.5 nm) form under transmembrane voltages ranging from ~400 to 650 mV, 
and allow for the conductance in the range of 6.4–29.5 nS (Casciola et al. 2016). 
Quite interestingly, when the same TM voltages were maintained on the lipid patch of 
the sizes usually employed in MD simulations (~8.8 × 8.8 nm2, 256 lipids), the pore 
radius obtained were twice smaller, and the conductance almost three times smaller 
than those reported for the large system (~17.8 × 17.8 nm2, 1024 lipids), likely a con-
sequence of the constraints imposed by the finite size of the simulation box.

1.3.4  Transport of Molecules Across Electropores

Although the electroporation-based technologies and treatments concern mainly 
transport of molecules, e.g., dyes, drugs, and genetic material, across permeabilized 
cell membranes, the use of MD simulations to investigate such processes is in its 
infancy. Apart from studies reporting electropore-mediated flip-flop of the nega-
tively charged lipids (Hu et al. 2005; Vernier et al. 2006b; Gurtovenko et al. 2010; 
Sridhara and Joshi 2014), only a handful simulations were performed to model the 
transport of large molecules (Tarek 2005; Breton et al. 2012; Salomone et al. 2014; 
Casciola and Tarek 2016).

1.3.4.1  Systems Subject to nsPEFs

Using high intensity electric fields, Tarek (2005) reported the first MD simulation of 
the transport of a short DNA double strand, showing that the uptake occurred via an 
electrophoretic drag and only after electropore formation in the lipid bilayer.

More recently, corroborating experiments performed on PC lipid-based giant unil-
amellar vesicles (GUVs), it was shown that a single 10 ns high-voltage electric pulse 
can permeabilize the lipid bilayer and favors the delivery of a double-stranded siRNA 
(−42e, 13.89  kDa) to the vesicle (Breton et  al. 2012) via an electrophoretic drag 
through the formed electropore. Comparing the experimental evidence (mainly fluo-
rescence imaging) with MD simulations, the authors could show in particular that (1) 
following the application of an electric field, the siRNA is pushed toward the lipid 
head-groups forming an siRNA-phospholipids head-group complex that remains 
stable even when the pulse is switched off; (2) no transport is detected for electric 
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fields applied below an EP threshold; (3) when the applied E is above the EP thresh-
old, the siRNA is electrophoretically pulled through the electropore and translocated 
within a 10 ns time scale (Fig. 1.2); and (4) if the electric field is turned off before the 
complete transition, the pore collapses around the molecule which is hence trapped.

MD simulations were also used to provide a rationale for electroporation experi-
ments using chimeric peptides CM18-Tat11 (CM18, residues 1–7 of cecropin-A and 
2–12 of melittin antimicrobial peptides, KWKLFKKIGAVLKVLTTG; Tat11, resi-
dues 47–57 of HIV-1 Tat protein, YGRKKRRQRRR) known to be efficient delivery 
vectors for plasmid DNA using endocytic vesicles. The CM18-Tat11 − pDNA com-
plex is readily taken up by cells, accumulates within endocytic vesicles, and pro-
motes their membrane destabilization followed by the release of cytoplasmic cargo 
(i.e., DNA). This requires, however, a high peptide concentration within vesicles, 
typically >10 μM. Salomone et al. (2014) showed that the use of nsPEFs substan-
tially enhances the cytoplasmic DNA release. The authors modeled the peptide and 
its fragments and performed experiments on GUVs to provide molecular details 
about the processes taking place. They reported from MD simulations that, when 
subject to high electric fields, Tat11, a small cationic peptide (+8e, 1.50 kDa) can 
translocate through an electroporated bilayer within a few nanoseconds without 
interacting with the phospholipid head-groups (Fig. 1.2). In contrast, the amphipa-
thic peptide CM18, even when located near a preformed pore, remains anchored to 
the lipid head-groups and does not translocate during a 12 ns high electric field pulse 
(Fig. 1.2). Such a complex process, unraveled by atomistic modeling, represents a 
paradigmatic example that can open the way to other targeted delivery protocols.

1.3.4.2  Systems Subject to msPEFs

Two molecules, namely, the siRNA double strand and Tat11, were recently investi-
gated by our group (Casciola and Tarek 2016) in order to compare their mechanism 
of electric field-mediated transport under msPEFs to the one reported using the 
nsPEFs (Breton et al. 2012; Salomone et al. 2014).

Fig. 1.2 MD simulations of the molecular interaction of small molecules with POPC membrane 
bilayers during the administration of ns pulsed electric fields (nsPEFs). From left to right: siRNA 
(Breton et al. 2012); CM18, residues 1–7 of cecropin-A and 2–12 of melittin antimicrobial pep-
tides: KWKLFKKIGAVLKVLTTG (Salomone et al. 2014); and Tat11, residues 47–57 of HIV-1 
Tat protein: YGRKKRRQRRR (Salomone et al. 2014). For clarity, only the phosphatidylcholine 
head-group atoms of the bilayer and of the transported molecules are shown
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The simulations mimicking msPEFs experiments showed that the translocation 
of siRNA through the pore driven by the application of TM voltages above 500 mV 
takes place in the 10  s of nanoseconds time scale, as reported for the nsPEFs. 
Notably, in both simulations carried out under an electric field or under the charge 
imbalance, the siRNA remained anchored to the lower leaflet of the membrane after 
translocation without diffusing in the bulk solution even if the voltage was main-
tained. Experiments performed on mouse melanoma cells applying ms-long pulses 
evidenced that tuning the duration of the pulse is essential for an efficient siRNA 
uptake. Considering the picture emerging from simulations, one can speculate that 
longer pulses could facilitate the transport of siRNA by the formation of a pore 
population having larger diameters. This would allow siRNAs to flow through the 
wide pore and to access the cytoplasm directly and thus increase the transport 
efficiency.

The translocation for Tat11 differs from that of the siRNA because, during the 
process, this peptide does not interact with lipid head-groups but rather diffuses via 
electrophoresis through the pore resulting in its faster uptake. Under a TM voltage 
of ~70 mV, the molecule is translocated from extra- to intracellular regions over the 
same time scale of the nsPEFs procedure (Salomone et al. 2014). At lower voltages 
(~ 40 mV) Tat11 translocates in ~30 ns, possibly a consequence of a higher hindrance 
of the pore (radius decreases from 2 to 0.4 nm) and of a reduction of the electropho-
retic drag. Interestingly, the simulations indicate that the electrically driven uptake 
of a small charged molecule such as Tat11 through an electroporated lipid bilayer 
occurs on the tens of nanosecond time scale both under msPEFs and ns PEFs.

1.4  Summary and Future Directions

Atomistic simulations provide novel and needed molecular scale insight into mem-
brane electroporation processes, thereby serving as a complementary source of 
information in addition to the current arsenal of experimental tools. Over the last 
two decades during which MD simulations have been used to decipher key aspects 
of the phenomena, a great and constant improvement of the protocols used has 
allowed better modeling of the experimental protocols, and satisfactory agreements 
are now being reached when comparing simulation data to “wet” lab experiments 
performed on similar model cell membranes (namely, liposomes). There are quite a 
few challenges ahead; perhaps the most important one is to develop more complex 
and realistic models, i.e., including a representative variety of lipids, carbohydrates, 
and cytoskeleton components. Furthermore, it is clear that studies so far have mainly 
focused on the physical changes membranes undergo when subject to PEFs, while 
it was reported many years ago that lipids under such conditions might also undergo 
chemical modification, in particular peroxidation (Benov et al. 1994; Maccarrone 
et al. 1995; Schnitzer et al. 2007; Zhou et al. 2007). Studying such processes would 
require the use of other computational chemistry modeling techniques relying rather 
on quantum mechanics. Though very costly, the use of such simulations would 
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enable a full understanding and characterization of the complex phenomena of cell 
membrane electropermeabilization.
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Chapter 2
Role of Bioinformatics in the Study of Ionic 
Channels

Monika Kurczyńska, Bogumił M. Konopka, and Małgorzata Kotulska

Abstract Ionic channels belong to the group of the most important proteins. Not 
only do they enable transmembrane transport but they are also the key factors for 
proper cell function. Mutations changing their structure and functionality often lead 
to severe diseases called channelopathies. On the other hand, transmembrane chan-
nels are very difficult objects for experimental studies. Only 2% of experimentally 
identified structures are transmembrane proteins, while genomic studies show that 
transmembrane proteins make up 30% of all coded proteins. This gap could be 
diminished by bioinformatical methods which enable modeling unknown protein 
structures, functions, transmembrane location, and ligand binding. Several in silico 
methods dedicated to transmembrane proteins have been developed; some general 
methods could also be used. They provide the information unavailable from experi-
ments. Current modeling tools use a variety of computational methods, which pro-
vide results of surprisingly high quality.

2.1  Introduction

Ionic channels belong to the group of transmembrane proteins, spanning membranes 
of each living cell. They are responsible for the passive transport of ions exchanged 
between cytoplasm and extracellular environment, as well as between various cell 
compartments. Ionic channels play important roles in the human organism: regula-
tion and control of ionic transport from and to the cell. They participate in nerve and 
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muscle impulse transfer, hormone regulation, blood pressure regulation, and water 
regulation (Restrepo-Angulo et al. 2010). Channels are involved in all major pro-
cesses and constitute an important target for many pharmaceuticals. Their proper 
functioning, which can be severely disturbed by mutations, is crucial to maintain 
health. Unfortunately, ionic channels are molecules that are very difficult to study. 
They are usually large proteins with sequences up to even a few thousands of amino 
acids. Moreover, preparation of a protein for structural studies may be problematic 
(Koehler Leman et al. 2015). The host cells used for the protein expression often 
cause its over- or under-expression, as well as misfolding. Obtaining a high-resolu-
tion structure of a membrane protein often requires its removal from the natural lipid 
environment by denaturation, which may affect its native conformation. Membrane 
lipids and proteins mutually influence their structures, so the ideal case for structural 
studies requires membrane-mimetic detergents or lipid media such as lipidic cubic 
phase (LCP) (Landau and Rosenbusch 1996) or lipidic medium for crystallization-
bicelles (Ujwal and Abramson 2012). Continuous development of the experimental 
methods, such as NMR methodologies for membrane protein, oriented sample 
NMR and magic angle spinning (MAS) in solid-state NMR (ssNMR) spectroscopy 
(Wanga and Ladizhansky 2014), has contributed to doubling the growth of solved 
membrane protein structures for the last 3 years. However, difficulties in experimen-
tal efforts to clarify membrane protein structures and functions remain. Therefore, 
studies in silico could provide a valuable support to obtain new knowledge. 
Computational methods can be based either on results of other experiments, gath-
ered in molecular databases, or a complete de novo modeling using available ser-
vices and tools or novel algorithms developed by researchers.

Accessible online services in molecular biology provide information about biological 
sequences, molecular structures, congenital diseases, and their molecular mechanisms. 
They include databases, knowledge bases, search, modeling, and evaluation tools. 
Therefore, they are crucial for today’s researchers as well as for physicians. Molecular 
Biology Databases Collections have been published in the journal of Nucleic Acids 
Research, in the first released issue of each year for 24 years. These issues gather infor-
mation about all “bio” databases available at the time. Currently the number of databases 
has reached 1712, and they are divided into 14 categories (Galperin et al. 2017).

The knowledge of a protein is much more useful if its sequence is complemented 
with a protein three-dimensional structure. Only then could it be effectively applied 
for diagnosis, treatment, and preventing diseases. The first solved protein structures, 
myoglobin and hemoglobin, were published in 1958 and 1963, respectively (Kendrew 
et al. 1958; Muirhead and Perutz 1963), but their resolutions were insufficient to cre-
ate models with all atomic details. The first high-resolution structure of the hen egg-
white lysozyme was published in 1965 (Blake et  al. 1965). However, the first 
high-resolution structure of an ionic channel, a potassium channel from Streptomyces 
lividans was only solved in 1998 by the group of R. McKinnon (Doyle et al. 1998), 
who has been awarded with the Nobel Prize for this discovery. Now about 120,000 
protein structures are known and collected in Protein Data Bank (PDB) (Berman 
et al. 2000). Only 2% of them are membrane proteins although the genetic studies 
imply that they should constitute around 30%. Ionic channels are represented by 
only 137 structures, and almost none of them are from a human tissue. Most of the 
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experimental membrane protein structures have been obtained with X-ray crystal-
lography (3651). Other methods include NMR spectroscopy, electron microscopy, 
hybrid methods, electron crystallography, neutron diffraction, and fiber diffraction.

The low number of the membrane protein structures requires optimized tools and 
databases to take full advantage of the knowledge collected so far. Some databases, 
such as Membrane Proteins of Known 3D Structure (http://blanco.biomol.uci.edu/
mpstruc/), gather information about membrane protein structures in one place, and 
they are linked to the PDB database or different sources of additional knowledge 
about them. There are some databases of 3D structures which include information 
about location of the membrane proteins embedded in lipid bilayers, e.g., PDBTM 
(Kozma et al. 2013) (http://pdbtm.enzim.hu/), OPM (Lomize et al. 2012) (http://
opm.phar.umich.edu/), and MemProtMD (Stansfeld et al. 2015) (http://sbcb.bioch.
ox.ac.uk/memprotmd/beta/). Other databases are dedicated to special cases of mem-
brane proteins, for example, Membranome (Lomize et  al. 2016) (http://membra-
nome.org/), which collects single-spanning (bitopic) transmembrane proteins from 
six organisms, or TCDB (Saier et al. 2016) http://tcdb.org/), which includes func-
tional and phylogenetic classification of membrane transport proteins. Many data-
bases gather information about topology and sequence motifs of membrane proteins, 
e.g., TOPDB (Tusnády et al. 2008a) (http://topdb.enzim.hu/), ExTopoDB (Tsaousis 
et  al. 2010) (http://bioinformatics.biol.uoa.gr/ExTopoDB/), TOPDOM (Tusnády 
et al. 2008b) (http://topdom.enzim.hu/), and MeMotif (Marsico et al. 2010). Some 
databases collect information about genetic variations in the genes encoding ionic 
channels and resulting diseases, such as the Ion Channels Variants Portal (Hinard 
et al. 2017) (https://www.nextprot.org/portals/navmut).

A great interest in the membrane protein structures and functions versus insuffi-
cient structural information from experimental methods are the reasons of a wide 
use of bioinformatics methodology and tools to explore membrane proteins. 
Bioinformatics may not only support high-resolution prediction or refinement of 
membrane protein structures but also help in predicting the effects of mutations, 
ligand docking, drug design, and loop modeling. Other challenges involve predic-
tion of the protein functionality, such as ion selectivity mechanisms, channel gating, 
sensory functions, and ligand binding.

In the next two sections of the chapter, we will review various tools and methods 
used in bioinformatical modeling of the structure and function of ionic channels. 
This will be followed by a short review of applications of those methods in studying 
diseases related to ionic channel dysfunctions.

2.2  Modeling of Ionic Channels

2.2.1  Structure Prediction

Typically, modeling of a protein structure is carried out on several levels with the 
ultimate goal being generation of a reliable three-dimensional model. These levels 
include prediction of the secondary structure, disulfide bonds, solvent accessibility, 
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and inter-residue contacts. This information, along with the amino acid sequence, is 
used as an input for tools predicting the 3D models. Usually, the last step of 3D 
prediction protocols is the model quality assessment. Most methods that perform 
the abovementioned tasks are of general use. Thus, they can be applied to any type 
of protein including membrane proteins. However, there are also issues specific to 
the transmembrane protein structure prediction.

Topology prediction of transmembrane (TM) proteins is the first specific task to 
be performed in the procedure of predicting structures of ionic channels. Tools for 
predicting TM topology fall into two main categories: helical TM topology predic-
tors and beta-barrel TM topology predictors.

Helical TM topology can be predicted from the first principles. SCAMPI and 
TopPredΔG (Bernsel et al. 2008) are two methods that predict the TM topology based 
on an experimentally derived model, which estimates the free energy of insertion of 
an amino acid into the membrane. The difference is that SCAMPI additionally uses 
a simple model similar to hidden Markov model (HMM) that defines the underlying 
grammar, while TopPredΔG uses a sliding window to generate a free energy profile 
and data-based energy cutoffs to mark “certain” and “putative” TM segments.

However, most helical TM topology predictors are machine-learning methods. 
MemBrain (Shen and Chou 2008) uses a multiple sequence alignment-based posi-
tion scoring matrix, which is cut into 13 and 15 amino acid long frames with a slid-
ing window. The windows are input to k-nearest neighbor classifiers to generate TM 
helix propensity profiles that are used to identify TM regions. MEMSAT-SVM 
(Nugent and Jones 2009) uses four SVM binary classifiers that are used to identify 
the following regions: inside/outside loops, TM helix/non-TM helix, reentrant 
helix/non-reentrant helix, and signal peptide/non-signal peptide. The input is the 
position scoring matrix generated along with a multiple sequence alignment. 
TMHMM (Krogh et al. 2001) is a method that implements a hidden Markov model 
of a transmembrane helical protein. The model assumes three regions of a TM pro-
tein: extracellular, transmembrane, and cytoplasmic sides. Each region is modeled 
by a submodel that contains several HMM states. HMMTOP (Tusnady and Simon 
2001), similarly to TMHMM, applies HMM. The model enables recognizing parts 
of a sequence and assigns them into one of five regions: inside loop, inside helix tail, 
membrane helix, outside helix tail, and outside loop. Other HMM-based methods 
include, for instance, PRO-TMHMM, PRODIV-TMHMM (Viklund and Elofsson 
2004), and Phobius (Kall et  al. 2007). More elaborate TM predictors use mixed 
approaches. For instance, OCTOPUS (Viklund and Elofsson 2008) uses PSI- 
BLAST position-specific scoring matrices (PSSM) and raw sequence alignments as 
inputs for a two-stage modeling procedure. First, a set of artificial neural networks 
is used to predict residue propensities to be a part of the membrane, interface, loop, 
or globular regions. The output is then fed into an HMM model that is used to derive 
the final topology prediction.

Quite successful are consensus approaches which use outputs from several stand- 
alone methods for calculating a consensus prediction. TOPCONS (Bernsel et  al. 
2009) is based on the outputs from five TM topology prediction methods. These 
outputs are combined into a topology profile which is further used as the input to a 
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dynamic programming algorithm that generates a final prediction. CCTOP (Dobson 
et al. 2015) uses the output of ten TM topology predictors as weighted constrains 
that are fed into an HMM model. In addition, CCTOP may utilize other available 
data, such as conservatively localized motifs and domains.

In an assessment of secondary structure predictors, which we performed several 
years ago, we showed that prediction of beta structures is much harder than predic-
tion of alpha helices (Konopka et al. 2009). The works on prediction of beta-barrel 
TM topology prediction published since then clearly show the significant progress 
in this area.

PRED-TMBB (Bagos et al. 2004) is one of the first methods designed to model 
the topology of beta-barrel TM proteins. It was able to predict the topology of outer 
membrane beta-barrel TM proteins of gram-negative bacteria using an HMM 
model. In the paper of Taylor et al. (2006), a Bayesian network-based method pre-
dicting beta-barrel TM topology was proposed. The authors reported high predic-
tion accuracy of a beta strand (88.6%); however, the accuracy in predicting the 
overall topology was quite low (42%). PROFtmb (Bigelow and Rost 2006) imple-
ments a HMM-based model that allows four-state residue prediction. The regions 
include up-strand, down-strand, periplasmic loop, and outer loop. The reported pre-
diction accuracy, calculated per residue, achieved 86%. BOCTOPUS (Hayat and 
Elofsson 2012) and its successor BOCTOPUS2 (Hayat et al. 2016) are among the 
most successful beta-barrel TM topology predictors. They use a combination of 
SVMs and HMM to predict the topology of TM beta-barrel proteins. To be more 
specific, BOCTOPUS2 is a three-stage predictor. It uses a position-specific scoring 
matrix (PSSM) as input information for SVM classifiers that assess the probability 
of each residue belonging to one of four β-strand regions, i.e., outer loop (o), inner 
loop (i), pore-facing (p), or lipid-facing (l). The barrel region is localized according 
to the result. Finally, an HMM-like model is used to predict the topology. PredβTM 
(Roy Choudhury and Novic 2015) uses an interesting input sequence coding 
scheme, according to which the sequence is divided into ten amino acid long seg-
ments. For each segment, an amino acid adjacency matrix is created, which is then 
fed into a SVM classifier. The method yields accuracies worse than that of 
BOCTOPUS2.

The TM topology prediction methods that are available as web servers are listed 
in Table 2.1.

Topology prediction can be used as input information that supports 3D model-
ing. In the best-case prediction scenario, when structures of homologues of the 
 target structure are available, TM topology is not as important as the quality of 
templates. In these cases, homology modeling methods are used. Homology model-
ing includes three important steps: (1) template search/fold recognition, (2) align-
ment, and (3) coordinate generation with loop modeling.

When performing homology modeling of TM proteins, one can use general- 
purpose modeling tools, such as SWISS-MODEL (Biasini et  al. 2014), Phyre2 
(Kelley et al. 2015), HHpred (Soding et al. 2005), and MODELLER (Webb and Sali 
2016). However, tools which were specially tailored to TM protein homology mod-
eling could also be applied. MEDELLER (Kelm et al. 2010) is probably one of the 
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most popular tools. It is based on MODELLER as the main atom coordinate genera-
tion engine; however, it uses additional information on membrane positioning to 
identify the most reliable part of the template for the target alignment. According to 
its authors, it consistently yields better results for membrane proteins than 
MODELLER alone. Another interesting approach is presented in Chen et al. (2014). 
In this work, a generic protocol for modeling TM helical proteins is provided. It 
includes standard homology modeling using MEDELLER in cases where a high- 
quality alignment to structural templates is available, while in cases where align-
ments contain significant gaps, additional modeling steps are performed, i.e., 
low-energy TM helix conformation search with interhelical bends and kink inser-
tion and modeling the regions around them using techniques of fragment insertion.

There are several fold recognition and alignment tools that may improve the 
result of homology modeling by providing better structural templates and better 
alignments than general tools. TMFR (Wang et al. 2013) is a fold recognition tool 
designed to search TM proteins’ homologues. It benefits from inclusion of TM 
protein- specific topology features, which are not used by other general fold recogni-

Table 2.1 TM topology predictors available as web server services

Method name Methodology Web server address

HMMTOP2.0 Single sequence, 
HMM-based model

http://www.enzim.hu/hmmtop

TMHMM2.0 Single sequence, 
HMM-based model

http://www.cbs.dtu.dk/services/TMHMM/

Phobius Single sequence, 
HMM-based model

http://phobius.binf.ku.dk/

MEMSAT-SVM MSA-based, SVM 
predictor

http://bioinf.cs.ucl.ac.uk/psipred/

MEMSAT3 MSA-based, neural 
network predictor

http://bioinf.cs.ucl.ac.uk/psipred/

MemBrain MSA-based k-nearest 
neighbor predictor

http://www.csbio.sjtu.edu.cn/bioinf/MemBrain/

OCTOPUS MSA-based neural 
network predictor 
combined with HMM

http://octopus.cbr.su.se/

SCAMPI-msa Physics- based model http://scampi.cbr.su.se/
TOPCONS Consensus predictor http://topcons.net/
CCTOP Consensus predictor http://cctop.enzim.ttk.mta.hu
Beta-barrel TM proteins
PRED-TMBB Single sequence, 

HMM-based model
http://bioinformatics.biol.uoa.gr/PRED-TMBB/

BOCTOPUS2 MSA-based, SVM 
combined with a HMM

http://boctopus.bioinfo.se/

PROFtmb MSA-based, HMM 
model

https://www.predictprotein.org/

PredβTM Single sequence, SVM 
predictor

http://transpred.ki.si/

The top part of the table lists helical TM predictors, and the lower part lists beta-barrel TM 
predictors
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tion tools. Apart from finding homology modeling templates, it can also be used to 
improve the alignment between the target and the template structure. PRALINETM 
(Pirovano et al. 2008) is a multiple alignment method that uses membrane-specific 
substitution matrix in those regions of the alignment that were annotated as TM 
regions by topology predictor methods. MT-T (Hill and Deane 2013) is a similar 
approach. It also uses environment-specific substitution tables. Different scoring 
and gap penalty scheme is used depending on whether the analyzed region is a TM 
region or not. The tool, using homology modeling procedure, shows improved 
alignment accuracy and better final models in comparison to similar tools of general 
use. TM-Coffee (Chang et al. 2012) is in fact the T-Coffee alignment tool (Notredame 
et al. 2000); however, it uses a reduced database only limited to TM proteins, thus 
acquiring alignment accuracy similar to that provided by T-Coffee but at a signifi-
cantly reduced computational cost.

If no homologous structures are available, de novo modeling is performed. In 
this case, predictions often benefit from additional information of the secondary 
structure, disulfide bonds, solvent accessibility, or inter-residue contacts. The latter 
turned out to be especially useful due to a breakthrough in methods for predicting 
contact sites which are based on correlated mutations. In Konopka et al. (2014) and 
Dyrka et al. (2016), it was shown that it is possible to acquire high-quality structures 
of TM proteins based solely on contact information. However, in a real-life situa-
tion, full contact information is not available. Instead, predicted contacts are used to 
guide the prediction process.

Among the most successful de novo tools are Rosetta, FILM3, and EVFold_bb. 
Rosetta is one of the first tools for protein de novo modeling (Simons et al. 1997). 
There is a Rosetta protocol dedicated to membrane protein structure prediction, i.e., 
RosettaMembrane (Yarov-Yarovoy et al. 2006; Barth et al. 2007). The protocol uses 
the standard Rosetta ab initio protocol, which samples the protein conformational 
space by a fragment assembly algorithm, guided by an energy scoring function. 
However, for membrane proteins, it is enhanced with a membrane-specific physical 
model of intra-protein and protein-solvent interactions. Similarly to Rosetta, FILM3 
(Nugent and Jones 2012) is a fragment assembly approach. However, in case of 
FILM3, the assembly process is guided exclusively by energy potential predictions of 
inter-residue contacts, derived by PSICOV from correlated mutations (Jones et  al. 
2012). EVFold_bb (Hayat et al. 2015) is dedicated to 3D modeling of beta- barrel pro-
teins. It combines inter-residue contacts from the EVFold_PLM (Marks et al. 2011) 
with beta-barrel topology predictions from BOCTOPUS2. These contacts are then 
used as spatial constraints for CNS structure reconstruction software (Brunger 2007).

2.2.2  Scoring Functions and Force Fields

In bioinformatics of ionic channels, a few terms are used to describe the energy of 
the system. An individual potential, which describes a particular type of interac-
tions in the system with a mathematical function, is often called an energy term. 
Scoring functions, which are sums of individual energy terms, enable choosing the 
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best protein models generated by prediction methods. In molecular simulations, 
the force fields are sums of individual energy terms and are used to describe the 
potential energy of the system. The scoring functions and molecular force field 
parameters for membrane proteins are the area of active research. Energy terms are 
usually divided into three types: physics-based, knowledge-based, and combina-
tion of the two.

Physics-based potentials typically include energy terms describing covalent 
bonds (described by a harmonic potential), angles (harmonic potential), dihedral 
angles, electrostatics (Coulomb law), and van der Waals interactions (Lennard- 
Jones potential). The primary physics-based potentials are known as molecular 
mechanics (MM) force fields. MM force fields obtain parameters from experimen-
tal data, and quantum chemistry calculations carried out on small molecules (Weiner 
et al. 1984). Next, the parameters are validated by comparisons to the experimental 
observations such as intermolecular energies in the gas phase, solution phase densi-
ties, and heats of vaporization (Jorgensen et al. 1996). However, there is no simple 
way to transfer MM force fields from small molecules to proteins and macromo-
lecular systems. This challenge has been successfully accepted in the 1990s. 
Originally, the native structure in a metastable conformation was demonstrated 
with molecular dynamics (MD) (MacKerell et al. 2000), but then larger ranges of 
conformational space of protein structure were studied (Shaw et al. 2010). MD is 
based on classical Newtonian physics. The trajectories of all the atoms or supera-
toms (coarse- grain version) in the simulation system, including protein and water 
molecules, are calculated at each time step. This approach requires a great deal of 
computational power and in return gives the opportunity to explain experimental 
observations using atomic resolution. MD studies of membrane proteins may sup-
port better understanding of the phenomena such as ionic channel gating (Meng 
et al. 2016; Hulse et al. 2014) and transport across the membrane, including selec-
tive transports of metal ions across the membrane (Joh et al. 2014). MD simulations 
may include all atoms in the system as a single practice (all-atom MD) or as larger 
superatoms defined by small groups of atoms (coarse-grain MD). Depending on the 
strategies and objectives, different force fields and different types of MD simula-
tions are chosen. Popular force fields used in MD of biomolecules include 
CHARMM (Mackerell et  al. 1998), AMBER (Cornell et  al. 1995), GROMOS 
(Oostenbrink et al. 2004), and OPLS (Jorgensen et al. 1996). Typical force field for 
lipid membrane and then extended for proteins is MARTIN (Monticelli et al. 2008). 
Originally, it was created for coarse-grain MD simulations. However, MARTIN has 
recently been combined with the GROMOS all-atom force field (Wassenaar et al. 
2013), and a membrane protein is modeled in all-atom scale while lipids in coarse-
grain MD.  The popular force fields have been developed for membrane protein 
simulations: CHARMM with lipids (Klauda et  al. 2010), OPLS-AA with lipid 
chains (Siu et  al. 2012), OPLS-AA with DPPC molecules (Maciejewski et  al. 
2014), and GROMOS with PC, PE, and PG lipids (Chiu et al. 2009). More details 
about the force fields for simulations of membranes and proteins are presented in 
the review by Pluhackova and Bockmann (2015). However, not only a force field is 
required for MD simulations but also an appropriate choice of boundary conditions, 
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pressure, and temperature coupling schemes, reviewed by Tieleman (2012). MD 
simulations also need topology files for lipids, which are constantly collected in 
Lipidbook (Domanski et al. 2010), a public repository of parameters for MD simu-
lations of biomembrane components.

To improve the speed of simulation, a number of methods can be applied. 
Replica-exchange sampling (REMD, or parallel tempering) (Ulmschneider et  al. 
2014) creates identical replicas of a system, which are simulated in parallel using 
exponentially distributed temperatures. Dynamic importance sampling (DIMS) 
makes sampling transition states between two known protein conformations (Seyler 
and Beckstein 2014). For MD simulations, several software packages were created: 
GROMACS (Berendsen et al. 1995), NAMD (Phillips et al. 2005), Desmond (Shaw 
2005), and CHARMM (Brooks et al. 1983). In recent years, a lot of ionic channel 
mechanisms have been explained using MD simulations. The MD simulations were 
used for studies of water movement in ionic channels (Aityan and Chizmadzhev 
1986), ion-specific diffusion through transmembrane protein channels (Fischer and 
Brickmann 1983), and solvent effects in ionic transport (Kappas et al. 1985). One of 
the first MD simulation targets was gramicidin A (Roux and Karplus 1994; Liu et al. 
2005). However, the potassium channel has been the most popular narrow ionic 
channel for MD simulations (Burykin et al. 2003; Monticelli et al. 2004), because it 
was the first ionic channel structure discovered with high resolution using X-ray 
crystallography. The MD simulations of potassium channels included explanation 
of several processes such as conformational dynamics during activation and upon 
ion binding, mechanism of ion selectivity (Medovoy et al. 2016), and interactions 
with peptides, proteins, and lipids (Molina et al. 2015).

Knowledge-based energy functions usually take parameters from macromolecu-
lar structures, such as protein structures. They are based on the assumption that 
structural protein properties are independent, and the distance between two interac-
tion sites follows Boltzmann distribution (Jernigan and Bahar 1996). Unfortunately, 
they often ignore physical chemistry of interactions between atoms. However, they 
have a wide range of applications, such as scoring functions in tools for prediction 
of the protein structures, for example, TMFoldRec (Kozma and Tusnády 2015). The 
energy function for a given conformation and sequence is calculated as a sum of 
products of interaction energies between the ith and the jth type of amino acids and 
interaction energy between the ith type amino acid and a lipid. The interaction ener-
gies between the amino acid pairs and between the amino acids and their lipid ambi-
ent were calculated with a modified ENERGI algorithm (Thomas and Dill 1996). 
Another tool, BCL::MP-Fold (Weiner et al. 2013), which is for de novo prediction 
of membrane protein helical bundles, uses a knowledge-based score. It uses 
BCL::Score for soluble proteins (Woetzel et  al. 2012) with two modifications, 
radius of gyration and amino acid environment, and introduces three new scores, 
SSE alignment, membrane protein topology, and environment prediction accuracy. 
BCL::Score is derived using Bayes’ theorem and describes the probability of 
observing the structure for given sequence using two separated terms: the probabil-
ity of observing the structure independent of the sequence and the probability of 
observing the sequence for given structure. TransFold (Clote et al. 2006) tool, which 
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is a membrane protein beta-barrel predictor, also uses pairwise interstrand residue 
statistical potentials, which describe number of transmembrane beta-strands in the 
barrel, length of transmembrane beta-strands, strand inclination with respect to 
membrane plane, size of periplasmic and extracellular loops, and hydrophobic pro-
file of transmembrane beta-strands. It also uses program BETAWRAP (Cowen et al. 
2002) for calculating contact potentials. PartiFold (Waldispuhl et  al. 2008) for 
membrane beta-barrel proteins uses a novel energy function of stacked amino acid 
pair statistical potentials.

Methods for improvement of scoring functions or force fields combine the 
strengths of the two types of the energy terms: physics and knowledge-based (Song 
et al. 2011). The combination strategy is used in TMBPro (Randall et al. 2008), 
which is de novo predictor of membrane protein beta-barrels. In this case, energy 
terms favor formation of predicted beta-contacts, compliance to a specific mem-
brane channel pattern, some side-chain interactions between predicted non-beta 
positions (Zhang et al. 2003), and close termini proximity at artificial chain break 
sites. At the same time, they penalize clashes between side-chain centers of mass 
and steric clashes between all explicitly modeled atoms using van der Waals radii. 
One of the most successful de novo tools, which uses a combination of the physical- 
and knowledge-based energy terms, is Rosetta. The Rosetta energy function is a 
linear combination of energy terms which describe interactions between atoms 
modeled with Lennard-Jones terms, solvation effect (Lazaridis and Karplus 1999), 
orientation-dependent H-bond term (Kortemme et al. 2003), side-chain and back-
bone torsion energies, short-range knowledge-based electrostatic term, and refer-
ence energies for each of the amino acids. The default energy function in Rosetta is 
talaris2014, which is a slight modification of the talaris2013 energy function 
(Leaver-Fay et  al. 2013). Using both types of energy terms may lead to double 
counting of the same physical interaction, which may provide inaccurate results. 
However, the problem was resolved by an iterative approach to detect it, based on 
the properties of energy minima distributed throughout conformational space. The 
RosettaMP (Alford et  al. 2015) software was developed specially for membrane 
proteins. It combines the energy terms from Rosetta, knowledge-based energy terms 
derived from a database of membrane protein structures, and physics-based energy 
terms for atoms in the lipid membrane based on the Lazaridis implicit Gaussian- 
exclusion solvation model (Lazaridis 2003). RosettaMP knowledge-based energy 
terms, dedicated for membrane, describe propensity of a single residue to be at a 
given depth in the membrane, and burial by residues, pairwise interaction potential 
between two residues being some distance apart at a given depth in the membrane, 
residue density potential based on the number of neighboring residues and a number 
of transmembrane helices, agreement between predicted lipophilicity (from LIPS 
server) and the model (Adamian et al. 2005), and propensity of a single atom to be 
at a given depth in the membrane. They also include penalties for non-helical sec-
ondary structure in the membrane, residues outside the hydrophobic layer of the 
membrane, and transmembrane helices that project outside of the membrane. 
RosettaMP physics-based energy terms dedicated for membrane define free energy 
of a single, isolated atom in a solvent or lipid, depending on the depth in the mem-
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brane, and atomic solvation free energy change due to the presence of surrounding 
atoms (Yarov-Yarovoy et  al. 2006). RosettaMP also uses depth-adjusted Rosetta 
hydrogen bonding term with stronger hydrogen bonding in the membrane 
(Kortemme et al. 2003).

2.2.3  Functional Modeling

The detailed description of the transport mechanism is crucial in ionic channel stud-
ies, especially ion-binding sites, permeation pathways, ion conductance, selective 
permeability, and gating. Again, computational methods may be used to answer the 
questions related to these issues. Moreover, modeling the channel function can be 
used in evaluating quality of protein structures obtained from structural modeling. 
Improper flow characteristics may indicate errors in the structure. The most com-
mon simulation methods include MD, Brownian dynamics (BD), and the electrodif-
fusion Poisson-Nernst-Planck model (PNP).

MD enables obtaining explanation of ionic channel at atomic resolution. When 
more structures of ionic channels were discovered, MD simulations were used to 
study ion transport in different proteins. In PubMed, more than 1900 articles about 
MD simulations of ionic channels can be found, including, for example, voltage- 
gated sodium channels (Oakes et al. 2016), voltage-gated cation channels (VGCC) 
(Delemotte et  al. 2012), cationic mechanosensitive channels (MSCs) 
(Gnanasambandam et  al. 2017), and cystic fibrosis transmembrane conductance 
regulator (CFTR) protein of an ABC transporter that functions as an ATP-gated 
channel (Callebaut et al. 2017).

BD is a less detailed method of the channel flow modeling. It treats solvent as a 
continuous medium while ions as discrete objects. Calculations are based on the 
Langevin’s stochastic equation (Chung and Kuyucak 2002):
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where vi is the velocity of ith ion, γi is the friction coefficient of ith ion, Ri is the 
random force, and Fsi represents the systematic force. The random and friction 
forces depict the ion-water molecules collisions. There are several available tools 
for BD simulations, such as GCMC/BD (Lee et al. 2012), BD_BOX (Dlugosz et al. 
2011), IMBD (Kurczynska and Kotulska 2014), and BROWNIES (Berti et  al. 
2014). The BD simulations were used in ionic channels to study ion flow through 
porin channels (OmpF, alpha-hemolysin) (Schirmer and Phale 1999; Im and Roux 
2002), anion channels (ClC, VDAC) (Coalson and Cheng 2010; Krammer et  al. 
2013), cation channels (Bek and Jakobsson 1994), sodium channels (Krishnamurthy 
et al. 2007) and their interactions with blockers (Gordon and Chung 2012), proper-
ties of the KcsA potassium channel (Chung et  al. 1999) and its interaction with 
blockers (Cui et al. 2001; Bisset and Chung 2008), ionic channels from purinergic 
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P2X family receptors (Turchenkov and Bystrov 2014), and GABAA receptor mem-
brane channel domain (O’Mara et al. 2005).

PNP model does not require vast computational resources for long-time-scale 
simulations because the whole system is represented by a continuous medium. This 
includes the channel components, as well as the solvent and ions. The PNP model 
is defined by two equations. The Nernst-Planck equation allows calculating the flux 
density:
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and the Poisson equation is used for calculating electric potential in the pore:
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Here, J is the current density, n is the ionic density, F represents the electric 
potential, ε0 is the permittivity of free space, ε is the permittivity of the medium, and 
ρ represents external charges (from the pore walls).

The studies by Edwards et  al. (2002), Noskov et  al. (2004), Cozmuta et  al. 
(2005), Dyrka et al. (2008, 2013, and 2016), Wang et al. (2014), Chaudhry et al. 
(2014), and Liu and Eisenberg (2015) have shown the potential of the PNP model in 
research of several transmembrane proteins. First, the PNP model was used for 
calculating ionic conduction through wide biological pores, including phenomena 
of charge selectivity and rectification. Correct results for wide pores, such as alpha- 
hemolysin, encouraged development of more elaborate PNP algorithms, which 
enable approximate studies of narrow ionic channels with selectivity filters. The 
PNP models have been also employed to study effects of single-point mutations in 
transmembrane proteins on the ion conductions and influence of blocking mole-
cules bound to the pores.

2.3  Applications of Bioinformatical Modeling of Channels

Bioinformatical modeling of ionic channels opens new perspectives in understand-
ing, preventing, and treating diseases which are related to channelopathies or non-
physiological disruption of the cell membrane. Compound libraries of potential 
ligands for ionic channels have been designed in silico. They are used in computa-
tional and functional studies of ionic channels, such as changes of the transmem-
brane potential and ion concertation. These results may be easily compared to the 
physiological measurement to assess the impact of potential drugs, which is a big 
problem of studies regarding ionic channels.

Ionic channels are involved in numerous physiological processes and can cause 
channelopathies, diseases resulting from their wrong performance. Mutations in 

M. Kurczyńska et al.



29

over 60 different ionic channel genes are related to human diseases (Ashcroft 2006), 
and more than 1400 publications regarding channelopathies can be found in 
PubMed. The majority of channelopathies is related to the cardiac and nervous sys-
tems. Often the first observed clinical phenotypes of cardiac channelopathies are 
sudden death or cardiac arrest (Webster and Berul 2013). Several cardiac 
 channelopathies have been recognized, for example, long QT syndrome and cate-
cholaminergic polymorphic ventricular tachycardia. The neurological channelopa-
thies influence the brain, spinal cord, peripheral nerves, or muscles (Spillane et al. 
2016), for example, epilepsy, pain syndromes, and congenital myasthenic syn-
dromes. Moreover, different ionic channels are overexpressed in some cancer cells, 
which gives new opportunities for cancer drug design (Kunzelmann 2005).

Bioinformatical studies may give insight into molecular mechanisms of blocking 
ionic channels, which is often used in drug development. Various studies (Gordon 
and Chung 2011; Chen and Kuyucak 2011) using MD simulations show binding 
free energies of charybdotoxin with different voltage-gated potassium channels. 
Kuyucak and Norton (2014) presented the results of docking the toxin ShK to potas-
sium channels. Other studies by Gianti et al. (2016) showed computational docking 
of known Hv1 inhibitors, 2-guanidinobenzimidazole (2GBI), and their analogues to 
the Hv1 proton channel. The recent study by Elokely et al. (2016) gave a new insight 
into the activation process of transient receptor potential, caused by ligands in the 
cation channel subfamily V member 1 (TRPV1).

The use of the bioinformatical modeling tools is not limited to regular transmem-
brane proteins of unknown structural or functional characteristics. In silico approach 
can be applied to other molecules with affinity to lipid membranes, including irreg-
ular clusters of peptides that could interact and insert into the cell membranes. Such 
entities are even harder to study with classical experimental methods due to tran-
sient nature of such interactions, their potentially lower stability, higher dynamics, 
and much lower reproducibility of these structures. They also lack any specific 
single channel conductance, characteristic of a particular species. On the other 
hand, these interactions are of great interest to researchers. Nonphysiological dis-
ruption of the cell membrane can lead to severe consequences in the cell function-
ing, allowing abnormal ion fluxes across the membrane. For example, 
nonphysiological membrane channels could destroy a high gradient of calcium con-
centration across the membrane and uncontrolled ionic influx into the cell. Calcium 
ions are very important cell messengers used in a signal transduction; therefore, 
disruption of the physiological flows severely affects cell functioning, including the 
cell death. Studies show that amyloid diseases are accompanied by deposits of pro-
tein aggregates, forming elongated beta fibrils made from peptide oligomers. The 
mature fibrils are not dangerous to cells, but the amyloid oligomers are highly cyto-
toxic. The mechanisms underlying this lethal effect have not been discovered, yet. 
Amyloid aggregates are involved in many diseases, often neurodegenerative, such 
as Alzheimer’s disease, Parkinson’s disease, amyotrophic lateral sclerosis (ALS), 
Huntington’s disease, and many others. Some cellular effects of these diseases are 
very similar in different diseases, and they include calcium dysregulation and depo-
larization of mitochondria. It was also observed that the amyloid oligomers readily 
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interact with cell membranes, often forming heterogeneous membrane structures 
with conductive transmembrane pores. Their occurrence is related to the same envi-
ronmental factors as those promoting amyloid deposits, such as high protein con-
centration, low pH, proteolysis, and high temperature. The pores are slightly cation 
selective although no specific selectivity has been observed. Very little is known of 
their structures, and experimental studies do not provide reproducible and clear 
answers, most probably due to the heterogeneity of the assembles forming the pores. 
The toxicity of such structures may resemble the toxicity of channel-forming toxins 
known from the microbial world. Modeling amyloids and their interactions with the 
cell membranes can help to address several questions regarding the role of amy-
loidogenic peptides in the amyloid diseases. It may help to establish the affinity of 
various amyloidogenic oligomers to the cell membrane and methods to downregu-
late their insertion and resolve the structures and dynamics of the aggregates inter-
acting with the membranes. Modeling would enable predicting pore effects on ionic 
flows and cell functioning and help to design therapeutic pore blockers. Several 
bioinformatical studies attempted to address these questions. The most frequently 
used modeling method has been MD. The first theoretical models of an amyloid 
channel were proposed by Durell et  al. (1994). The authors provided a model 
explaining the variable conduction states observed from a single channel and show-
ing how lipid headgroups could affect the ion selectivity. More advanced attempts 
followed later, as reviewed in Jang et al. (2014). Other MD models showed that also 
alpha helical structures could be involved in the process of amyloid insertion into 
the membranes (Pannuzzo et al. 2013). Threading or homology methods, possible if 
a more regular molecular structure is experimentally solved, could be used to test 
how mutations affect the amyloid channels. On the other hand, modeling topology 
and affinity of the aggregates to the membrane can show if lethal amyloid structures 
are always involved in uncontrolled transmembrane conductivity (Zulpo and 
Kotulska 2015).

2.4  Summary

Ionic channels are necessary for transmembrane transport, which is crucial for 
proper functioning of the cells and the whole organism. Difficulties in experimental 
studies regarding the channels resulted in a very low percent of high-resolution 
structures available in the databases. Therefore, bioinformatical studies may be a 
good option to obtain lacking information. Modeling can provide the approximate 
structure of a protein, its affinity to the membrane, as well as finer details of the 
selectivity filters, gating mechanisms, and potential ligand binding. It is also very 
useful in modeling irregular transmembrane pores. Some of this information could 
be sufficient to discover mechanisms of diseases related to improper ionic transports 
and indicate potential treatments. Bioinformatical tools are based on a great variety 
of approaches, including de novo, comparative, or homology-based methods. 
Algorithms make use of knowledge- or physics-based potentials for energy 

M. Kurczyńska et al.



31

calculation, using a variety of scoring functions and force fields. Statistical model-
ing employs a variety of machine-learning methods. Functional modeling enables 
predicting ionic flows and their intracellular consequences.
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Abstract Cellular life strongly depends on the membrane ability to precisely con-
trol exchange of solutes between the internal and external (environmental) compart-
ments. This barrier regulates which types of solutes can enter and leave the cell. 
Transmembrane transport involves complex mechanisms responsible for passive 
and active carriage of ions and small- and medium-size molecules. Transport mech-
anisms existing in the biological membranes highly determine proper cellular func-
tions and contribute to drug transport. The present chapter deals with features and 
electrical properties of the cell membrane and addresses the questions how the cell 
membrane accomplishes transport functions and how transmembrane transport can 
be affected. Since dysfunctions of plasma membrane transporters very often are the 
cause of human diseases, we also report how specific transport mechanisms can be 
modulated or inhibited in order to enhance the therapeutic effect.
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3.1  Introduction

Cell membranes are more than just passive barriers separating cells from their envi-
ronment; they are dynamic structures. It is commonly known that cell membranes are 
selectively permeable and allow some substances to pass through while limiting the 
passage of others. Thus, cell membranes can actively participate in all cellular 
exchange processes. The uptake of components required for existence and communi-
cation among cells and between cells and their environment occurs through the mem-
brane interface (Ashrafuzzaman and Tuszynski 2013). Moreover, cells can control 
and affect input and export reactions and finally mediate the further signal response. 
For all therapeutic protocols requiring drug delivery, an effective transport across the 
cellular membranes is of primary importance. Although hydrophobic small molecules 
can enter the cell membrane via simple diffusion, most drugs used in cancer therapies 
need carrier proteins for their transmembrane transport. Thus, many researchers focus 
on the development of new methods to enhance drug transport and uptake into tar-
geted cells.

3.1.1  Structure and Function of the Plasma Membrane

The plasma membrane forms the boundary of a living cell. However, it is not only a 
barrier but also allows for transport between the cell and its environment. In the 
basic structural model of the cell membrane – the fluid mosaic model – the mem-
brane is considered as a ca. 7 nm thin lipid bilayer with integral proteins inserted in 
the membrane and peripheral proteins bound to the membrane by protein-protein 
interactions with integral membrane proteins.

The hydrophobic interior of the bilayer, composed of fatty acid chains, makes the 
membrane impermeable to water-soluble molecules, while hydrophilic head groups 
are in contact with surrounding water. Due to their amphipathic character, phospho-
lipids can spontaneously form stable bilayers in an aqueous environment in order to 
minimize the exposure of hydrophobic fatty acid chains. Membranes are highly 
dynamic, and both lipids and proteins localized in the plasma membrane can rotate or 
diffuse laterally and are distributed asymmetrically in the two leaflets. The outer leaf-
let of the plasma membrane contains two predominant phospholipids: phosphatidyl-
choline and sphingomyelin, as well as glycolipids. The major components of the inner 
leaflet are phosphatidylethanolamine, phosphatidylserine, and phosphatidylinositol. 
Additionally, cholesterol is present in the both leaflets and influences the membrane 
fluidity. Specific domains rich in cholesterol and sphingolipids are called lipid rafts.

The structure of phospholipid bilayer determines the fundamental function of the 
plasma membrane, which is a selectively permeable barrier separating the inside and 
the outside of the cell. Membrane proteins play a crucial role in ensuring selective 
transport of molecules across the membrane as well as controlling interactions 
between cells. They can act as ion channels, pumps, receptors, enzymes, or energy 
transducers. Selective permeability of the cell membrane accounts for the regulation 
of basic cellular processes through maintaining the osmotic pressure and cellular pH, 
as well as regulation of drug uptake mechanisms (Cooper 2000; Ray et al. 2016).
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3.2  Transport Across the Membranes

3.2.1  Passive Transport

All cells should adsorb, communicate, and exchange small- and medium-size mole-
cules. The function of transport across the cell membranes is one of the mechanisms 
which are needed for normal cell function. With respect to its functional role, the cell 
membrane is semipermeable and selective. The movement of molecular substances 
and ions across the biological membrane can occur actively or passively. The passive 
transport comprises movement of solutes along the concentration gradient (high con-
centration to low concentrations); thus, it does not require energy. We can distinguish 
few types of this transport: simple diffusion, facilitated diffusion, and osmosis.

All ions and molecules are suspended in aqueous solution. The movement of this 
water solution across the membrane is called osmosis. Thus, the concentration of all 
solutes is determined by osmotic concentration, and we can observe cell swelling 
when, for example, water diffuses into the cell inside from the extracellular fluid. A 
very important role in osmosis process is attributed to aquaporins (AQPs), i.e., 
channels which are not specific for water transport but are also able to transport 
other molecules such as glycerol, urea, or arsenic (Alleva et al. 2012). It is known 
that eukaryotic aquaporins can be directly regulated by pH, phosphorylation, and 
divalent cations. Currently, aquaporins are considered as structures implicated in 
some diseases, and AQP inhibitors are used in a therapeutic approach. 
Pharmacological AQP modulation has been studied as a potential therapeutic target 
for human diseases involving water imbalance such as congestive heart failure, 
hypertension, and glaucoma (Alleva et al. 2012; Gerbeau et al. 2002; Headfalk et al. 
2006; Yukutake et al. 2009).

The next type of a passive transport is simple diffusion which occurs when random 
motion of ions dissolved in water causes a net movement of these substances from the 
regions of higher concentration to compartments with lower concentration. The pro-
cess will continue until both concentrations will be equal. This process may be affected 
by temperature or the size of molecules (Lodish et al. 2000; Sugano et al. 2010).

A more multifaceted type of transport is the facilitated diffusion, which also con-
cerns passive movement of molecules but via protein carriers, permeases, channel 
proteins, or transporters. This group comprises ionophores, ion channels, or trans-
port proteins. Protein carriers are integral glycoproteins which transport ions, sugars, 
or amino acids. They are specific for a certain type of solute and enhance transport 
by physically binding to specific molecules on one side of the membrane and releas-
ing them on the other side. There are more than 400 membrane transporters which 
belong to two superfamilies of membrane transporters: ATP-binding cassette (ABC) 
and solute carriers (SLC) families. Some of them are important in clinical practice 
because of drug disposition and side effects (Albert et al. 2002; Sugano et al. 2010). 
These carriers can be functionally classified into influx and efflux transporters 
according to the direction of movement of substrates (Li et al. 2014). Perland et al. 
described that SLCs are crucial for maintaining homeostasis within the body as they 
control molecular trafficking across cellular lipid membranes. Genetic polymor-
phisms in SLCs appear to be associated with several diseases, such as amyotrophic 
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lateral sclerosis (ALS), Alzheimer’s disease, and schizophrenia. Moreover, SLCs 
can function as drug targets and enable drug absorption into specific organs (Perland 
and Fredriksson 2016; Lin et al. 2015; Rask- Andersen et al. 2013).

3.2.1.1  Ion Channels in Cell Membrane

The knowledge about the ion channels is presented in greater detail, because they play 
crucial roles in the growth/proliferation, migration, and invasion of tumor cells. Thus, 
ion channels represent a promising target for the development of novel and effective 
cancer therapies (Li and Xiong 2011; Kaczorowski et al. 2008; Becchetti et al. 2013).

Ion channels form hydrophilic, highly selective pores allowing passive transport 
of inorganic ions through the plasma membrane. Ions of appropriate size and charge – 
primarily Na+, K+, Ca2+, or Cl− – cross the membrane down their electrochemical 
gradient at a rate that is approximately 1000 times higher than that reached by other 
transport proteins. Channels for anions have positively and for cations negatively 
charged side chains in the pore, i.e., the channel pore is charge specific. The second 
important feature of ion channels is that they could be gated and do not always allow 
ions to freely diffuse across the membrane. Apart from the high selectivity and effi-
ciency in ion passing, the channels are characterized and simultaneously differenti-
ated by mechanism of closing (“gating”). Under appropriate stimulation, they change 
their conformation to allow ion flux. Depending on the type of ion channels, they can 
open and close in response to (Fig. 3.1) (Alberts et al. 2010):

• Changes of voltage or membrane potential (voltage-gated channels)
• Binding of ligands such as neurotransmitters (transmitter-gated channels), ions 

(ion-gated channels), and nucleotides (nucleotide-gated channels)

+ +

+ +

+ + + +

1) Voltage
     gated

Closed

Open

Cytosol

Cytosol

2) Ligand-gated
    (extracellular
         ligand)

3) Ligand-gated
    (intracellular
         ligand)

4) Stress-
activated

Fig. 3.1 The gating of ion channels. Different incentives that open ion channels (acc. Alberts et al. 
2010)
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• Mechanical stress – vibration or pressure, such as sound waves or the pressure of 
touch (mechanically gated channels)

• Light (light-gated channels)

Ion channels are known mainly as mediators of electrical signaling in the ner-
vous system and of electrical excitability of muscle cells. However, they are found 
in all animal cells, and their ability to control ion fluxes is essential for different cell 
functions. In this review, we focus our attention on voltage-gated channels due to 
their sensitivity to depolarization of the plasma membrane.

More than 100 types of ion channels have been described so far and 10 or more 
kinds of ion channels can be found in the plasma membrane of a single nerve cell.

Voltage-Gated Sodium Channels (NaV) Voltage-gated sodium channels (NaV) are 
described as critical (1) in conducting inward current that depolarizes the plasma 
membrane and (2) in initiation of action potential in excitable cells. NaV channels 
are composed of the single pore-forming α subunit which is associated with two β 
subunits, uncovalently linked β1 or β3 subunits, and covalently linked β2 or β4 sub-
units (Brackenbury and Isom 2011). The α subunit is composed of four homologous 
domains forming the Na+-conducting pore. Each domain contains six transmem-
brane segments among which the fourth segment of each domain contains the 
voltage- sensing domain of the channel. There are nine different α subunits (NaV1.1–
NaV1.9) which have unique tissue-specific expression patterns. The characteristic 
future of NaV is their ability to self-inactivation that occurs despite ongoing depolar-
ization. The α subunit contains the inactivation loop which efficiently blocks ion 
conduction. On the other hand, β subunits are involved in the modulation of the 
biophysical properties of the α subunit and act simultaneously as cell adhesion mol-
ecule (reviewed by Kruger and Isom 2016). Due to their role in generation of action 
potentials, NaV channels are highly expressed in excitable cells including neurons, 
cardiac myocytes, and skeletal muscle. However, apart from excitable cells, they are 
also expressed in normal cells including fibroblast, immune cells, progenitor cells, 
and colon, cervix, or glial cells, where they regulate processes such as proliferation, 
differentiation, or migration (Brackenbury et  al. 2008). Additionally, it has been 
shown that mutations in NaV genes or changes in their expression are associated 
with different diseases. Mutation in NaV genes is linked with epilepsy, cardiac 
arrhythmia, neuropathic pain, or migraine (Adsit et al. 2013; O’Malley and Isom 
2015), while abnormal expression of NaV seems to be related to higher motility and 
metastatic potential of cancer cells and tumor aggressiveness. Patel and Brackenbury 
proposed the following model for NaV channel involvement in cancer progression. 
Primary tumor cells express β subunits contributing to adhesion and promoting 
angiogenesis and resistance to apoptosis. Additionally, upregulation of α subunits 
promotes a mesenchymal-like phenotype, activation of proteases, and local invasion 
from the primary tumor (Patel and Brackenbury 2015).

Voltage-Gated Potassium Channels (KVs) Voltage-gated potassium channels (KVs) 
are widely distributed in a variety of cells and are responsible for retrieving and 
maintaining the original negative potential of the plasma membrane. They open 
upon depolarization and cause rapid efflux of K+ to drive membrane back toward K+ 
equilibrium potential. Moreover, KVs play crucial roles in regulation of cell volume, 
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differentiation, proliferation, migration, and apoptosis (Yellen 2002; Johnston et al. 
2010; O’Grady and Lee 2005; Wang et  al. 2002). Considering their biophysical 
properties, KVs are divided into twelve subfamilies (KV1–KV12). Each KV channel 
is a tetramer composed of four α subunits forming the K+-conduction pore. Like in 
NaV channels, each α subunit in KVs contains six transmembrane segments with 
voltage sensor domain and one pore loop comprising five to six segments which 
form the pore domain. The complete KV channel often contains accessory β sub-
units. Due to the possibility to form homotetramers and heterotetramers, there is a 
high diversity in KV structure and properties. Members of KV1–KV4 subfamilies are 
responsible for forming functional channels, while KV5, KV6, KV8, and KV9 are 
electrically silent and play a modulatory role. They form heterotetramers mainly 
with KV2 subfamily modulating their properties (Gutman et  al. 2005; McKeown 
et al. 2008). KV1, KV4, and KV7 belong to low-voltage-activated channels and are 
responsible for limiting the number of action potentials generated in response to 
depolarization. Loss of proper function of KV1 or KV7 is connected with hyperexcit-
ability phenotypes occurring in episodic ataxia type 1 or epilepsy (Brown and 
Passmore 2009; Brew et al. 2003). On the other hand, high-voltage-activated KV2 
channels influence action potential duration. Increased efflux of ions through KV2.1 
channels promotes apoptotic signaling (Misonou et  al. 2005; Mohapatra et  al. 
2009). Despite their great significance in neuronal excitability, it has been also 
shown that KVs are involved in tumor progression and malignancy. KV11 and KV10 
channels were among the first voltage-gated channels which were directly related to 
cancer. Inhibition of these channels in cancer cells contributes to the decrease of 
proliferation rate and migration and initiates apoptosis (Pardo and Stühmer 2014).

Voltage-Gated Calcium Channels (CaVs) Voltage-gated calcium channels (CaVs) 
are key mediators of calcium influx into the cell and take part in cell signaling by 
induction of action potentials in excitable cells as well as by activation of calcium- 
dependent enzymes. Increasing the intracellular concentration of Ca2+ ions, CaVs act 
as inducers of numerous physiological processes including apoptosis, hormone 
release, activation of gene transcription, or muscle contraction (Zamponi 2016). 
Traditionally, CaVs are divided into two main groups: low-voltage-activated (also 
known as T-type) and high-voltage-activated channels including L-, P-, Q-, and 
R-subfamilies, where P- and Q-type channels are distinguished by alternative splic-
ing and channel subunit composition. All these subtypes correspond to ten different 
CaVα1 subunits which are encoded in the mammalian genome. T-type channels 
include CaV3.1, CaV3.2, and CaV3.3 α1 subunits, L-type channels include CaV1-4 
family, while P-, Q-, and R-type channels comprise CaV2 family (isoforms 1–3). 
The main component of the Cav is the α1 subunit composed of four transmembrane 
domains. Each of the domain contains six transmembrane segments with voltage 
sense motif allowing the channel to open in response to depolarization and p-loop 
motif responsible for forming the transmembrane pore and for selectivity for Ca2+ 
ions. The influx of calcium through α1 subunit is modulated by its interaction with 
accessory subunits CaVβ (4 isoforms CaVβ1-4), CaVα2-δ (4 isoforms CaVα2-δ1-4), 
and CaVγ (8 isoforms CaVγ1-8). The interaction of these subunits with α1 signifi-
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cantly accelerates the activation and deactivation kinetics and increases the maxi-
mal conductance of ionic current (Simms and Zamponi 2014; Catterall et al. 2005). 
Taking into consideration the diversity of particular subunits and their capability to 
interact with each other, a vast number of CaV channels can be generated which 
show different properties and functionality. CaV dysregulation in excitable cells is 
connected with numerous disorders such as pain, Parkinson disease, epilepsy, or 
hypertension. It was shown that expression of T-type CaV channels decreases during 
cell development and differentiation indicating the involvement of CaV in prolifera-
tion process. Moreover, their increasing activity in normal cells can cause an over-
load with cytoplasmic calcium triggering apoptosis (Wang et al. 1999). However, it 
was also observed that inhibition of the ion channels in some cancer cell lines con-
tributes to induction of p53-dependent apoptosis through activation of the p38- 
MAPK signal pathway (Dziegielewska et al. 2014) or caspase-dependent apoptosis 
(Das et al. 2013). For these reason T-type CaV channels are proposed as an attractive 
target for antitumor strategies.

Certainly, all voltage-gated channels (VGCs) play important roles in different 
physiological processes and all alterations in their functioning and properties con-
tribute to disorders both on the level of excitable or normal cells. Activators of VGC 
channels may be used in human diseases associated with too high membrane excit-
ability including epilepsy or arrhythmia. Several novel activators of KV7 channel, 
responsible for controlling membrane excitability, have been validated in clinical 
trials as potential therapeutic agents for treatment for epilepsy, different types of 
pain, or neurodegenerative and psychiatric disorders (Xiong et  al. 2008). On the 
other hand, L-type CaV channel activators have been reported as inducers of cardiac 
arrhythmias and elevated arterial blood pressure. They initiated also increased 
release of neurotransmitters as well as massive neuronal activation in most brain 
regions. For these reasons, VGC activators are usually used to study their role in 
cellular signaling (Zamponi et  al. 2015). However, there are many clinically 
approved drugs blocking VGC activity. Currently used antiepileptic retigabine, anti-
arrhythmic verapamil, or antidepressant imipramine drugs possess inhibitory activ-
ity against potassium channels including KV7.1, KV11.1, or KV10.1, respectively, 
whereas, mibefradil, nifedipine, pimozide, or derivatives of dihydropyridine applied 
for treatment of hypertension or schizophrenia and psychosis are blockers of CaV 
channels. Successively, ranolazine or riluzole applied in angina pectoris or amyo-
trophic lateral sclerosis are known inhibitors of NaV1.5 and NaV1.7 channels 
(reviewed by Kale et al. 2015). It has been shown that almost all abovementioned 
drugs also possess anticancer activity. Imipramine is effective in inhibition of mela-
noma cells (Gavrilova-Ruch et al. 2002) and in induction of apoptosis in ovarian 
cancer cells (Asher et  al. 2011). T-type calcium channel blockers arrest the cell 
cycle in G1 or S phase sensitizing cancer cells to cytostatic drugs (Rim et al. 2012). 
Blocking L-type CaV channels by nifedipine is connected with reduction of mito-
genic effect of endothelin 1 in lung cancer (Zhang et al. 2008). Verapamil, in turn, 
has elicited antiproliferative effect in murine breast cancer (Taylor and Simpson 
1992). Moreover, its co-application with ifosfamide prolonged survival of patients 
suffering from non-small lung cancer (Millward et al. 1993). Apart from chemical 
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compounds, a prolonged inhibition of voltage-gated (VG) currents through Na+, 
Ca2+, and K+ channels was observed after permeabilization of the cell plasma mem-
brane by intense nsPEFs (Pakhomov et al. 2007a, b; Bowman et al. 2008; Nesin 
et al. 2012). Thus, nanosecond duration nanopulses seem to be effective inhibitors 
of voltage-gated sodium or calcium channels. Although different ways for blocking 
VGCs activity were discovered, it is still necessary to develop new generation of 
VGC inhibitors with higher selectivity to minimize side effects associated with their 
application.

3.2.2  Active Transport

The active type of transport (AT) enables movement of solutes against a concentra-
tion gradient (from low concentration to high concentration). This is possible 
because of the used expenditure of energy (ATP hydrolysis). There are two main 
types of active transport: primary (direct) active transport which directly uses ATP 
for energy and secondary (indirect) active transport, which is also called cotransport 
and involves transfer of two distinct molecules (symport, in the same direction; 
antiport, in opposite directions).

Active transport involves highly selective protein carriers within the membrane 
and is one of the most significant features of any cell. It allows to take up additional 
molecules in concentrations higher than in the extracellular fluid. This type of 
 transport is efficiently used in the liver to accumulate glucose molecules from the 
blood plasma, because the glucose concentration is regularly higher inside the liver 
cells than it is in the plasma. Moreover, active transport also enables to move sub-
stances from the cytoplasm to the extracellular fluid despite higher external concen-
trations. AT has the vector nature – unidirectional, what means that a metabolite is 
moved across the membrane in only one direction. AT occurs by specific convey-
ors – membrane lipoproteins, which have generally two active sites. One of them 
couples with ATP as energy source. These protein carriers show characteristic 
ATPase activity (an enzyme that breaks down ATP to ADP and inorganic phos-
phate). The Ca2+-ATPase and Na+/K+-ATPase pumps are important examples that 
mediate primary active transport.

Ca2+- ATPase Ca2+- ATPase is responsible for Ca2+ entry from the extracellular 
environment into cellular storage compartments and for Ca2+ extrusion. This pump 
is characterized by high-affinity and low-capacity Ca2+ (the plasma membrane Ca2+ 
pump (PMCA)). The PMCA pump belongs to the family of P-type ATPases, which 
are characterized by the temporary conservation of ATP energy (Brini and Carafoli 
2011). There are four PMCA isoforms. PMCA1 and PMCA4 are expressed in most 
tissues, while PMCA2 and PMCA3 are found mainly in the brain, striated muscle, 
and mammary gland (Brini et al. 2013). PMCAs have no specific peptide or small 
molecule extracellular ligand, and thus there is no targetable binding site for agonist 
or antagonist development from the outside of the cell. Most parts of the PMCAs 
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are located intracellular with only short extracellular loops connecting adjacent 
transmembrane domains. Therefore, there is a limited access to the protein from the 
outside for possible drug targeting. There are numerous PMCA pump dysfunctions 
which are genetically and nongenetically related. The loss, mutation, or inappropri-
ate expression of different PMCAs is associated with pathologies such as hyperten-
sion, low bone density, male infertility, hearing loss, and cerebellar ataxia. Hence, a 
selective modulation of PMCA isoforms has a therapeutic value in planning treat-
ments for different and complex diseases (Strehler 2013). The most frequently used 
methods to modulate and block PMCA function involve application of La3+, 
orthovanadate, fluorescein analogs (e.g., carboxyeosin), and substances antagoniz-
ing calmodulin action (trifluoperazine, calmidazolium) (Strehler 2013; Cui et  al. 
2017). Muscella et al. (2011) indicated that a PMCA-selective inhibitor [Pt(O,O′-
acac)(γ-acac)(DMS)] rapidly induced apoptosis in MCF-7 cells.

Na+/K+- ATPase Na+/K+- ATPase maintains the plasma membrane Na+ and K+ gra-
dients, which controls cell volume and water distribution on both sides of the mem-
brane. K+/Na+ gradients provide the transmission of nervous stimuli and are the 
driving force of the active transport of sugars and amino acids. Na+ and K+ transport 
and the maintenance of Na+ and K+ gradients are energy-consuming processes uti-
lizing 1/3 of the whole ATP pool in the organism (Shattock et al. 2015). There are 
some cardiotonic steroids (g-strophanthin, digitoxigenin) which inhibit the activity 
of the Na+/K+ pump by selective blocking phosphorylation of the alpha subunit. 
This leads to Na+ accumulation inside the cell. High cytosolic concentrations of Na+ 
constrain the excretion Ca2+ out of the cell by inhibition of Na+/Ca2+ exchanger 
(NCX). NCX is one of the essential regulators of Ca2+ homeostasis in cardiomyo-
cytes and therefore an important modulator of the cardiac contractile function. This 
mechanism is efficiently used to increase the strength of the heart muscle contrac-
tion (Shigekawa and Iwamoto 2001).

H+/K+- ATPase Another mechanism efficiently used in active transport is provided 
by H+/K+- ATPase, also known as gastric hydrogen potassium ATPase. H+/K+- 
ATPase couples outward transport of sodium or protons to the inward transport of 
potassium and is responsible for gastric acid secretion. This ATPase is the main 
therapeutic target in treatment of acid-related diseases, and there are several known 
luminal inhibitors enabling the analysis of the luminal vestibule. One group con-
tains the acid-activated covalent, thiophilic proton pump inhibitors, the most effec-
tive of the current acid-suppressive drugs. Their binding sites and trypsinolysis 
allowed identification of all ten transmembrane segments of this ATPase (Shin et al. 
2011).

ABC Transporters ATP-binding cassette (ABC) transporters are ubiquitous inte-
gral membrane proteins that actively transport molecules across biological mem-
branes, which is critical for most aspects of cell physiology (Dean et  al. 2001; 
Vasiliou et al. 2009; Linton 2007). Until today, 52 human ABC genes approved by 
HUGO (Human Genome Organization) (Waterbeemd et al. 2006) were identified. 
Seven subfamilies are classified as ABC transporters (ABCA through ABCG) that 
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are expressed in both normal and malignant cells. They mediate the transport of 
many substances, e.g., toxins, from the liver, kidneys, and gastrointestinal tract. 
Moreover they limit permeation of toxins to vital structures, such as the brain, pla-
centa, and testis. ABC transporters contribute to drug resistance via ATP-dependent 
drug efflux pumps. P-glycoprotein (P-gp), encoded by the MDR1 gene, is an ABC 
transporter normally involved in the excretion of toxins from cells. It is also respon-
sible for the resistance to many chemotherapeutic agents (Leonard et  al. 2003) 
because several drugs are P-gp substrates. This group comprises adriamycin, dauno-
rubicin, epirubicin-paclitaxel, docetaxel, vinblastine, VP-16, mitoxantrone, or acti-
nomycin D.  Several inhibitors of drug efflux which cause a reversal of drug 
resistance have been identified: verapamil, quinidine, quinine, cyclosporine A, PSC 
833, VX-710, LY335979, R101933, OC144-093, and XR9576 (Leonard et al. 2003; 
Dean et al. 2001). Many data indicate that also natural compounds like catechins, 
coumarins, or flavonoids, baicalein, icaritin, or biochanin A (Zhang and Morris 
2003), can effectively inhibit or modulate P-gp expression (Abdallah et al. 2015). In 
conclusion, effective blockade or modulation of ABC transporters might play a sig-
nificant role in affecting the cellular pharmacokinetics of anticancer drugs and in 
overcoming tumor resistance.

Other Active Transport Processes Other active transport processes include endocy-
tosis and exocytosis. These processes are related to macromolecule transport. 
Endocytosis is a process by which cells take up macromolecules, particulate sub-
stances, and in some cases even other cells. In this process the plasma membrane 
extends outward and envelops food particles. Three major types of endocytosis are 
used by cells: phagocytosis, pinocytosis, and receptor-mediated endocytosis. Uptake 
of an organism or any organic matter is called phagocytosis (“cellular eating”). If 
the taken-up material is liquid, the process is called pinocytosis (“cellular drink-
ing”), which is a very common process in animal cells (e.g., mammalian egg cells). 
Carrier-mediated endocytosis is related to transport through specific receptors. 
Hence, only molecules that can bind to specific receptors on the membrane surface 
can be transported via this way. A particular receptor detects the presence of a spe-
cific molecule and initiates endocytosis, which is very fast. The most popular recep-
tors are LDL molecules transporting cholesterol into the cell, where it can be 
incorporated into membranes (Yang and Hinner 2015; Alberts et al. 2002; Cleal 
et al. 2013). The endocytic machinery participates in the generation, propagation, 
reception, and interpretation of intercellular signals in the context of animal devel-
opment (Bökel and Brand 2014).

Exocytosis is a reverse process of endocytosis, a discharge of material from ves-
icles at the cell surface. In animal cells, exocytosis is used for secreting many hor-
mones, neurotransmitters, digestive enzymes, and other substances (Alberts et al. 
2002; Yang and Hinner 2015).

Understanding of the macromolecular transport mechanisms such as endocytosis 
and exocytosis may help to clarify the mechanism of nanoparticle uptake which is 
essential for safe and efficient therapeutic application. In particular, exocytosis is of 
high importance because the removal of nanoparticles with cytotoxic drugs from the 

J. Kulbacka et al.



49

body is crucial for their biocompatibility. But, endocytosis is also of great impor-
tance for the delivering of nanoparticles in the targeted cells (Oh and Park 2014).

3.3  Electrical Properties of Cell Membranes

Biological membranes are electrical insulators due to their phospholipid bilayer 
structure and are impermeable to ions, unless specific ion channels are temporarily 
open. Only substances that can pass through the hydrophobic core can diffuse 
through cell membrane unaided. Charged particles cannot pass through membrane 
without assistance. Specific transmembrane and channel proteins make this possi-
ble. They are necessary to generate a transmembrane potential and an action poten-
tial (Alberts et al. 2010; Tombola et al. 2006). Particularly interesting is the Na+/K+ 
pump which maintains concentration gradients. The concentration of Na+ is higher 
outside the cell and the concentration of K+ is higher inside the cell. Consequently, 
most living cells make use of ions and charged particles to build up a charge across 
the membrane (Alberts et al. 2010; Gouaux and MacKinnon 2004).

A membrane potential is the result of difference in the electrical charge on the 
two sides of membrane, caused by active electrogenic pumping (Na+- K+ pump) or 
from passive ion diffusion. The Na+-K+ pump has an important role in maintaining 
an osmotic balance across the cell membrane by keeping the intracellular 
 concentration of Na+ low. Because of a low concentration of Na+ inside the cell, 
other cations have to balance the charge carried by the negatively charged molecules 
inside the cell (Gouaux and MacKinnon 2004). The main balancing role is played 
by K+ ions, which are actively pumped into the cell and move freely or through the 
K+ leak channels. The membrane potential is the voltage difference across a mem-
brane due to a slight excess of positive ions on one side and of negative ions on the 
other. The membrane potential in equilibrium conditions in which there is no net 
flow of ions across the plasma membrane is called resting membrane potential 
(Alberts et  al. 2010; Gomułkiewicz et  al. 2001; Gillespie and Eisenberg 2002; 
Eisenberg 2013). Quantitative expression that relates the equilibrium ratio of con-
centrations of an ion on both sides of a permeable membrane to the voltage differ-
ence across the membrane is called Nernst equation:
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where V = the equilibrium potential in volts (internal minus external potential), Co 
and Ci = outside and inside concentrations of the ion, R = the gass constant, T = the 
absolute temperature, F  =  Faraday’s constant, z  =  the valence of the ion, and 
ln = logarithm to the base e (Alberts et al. 2010).

The membrane potential will stay at the resting voltage until something changes. 
This change may be caused by binding a neurotransmitter to ligand-gated Na+  channel. 

3 Cell Membrane Transport Mechanisms: Ion Channels and Electrical Properties



50

Mechanically gated Na+ channel will open when a physical stimulus affects a sen-
sory receptor. Sodium starts to enter the cell and the membrane becomes less nega-
tive. Another reason for the onset of membrane depolarization is the stimulation of 
voltage-gated Na+ channels. Any stimulus that depolarizes the membrane to −55 mV 
or beyond will cause a large number of channels to open, and an action potential 
will be initiated. The action potential continues and increases to +30 mV, at which 
K+ causes repolarization, including the hyperpolarizing overshoot. As the mem-
brane potential repolarizes and the voltage passes −50 mV again, the channel closes. 
Potassium continues to leave the cell and the membrane potential becomes more 
negative, resulting in the hyperpolarizing overshoot. Thereafter the channel closes 
again and the resting membrane potential is reached because of the activity the Na+-
K+ pump and the non-gated channels (Alberts et  al. 2010; Allen et  al. 2006). 
Figure 3.2 shows stages of an action potential:

All stages of the action potential last approximately 2 ms. While an action poten-
tial is in progress, another one cannot be initiated because of the refractory period. 
The refractory period has two phases: the absolute and the relative refractory period. 
During first phase, another action potential will not start, because the voltage-gated 
Na+ channels are inactivated. When the channels are back to their resting conforma-
tion (less than −55 mV), a new action potential could be started but only by a stimulus 
that is stronger than the former one because K+ ions flow out of the cell and any Na+ 
ions that try to enter will not depolarize the cell but will only prevent  hyperpolarization 
of the cell (Alberts et al. 2010; Gillespie and Eisenberg 2002; Eisenberg 2013).

3.3.1  Plasma Membrane Capacitance

The plasma membrane is an insulating barrier between two conducting media with 
different concentrations of ions: the cytoplasm and the extracellular space. For this 
reason it is considered as a capacitor, which maintains a potential difference between 
two surfaces. To be precise, it is a leaky capacitor, since the ions may be transported 
across the membrane. The following equation defines the specific capacitance of a 
membrane, Cm:
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where κ is the dielectric constant for the membrane’s inner core, ε0 is the per-
mittivity of free space, and d is the membrane thickness. The value of Cm may 
vary for different types of cells, but typically it is ca. 1.0 μF/cm2. The total 
membrane capacitance is proportional to the cell membrane surface area. 
Therefore, experimental measurements of the membrane capacitance could be 
used to calculate the cell membrane surface area and to control its changes. The 
area of the cell membrane surface is also an important determining factor of the 
activity of neurons (Ashrafuzzaman and Tuszynski 2013; Golowasch and 
Nadim 2014).

Electrical properties of the cell membranes can be used to monitor cell condition. 
Various techniques, including patch clamping, electro-rotation, and impedance 
spectroscopy, have been proposed to measure the capacitance of the cell mem-
branes. The results of different studies focused on the use of the cell membrane 
capacitance measurements for tumor cell classification are summarized in Table 3.1. 
Qiao et al. measured impedance of the cell suspensions and extracted the electrical 
properties of single cells. They revealed that results of the capacitance measure-
ments can be used to distinguish between normal and cancerous breast cells of 
 different stages of carcinogenesis (Qiao et al. 2010). In order to perform impedance 
spectroscopy measurements of single cells, Tan et  al. developed a microfluidic 
device. They showed that membrane capacitance of two acute myeloid leukemia 
cell lines (AML2 with a lower metastatic potential and NB4 with a higher meta-
static potential) differs significantly (Tan et al. 2012). A similar approach was taken 
by Zhao et al. on human large-cell lung carcinoma cell lines. They confirmed the 
utility of cell membrane capacitance measurements for tumor cell classification 
(Zhao et al. 2014).

Table 3.1 Summary of the results of different studies on the cell membrane capacitance used for 
tumor cell classification

Cell line Type of cells
Membrane 
capacitance [μF/cm2] Reference

MCF-10A Normal breast cells 3.94 Qiao et al. 
(2010)MCF-7 Early-stage breast cancer 1.95

MDA-MB-231 Invasive breast cancer 1.81
MDA-MB- 435S Late-stage breast cancer 1.10
AML2 Acute myeloid leukemia 1.69 Tan et al. (2012)
NB4 Acute promyelocytic leukemia 2.25
95D High-metastatic human large-cell 

lung carcinoma
2.00 Zhao et al. 

(2014)
95C Low-metastatic human large-cell 

lung carcinoma
1.62
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3.4  Transport Support

Cell membrane is a crucial factor that determines cell life and efficiency of all drug- 
dependent therapies. On the basis of the structure, features, and electrical properties 
of the cell membrane, we can effectively monitor cell condition and molecular trans-
port efficiency. Transport across the cellular membranes is physiologically required, 
but in some cases, there is a need to enhance this process. The effective support of 
transport processes can significantly improve therapeutic protocols, where drug 
delivery and biodistribution is limited. The best effect induced in the cell to increase 
molecules influx is membrane permeabilization. There are some factors and meth-
ods that can increase cell membrane permeability, which are given in the Fig. 3.3.

Electroporation As previously described, the cell membrane has electrical proper-
ties. Electrically, the cell plasma membrane can be viewed as a thin protecting sheet 
surrounded on both sides by aqueous electrolyte solutions. When exposed to a 
 sufficiently strong electric field, the cell membrane will undergo electrical break-
down, which makes it permeable to molecules that are otherwise unable to cross it. 
The process of rendering the membrane permeable is called membrane electropora-
tion (EP) (Mir et al. 1991; Kotnik et al. 2012). EP method is efficiently used for 
effective drug (Gehl 2003; Wezgowiec et al. 2013), DNA (Rosazza et al. 2013), or   
nanoparticles (Kulbacka et al. 2016a, b) delivery.

Sonoporation Ultrasound (US)-induced permeabilization has been employed to 
enhance the delivery and activity of variety of drugs (Nejad et  al. 2016). More 
details concerning sonoporation were described in Chap. 5 of the book. However, 
sonoporation involves the treatment of cells in vitro or tissue in vivo with ultrasound 
in the presence of microbubbles. The exposition of microbubbles to US causes peri-
odic oscillations and collapse, under selected insonation settings. These oscillations 
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can induce micro-streaming, shock waves, and/or micro-jets that can affect the 
integrity of biological membranes (Zeghimi et  al. 2015). Sonoporation has been 
shown to enhance the transport of chemotherapeutics, proteins, genes, and other 
therapeutic agents into the cell which cannot enter the cell otherwise (Pitt et  al. 
2004; Fan et al. 2010; Zeghimi et al. 2015). Zeghimi et al. (2015) observed that 
microbubble destruction probably causes stress of the plasma membrane, with fur-
ther stimulation of the endocytosis pathways. Thus, the authors have hypothesized 
that the formation of membrane pores and the stimulation of endocytosis pathways 
are the main mechanisms in the sonoporation process. Tamošiunas et  al. (2016) 
verified that the combination of electroporation (EP) and ultrasound (US) waves 
(sonoporation) can result in an increased intracellular delivery of anticancer drugs.

3.5  Summary

The present review describes the basic transport mechanisms across cellular mem-
branes. Transport through membranes is crucial for proper cell function. Each small 
defect (external factor, mutations, etc.) causes disturbances of this mechanism and 
finally may cause a number of diseases. Mutations can modify, for example, the phys-
ical properties of VGCs and may result in increased sensitivity to voltage changes, 
which influences conduction and can finally induce certain inherited channelopa-
thies, e.g., epilepsy, long QT syndrome, and paralyses (Delemotte et  al. 2010). 
Transport through cell membranes has attracted the attention of many researchers and 
stimulated to the development of sensitive and selective ion channel biosensors for 
high-throughput screening than may be effectively used in modern medical care, drug 
screening, environmental monitoring, food safety, and biowarfare control (Steller 
et al. 2012). Sensors of a new generation can be developed on the basis of the mem-
brane differences between cancer and normal cells. The membrane of cancer cells has 
increased solute transfer of essential nutrients, which is directly involved in the 
increased proliferation. The application of specific inhibitors or modulators of protein 
transporters is currently practiced in medicine (Shukla et  al. 2011; Selwan et  al. 
2016). In order to simplify the understanding of the mechanism of transport across 
the cell membranes, computer modeling is used very often. Several studies focus on 
the design of new membranes or the improvement of existing ones for simulation of 
the transport mechanisms (Burganos 2017; Li and Lin 2011; Ateshian et al. 2010).

The available knowledge on the way how metabolites, drug molecules, and ions 
can be transported enables the control and regulation of the transfer across the mem-
branes and electrical properties of this natural barrier by external factors. The review 
also describes well-known and new compounds that can modulate or inhibit mem-
brane transporters. Advances in the knowledge of cell membrane transport have 
been of key importance for an improvement of existing therapies against a wide 
range of diseases and the design of new approaches.
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Chapter 4
Cell Membrane Electropulsation: Chemical 
Analysis of Cell Membrane Modifications 
and Associated Transport Mechanisms

Antoine Azan, Florian Gailliègue, Lluis M. Mir, and Marie Breton

Abstract The transport of substances across the cell membrane is complex because 
the main physiological role of the membrane is the control of the substances that 
would enter or exit the cells. Life would not be possible without this control. Cell 
electropulsation corresponds to the delivery of electric pulses to the cells and com-
prises cell electroporation and cell electropermeabilization. Cell electropulsation 
allows for the transport of non-permeant molecules across the membrane, bypassing 
the physiological limitations. In this chapter we discuss the changes occurring in the 
cell membrane during electroporation or electropermeabilization as they allow to 
understand which molecules can be transported as well as when and how their trans-
port can occur. Electrophoretic or diffusive transports across the cell membrane can 
be distinguished. This understanding has a clear impact on the choice of the electri-
cal parameters to be applied to the cells as well as on other aspects of the experi-
mental protocols that have to be set to load the cells with non-permeant molecules.

4.1  Introduction

The cell membrane, also termed plasma membrane, highly regulates all the 
exchanges between the outside and the inside of the cell. In particular, the cell mem-
brane is a barrier that prevents the unregulated penetration/leakage of molecules of 
vital importance for the cell physiology, such as all the substrates/products of the 
cell metabolism, ions, sugars, or amino acids. None of these molecules can cross the 
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cell membrane by free diffusion. Other large hydrophilic molecules are also unable 
to cross the membrane by diffusion. These molecules and the small hydrophilic 
molecules that are not transported through channels or pumps are termed “non- 
permeant” molecules (Silve et al. 2012a); they can only reach certain cell compart-
ments (but neither the cytosol nor the nucleosol) by endocytosis/exocytosis.

To allow the uptake of non-permeant molecules, cell membrane perturbations 
must be initiated that will transiently rupture the membrane impermeability. One of 
the most popular and practical way to reversibly permeabilize the cell membrane 
consists in the application of adequate electric pulses. The term electroporation was 
first introduced by Neumann and Katchalsky in 1972. The modelization of the phe-
nomenon began almost as early and started with 1D approximations of the mem-
brane (Litster 1975). The initial basis of analytical models was the Schwan 
equation:

 
DY = ( )3 2/ . . .cosE R q

 

(the transmembrane potential ∆Ψ at a given point on the membrane is equal to the 
electric field amplitude E times the radius of the cell R times the cosine of the angu-
lar coordinate θ).

This equation implies that polarization in the cells occurs at the poles according 
to the electric field orientation and thus will in priority induce an electrical break-
down of the membrane in these regions.

There are two main mathematical approaches to model the pore formation: 
either static or dynamic. Older models focused on the static approach as in 
Pastushenko and Chizmadzhev (1982). The other approach, the dynamic one, con-
siders the temporal evolution of the pore density (Krassowska and Filev 2007). This 
model links the number of pores to the voltage applied and then evaluates the evolu-
tion of the pore radii. The flaw of this model is that it is highly dependent on the 
mesh size. Using a fine mesh gives different results from a coarser one. Indeed, with 
the Krassowska model, small changes in initial non-measurable parameters can 
result in very different outcomes (Poignard et al. 2016). This can be a consequence 
of the fact that many initial variables are only approximations, because measuring 
them, for example, the conductivity and permittivity of the membrane or the cyto-
sol, is possible (Wang et  al. 2017) but difficult. Indeed, the cytosol is not just a 
solution of proteins and other biological compounds since the cytoskeleton and the 
vesicles occupy a large fraction of the cytoplasmic volume. To address this prob-
lem, a new model (the Leguèbe model) has been developed which relies on a lower 
number of variables. Moreover it considers two steps in the pulsing process: the 
generation of defects (possibly pores) at the poles of the cell membrane, followed 
by the diffusion of these defects in the cell membrane after the pulses delivery 
(Leguèbe et al. 2014). The Leguèbe model suggests a two-step approach of electro-
pulsation. The membrane conductance fluctuates between the conductance at rest, 
the conductance during the pulse for a fully permeabilized membrane, and the con-
ductance after the pulse which reflects the long-term effect of electroporation, also 
termed electropermeabilization.
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Molecular dynamics (MD) have proven to be helpful to understand the interac-
tion of cells with electric pulses. As far as the electroporation is concerned, MD 
allow for the study of the membrane structure at a nanoscale level. This computa-
tional method enables the simulation of the evolution of the atoms composing the 
membrane and its surroundings during up to tens of nanoseconds. If the force cor-
responding to the simulated electric field is high enough, pore generation can occur 
during the computational time. The process of pore generation is stochastic and 
simulations often require a high field amplitude. Since each individual molecule is 
considered in the calculations of the simulation, the region of interest is limited by 
the number of elements that the computer is able to handle simultaneously. 
Therefore, there are constraints in both the size of the sample considered and the 
duration of the simulation in order to avoid that running MD simulations are too 
computationally heavy. In particular, the nanosecond time range of this modeling is 
limited compared to the time during which the cell remains permeabilized. 
Nevertheless, in the case of nanosecond pulses, the predictions of the MD have been 
experimentally validated (Breton et al. 2012). More details of the results provided 
by these numerical approaches are reported in Chap. 1 of this volume.

Another relevant issue concerns the fact that the cell membrane is not the only 
membrane in the cell that may undergo modifications when the cell is submitted to 
an electric pulse. If nanosecond pulses are used, the membrane of internal organ-
elles can also be porated (Schoenbach et al. 2001; de Menorval et al. 2016). Such an 
electroporation of the internal organelles of the cell may allow exchanges of mole-
cules between different internal compartments of the cell, namely, between the 
cytosol and the endoplasmic reticulum or between the cytosol and the mitochondria. 
Therefore, after exposure to electric pulses, the complexity of the possible trans-
ports of molecules must be taken into account.

A further issue is that there is no consensus up to now about the term “electro-
poration.” Electroporation refers to the generation of pores via pulsed electric fields 
(PEFs), while the term “electropermeabilization” refers to the generation of defects 
by PEFs. It is sometimes considered a more suitable term because even after the pore 
resealing, the cell can remain in a permeabilized state for periods of time that are 
orders of magnitude longer than the pulse duration. Recently the term “electropulsa-
tion” has been proposed to describe the action of submitting cells to electric fields.

In this chapter, we present recent findings that have improved the understanding of 
the interaction of electric pulses with cell membranes, and we address the mechanisms 
that may underlie the transport of molecules either during or after the pulse delivery.

4.2  Recent Experimental Data on Chemical Modifications 
of Membranes Submitted to Electric Pulses

It has been known for a long time that the application of electric pulses to cells 
induced the appearance of reactive oxygen species (ROS) in the cell medium 
(Bonnafous et al. 1999). It has also been reported that the addition of antioxidants 
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could reduce the death rate of cells provoked by pulses (Gabriel and Teissié 1994). 
Finally, some groups used indirect measurements of phospholipid oxidation by 
absorbance studies to show that pulses could peroxidize membrane phospholipids 
(Benov et al. 1994). More recently, mass spectrometry has been used to directly 
investigate the chemical processes taking place during or after electropulsation at 
the level of membranes. The study was conducted on a well-known membrane 
model, the giant unilamellar vesicles (GUVs). These vesicles were constituted of 
either saturated or unsaturated phospholipids since these lipids are both present in 
all cell membranes. The mass spectra obtained clearly showed that electric pulses 
can induce the oxidation of the unsaturated membrane phospholipids. Whatever the 
duration of the pulses (millisecond, microsecond, or nanosecond pulses), unsatu-
rated lipids were oxidized, while saturated lipids remained intact. The mass spectra 
clearly presented a classical oxidation pattern showing peaks corresponding to the 
addition of oxygen atoms as well as peaks of low masses corresponding to lipids 
that underwent chain breaks after oxidation. Mechanistic studies conducted on the 
same GUV model showed that the presence of light or dioxygen could be cofactors 
in the oxidation (M. Breton et al., submitted). More importantly, the concentration 
of ROS in the solution increased after pulsing only if unsaturated vesicles were 
present in the solution. Therefore, the electric pulses should not directly cause ROS 
generation and lipid peroxidation. It seems more likely that the main effect of the 
electric pulses is that they facilitate the peroxidation induced by the ROS already 
present in the solution before pulsing. Finally, the effects of the pulse parameters on 
the level of lipid oxidation follow the same trend as the effects of the pulse param-
eters on the level of cell permeability. Indeed, if the duration, the number, or the 
voltage of the pulses is increased, the level of oxidation is increased. This is the case 
for all kinds of pulses (millipulses, micropulses, nanopulses).

4.3  Cell Electropulsation Model

Our group proposed a new model which describes both the immediate effects of the 
pulses during their application to the cells as well as the chemical and physical con-
sequences of the pulses on the cell membranes. One of the bases of this model is that 
when a very high electric field is applied on a membrane, non-permeant molecules 
such as water or ROS can enter the membrane first as water fingers and later as water 
pores (Tarek 2005). This model contains two steps: electroporation followed by 
electropermeabilization. Electroporation happens during and shortly after the appli-
cation of the pulses. During this step, pores form, and therefore water and ROS can 
enter the lipophilic area of the membrane where the oxidable lipid chains are. The 
oxidation of the membrane phospholipids can take place. The membrane is then 
highly conductive and completely permeable. When the pulse is finished, the pores 
rapidly close in tens of nanoseconds. The electropermeabilization step initiates. The 
conductivity of the membrane sharply decreases, while the decrease of the mem-
brane permeability is more progressive. However, since some oxidized lipids remain 
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in the membrane until they are removed by membrane repair mechanisms, the con-
ductivity and permeability of the membrane remain slightly higher than their basal 
level. During the electropermeabilization step, the membrane permeability will 
depend on the density of the oxidized lipids in the membrane. Right after the end of 
the pulse, the oxidized lipids are concentrated in the porated area. The density of 
oxidized lipids is high and the membrane is very permeable. Gradually, the oxidized 
lipids will diffuse laterally in the membrane. The density of oxidized lipids will 
decrease, and therefore the permeability of the membrane will decrease. A low level 
of membrane conductivity and permeability will remain until the complete removal 
of oxidized lipids from the membrane. Cells can renew their membrane lipids by the 
process of endocytosis/exocytosis which can last for several hours (Ullery et  al. 
2015). The membrane will hence remain slightly permeable and conductive for a 
few hours. This model is valid for all kinds of pulses ranging from nanosecond to 
millisecond duration. It presents different kinetics which are consistent with all the 
previous experimental studies that did not fit with the theories of electroporation or 
electropermeabilization. According to this model, it seems important to take into 
account both the physical and the chemical consequences of cell pulsation when 
studying the transport of molecules inside the cells by electrotransfer.

4.4  Study of the Interfacial Water Around Biological 
Samples Submitted to Electric Pulses

Many groups have studied the water/lipid interface based on vibrational spectros-
copy techniques (Bonn et  al. 2010; Gruenbaum and Skinner 2011; Nagata and 
Mukamel 2010; Nihonyanagi et al. 2013). It has been reported that the interfacial 
water molecules are highly organized due to strong hydrogen bonds close to lipid 
head groups (Lopez et  al. 2004) and to preferential water orientation pointing 
toward the lipids tails (Chen et al. 2010). CARS microscopy has been used to inves-
tigate the orientation of water in the lipid/water interfaces of multilamellar vesicles 
(Cheng et  al. 2003). Teissie and colleagues suggested that this interfacial water 
could be considered as the first barrier to overcome in order to allow molecules to 
cross the plasma membrane (Teissie 2007). Molecular dynamics simulations have 
revealed that the application of an intense electric field on a lipid membrane disor-
ganizes the interfacial water by creating aqueous pores into the membrane (Tarek 
2005). Water molecules play a key role in the initiation and the stabilization of these 
aqueous pores (Tieleman 2004; Ziegler and Vernier 2008). Due to the dipole moment 
of water, the water molecules are mainly oriented along the electric field, which 
contributes to stabilization of these aqueous pores (Tokman et al. 2013). The life-
time of these aqueous pores is still under debate in the community (Dehez et al. 
2014; Pavlin and Miklavčič 2008; Ziegler and Vernier 2008). Nevertheless, it is 
commonly admitted that the aqueous pores are initiated and collapse within nano-
seconds or tens of nanoseconds, respectively, after the beginning and the end of the 
pulsed electric fields (Delemotte and Tarek 2012). Due to the nanosecond time scale 
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and the nanometer size scale of the electropores, obvious experimental proofs of the 
presence of the electropores created by the pulsed electric fields are still missing. In 
an experimental study, we focused on an indirect consequence of the delivery of 
pulsed electric fields on biological membranes by monitoring the interfacial water 
thanks to a unique Coherent anti-Stokes Raman scattering (CARS) microscope 
(Silve et  al. 2012b). The illumination geometry specifically enhances the CARS 
signal at the interfaces. Thus, CARS spectra of water close to biological samples 
(DC-3F cells and GUVs) exposed or not to PEFs have been acquired. Two families 
of water, coined “interfacial water” and “interstitial water,” are associated to two 
different vibrational wavenumber spectra bands. The 3000–3230 cm−1 and 3300–
3450 cm−1 bands are known to be associated, respectively, to the interfacial water 
and the interstitial water (Gruenbaum and Skinner 2011). Our results show that the 
CARS intensity ratio between these two families is highly affected by the pulsed 
electric field delivery. The interstitial water becomes predominant in the water 
vibrational spectrum after the PEFs treatment. The differences in the spectra of 
GUVs before and after the pulsed electric field treatments are larger than those of 
the spectra of DC-3F cells. We associate this result with the absence of proteins in 
the membrane of GUVs. Indeed, the presence of proteins contributes to the reduc-
tion of the interfacial water/lipid signal. This study reports the first experimental 
proof of the effect of pulsed electric fields on the water and especially the water/
lipid interface of biological samples. More experiments still have to be performed 
in order to improve the understanding of the underlying mechanisms of the elec-
tropermeabilization process such as the determination of a dose-effect relationship 
or the application of different types of electric pulses.

4.5  Biochemical Characterization of Live Cells Exposed 
to Pulsed Electric Fields

As reported in the previous section, mass spectrometry studies have demonstrated 
the chemical modification of phospholipids induced by the delivery of PEFs on 
GUVs. In order to assess the effect of pulsed electric fields on the biochemical com-
position of cells, confocal Raman microspectroscopy was used to acquire the Raman 
signature of live cells exposed or not to classical electric pulses parameters: 8 pulses, 
100 μs duration, 1000 V/cm field magnitude, and 1 Hz repetition rate. Confocal 
Raman microspectroscopy is a label-free and noninvasive optical technique which 
provides detailed information about the molecular composition of the samples, 
especially about the proteins, lipids, and DNA contents of the cells. This instrumen-
tation technique has reached a mature state since the discovery in 1928 of the physi-
cal underlying mechanism by Sir Raman (Raman 1928). It has been commonly used 
to characterize cells (Downes et al. 2011) and drug delivery systems (Smith et al. 
2015) or to perform biomedical diagnoses (Kong et al. 2015). Major modifications 
in the Raman signatures of live cells were noticed when comparing the pulsed group 
to the control group when performing the acquisition in a cytoplasmic area (Fig. 4.1). 
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Especially, the vibrational modes of phenylalanine (621, 1003, 1033, and 1607 cm−1), 
amide I (1658 cm−1), and lipids (1448 cm−1) were highly impacted by the delivery of 
pulsed electric fields (Fig. 4.1a, b) (Azan et al. 2017). Phenylalanine is a nonpolar 
and hydrophobic amino acid present in many transmembrane domains (Unterreitmeier 
et al. 2007). It has been demonstrated that the 1658 cm−1 Raman band is a biomarker 
of the secondary structure of proteins (Maiti et al. 2004). Our results experimentally 
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Fig. 4.1 Effect of the delivery of electric pulses on the Raman signatures of live cells at the cyto-
plasm (a, b) and the nucleus (c, d) locations. (a) Mean Raman signatures of control and pulsed 
cells acquired at the cytoplasm. The differential spectrum (pulsed minus control) is displayed with 
a vertical offset for more clarity. (b) Statistical analysis of the magnitude of seven critical bands. 
(c) Mean Raman signatures of control and pulsed cells acquired at the nucleus. The differential 
spectrum (pulsed minus control) is displayed with a vertical offset for more clarity. (d) Statistical 
analysis of the magnitude of six critical bands. The electric pulses parameters were fixed to eight 
pulses, 100 μs duration, 1000 V/cm field magnitude, and 1 Hz repetition rate. Statistics were con-
ducted with a Student’s t-test (NS non-statistically significant, *: p-value < 5%, **: p-value < 1%, 
***: p-value < 0.1%, ****: p-value < 0.01%) (Adapted from Azan et al. (2017))
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confirm for the first time the effects of electric pulses on proteins (Azan et al. 2017) 
that were predicted by a numerical model showing the unfolding of proteins under 
an intense electric field (Cournia et al. 2015). When the Raman signatures of pulsed 
and non-pulsed cells were acquired at the nucleus location, vibrational models asso-
ciated to DNA were also impacted by the pulsed electric fields (Fig. 4.1c, d). This 
result is in agreement with previous studies reporting that DNA is sensitive to the 
ROS generated in the culture medium by the delivery of electric pulses (Gabriel and 
Teissié 1994; Pakhomova et al. 2012; Wiseman and Halliwell 1996).

4.6  Transport Phenomena

Under the context of the theories and facts developed in the previous sections of this 
chapter, it is essential to distinguish the various transport possibilities that may 
occur across the membrane at the various steps of the electropulsation process. Here 
we will consider transport mechanisms under electropulsation conditions that pre-
serve cell viability. Indeed, in the case of irreversible electroporation, when the 
membrane cannot fully recover its initial impermeability (one of the definitions of 
the “irreversible electroporation”), all molecules, sooner or later, will be able to 
freely cross the cell membrane.

Under normal conditions, in the absence of any physical or chemical perturba-
tion, the membrane is impermeable to the non-permeant molecules, that is, to all the 
molecules that are not actively transported across the membrane and that cannot 
diffuse through the membrane (mainly through the lipid bilayer) because of their 
size and physicochemical characteristics. All the metabolically important small 
molecules (like sugars, amino acids, dipeptides, iron, osmotically important ions 
such as sodium or potassium, second messengers like calcium ions) do not freely 
cross the membrane: their transport is highly regulated. No large molecule can cross 
the plasma membrane, except the molecules that can generate pores in the mem-
brane or affect the membrane structure (like the chains of the vegetal toxins respon-
sible for the internalization of the catalytic chains of the same toxins or like the 
cell-penetrating peptides such as those derived from TAT or melittin) (Salomone 
et al. 2014).

When an electric pulse is delivered to cells, and as soon as the cell enters the first 
step of the membrane destabilization caused by the electric pulse, that is, the “elec-
troporation” step, non-permeant molecules can start crossing the membrane 
(Fig. 4.2). They can cross either by diffusion through the aqueous pores created in 
the membrane or by electrophoresis. Indeed, because of the presence of the electric 
field, charged molecules will be efficiently pulled through the membrane. For highly 
charged molecules or, better to say, for molecules possessing a high ratio of charges 
per mass, this transport can be very efficient even for ultrashort pulses as demon-
strated by Breton et al. (2012). In 10 ns, one pulse of 10 ns and 5.8 kV/cm was suf-
ficient to permeabilize the membrane of GUVs and to introduce siRNAs inside the 
GUVs. Limited diffusive transport also occurs, but at a low level, for several reasons. 
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The first one is that the duration of the pulses, and therefore the half-life of the elec-
tropores, is always very short to preserve the cell viability. The second one is that this 
diffusion will only occur through the electropores, that is, through a small area of the 
cell surface, which will restrict the flux of molecules across the membrane. The third 
one is that unless there is a huge concentration gradient between the outside and the 
inside of the cell, the number of molecules transported through a small area during 
an extremely short time (Fick’s law) will be very small and thus not easily detect-
able. Nevertheless, this transport exists and could be shown using GUVs prepared 
with a non-oxidable lipid, for example, the DSPC that is a fully saturated phospho-
lipid. Because GUVs are just a phantom of a cell, they can be pulsed many times 
without the restrictions imposed by viability preservation. Because the lipids of 
these DSPC GUVs cannot be oxidized, even if pores form during the pulse delivery, 
the membrane recovers its full integrity when the pores close. DSPC GUVs prepared 
in 240 mM sucrose (sucrose inside the GUVs) and diluted in 260 mM glucose (glu-
cose outside the GUVs) show a strong optical contrast. Two minutes after one single 
pulse, or a very limited number of pulses, no change in this contrast is observed 
(while GUVs prepared with an unsaturated oxidable lipid will already lose this 
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contrast, see next paragraph). However, after the delivery of a high number of long 
pulses (e.g., of 5 ms duration), a loss in contrast is detected: it reflects the exchange 
of glucose and sucrose across the electropores generated during the pulse delivery. 
The cumulated duration of the pulse and the large concentration gradients of the two 
sugars allow for a sufficient mass transport of the sugar molecules across the mem-
brane, and therefore the contrast loss, even if sugars are neutral, non-charged mole-
cules. Thus, not only the electrophoretic transport can occur through the pores during 
the pulses delivery but also the diffusive transport.

After the pulse, and after the rapid closure of the electropores, the cells remain 
permeabilized for some time, in the seconds to minutes range (Fig. 4.3). No electro-
phoretic transport driven by an external electric field can occur since the electric 
pulses have ended. The contribution of a transmembrane potential difference across 
the electropermeabilized membrane has been evoked by Dr. T. Vernier and his col-
leagues and is under study: the electric field across the membrane could indeed 
favor or not favor the passage of charged species, as a function of the sign of the 
charge(s) of these molecules. However, with respect to the “electroporation” step, 
the “electropermeabilized” state is characterized by the massive transport of charged 
or non-charged non-permeant molecules across the membrane. One of the main 
reasons is the duration of the “electropermeabilized” state: seconds or minutes, as 
already mentioned. These durations are several orders of magnitude longer than the 
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pulse duration, even in the case of the longest pulses, the msPEF. The duration of the 
permeabilized state is the consequence of the lipid oxidation, since it is well known 
that a membrane containing oxidized lipids (Wong-Ekkabut et  al. 2007; Vernier 
et al. 2009; Rems et al. 2016) is a “leaky” membrane. The coefficient of diffusion 
through an oxidized membrane can be orders of magnitude larger than the coeffi-
cient of diffusion through a native, nonoxidized membrane (Rems et al. 2016). This 
explains why the optical contrast of a GUV prepared using an unsaturated lipid is 
lost 2 min after the delivery of a single pulse or very small number of pulses: sugars 
could cross the membrane during the 2 min, a time extremely long with respect to 
the pulse duration. This diffusive transport is, of course, not constant during the 
duration of the electropermeabilized state. There are probably two reasons why very 
large molecules have to be present in the pulsing medium at the time of the pulse 
delivery: (1) in the case of highly charged molecules, such as long nucleic acid that 
are too large to move through diffusive processes, to benefit from the electrophoretic 
transport and to at least initiate the contact with the membrane; (2) in the case of 
large non-charged molecules such as large proteins, to find regions with a very large 
density of oxidized lipids, therefore, to find regions with very large diffusive capaci-
ties. It is important to recall that DNA fragments of up to 150 kbp or proteins of 
150 kDa, which were complete antibodies (Bobinnec et al. 1998), have been trans-
ported inside the cells by electropulsation. According to our model, and in particular 
according to the lateral diffusion of the lipids that will “dilute” the oxidized lipids 
generated in the areas where electropores were formed, the density of the modified 
lipids and hence the diffusion capabilities will progressively decrease, which will 
progressively restrict the diffusion of the molecules as a function of their size. The 
kinetics of such a progressive restriction in the molecule transport have been ana-
lyzed in the case of the anticancer drug bleomycin (Silve et al. 2012a). In another 
respect, the total number of molecules transported (independently of the external 
concentration and thus of the gradient of the concentration across the membrane) is 
directly related to the size of the molecules transported, under identical pulsation 
conditions and using the same cells to evaluate these transports (Mir 2008).

In conclusion, the properties of the molecules transport across the electropulsed 
membranes are in agreement with the membrane impermeability rupture model. 
During the electroporation phase, the electrophoretic transport of non-permeant 
molecules across the electropulsed membrane is more effective than the diffusive 
transport, while in the electropermeabilization phase, the diffusive transport will be 
the most efficient one.
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Chapter 5
Physical Methods for Drug and Gene Delivery 
Through the Cell Plasma Membrane

Milda Jakutavičiūtė, Paulius Ruzgys, Mindaugas Tamošiūnas, 
Martynas Maciulevičius, and Saulius Šatkauskas

Abstract The cell membrane represents a major barrier for efficient delivery of 
exogenous molecules, either pharmaceuticals or genetic material, under both 
in vitro and in vivo conditions. The number of methods employed to attempt safe, 
efficient, and local drug and gene delivery has increased during the recent years. 
One method for membrane permeabilization, electroporation, has already been 
translated to clinical practice for localized anticancer drug delivery and is termed 
“electrochemotherapy”. Clinical trials for gene delivery using electroporation as 
well as drug delivery using another cell permeabilization method, sonoporation, are 
also underway. This review focuses on these two methods, including their funda-
mental principles and state-of-the-art applications. Other techniques, such as micro-
injection, magnetoporation, photoporation, electrospray, and hydrodynamic and 
ballistic gene delivery, are also discussed.

5.1  Introduction

Targeted and controlled drug and gene delivery into cells and tissues remains a major 
topic for many research groups. Various drug and gene delivery methods are intensely 
investigated in order to develop efficient treatment methods for different congenital 
or acquired diseases. As compared to viral vectors, nonviral gene delivery methods 
have the advantage of easier preparation, possibility to transfer larger genes, and less 
safety risks, but they suffer from lower transfection efficiency and poor transgene 
expression. For more detailed comparison between nonviral and viral gene delivery 
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methods, see Boulaiz et al. (2005) and Wang et al. (2013). To overcome the draw-
backs of nonviral gene therapy, it is important to develop new gene delivery methods 
and to improve the existing ones. Similarly, targeted and controlled drug delivery 
systems can improve the drug stability and increase the effective concentration in 
target tissue while reducing the amount of the drug used for treatment and, thus, 
minimizing the side effects associated with conventional routes of administration 
(Balmayor et  al. 2011). Because the development of new drugs is expensive and 
time-consuming, development of new delivery methods for existing drugs is a prom-
ising alternative (Tiwari et  al. 2012). Some of these new drug and gene delivery 
methods have already been tested in clinical trials and are currently in the process of 
further optimization, while others are still in preclinical development phases.

The aim of this review is to provide a comprehensive update about various tech-
niques and methods applied to deliver exogenous molecules into cells and tissues. 
Special focus is given to the two most developed physical delivery methods, namely, 
cell electroporation and sonoporation.

5.2  Microinjection

The first application of a microinjection method for the delivery of nucleic acids 
directly to the inside of a cell was reported more than 40 years ago (Das et al. 2015). 
The use of glass micropipettes with a narrow (less than 0.5 μm) tip enabled genetic 
material injection to cells with survival rates of up to 100% (Celis 1977). However, 
the microinjection is technically demanding and limited to treatment of only a few 
cells during one procedure.

There are three main applications for the microinjection technology: blastocyst 
microinjection, sperm-mediated gene transfer (SMGT), and intracytoplasmic sperm 
injection-mediated gene transfer (ICSI-MGT) (Fig. 5.1a).

5.3  DNA Bombardment: “Gene Gun”

DNA-coated particle bombardment or ballistic DNA delivery, nowadays known as 
gene gun, has originally been developed for gene delivery to plant tissue more 
than 30 years ago. The method is based on the use of a pressurized inert gas to 
induce an acceleration of plasmid-coated particles, which are then directed to 
bombard the tissue of interest (Klein et al. 1987) (Fig. 5.1b). Accelerated particles, 
usually gold particles in size of approximately 1 μm, penetrate through the plasma 
membrane into the cytosol, where plasmid DNA is later processed by the tran-
scription machinery of the cell. Although the technology allows treatment of large 
surfaces, the main disadvantages are related to limited, few-millimeter-deep pen-
etration of plasmid DNA, thus only allowing transfection of the surface of the 
target tissue (Williams et al. 1991). On the other hand, the ballistic DNA delivery 
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to cells is local and chemically nontoxic and enables delivery of large-size plasmid 
DNA (Lin et al. 2000). Ballistic DNA delivery has been applied for genetic vac-
cination (Hooper et al. 1999), suicide gene therapy (Klatzmann et al. 1998), and 
immunomodulation (Irvine et al. 1996).

5.4  Hydrodynamic Gene Delivery

Hydrodynamics-based gene delivery uses injection of large volumes of liquid to tis-
sues to induce hydrodynamic pressure and intracellular gene transfer (Liu et  al. 
1999) (Fig. 5.1c). The most successful application of hydrodynamic gene delivery is 
the induction of hepatocyte transfection in rodents (Suda and Liu 2007). In this pro-
cedure, a volume (equivalent to 8–10% of body weight) of DNA containing physi-
ological solution is injected into the tail vein within 5–7 s. It is hypothesized that 
plasmid DNA moves into the cytoplasm through hydrodynamically induced pores in 
the membrane (Kobayashi et al. 2004). This procedure is reported to achieve trans-
fection of up to 40% of the hepatocytes (Zhang et al. 2004). Hydrodynamic gene 
delivery was not limited to hepatocytes but has been successfully performed on vari-
ous animal models and various target tissues including the liver, hepatocellular car-
cinoma, muscle, kidney, spleen, pancreas, and brain (Bonamassa et al. 2011).
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5.5  Magnetoporation and Magnetofection

The method of magnetoporation is based on magnetic field application to cells 
in vitro and in vivo (Fig. 5.1d), which triggers increased membrane permeability 
(Lakshmanan et al. 2014). According to Faraday’s law, the magnetic field induces 
an electric field, which in turn induces changes in the transmembrane potential of 
the cell. After reaching a certain threshold, an increased transmembrane potential 
leads to the cell electroporation (Weaver and Chizmadzhev 1996), which will be 
discussed in a later section of this review. Studies in magnetoporation with 200 
magnetic field pulses at strength of 7 T, duration of 2 μs, and frequency of 35 Hz 
have shown that the colony-forming ability of microorganisms is decreased by 90% 
(Markovskaja et al. 2014). The authors have shown that the peak of an electric field 
induced by this magnetic field is in the range of 4 kV/m. A recent in vivo report has 
demonstrated the feasibility of guinea pig dermal transfection with GFP coding 
plasmid, using 50 magnetic pulses of 4 T field strength with 5 s duration at 10 Hz 
frequency (Kardos and Rabussay 2012).

Multiwalled carbon nanotubes (MWCNT) can be employed to induce membrane 
permeabilization of cells under exposure to magnetic fields. The rotating magnetic 
field causes MWCNT to rotate, causing MWCNT interaction with cells that leads to 
membrane permeabilization (Liu et al. 2012).

Similarly to magnetoporation, the method of magnetofection also relies on mag-
netic fields to cause DNA delivery to cells (Fig. 5.1d). In this case, core-shell mag-
netic nanoparticles in the mixture with DNA can be magnetically guided to enhance 
nucleic acid delivery to cells (Fraites et al. 2000). Magnetic nanoparticles have been 
shown to increase the efficiency of viral delivery and lipofection: administering a 
mixture of these magnetic nanoparticles with viruses or polyethyleneimine (PEI) 
and plasmids to cells in vitro or in vivo and exposing cells to magnetic field with 
intensity from 0.6 to 2.1  T leads to enhanced transfection (Chen et  al. 2006). 
Magnetic field induces an interaction between magnetic nanoparticles and the cell 
membrane which activates endocytotic pathways and allows plasmid DNA entry 
into the cell (Namgung et al. 2010).

Moreover, activated endocytotic pathways can facilitate viral vector infection 
even in the absence of virus receptors. This enables controlled viral transfections 
even in therapeutic applications (Tresilwised et al. 2010).

Magnetic field application for DNA delivery via magnetoporation or magneto-
fection is a promising emerging tool for gene transfer. However, the possible appli-
cations of these methods are still poorly documented.

5.6  Photoporation (Optoporation)

Photoporation or optoporation is a process in which a highly focused laser beam is 
used as an “optical” microbeam to facilitate uptake of exogenous DNA or other 
molecules into cells (Yao et al. 2008) (Fig. 5.1e). The first reported study showed 
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DNA transfer to cultured NRK cells using 355 nm laser at 1 mJ intensity, 5-ns pulse 
duration in spot size of 0.5 μm (Tsukakoshi et al. 1984). After this pioneering study, 
results showing the transfection of various eukaryotic cell lines with different wave-
length lasers, 355 nm (Tao et al. 1987), 405 nm (Paterson et al. 2005), and 1065 nm 
(Mohanty et al. 2003), and also femtosecond lasers (Zeira et al. 2003) have been 
published. In all of these studies, genetic material transfer to cells has been achieved 
when pulsed laser irradiation perforated holes in cell membrane. The membrane 
poration is related to laser-induced stress waves (LISW). LISW are thought to be 
generated by high-intensity laser irradiation-mediated ionization of the medium and 
formation of the plasma. The generated plasma expands rapidly due to high tem-
perature and pressure, and a high pressure front in the range of kilobars is created 
(Vogel and Busch 1994; Noack and Vogel 1995). Plasma can also cause the forma-
tion of bubbles that ultimately collapse and generate secondary shock waves 
(Doukas et al. 1996). An alternative hypothesis relates permeabilization to the ther-
mal expansion of the medium that propagates as a stress wave (Doukas et al. 1996) 
(Fig. 5.1e).

Cell targeting with light-absorbing particles (CTLAP) is another method of 
molecular delivery to cells that utilizes the laser irradiation, similar to photopora-
tion. In this case, cells are first coupled with light-absorbing particles and later 
placed in a medium containing plasmid DNA and irradiated with laser, which 
induces cell permeabilization (Pitsillides et al. 2003; Umebayashi et al. 2003) by 
mechanisms similar to LISW (Doukas et al. 1996).

5.7  Electrospray

Electrospray technology is emerging as another method for intracellular drug and 
gene delivery (Chen et al. 2000). Electrospray mechanism is based on generation of 
fine droplets of suspension that bombard cells of interest (Hradetzky et al. 2012). 
The generation of droplets is based on Coulomb’s law. Electrospray causes success-
ful cell transfection with droplets ranging from 100 to 1000 μm in size (Okubo et al. 
2008). The key mechanism for electrospray-based cell membrane permeabilization 
is thought to be based on shear forces that are induced for a brief moment (10−5–
10−6 s) due to the contact of high-velocity droplets and the cell membrane (Ikemoto 
et  al. 2012) (Fig.  5.1f). However, the potential as well as the mechanisms of 
electrospray- mediated molecule transfer has to be further investigated.

5.8  Electroporation

The phenomenon of electroporation can be traced back to the works of Neumann and 
colleagues in the early seventies (Neumann and Rosenheck 1972). This phenomenon 
relies on the induction of a change in the transmembrane potential of the cell upon its 
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exposure to an electric field (Fig.  5.1g). As the induced transmembrane potential 
reaches a critical value, the local plasma membrane permeability to membrane- 
impermeant molecules increases (Hibino et al. 1991), presumably due to formation of 
so-called electropores. The critical value of transmembrane voltage needed to induce 
electroporation differs between different cell types and is estimated to be between 0.4 
and 1 V (Hibino et  al. 1993; Teissié and Rols 1993). However, the electric field-
induced change in the transmembrane voltage is not distributed evenly along the cell 
surface. The change in the transmembrane potential induced at a particular point on 
cell surface is calculated via Formula (5.1) (Bernhardt and Pauly 1973):

 
D = ( ) ( )y qi f g rl cos

 
(5.1)

Since cos (θ) in the formula is the cosine of angle between the direction of elec-
tric field and the point on the cell membrane where the induced transmembrane 
potential is measured, the poles of the cell which face the electrodes receive the 
highest change in the transmembrane potential and are the most electroporated, 
whereas the poles of cell membrane which are located at a 90° angle to the normal 
of electric field are not affected. Also, due to the resting transmembrane potential, 
the effect on the electrode-facing poles is not even, because the anode-facing pole is 
depolarized and the cathode-facing pole is hyperpolarized (Tekle et al. 1994). More 
detailed explanations of the phenomenon of the electroporation can be found in 
Chaps. 2, 3, and 7 of this book.

As long as the electric field is sufficient to electroporate the plasma membrane, 
small molecule (<4 kDa) electrotransfer will occur (Wolf et al. 1994; Gabriel and 
Teissié 1998). Small molecules pass through electroporated plasma membrane 
mainly due to simple diffusion (Gabriel and Teissié 1999). For charge-carrying mol-
ecules, the transport is facilitated by electrophoretic forces throughout the duration 
of the electric pulse (Pucihar et al. 2008), with simple diffusion carrying on after-
ward. The efficiency of small molecule electrotransfer depends on the parameters of 
the small molecule (i.e., size and charge) (Venslauskas et  al. 2010), the electric 
pulse parameters (amplitude, duration, number, frequency) (Rols and Teissié 1990; 
Wolf et al. 1994; Canatella et al. 2001), and the parameters of the external medium 
(Djuzenova et al. 1996; Sadik et al. 2013).

Visualization experiments have shown that the transfer of small molecules begins 
milliseconds after the application of an over-threshold electric pulse (Gabriel and 
Teissié 1997, 1998, 1999; Escoffre et al. 2011). With low electric fields, the transfer 
only occurs from the anode-facing side (Gabriel and Teissié 1997, 1998, 1999). 
With higher electric fields, it happens from both electrode-facing poles, with higher 
transfer on the anode-facing side (Gabriel and Teissié 1997, 1999; Escoffre et al. 
2011). This is correlated to the fact that the anode-facing pole is electroporated first 
and has a lower threshold for the electric field strength required for electroporation 
(Gabriel and Teissié 1997, 1999).

It should be noted that the overall transfer efficiency is also affected by the via-
bility of cells as the pulses that can be most efficient for the molecular delivery can 
also severely affect the survival of the cells (Wolf et al. 1994).
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In the context of drug delivery, electroporation is already in clinical use as elec-
trochemotherapy, a method of increased local anticancer drug delivery for bleomy-
cin and cisplatin, anticancer drugs with high intrinsic toxicity but low plasma 
membrane permeability (Mir 1999). The first clinical trials for electrochemotherapy 
with bleomycin were performed in 1993 (Belehradek et al. 1993) and for electro-
chemotherapy with cisplatin in 1998 (Sersa et al. 1998). In 2006, standard operating 
procedures for electrochemotherapy were established (Marty et al. 2006).

In contrast to small molecule delivery, DNA electrotransfection is a complex 
multistep process. The DNA must be present in the electroporation medium during 
the application of electric pulses for the electrotransfection to occur (Eynard et al. 
1992; Wolf et al. 1994; Klenchin et al. 2011). In an electric field, negatively charged 
DNA moves toward the anode due to electrophoresis. This leads to interaction of the 
DNA with the electroporated cell membrane on the cathode-facing side that is fol-
lowed by formation of DNA-pore complexes (Golzio et al. 2002). It has been visu-
ally shown that the complex formation occurs in discrete membrane patches, 
presumably strongly electroporated areas, and not on the whole surface of the cell 
membrane (Golzio et al. 2002). The area of possible DNA-membrane interaction 
can be enlarged by applying several pulses or pulses with changing directions, 
which create changing cathode-facing side each time (Faurie et  al. 2004). This 
method has been shown to increase the efficiency of DNA electrotransfer under 
both in vitro and in vivo conditions (Faurie et al. 2003). However, it should be noted 
that multidirectional impulses can only increase the electrotransfer efficiency if low 
enough frequency is used as it takes about a second for a stable DNA-membrane 
complex to form (Faurie et al. 2010). If pulses with opposite direction are applied 
before the stable complex is formed, DNA can be removed from the complex and 
reenter the solution, thus decreasing the amount of complexed DNA and the effi-
ciency of DNA electrotransfer (Faurie et al. 2010). The strength of the interaction 
between DNA and the membrane is dependent on the concentration of magnesium 
ions – too low concentration will cause inefficient complex formation, while too 
high concentration will cause too strong interaction between DNA and the mem-
brane, thus limiting the ability of DNA to cross the plasma membrane (Haberl et al. 
2013). DNA crosses the plasma membrane 10–40 min after complex formation (Wu 
and Yuan 2011) through a mechanism which is not yet fully understood. Some of 
the hypotheses state that the DNA is directly translocated through the plasma mem-
brane (Yu et  al. 2012). Other data shows that clathrin- and caveolin- dependent 
endocytosis is at least partially responsible (Rosazza et al. 2013). The recent data 
suggests that several different methods of DNA transport into cell are utilized 
 simultaneously, although the DNA mostly enters the cell via clathrin-mediated 
endocytosis (Wu and Yuan 2011; Chang et al. 2014; Pavlin and Kandušer 2015). 
The involvement of the cytoskeleton was also shown as disrupting actin cytoskele-
ton decreases the efficiency of DNA electrotransfer (Rosazza et  al. 2011). Once 
inside, DNA is transported via microtubule network to the nucleus (Vaughan and 
Dean 2006; Rosazza et al. 2013, 2016).

Electric pulses that are sufficient for small molecule electrotransfer might not 
lead to efficient DNA electrotransfer (Wolf et al. 1994). Specifically, millisecond- 
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length electric pulses are shown to cause the most efficient DNA electrotransfer 
(Rols and Teissié 1998). However, an increase in the pulse duration while the ampli-
tude stays constant causes a decrease in cell viability (Canatella et al. 2001; Haberl 
et al. 2013). One of the ways to avoid this pitfall was introduced in the early 1990s 
(Sukharev et al. 1992) and later expanded in the early 2000s (Bureau et al. 2000; 
Šatkauskas et al. 2002, 2005). The method relies on the application of short, high- 
voltage pulses for permeabilization of plasma membrane, followed by millisecond- 
duration low-voltage pulse(s) to promote DNA electrophoresis and transfection 
efficiency. This protocol has provided good results under both in vivo (Bureau et al. 
2000; Šatkauskas et al. 2002, 2005) and in vitro (Kanduser et al. 2009; Pavlin and 
Kandušer 2015) conditions. It should be noted that high enough plasmid concentra-
tions under in  vitro conditions can override the effect of low-voltage pulses 
(Kanduser et al. 2009; Čepurnienė et al. 2010). While the effect of addition of low- 
voltage pulse has been mainly attributed to the increased electrophoretic movement 
of highly negatively charged DNA (Šatkauskas et al. 2002, 2005), it has been also 
hypothesized that this effect is caused by the increased efficiency of DNA-membrane 
complex formation (Pavlin et al. 2010). It has been shown that weak electric fields 
can enhance macromolecule internalization, presumably via stimulation of endocy-
totic pathways (Antov et al. 2005).

The electrotransfection of plasmid DNA has a potential in clinical application. 
Till now, the research for clinical application on DNA electrotransfer has mainly 
focused on transferring immune system-activating molecules for the improvement 
of anticancer treatments (Calvet and Mir 2016). A clinical trial on electrotransfer of 
IL-12 coding plasmid has been launched in 2008 and reached moderate success, 
showing the potential of this application for cancer treatment (Daud et al. 2008).

5.9  Sonoporation

Drug and gene delivery to cells and tissues via sonoporation has received increasing 
attention during the past decade. The method of sonoporation employs the delivery 
of ultrasound (US) to cells and tissues in the presence of a US contrast agent – 
microbubbles (MB). The interaction of MBs with ultrasound results in MB cavita-
tion that is thought to be the primary cause of the cell sonoporation (Fig. 5.1h). Two 
main types of cavitation, stable and inertial, produce a variety of biological effects.

At low acoustic pressures, stable cavitation, which is defined as periodic and 
linear MB oscillations around a constant bubble diameter, is the dominant mode of 
cavitation. Stable cavitation creates microstreaming – a circulating fluid flow around 
the bubble, which induces shear stress to the cell membrane which is proportional 
to the oscillation amplitude. When oscillation amplitudes are high, the associated 
shear forces are capable to directly rupture lipid vesicles (Marmottant and 
Hilgenfeldt 2003). Thus, it is suggested that shear forces induced by stable cavita-
tion could be responsible for direct or indirect increase of the cell membrane perme-
ability and molecular delivery (van Wamel et al. 2006; Kooiman et al. 2011; De 
Cock et  al. 2015) by activating endocytotic processes or causing pore formation 
(Meijering et al. 2009; Juffermans et al. 2014; De Cock et al. 2015).
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At higher acoustic pressures, the oscillation of MBs is accompanied by rapid 
growth of MB size, which ultimately results in a violent collapse of the bubble. 
Such MB behavior is called inertial cavitation. Main effects of inertial cavitation are 
microjets, shock waves, and drastic temperature increase in the surrounding medium 
(Didenko et al. 1999; Ohl et al. 2006; Kudo et al. 2009). MB inertial cavitation is 
described as the key mechanism to achieve an efficient cell permeabilization. This 
is due to stronger physical effects of bubble collapse, especially microjets (liquid 
jets travelling at the sonic speed), which can either induce catastrophic shear stress 
or directly pierce cell membranes (Ohl et al. 2006; Kudo et al. 2009).

As MBs violently collapse, they produce acoustic fields with components in 
broad frequency ranges. Thus, MB broadband noise is a direct evidence of MB 
inertial cavitation (Sundaram et  al. 2003). It has been also demonstrated, at the 
single- cell level, that intracellular transmembrane current was directly associated 
with the onset of MB broadband noise (Zhou et al. 2008). The studies of implicit 
sonoporation dosimetry, designed to quantify inertial cavitation metrics, inertial 
cavitation dose, and MB sonodestruction rate, have shown molecular intracellular 
delivery (Lai et al. 2006; Qiu et al. 2010; Tamošiūnas et al. 2012b; Maciulevičius 
et al. 2015), cell viability (Lai et al. 2006; Qiu et al. 2010; Tamošiūnas et al. 2012b), 
and pore size (Qiu et  al. 2010) to be directly associated with inertial cavitation 
according to strong correlation with metrics.

Ever since it has been shown that both stable and inertial cavitation is able to 
induce molecular sonotransfer, there has been an ongoing discussion as to which 
mode is more important for molecule delivery via sonoporation (Lentacker et al. 
2014). The results obtained in the experiments at the single-cell level demonstrate 
the effects of stable cavitation to become more important when MBs appear in close 
vicinity to cells, as in case of MB attachment or targeting (Kooiman et al. 2011). 
Because increasing distances diminish the effects of microstreaming, e.g., in cell 
suspensions, inertial cavitation seems to be the dominant mechanism for efficient 
sonoporation when MBs are stochastically moving (Lai et al. 2006; Qiu et al. 2010; 
Tamošiūnas et al. 2012a, b; Maciulevičius et al. 2015).

There are two main hypotheses about the molecular transfer at the membrane 
level. The pore formation hypothesis suggests that molecules enter the cell interior 
through US-MB activity-induced membrane pores, while the endocytosis  hypothesis 
declares that molecules enter the cell within membrane vesicles that liberate their 
cargo into the cytoplasm after degradation.

Various compounds of different types and sizes have been directly or indirectly 
observed to enter cells through pores: calcein (Ohl et al. 2006), propidium iodide 
(Kudo et al. 2009), dextrans (Mehier-Humbert et al. 2005a), nanospheres (Mehier- 
Humbert et al. 2005a), and DNA (Mehier-Humbert et al. 2005b; Qiu et al. 2010).

The direct evidence of pore existence is provided by microscopy studies, per-
formed after sonoporation (Ohl et al. 2006; Qiu et al. 2010). Indirect evidence is 
obtained using other criteria, such as diffusive molecule distribution in cell cyto-
plasm after sonoporation (Mehier-Humbert et al. 2005a, b; Schlicher et al. 2006), 
fast DNA expression after sonoporation as opposed to lipofection (Mehier-Humbert 
et al. 2005b), and high molecular delivery rate achieved after endocytosis inhibition 
(Mehier-Humbert et al. 2005b; Meijering et al. 2009). A recent study (Fan et al. 
2010) provides convincing results that indicated nonspecific sonopores,  characterized 
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by bidirectional, diffusion-driven transport of small molecules across the cell 
membrane.

Different authors report different putative pore sizes. A study of Zhou et  al. 
(2009) has used voltage clamp technique to estimate a pore size of 110 ± 40 nm. By 
comparing sonotransfer efficiency of various size molecules, Mehier-Humbert et al. 
(2005a) report the maximal pore size to be around 75 nm. Using microscopy, ~1 μm 
pores were observed (Schlicher et al. 2006; Ohl et al. 2006; Kudo et al. 2009). Pore 
lifetime is estimated to vary from a few seconds to more than 1 min (Deng et al. 
2004; Mehier-Humbert et al. 2005b; Schlicher et al. 2006). Cell membrane recovery 
occurs via exocytosis-like process, when membrane vesicles travel through the 
cytoplasm to damaged cell region and reform cell membrane (Schlicher et al. 2006). 
Calcium ions have been shown to accelerate or be crucial for membrane resealing 
(Kudo et al. 2009).

The alternative hypothesis is that molecules enter cells via endocytosis rather 
than pores. Evidence for this hypothesis comes from microscopy experiments by 
Duvshani-Eshet et  al. (2006) and Zeghimi et  al. (2015), who directly observed 
membrane changes after sonoporation, using atomic force (AFM) and scanning 
electron microscopy (SEM). According to these studies, the pit-like structural mem-
brane changes resemble endosome forming endocytotic pits more closely than con-
ductive pores.

The role of endocytosis has been investigated (Meijering et al. 2009; Juffermans 
et al. 2014) using dextrans and nucleic acids, respectively. It was stated that the role 
of endocytosis increases as the delivered molecules become larger (Meijering et al. 
2009). Molecules greater than ~155  kDa enter cells mostly via endocytosis. 
Moreover, molecules greater than 500 kDa enter cells only via endocytosis. Small 
dextrans and siRNAs are homogeneously distributed in the cytoplasm, suggesting 
direct entry, while large dextrans and plasmids are distributed inhomogeneously, in 
a distinct-vehicle localization, suggesting endocytotic entrance. Also, much higher 
siRNA transfection and translation rate in comparison to plasmid DNA suggests no 
contact between siRNA and lysosomes. Inhibition of endocytosis either via ATP 
depletion, specific inhibition of clathrin- or caveolin-mediated endocytosis, or mac-
ropinocytosis decreases the amount of delivered dextrans of all molecular weights. 
This is especially apparent with 4.4 kDa dextran, and the delivery of 500 kDa dex-
tran is effectively eliminated. There are a few hypotheses concerning the triggering 
mechanism of endocytosis. The reported increase in intracellular calcium ion con-
centration, reactive oxygen species, temperature increase, and shear forces are 
described as possible triggers (Lentacker et al. 2014).

Recent studies performed with anticancer drugs have shown sonoporation to sig-
nificantly enhance the delivery of various anticancer drugs to cancer cells, thus 
showing the high potential of sonoporation as a tool for cancer treatment. Different 
studies have employed sonoporation to enhance the cytotoxicity of different drugs 
in vitro; the main drugs used in these studies were bleomycin (Tamošiūnas et al. 
2012a, b, 2016; Lamanauskas et al. 2013) and doxorubicin (Lentacker et al. 2010; 
Geers et al. 2011; Maciulevičius et al. 2015). Drug sonotransfer research in vitro 
primarily aims to advance the anticancer drug sonotransfer efficiency to cells and to 
determine the optimal conditions for sonoporation in order to establish this tech-
nique as an effective tool for anticancer therapy in vivo.
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Tamošiūnas et al. have reported reversible BLM and DOX delivery to Chinese 
hamster ovary cells to be ~30%, while cell viability was ~70% (Tamošiūnas et al. 
2012a, b), and Maciulevičius et al. have reported DOX delivery of ~20% and cell 
viability of ~60% (Maciulevičius et al. 2015). During the experiments the dominant 
mechanism is reported to be inertial cavitation as indicated by direct broadband 
noise and MB concentration decay measurements.

Lentacker et al. and Geers et al. have developed doxorubicin-liposome-loaded- 
microbubbles, which, in combination with US, have diminished cancer cell viability 
in vitro down to ~20–10% (Lentacker et al. 2010; Geers et al. 2011). Moreover, the 
cytotoxic effect has been achieved with very low doxorubicin doses (5.4 μg/ml) 
(Geers et  al. 2011). Later studies have tested the efficiency of MBs bound to 
paclitaxel- loaded liposomes (Yan et al. 2013). After US exposure, these agents have 
increased drug accumulation in breast cancer tumors, resulting in strong tumor inhi-
bition and reduced cytotoxicity to the liver and kidney.

It has been shown that, upon an intravenous injection, nanodroplets escape vas-
cularization due to enhanced permeability and retention effect and coalesce in the 
whole tumor parenchyma to produce MBs with a strong echocontrast (Rapoport 
et al. 2007). MBs preformed from nanodroplets loaded with DOX or paclitaxel have 
been shown to enhance the drug uptake into tumor cells in vitro and to significantly 
reduce tumor growth or strong tumor regression (~5 fold) in vivo, in ovarian and 
pancreatic tumors (Rapoport et al. 2007, 2009).

Sonoporation can become a useful tool to treat brain malignancies as focused US 
can be exploited to disrupt the blood-brain barrier for therapeutics delivery to glio-
mas (Ting et al. 2012; Treat et al. 2012).

The first clinical trial for in vivo drug delivery using sonoporation has been per-
formed in 2013 (Kotopoulis et al. 2013). In this trial, SonoVue® MBs and the anti-
cancer drug gemcitabine have been administered intravenously. All five treated 
patients have shown reduced tumor growth; in two of them, the maximum tumor 
diameter has been temporally decreased to 80 ± 5% and permanently to 70 ± 5% as 
compared to the original size. These results show that sonoporation can signifi-
cantly enhance the effect of standard chemotherapy procedures. Additional studies 
from the same research group applied gemcitabine and sonoporation to ten patients 
with inoperable pancreatic cancer and reported that the maximum tumor diameter 
decreased in five patients with median patient survival increase from 8.9 months to 
17.6 months (Dimcevski et al. 2016).

Sonoporation can also be used for gene therapy, i.e., delivery of exogenous genes 
to cells for the production of desired proteins. Mehier-Humbert et  al. obtained 
30–40% transfection efficiency, which increases with time after sonoporation, 
reaching up to ~55% within 2–5 h after sonoporation (Mehier-Humbert et al. 2005b). 
Juffermans et  al. have obtained 43.0  ±  4.2% transfer with plasmid DNA and 
97.9 ± 1.5% with siRNA, respectively (Juffermans et al. 2014). The authors associ-
ate the high uptake of siRNA with their direct entry into the cell cytoplasm through 
pores and the lower uptake of plasmid DNA with endocytotic transport through the 
plasma membrane. To our knowledge, the highest reported rate of cell transfection 
using sonoporation was 70%, while sustaining ~85% cell viability (Escoffre et al. 
2013b). This result has been obtained using Vevo Micromarker MBs, which exhib-
ited the highest rate of attenuation as compared to SonoVue® or BR14 MBs.
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Sonoporation in vivo can be used for cancer and cardiovascular disease treat-
ment. Anticancer effects are induced by oncogene inactivation, replacement of defi-
cient tumor suppressor genes, or the introduction of genes that enhance cytotoxic 
effects and stimulate immune response. For cardiovascular disease treatment, 
angiogenesis-stimulating factor genes could be introduced (Escoffre et al. 2013a).

Another promising method for cancer treatment is gene suppression using 
siRNA. The main purpose of small siRNA molecule delivery to tumor tissue is the 
silencing of anti-apoptotic genes, thus causing cell apoptosis (Yin et al. 2013, 2014). 
Apoptotic cell fragments are phagocytized, reducing inflammatory response and 
diminishing harmful effects to surrounding cells.

The recent research in the field of gene therapy using sonoporation has shown 
efficient therapeutic results using naked DNA. Various studies reported a reduction 
of liver tumor growth by ~75% (Sakakima et al. 2005) and of prostate cancer growth 
by ~80%, after repeated treatment (Duvshani-Eshet et  al. 2006). The survival of 
fibrosarcoma tumor-bearing mice has been prolonged for up to 160 days after treat-
ment, and resistance for repeated tumor induction has developed in the treated ani-
mals (Casey et al. 2010). As shown in rats, the capillary density in the ischemic 
myocardium has increased twofold after vascular endothelial growth factor (VEGF) 
gene delivery (Zhigang et al. 2004).

As compared to chemotherapeutics, the introduction of genes in vivo poses lower 
cytotoxicity risk. However, gene therapy causes another problem, namely, degrada-
tion of DNA/RNA in the serum. Thus, the concentration of nucleic acids has to be 
increased in order to obtain efficient bioeffects. One way to overcome this obstacle 
is nucleic acid loading onto MBs while also applying MB targeting and reducing 
their size.

DNA loading onto cationic MBs has shown higher ultrasound-mediated gene 
delivery and lower level of DNA degradation by DNAses both in vitro and in vivo 
studies (Panje et al. 2012; Wang et al. 2012). Luciferase plasmid-bearing MBs, tar-
geted to VCAM-1 and mucosal addressin cell adhesion molecule-1 (MAdCAM-1), 
have shown several (3.6 and 8.5)-fold higher MB accumulation in comparison to the 
nontargeted MB form in the ileocecal area in the murine model. Pronounced plas-
mid DNA transfection, localized to mouse gastrointestinal tract with no detectable 
luminescence in the heart, liver, spleen, or kidney, can be achieved after gene deliv-
ery with sonoporation (Tlaxca et al. 2013).

Suzuki et  al. have synthesized liposomes (0.5–1 μm), encapsulating lipid nano-
bubbles, named “bubble liposomes” (Suzuki et al. 2010). The latter are prominently 
smaller than commercial microbubbles. A study showed the possibility to use US in 
tandem with bubble liposomes to deliver interleukin 12 (IL-12)-encoding plasmids to 
mice bearing murine ovarian carcinoma; after repetitive treatment, complete tumor 
regression has been achieved in 80% of cases (Suzuki et al. 2010). Endo- Takahashi 
et al. have designed bubble liposomes, loaded with microRNA or plasmid DNA (Endo-
Takahashi et al. 2013, 2014). These novel agents have shown pronounced theranostic 
characteristics; they are capable to provide both the strong echocontrast and cargo 
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protection as well as targeted delivery. The efficient nucleic acid delivery to mouse 
ischemic hind limb has led to enhanced angiogenesis as well as improved blood flow.

NBs, electrostatically coated with siRNA-loaded micelles, have been success-
fully applied in vivo to silence anti-apoptosis gene sirtuin-2 (SIRT2) and signifi-
cantly inhibit glioma growth in mouse model (>2 fold compared control group) (Yin 
et  al. 2013). Subsequent siRNA micelle and paclitaxel co-loading onto NBs has 
elicited strong tumor growth suppression to initial tumor level due to the synergistic 
effect of anti-apoptosis gene B-cell lymphoma-2 (BCL-2) silencing and drug cyto-
toxic activity (Yin et al. 2014).

5.10  Conclusion

There are many physical methods for drug and gene delivery. Each of these has their 
own advantages and drawbacks, which are summarized in Table 5.1. Microinjection 
can achieve very high transfection yield, but it is limited to single-cell treatment. 
Ballistic gene delivery allows rather efficient transfection but is limited to the sur-
face and may cause damage to cells and tissues. Hydrodynamic gene delivery causes 
very efficient gene delivery to rodents but raises serious safety concerns, thus limit-
ing the translation of the method to human clinical use. Electroporation is a safe, 
clinically approved method for drug delivery that also achieves reasonable DNA 
transfection efficiency; however, deep tissue electroporation is highly invasive. 

Table 5.1 Features of different physical cell permeabilization methods

Delivery 
technique System

Drug 
delivery 
efficiency

Gene 
delivery 
efficiency

Cell 
survival Safety

Tissue 
penetration Invasiveness

Ballistic delivery In vitro, 
in vivo

N/A Low Medium 
to high

Medium 
to high

Low Low

Electroporation In vitro, 
in vivo

High Low to 
medium

Medium 
to high

High Medium High

Electrospray In vitro, 
in vivo

High Low to 
medium

Medium High Low Low to 
medium

Hydrodynamic 
delivery

In vivo N/A Medium N/A Low Medium High

Magnetoporation In vitro, 
in vivo

Medium Low Low to 
medium

High Medium Low

Microinjection Single 
cells only

N/A High High N/A N/A N/A

Photoporation In vitro, 
in vivo

Medium 
to high

Medium 
to high

Medium Medium Low to 
medium

Medium

Sonoporation In vitro, 
in vivo

Medium Low Medium Medium High Low

Here N/A not applicable. Safety of method refers to short- and long-term damage to whole organism
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Sonoporation can be employed to combine ultrasound diagnostics with drug deliv-
ery, but molecular delivery rates are lower than desired for clinical use. Other 
emerging techniques, such as magnetoporation, photoporation, and electrospray, 
have to be developed further before they can be applied in clinical trials for drug and 
gene delivery.
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Chapter 6
Estrogen Receptors in Cell Membranes: 
Regulation and Signaling

Jolanta Saczko, Olga Michel, Agnieszka Chwiłkowska, Ewa Sawicka, 
Justyna Mączyńska, and Julita Kulbacka

Abstract Estrogens can stimulate the development, proliferation, migration, and 
survival of target cells. These biological effects are mediated through their action 
upon the plasma membrane estrogen receptors (ERs). ERs regulate transcriptional 
processes by nuclear translocation and binding to specific response elements, which 
leads to the regulation of gene expression. This effect is termed genomic or nuclear. 
However, estrogens may exert their biological activity also without direct binding to 
DNA and independently of gene transcription or protein synthesis. This action is 
called non-genomic or non-nuclear. Through non-genomic mechanisms, estrogens 
can modify regulatory cascades such as MAPK, P13K, and tyrosine cascade as well 
as membrane-associated molecules such as ion channels and G-protein-coupled 
receptors. The recent studies on the mechanisms of estrogen action provide an evi-
dence that non-genomic and genomic effects converge. An example of such conver-
gence is the potential possibility to modulate gene expression through these two 
independent pathways. The understanding of the plasma membrane estrogen recep-
tors is crucial for the development of novel drugs and therapeutic protocols target-
ing specific receptor actions.
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6.1  Introduction

Estrogens belong to steroid female sex hormones, which are the cholesterol deriva-
tives. Estradiol (E2, 17β estradiol) shows the highest biological activity as com-
pared to estrone (E1) and estriol (E3). Estrogens are synthesized in the ovary, 
placenta, testes, and adrenal cortex and are responsible for induction and develop-
ment of secondary sexual features. Together with progesterone and gonadotropin 
hormones, they are involved in the regulation of the sexual cycle. In addition, they 
elicit multiple effects in other organs and tissues. Estrogens have a favorable impact 
on the lipid profile, increase the concentration of coagulation factors, and decrease 
the levels of insulin and glucose in blood. They are involved in stimulation of nitric 
oxide synthesis and in reduction of endothelin. They can modulate the immunologi-
cal response and increase the membrane permeability. Moreover, estrogens play 
important roles in the development, proliferation, migration, and survival of target 
cells (Kalita et  al. 2004; Acconcia and Kumar 2006). The biological effects are 
mediated by estrogens through their association with estrogen receptors (ERs) α 
and β. The ERα was first isolated by Jensen and Jacobson (1962). The discovery of 
ERβ by the Gustafsson’s laboratory in 1996 led to better understanding of the pleio-
tropic effects of estrogens, even in tissue and cells lacking ERα (Acconcia and 
Kumar 2006). ERα and ERβ are encoded by various genes, which are located on 
different chromosomes. However, both have common features with other nuclear 
receptors. They are composed of five or six domains, which are labeled from A/B to 
F (Fig. 6.1). The A/B domains are situated on the amino terminus of the protein and 
contain the activation function 1 (AF-1) motif, which is responsible for activation of 
transcription independently from ligand binding. The C domain is involved in 
receptor dimerization and binding of ligand – receptor complex to specific DNA 
sequences. The D domain has also partially DNA-binding properties due to the 
nuclear localization signal (NLS). The carboxyl terminus of the protein attaches to 
the specific ligand. Some ERs contain an additional E domain, whose function is not 
well known (Simoncini et al. 2004).

Activation of these receptors involves nuclear translocation and binding to spe-
cific response elements, which control gene expression. This modulation of gene 
transcription by specific nuclear estrogen receptor (nER) was termed a “genomic” 
activity of estrogen in contrast to “non-genomic” effects of estrogen. The classic 
genomic estrogen mechanism requires binding of estrogens to the ER and transloca-

N - A/B C D E

Lipid binding dimerization

AF-2AF-1 NLSDNA binding

F - C

Fig. 6.1 Structure of the estrogen receptor; A/B domain with AF-1 motif (regulation function), C 
domain with DNA-binding domain, D domain with nuclear localization signal (NLS), E domain 
with ligand-binding domain and AF-2 motif, F domain (unknown function) (Świtalska and 
Strządała 2007)
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tion to the nucleus. Subsequently, the dimerization of receptors is required which 
can result in the formation of homodimers or heterodimers (α-α and β-β or α-β). 
After dimerization, ER binds to specific DNA estrogen response elements (EREs) 
through its two-zinc finger motif (Felty and Roy 2005; Świtalska and Strządała 
2007). EREs are located in various gene promoters. Estrogen binding can induce 
other modifications of the receptor conformation in the ligand-binding domain, 
such as association with coactivator protein. Many genes, which are regulated by 
estrogen, do not contain EREs, and the molecular mechanism through which estro-
gens regulate their transcription is not fully understood (Björnström and Sjoberg 
2005). There is increasing evidence that estrogens may evoke their effects via vari-
ous nonclassical signaling pathways and that ERs can regulate gene expression by 
several distinct mechanisms. Numerous investigations have shown that ERs might 
regulate transcription without binding directly to DNA. In such cases, the receptors 
are linked through protein-protein interactions to a transcription factor complex 
and, thus, contact the DNA. By means of this mechanism, ERs can regulate the 
expression of many estrogen-responsive genes that do not contain ERE.  Many 
estrogen-regulated genes with the lack of EREs contain binding sites for an orphan 
nuclear hormone receptor SF-1 and SF-1 response element (SFRE), which deter-
mine ERα binding affinity (Ordonez-Moran and Munoz 2009; Levin and Hames 
2016). Several effects induced by estrogens are too rapid to involve activation of 
RNA and protein synthesis. These observations have stimulated the search for alter-
native signaling mechanisms. Many investigations show that numerous crucial bio-
logical processes are not mediated by the classical estrogen hormone receptor action 
in the nucleus. Various terms have been used to differentiate these non-conventional 
receptor actions. In contrast to the classical genomic action, the non-genomic effects 
are characterized by a rapid onset of the action which ranges from few seconds to 
1 min after exposure and indicates posttranslational modifications of signaling pro-
teins. Numerous studies have shown that the majority of ERs are found in extranu-
clear locations including the plasma membrane. Through these, membrane estrogen 
receptors initiate fast signal activation, which affects various important parts of cel-
lular biology (Simoncini et al. 2004; Contrò et al. 2015). This review summarizes 
the recent knowledge on the signaling pathways of ER, which are localized in the 
cell membrane and are activated by estrogen ligands.

6.2  Rapid, Non-transcriptional Regulatory Mechanisms

Until the beginning of the twentieth century, biological regulation of transcription 
was considered as the only action mechanism attributed to estrogen. Groundbreaking 
experiments conducted by Szego and Davis (1967) raised reasonable doubts about 
this prevailing view, since the authors observed a rapid interaction between hor-
mones and their targets (Szego and Davis 1967).In addition, ample evidence was 
provided for the existence of non-genomic mechanisms, including the action upon 
cells which lack nuclei or contain tightly packed chromatin, actions in the presence 
of transcription inhibitors, or actions upon cells with mutated receptors, disabling 
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the transcription (Falkenstein et al. 2000; Zielniok et al. 2014). The rapid effects of 
steroid hormones are manifold, ranging from activation of protein and tyrosine 
kinases and G-proteins and modulation of ion channels. There are few different 
ways how steroids may interact with the cell membrane. They may change mem-
brane fluidity, without binding to any known protein or receptor. Another way is 
allosteric modulation of (1) receptors which are nonspecific for steroid hormones or 
(2) structural and enzymatic proteins present in the cell membrane (Lachowicz- 
Ochędalska 2005). Finally, membrane-bound ER may control intracellular signal 
transduction cascades. It is also possible that the different mechanism may 
interact.

6.2.1  Membrane Receptors Specific to Estrogens

There is more than sufficient evidence that ERα and ERß are both found in the cell 
membrane. These two membrane-associated receptors may occur either in the form 
of homo- (ERα-ERα or ERβ-ERβ) or hetero- (ERα-ERβ) dimers (Boonyaratanakornkit 
and Edwards 2007). According to current knowledge, the membrane estrogen 
receptor (mER) and the nuclear estrogen receptor (nER) do not differ because spec-
tra, weight, electrophoretic mobility, and affinity to E2 are virtually identical in 
mER and nER (Soltysik and Czekaj 2013). Moreover, investigations with monoclo-
nal antibodies indicate the similarity between the protein epitopes in these two 
receptor types (Pappas et al. 1995; Norfleet et al. 1999). However, several factors 
can affect the immune detection of mERs. Latest studies on the mERα identified 
several negative regulators of its expression such as serum starvation, lack of cell 
cycle synchronization within cell population, too high cell density, or too many cell 
passages (Watson et al. 2002). Furthermore, integrity of the cell membrane, flexibil-
ity of the epitopes, and interactions with other molecules should also be taken into 
consideration when developing immune-labeling protocols (Watson et al. 2002).

In addition to mERα and mERβ, few other proteins were classified as mER within 
the last two decades. Among them, the most investigated is the G-protein- coupled 
receptor 30 (GPER or Gpr30), a rhodopsin-like protein unrelated to steroid nuclear 
receptors. Recently, it has been reported that Gpr30 is not only involved in rapid regu-
latory mechanisms such as mobilization of calcium or kinase activation but also may 
play a significant role in transcriptional activation of genes such as c-fos (Prossnitz 
and Maggiolini 2009). Another receptor, functionally distinct form ERα and ERβ, 
was identified by Toran-Allerand et al. (2002) and was named ER-X. ER-X can be 
distinguished from previously described receptors inter alia by its molecular weight 
which is 63 kDa, while ERα, ERβ, and Gpr30 amount 67 kDa, 60 kDa, and 44 kDa, 
respectively (Almey et al. 2015). Moreover, it does not stimulate extracellular signal-
regulated kinases (ERKs) in the presence of selective ER agonists and reacts more 
strongly to 17α than 17β estradiol (Soltysik and Czekaj 2013). In 2012, Kampa et al. 
discovered another receptor in T47D and MCF-7 cells which is associated with cell 
signaling, apoptosis, and transcriptional regulation (Kampa et al. 2012). This receptor 
was confusingly called ERx although there is no evidence that ER-X and Erx are 
related. However, both receptors are not yet examined thoroughly.
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Although details of the association of ERs with the membrane remain unclear, 
two main interactions are believed to be crucial: the palmitoylation of these ERs 
and their interaction with membrane/cytoplasmic scaffolding proteins 
(Boonyaratanakornkit 2011). Palmitoylation is the process of posttranslational 
lipid modification which increases receptor hydrophobicity and, therefore, enables 
its anchoring in the membrane. The second interaction apparently occurs between 
receptors and certain proteins, especially caveolin – integral membrane proteins 
placed within the area of the plasma membrane invaginations called caveolae. 
Caveolae are specialized lipid-ordered domains which comprise numerous signal-
ing molecules, especially kinases. Although most studies concern only mERα and 
mERβ, the association between caveolin-rich light membranes complexes and 
mERs was also emphasized for ER-X as a way of rapid interaction with the 
mitogen- activated protein kinase (MAPK) cascade and other signaling pathways 
(Toran- Allerand et al. 2002). The mode of mER action has not yet been fully under-
stood. However, it is acknowledged that internalization and dimerization play a 
significant role in the regulation of this process. Since activation follows the dimer-
ization of nERs, it is not surprising that a similar process occurs in their membrane-
associated equivalents. Generally, mERs are assumed to be a multiprotein complex 
that requires the cooperation with many other molecules including insulin-like 
growth factor 1 receptor (IGFR), epidermal growth factor receptor (EGFR), and 
proteins involved in the MAPK pathway such as Ras protein and adaptor protein 
Shc (Soltysik and Czekaj 2013). The exact mechanism of mERα action was identi-
fied by Li et al. in human endothelial cells (Li et al. 2003). It has been found that 
after E2 stimulation, palmitoylated mER dimers activate endothelial nitric oxide 
synthase (eNOS) in cooperation with c-Src, PI-3 K, Akt kinase, and heat shock 
protein Hsp90, which results in additional production of nitric oxide (Li et  al. 
2003). Alternatively, E2 may induce the dissociation of G-proteins into two sub-
units: Gα and Gβ (Soltysik and Czekaj 2013). Noteworthy, the presented mecha-
nism concerns only mERα. Thus, a complete understanding of the mechanisms of 
estrogen action requires more extensive research considering the specific nuclear 
and membrane estrogen receptors and the nonspecific interactions.

6.2.2  Cell Membrane Ion Channels

Estrogens can change membrane fluidity without direct binding to receptor pro-
teins. The lipophilic hormone molecules can be incorporated into the cell membrane 
structures and may modify the function of membrane proteins and modulate ion 
channels. Estrogens can affect ion channels either directly or via some signaling 
pathways (Wróbel and Gregoraszczuk 2015). Potassium channels are the most 
investigated, followed by calcium, ligand-gated, sodium, and lastly chloride chan-
nels. Notably, the estrogen effects were not consistent with regard to most channel 
types. Thus, estrogens may elicit stimulatory effects, such as increasing channel 
activity or channel opening, but they may also provoke inhibitory effects such as 
decreasing, blocking, or eliminating the channel activity or opening probability. 
Steroids influence BK (big conductance Ca2+- and voltage-activated K+) and Ca-L 
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(L-type Ca2+) channels. These diverse and conflicting effects do not speak in favor 
of a defined mechanism for rapid action (Lee-Ming and Pfaff 2016). For example, 
in vascular smooth muscle cells (VSMCs), E2 treatment inhibits the voltage- 
dependent L-type Ca2+ channels. E2 also controls K+ efflux in VSMCs, by opening 
Ca2+- and voltage-activated K+ (BKCa) channels via cGMP-dependent phosphory-
lation. It is still debated whether the ER has any direct role in the control of mem-
brane ion channels, but it is obvious that E2 can independently bind and activate 
Maxi-K+ channels. These structures consist of a pore-forming α subunit and of a 
regulatory β subunit which increases the channel sensitivity to Ca2+. E2 directly 
binds to the regulatory subunit, therefore activating the Maxi-K+ channel (Simoncini 
and Genazzani 2003).

Some reports revealed that sex steroid hormones rapidly cause the inhibition of 
various cardiac ion currents. For example, they influence L-type Ca2+ currents, 
T-type Ca2+ currents, and slowly and rapidly activating delayed rectifier K+ currents 
in isolated cardiomyocytes. In contrast to progesterone, 17β-estradiol exhibits such 
non-genomic action only at concentrations which are higher than the physiological 
serum concentrations (higher than 10 μM), suggesting only a minimal impact on the 
regulation of L-type Ca2+ and rectifier K+ currents (Kurokawa and Furukawa 2013). 
Progesterone can decrease the membrane fluidity, aggregate membrane vesicles, 
and induce fusion of membrane vesicles. In contrast, testosterone and E2 at the 
same concentration had an insignificant effect on membrane fluidity, membrane 
aggregation, fusion, and leakage (Schmidt et al. 2000).

6.2.3  G-Protein-Coupled Receptors (GPCRs)

One of the best-known routes of non-genomic actions of sex steroids is the activa-
tion of receptors coupled to G-proteins. This transmembrane receptor is capable of 
binding to estrogen and its derivatives and thereby contributes to the control of 
both  – physiological and pathological processes (Revankar et  al. 2005). Filardo 
et al. (2000) showed that the fast response to E2 action results from the stimulation 
of extracellular kinase. This stimulation was shown to depend on the transmem-
brane orphan receptor GPR30 which was identified in the mid-1990s (O’Dowd 
et al. 1998), but not on ERα and ERβ. Based on gene’s sequence homology and the 
mechanism of action, the GPR30 was classified as a member of the first superfamily 
of receptors, which contain seven transmembrane domains and are associated with 
G-proteins. The GPR30 is also abbreviated as GPER (Filardo et al. 2000). Through 
a rapid nonnuclear mechanism, this estrogen receptor is involved in the regulation 
of numerous physiological and pathological functions and often elicits biological 
effects that are opposite to the classical non-genomic action. GPER plays a major 
role in bone mineralization, energy control, and blood pressure regulation. GPER is 
also involved in immune responses and neuroprotection (Olde and Munoz 2009).

Modulation of mER linked to G-proteins may possibly explain a variety of cel-
lular actions of sex steroids, such as regulation of the PLC/DAG/IP3 cascade, intra-
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cellular Ca2+ mobilization, activation of protein kinase C (PKC), and activation of 
the adenylate cyclase/protein kinase A pathway (Simoncini et al. 2003).

It was demonstrated that ERs can couple to isoenzyme β of phospholipase C 
(PLC) by interacting with G-protein in osteoblast cells. This leads to a rapid increase 
in intracellular Ca2+ concentration due to Ca2+ mobilization from the endoplasmic 
reticulum and to the formation of inositol 1,4,5-trisphosphate (IP3) and diacylglyc-
erol (DAG) (Estrada et al. 2000; Simoncini and Genazzani 2003). The binding of 
the steroid hormone to its receptor results in dissociation of the G-protein into Gα 
and Gβγ subunits and activation of the kinase cascade (Soltysik and Czekaj 2013).

Up to now, the localization of GPER is not clearly defined. There are numerous 
studies indicating that this receptor is present in various cytoplasmic organelles. 
Whether GPER is located in the membrane, cytoplasm, or nucleus depends mainly 
on the type of cells (Cheng et al. 2014). The biological effects of GPER seem to 
depend on its level in the cell membrane (Mo et al. 2013).

6.2.4  Protein Kinase Signaling Pathways

The fast non-genomic effects of sex steroids are associated with the activation of 
signaling pathways in the cell which mediate the transmission of extracellular sig-
nals. These pathways involve MAPKs and tyrosine kinases (Simoncini and 
Genazzani 2003). The activation of the MAPK pathways by sex steroids has been 
characterized in several tissues. Three main cascades are ERK1/ERK2, the p38, and 
the stress-activated protein kinase (SAPK) or c-Jun NH2-terminal kinase (JNK) 
(Pearson et al. 2001).

Activation of MAPK may be controlled by the coordinated interaction with other 
signaling cascades. In breast cancer cells, E2-induced ERK activation is mediated 
by a heregulin (HRG)/human epidermal growth factor receptor-2/PKC-d/Ras path-
way and leads to E2-dependent growth-promoting effects. Moreover, estrogen 
deprivation affects the breast cancer cells causing the development of hypersensitiv-
ity to the mitogenic effect of E2. There is some evidence that hypersensitivity to E2 
depends on enhanced MAPK activity. These results might suggest a strong connec-
tion between the ER and the MAPK pathways (Yue et al. 2002).

The activation of mER induces the MAPK/ERK pathway. Considering recent 
reports, MAPK induction does not occur directly, but rather through the transactiva-
tion of EGFR.  Numerous processes involved in proliferation are controlled by 
ERK.  E2 promotes DNA synthesis in MCF-7 cells, visualized by the degree of 
radiolabeled thymidine incorporation. Application of MAPK inhibitor (PD98059) 
leads to 60–85% reduction of replication, indicating a significant contribution of the 
described pathways to the hormone-dependent progression of breast cancer 
(Soltysik and Czekaj 2013). On the other hand, E2-induced c-Src activation results 
in parallel activation of the MAP kinase (ERK1/ERK2) and Akt pathways, thereby 
resulting in eNOS phosphorylation and augmented NO release (Haynes et al. 2003). 
What is the significance of these pathways affected by sex steroids? The answer to 
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this question seems to arise from the function of the tyrosine kinase SRC. Src, the 
gene encoding the tyrosine kinase protein SRC, is classified as a proto-oncogene; 
therefore, it takes part in the regulation of cell proliferation, adhesion, movement, 
and invasion, all of which are fundamental cellular processes. It is thus not surpris-
ing that the increase in its activity caused by mutations or by signals induced by a 
growth factor is observed in several types of cancer. Therefore, signaling via sex 
steroids, which activates the SRC/Ras/ERK pathway, would be engaged in stimula-
tion of the cell proliferation (Migliaccio et al. 2007).

6.3  The Integration of Genomic and Non-genomic Estrogen 
Actions on the Phosphorylation of Transcription Factors

The classic action of estrogen depends on the nER. After combining with an estro-
gen, these receptors undergo phosphorylation followed by a regulation of the tran-
scription of genes containing ERE in the promoter region (Davis et al. 2011). The 
nERs operate as ligand-activated transcription factors. However, as mentioned 
above, estrogen (E) may also act through unique mER (Vrtacnik et al. 2014).

Recent studies on estrogen mechanism of action provide evidence that non- 
genomic and genomic effects may be integrated into a unique mode of action 
(Pedram et  al. 2014). An example for the convergence of estrogen genomic and 
non-genomic effects is the potential possibility to modulate gene expression. Lin 
et al. (2013) showed that isoform ER66 and ER46 displayed differential binding 
affinities with various agonists and antagonists and, in this way, regulate transcrip-
tional activity. The study by Cato et al. (2002) revealed phosphorylation of ER46 by 
MAP kinase, thereby facilitating the binding of cofactors. On the other hand, 
Yamakawa and Arita (2004) showed that, in primary cultures, the inhibition of the 
MAPK activity is followed by suppression of E2-induced proliferation. E2-induced 
ERK activation upregulates transcription factor activator protein-1 (AP-1) which 
induces c-fos gene, a known coregulator for nuclear receptor action.

Ligands typical for nuclear receptors contribute to non-genomic signaling path-
ways, which often also elicit effects at the genomic level. Target genes of the path-
way that involves mER are often activated independently of the nER.  This 
non-genomic way of signaling is an additional mechanism by which ER may regu-
late transcription via phosphorylation of transcription factors (Pedram et al. 2014). 
It has been estimated that more than 500 kinases are encoded within the human 
genome. The diversity of signal transduction cascades to the nucleus unquestion-
ably provides highly differentiated control processes of cellular functions. The sig-
nal initiated by the ERE contributes to cell proliferation and viability, affecting the 
functioning of both normal and neoplastic cells (Marino et al. 2006).

mER-mediated signals, such as cAMP-dependent protein kinase A (PKA) or 
MAPK, can target classical nERs and their coactivators. It can be said that mER, 
through kinase cascades, may affect and modulate nER action. Different kinases 
induced by mER phosphorylate several N-terminal residues of nER and thereby 
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change receptor functions and reduce the transcriptional activity (Yamakawa and 
Arita 2004). Rapid phosphorylation of ERs causes their dimerization and nuclear 
translocation (Marino et al. 2006). For example, in breast cancer, quick E-mediated 
activation PI3K/Akt causes phosphorylation of Ser167 residue on ERα (Riggio 
et al. 2012), while phosphorylation induced by p38/MAPK or Thr311 blocks the 
ERα nuclear export and promotes the interaction of ERα with p160 steroid receptor 
coactivators (Lee and Bai 2002). Furthermore, phosphorylation of ERα (on Ser305) 
by TBK1 augments cyclin D1 transcription (Wei et al. 2014). Furthermore, cyto-
plasmic localization of ERα enhances the non-genomic effects, which has been pro-
posed to contribute to tumorigenesis and anti-estrogen resistance of breast cancer 
cells (Vadlamudi et al. 2005; Gururaj et al. 2006).Constitutive activation of MAP 
kinase resulted in nuclear translocation of ERα. Lu et al. (2002) demonstrated mem-
brane localization of transiently transfected ERα in human VSMC and translocation 
of ERα from the membrane to the nucleus in response to both estrogen-dependent 
and estrogen-independent stimulation. Authors showed that the pharmacological 
inhibition of MAP kinase activation blocked nuclear translocation of the ERα (Lu 
et  al. 2002). Some observations suggest, however, that non-genomic signaling is 
necessary for classical nuclear signaling in vivo (Pedram et al. 2014). It was con-
firmed in vivo by a transgenic mouse model, in which the extranuclear signal was 
blocked. These mice showed the characteristics of the global ER knockout mouse 
with infertility, reduced mammary size, and other signs of hypogonadism (Hammes 
and Davis 2015). Currently, it is believed that these membrane and nuclear mecha-
nisms are linear – starting with kinase signal and ending with changes in transcrip-
tion. Rapid estrogen action can augment slower transcriptional processes mediated 
by nER. Moreover, induction of MAPK and PI3K pathway is necessary and suffi-
cient not only for the transcription of non-nER-regulated genes but also for nER- 
regulated genes (Zhang and Trudeau 2006).

By the non-genomic action, the estrogens have an impact on proteins that keep 
nuclear receptors in the inactive state (heat shock protein) or on proteins which are 
responsible for the movement of classical receptors from the cytoplasm to the 
nucleus. In the absence of the estrogen ligand, the ERs are found in the nucleus 
within a heat shock protein complex that inhibits their action. The heat shock proteins 
displace upon binding to hormone, and this facilitates the binding of cofactors, which 
promote (coactivators) or inhibit (corepressors) the interaction of the receptors with 
their target genes (Echeverria and Picard 2010). It is very likely that estrogen, when 
reaching the cell, initiates a series of changes at the level of the cell membrane, which 
could be needed to enhance/enable the action of the newly synthesized proteins.

Further examples of multiple targets of ER action are cyclin D1 and vascular 
endothelial growth factor (VEGF) genes (Ordonez-Moran and Munoz 2009). Cyclin 
D1, a well-defined target for E2 in the mammary gland, is important in the cell divi-
sion by controlling the progression of cells from the G1 to S phase of the cell cycle. 
It is mainly observed in cancer cells rather than in normal ones, and it is involved in 
the proliferation of tumor cells. The gene encoding cyclin D1 (CCND1) contains 
binding sites for numerous transcription factors, but no ERE-like sequences, suggest-
ing that it may be controlled by anon-nER mechanism (Zhang and Trudeau 2006).
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Finally, main signaling modes may cross each other and intermingle. 
ER-dependent enzymatic mechanisms and transcriptional control can either activate 
or inhibit these pathways. Certain transcription factors (e.g., AP-1, Elk, or cAMP 
response element-binding protein – CREB) are downstream targets of kinases and 
can be rapidly activated by phosphorylation. This activation transfers the non- 
genomic action to genomic effects (Watson et al. 2011). Therefore, separation into 
genomic and non-genomic responses/mechanisms becomes somewhat inaccurate. 
One of the most studied transcription factor, which is rapidly activated by E, is 
CREB. In many cell types (hippocampal or colonic carcinoma cells), CREB acti-
vates the induction of MAPK pathway, independently of the PKA pathway. Such 
activation of CREB induces expression of several genes, e.g., c-fos, and uncoupling 
protein-2 (Marino et al. 2006).

The impact of ER on gene transcription occurs in several separate ways, which 
are presented in the Fig. 6.2. The complexity of the mechanisms activated by ER 
suggests a greater influence of non-genomic modes and rapid signals on cellular 
molecular events. The integration of all these complex events is required for a com-
plete cellular response.

E2

Ca2+

Nucleus

GF
ER

ER TFTF
PP

ERK

CDK2

c-SRC

PKA

MAPK

PI3K
PKA

PER
ER

ERE EREI II III IV

Plasma membrane

Fig. 6.2 Interactions of estrogen receptor with DNA. I classical mechanism, E2-ER complex 
binds directly to EREs in target gene promoters. II non-direct DNA-binding mechanism, ERE- 
independent genomic action and protein-protein interactions with other transcription factors as 
AP-1 or Sp-1. III ligand-independent genomic action, growth factors activate protein kinase cas-
cades leading to phosphorylation (P) of ER at EREs. IV non-genomic mechanism, membrane- 
associated ERs mediate estrogen actions. GF growth factor, TF transcription factor, P phosphate, 
other abbreviations explained in the text
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6.4  Summary

Apart from the influence on the formation of secondary sexual characteristics, 
estrogens have an impact on various cell processes. They regulate proliferation, 
growth, migration, and apoptosis of cells. Estrogen effects are elicited through 
genomic and non-genomic mechanisms, which are often studied separately. 
However, recent evidence suggests that the classical genomic and the non-genomic 
way of estrogen could be integrated by the rapid interaction of estrogen receptors 
with specific binding partners. The non-genomic effects of estrogens are complex 
and not yet fully elucidated. In order to fully understand estrogen’s action, the 
effects of mER and the interaction between mER- and nER-dependent signaling 
need to be clarified.
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Chapter 7
How Imaging Membrane and Cell Processes 
Involved in Electropermeabilization Can 
Improve Its Development in Cell Biology 
and in Clinics

Laure Gibot, Muriel Golzio, and Marie-Pierre Rols

Abstract Cell membranes can be transiently permeabilized under the application 
of electric pulses. This process, called electropermeabilization or electroporation, 
allows hydrophilic molecules, such as anticancer drugs and DNA, to enter into cells 
and tissues. The method is nowadays used in clinics to treat cancers. Vaccination 
and gene therapy are other fields of application of DNA electrotransfer. A descrip-
tion of the mechanisms can be assayed by using different complementary systems 
with increasing complexities (models of membranes, cells cultivated in 2D and 3D 
culture named spheroids, and tissues in living mice) and different microscopy tools 
to visualize the processes from single molecules to entire animals. Single-cell imag-
ing experiments revealed that the uptake of molecules (nucleic acids, antitumor 
drugs) takes place in well-defined membrane regions and depends on their chemical 
and physical properties (size, charge). If small molecules freely cross the electroper-
meabilized membrane and have a free access to the cytoplasm, larger molecules, 
such as plasmid DNA, face physical barriers (plasma membrane, cytoplasm crowd-
ing, nuclear envelope) which reduce transfection efficiency and engender a complex 
mechanism of transfer. Gene electrotransfer indeed involves different steps that 
include the initial interaction with the membrane, its crossing, transport within the 
cytoplasm, and finally gene expression. In vivo, additional very important effects of 
electric pulses are present such as blood flow modifications. The full knowledge on 
the way molecules are transported across the electropermeabilized membranes and 
within tissues is mandatory to improve the efficacy and the safety of the electroper-
meabilization process both in cell biology and in clinics.
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7.1  Introduction

Electropermeabilization, also called electroporation (EP), is based on the reversible 
permeabilization of cell membranes, thus enabling the delivery of non-permeant or 
poorly permeant molecules into the cells. The use of electric field pulses to deliver 
therapeutic molecules including drugs, proteins, and nucleic acids in a wide range 
of cells and tissues has been largely developed over the last decades (Andre and Mir 
2010; Yarmush et al. 2014; Rosazza et al. 2016). This physical method is nowadays 
used in clinics to treat cancers, a process named electrochemotherapy (ECT). ECT 
combines the local application of well-defined electric field pulses following the 
local or systemic injection of antitumor drugs such as bleomycin and cisplatin (Mir 
et al. 1998; Escoffre and Rols 2012). Although ECT is used in routine clinical prac-
tice for treatment of subcutaneous tumors in more than 140 clinics and hospitals 
throughout Europe, mechanisms involved are still not fully understood. Reversible 
permeabilization of the cell membrane is the basic mechanism of the antitumor 
effectiveness. But the fact that ECT fairly preserves healthy tissues is not com-
pletely explained, as well as the effects of EP on blood circulation and vessels 
permeability.

Besides ECT, vaccination and oncology gene therapy are also major fields of 
application of DNA electrotransfer (Chiarella et  al. 2010; Sersa et  al. 2015). 
Translation of preclinical studies into clinical trials in human and veterinary oncol-
ogy has started (Cemazar et al. 2010; Heller and Heller 2010). The first phase I dose 
escalation trial of electroporation of plasmid encoding for interleukin 12 has been 
carried out in patients with metastatic melanoma and has shown encouraging results 
(Daud et al. 2008). But the safe and efficient use of this physical method for clinical 
purposes requires the knowledge of the mechanisms underlying the electroperme-
abilization phenomena. Despite the fact that the pioneering work on plasmid DNA 
electrotransfer in cells was initiated 35 years ago (Neumann et al. 1982), many of 
the mechanisms underlying DNA electrotransfer remain to be elucidated (Teissie 
et al. 2005) as the way tissues respond to the electric pulses (Kamensek et al. 2016). 
Even if in vitro electrotransfer is efficient in almost all cell lines, in vivo gene deliv-
ery and expression in tumors are usually not (Rols et al. 1998). It is still mandatory, 
for increasing gene transfer and expression, to increase our knowledge of the differ-
ent processes occurring both in vitro and in vivo.

This review focuses on (1) what it is (still not) known about the processes of 
transport of molecules across the membranes submitted to electric pulses and (2) 
how this knowledge helps to define electric parameters for improving the efficacy 
and safety of the electropermeabilization process both in cell biology and in clinics. 
It will describe key experiments obtained by using convenient imaging tools to 
directly visualize the different processes of transport and this on different experi-
mental models with increasing complexities from simple model of membranes to 
tissues (Fig. 7.1).
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7.2  Imaging Membrane Processes

7.2.1  Membrane Electropermeabilization

Giant unilamellar vesicles (GUVs) are useful to study the effect of permeabilizing 
electric fields in simple membrane models. GUVs represent a convenient way to 
study membrane properties such as lipid bilayer composition and membrane ten-
sion. They offer the possibility to study and visualize membrane processes due to 
their cell-like size in absence of any constraint due to cytoskeleton. Experiments 
performed by phase contrast and fluorescence microscopies as well as by CARS 
spectroscopy showed a decrease in vesicle radius which is interpreted as being due 
to lipid loss during the permeabilization process (Mauroy et al. 2012). Three mecha-
nisms responsible for lipid loss were directly observed, pore formation, vesicle 
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Fig. 7.1 Models of increasing complexities and imaging tools used to address electroporation 
processes
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formation, and tubule formation, which may be involved in molecule uptake (Portet 
et al. 2009). GUVs are also a good model to study the mechanisms of electrofusion, 
with a direct interest to their use as vehicles to deliver molecules (Mauroy et al. 
2012). However, GUV cannot be used to study the whole process involved in the 
transport of large molecules such as plasmid DNA where nuclear expression is 
required. Indeed, a direct transfer of DNA into the GUVs took place during the 
application of the electric pulses (Portet et al. 2011), which is contradictory with 
what was observed in unique cell context.

The use of video microscopy allowed visualization of the permeabilization phe-
nomenon at the single-cell level in cells grown on Petri dishes. Propidium iodide is 
a very convenient molecule that allows to monitor membrane electropermeabiliza-
tion. Its size is at the same range of order of a large variety of therapeutic drugs. Its 
uptake into the cytoplasm is a fast process that is induced during electric pulse 
delivery and that can be detected seconds after the application of electric pulses. 
Exchange across the permeabilized membrane is not homogeneous on the whole 
cell membrane. It occurs at the sides of the cells facing the electrodes in an asym-
metrical way where it is more pronounced at the anode-facing side of the cells than 
at the cathode, i.e., in the hyperpolarized area than in the depolarized area, which is 
in agreement with theoretical considerations (Fig. 7.2) (Teissie et al. 2005).

E

Propidium Iodide

DNA-uptake

Fig. 7.2 Different steps involved in membrane electropermeabilization and gene electrotransfer as 
directly visualized under a microscope a few seconds following pulses delivery. Before pulse 
application, the membrane is used as a barrier that prevents the passage of small hydrophilic mol-
ecules such as propidium iodide and large and charged molecules such as plasmid DNA. Electric 
pulse application induces the permeabilization of the cell membrane facing the two electrodes and 
DNA interaction facing the cathode
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Electropermeabilization can be described as a three-step process in respect with 
electric field: (1) before electropulsation, the plasma membrane acts as a physical 
barrier that prevents the free exchange of hydrophilic molecules between the cell 
cytoplasm and external medium; (2) during electropulsation, the transmembrane 
potential increases which induces the formation of transient permeable structures 
facing the electrodes and allows the exchange of molecules; and (3) after electropul-
sation, membrane resealing occurs within minutes.

A direct transfer into the cell cytoplasm of the negatively charged small mole-
cules such as siRNA is observed on the side facing the cathode. When added after 
electropulsation, siRNA do not penetrate the cells. Therefore, electric field acts on 
both the permeabilization of the membrane and on the electrophoretic drag of the 
charged molecules from the bulk into the cytoplasm. The mechanism involved is 
clearly specific for the physicochemical properties of the electrotransferred mole-
cule (Paganin-Gioanni et al. 2011; Golzio and Teissie 2014).

Progress in the knowledge of the involved mechanisms at the molecular level is 
still a biophysical challenge. Once again, fluorescence microscopy helped to go 
deeper into the elucidation of the mechanisms. The electric pulses induced the for-
mation of long-lived permeant structures and resulted in a rapid phospholipid flip- 
flop within less than 1  s and were exclusively restricted to the regions of the 
permeabilized membrane. These results could support the existence of direct inter-
actions between the movement of membrane zwitterionic phospholipids and the 
electric field (Escoffre et al. 2014). In addition, experiments on lateral mobility of 
proteins showed that electropermeabilization affects the lateral mobility of mem-
brane protein, a result that suggests that 10–20% of the membrane surface is occu-
pied by defects or pores and that these structures propagate rapidly over the cell 
surface (Escoffre et al. 2014).

It is also possible to take advantage of atomic force microscopy to directly visu-
alize the consequences of electropermeabilization (without using any fluorescent 
molecule) and to locally measure the membrane elasticity. The transient rippling of 
membrane surface has been visualized which was associated to a decrease in mem-
brane elasticity. These results obtained both on fixed and living cells give evidence 
of an inner effect affecting the entire cell surface which may be related to cytoskel-
eton destabilization and not only the area where transfer of molecules takes place 
(Chopinet et al. 2013).

7.2.2  Electrotransfer of DNA Molecules

Single-cell microscopy and fluorescent plasmids can be used to monitor the different 
steps of gene electrotransfer (GET) (Golzio et al. 2002). As in the case of siRNA, 
DNA molecules, which are negatively charged, migrate electrophoretically. Under 
electric fields that are too small to permeabilize the membrane, the DNA flows around 
the cell. Beyond a critical field value, above which cell permeabilization occurs, the 
DNA interacts with the electropermeabilized plasma membrane. This interaction 
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only occurs at the pole of the cell opposite the cathode, and this demonstrates the 
importance of electrophoretic forces in the initial phase of the DNA/membrane inter-
action. DNA/membrane interaction is correlated to the formation of “microdomains” 
whose dimensions lie between 0.1 and 0.5 μm (Fig. 7.2). DNA electrotransfer can be 
described as a multistep process: the negatively charged DNA migrates electropho-
retically toward the plasma membrane on the cathode side where it accumulates. This 
interaction, which is observed for several minutes, lasts much longer than the dura-
tion of the electric field pulses. Translocation of the plasmid from the plasma mem-
brane to the cytoplasm and its subsequent passage toward the nuclear envelope take 
place with a kinetics ranging from minutes to hours. When plasmids have reached the 
nuclei, gene expression can take place, and this can be detected up to several days in 
the case of dividing cells or weeks in some tissues such as muscles.

The dynamic of this process has been poorly understood because direct observa-
tions have been limited to time scales that exceed several seconds. The use of a cam-
era with a temporal resolution of 2 ms allowed the visualization of the DNA/membrane 
interaction process during pulse application. DNA molecules interact with the mem-
brane during the application of the pulse. At the beginning of the pulse application, 
plasmid complexes or aggregates appear at specific sites on the cell membrane. The 
formation of plasmid complexes at fixed sites suggests that membrane domains may 
be responsible for DNA uptake and their lack of mobility could be due to their inter-
action with the actin cytoskeleton. FRAP measurements show that the positions of 
these sites are remarkably immobile during the application of further pluses. A theo-
retical model is proposed to explain the appearance of distinct interaction sites, the 
quantitative increase in DNA, and also their immobility leading to a tentative explana-
tion for the success of electromediated gene delivery (Escoffre et al. 2011).

DNA/membrane interaction and gene expression depend on electric pulse polar-
ity, repetition frequency, and duration. Both are affected by reversing the polarity 
and by increasing the repetition frequency or the duration of pulses. The results 
revealed the existence of two classes of DNA/membrane interaction: (1) a metasta-
ble DNA/membrane complex from which DNA can leave and return to external 
medium and (2) a stable DNA/membrane complex, where DNA cannot be removed, 
even by applying electric pulses of reversed polarity. Only DNA belonging to the 
second class leads to effective gene expression. The lifetime of DNA/membrane 
complex formation is in the order of 1 s and has to be taken into account to improve 
protocols of electromediated gene delivery (Faurie et al. 2010).

Even if the first stage of gene electrotransfection, i.e., migration of plasmid DNA 
toward the electropermeabilised plasma membrane and its interaction with it, 
becomes understood, it is not totally possible today to give guidelines to improve 
gene electrotransfer. Successful expression of the plasmid depends on its subse-
quent migration into the cell. Therefore, the intracellular diffusional properties of 
plasmid DNA, as well as its metabolic instability and nuclear translocation, repre-
sent other cell-limiting factors that must be taken into account. In the conditions 
induced during electropermeabilization, the time a plasmid DNA takes to reach the 
nuclei is significantly longer than the time needed for a small molecule (Rosazza 
et al. 2011). Single-particle tracking experiments of individual DNA aggregates in 
living cells allowed further elucidation of the mechanism of DNA transfer. Active 
transport was visualized over long distances and has been shown to be related to the 
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cellular microtubule network (Rosazza et al. 2013). In addition, the use of inhibitors 
of endocytosis and endosomal markers showed that, during active transport, DNA is 
routed through endosomal compartments.

Clear limits of efficient gene expression using electric pulses are therefore due to 
the passage of DNA molecules through the plasma membrane and to the cytoplas-
mic crowding and transfer through the nuclear envelope. A key challenge for elec-
tromediated gene therapy is to pinpoint the rate-limiting steps in this complex 
process and to find strategies to overcome these obstacles. One of the possible strat-
egies to enhance DNA uptake into cells and to induce effects that primarily affect 
intracellular structures and functions is to use short (10–300 ns) but high pulse (up 
to 300 kV/cm) (Beebe et al. 2003). The idea, to improve transfection success, is thus 
to perform classical membrane permeabilization allowing plasmid DNA electro-
transfer to the cell cytoplasm and, thereafter, when DNA has reached the nuclear 
envelope, to specifically permeabilize the nucleus using these short strong nano-
pulses. Thus, when used in conjunction with classical electropermeabilization, 
nanopulses gave hope to increase gene expression. Another idea is to combine elec-
tric pulses and ultrasound assisted with gas microbubbles, known as sonoporation. 
Cells that received electrosonoporation demonstrated a fourfold increase in trans-
fection level and a sixfold increase in transfection efficiency compared with cells 
that have undergone electroporation alone (Escoffre et al. 2010). Although electro-
poration induced the formation of DNA aggregates into the cell membrane, sono-
poration induced its direct propulsion into the cytoplasm. Sonoporation can therefore 
improve the transfer of electro-induced DNA aggregates by allowing its free and 
rapid entrance into the cells. These results demonstrated that in vitro gene transfer 
by electrosonoporation could provide a new potent method for gene transfer.

7.3  Imaging Cells and Tissue Processes

7.3.1  3D Cell Culture Models

Historically the culture of mammalian cells for laboratory uses has been performed 
on Petri dishes. However, it is nowadays clear that 2D studies do not translate well 
to the 3D microenvironment. Over the last several decades, 2D and 3D tissue engi-
neering approaches have been developed to better mimic the complex architecture 
and properties of in vivo tissue. Literally, a new dimension to research has been 
achieved by the advent of three-dimensional cell culture techniques to bridge the 
gap between the “absolute in vitro” and “true in vivo” (Ravi et al. 2016).

Therefore, in the last past few years, in vitro tissue models, namely, multicellular 
tumor spheroids and cell sheets, have been used for the understanding of the elec-
trotransfer processes in tumors and skin.

In order to assess the effects of extracellular matrix (ECM) composition and 
organization as well as intercellular junctions in tissue response to electric pulses, 
3D human dermal tissue was reconstructed in vitro by a tissue engineering approach 
named self-assembly (Madi et al. 2015). This human cell model presented multiple 
layers of primary human dermal fibroblasts embedded in a native, collagen-rich 
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ECM. Cells of the reconstructed cutaneous tissue were efficiently electropermeabi-
lized by applying millisecond electric pulses, without affecting their viability. A 
reporter gene was successfully electrotransferred and gene expression was detected 
for up to 48 h. Interestingly, the transfected cells were solely located on the upper 
surface of the tissue, where they were in close contact with plasmid DNA solution. 
Furthermore, results provided evidence that electrotransfection success depends on 
plasmid mobility within tissue rich in collagens, but not on cell proliferation status. 
In addition to proposing a reliable alternative to animal experiments, tissue engi-
neering produces valid biological tool for the in vitro study of gene electrotransfer 
mechanisms in human tissue. A better comprehension of gene electrotransfer in 
such a model tissue would help to improve electrogene therapy approaches such as 
the systemic delivery of therapeutic proteins and DNA vaccination.

In order to in vitro mimic tumors, multicellular spheroids have been developed 
(Sutherland 1988). Upon growth, spheroids display a gradient of nutrients, metabo-
lites, and proliferating cells. These proliferating cells are located in the outer cell 
layers, and the quiescent cells are located more centrally. This cell heterogeneity is 
similar to that found in avascular micro-regions of tumors. Confocal microscopy 
permits to visualize the repartition of permeabilized cells in spheroids submitted to 
electric pulses and to unravel gene transfer mechanisms. Experimental results 
revealed that cells were efficiently permeabilized, whatever their localization in the 
spheroid, even those in the core. Electrotransfer of bleomycin and cisplatin con-
firmed the relevance of the model in the case of electrochemotherapy, and doxorubi-
cin showed its potential to screen new antitumor drug candidates for ECT.  The 
combination of antitumor drugs and electric pulses indeed led to changes in spheroid 
macroscopic morphology and cell cohesion, to tumor spheroid growth arrest, and 
finally to its complete dislocation, mimicking previously observed in vivo situations 
(Gibot et al. 2013). In addition, comparison of transfection efficiency between cells 
in suspension and cells in spheroid allowed highlighting fundamental differences 
with 2D cell cultures. Using this 3D spheroid cell culture model also allows to study 
the effect of calcium electroporation and electrochemotherapy using bleomycin on 
human cancer cell lines and on primary normal human dermal fibroblasts. The 
results showed a clear reduction in spheroid size in spheroids after treatment with, 
respectively, calcium electroporation or electrochemotherapy using bleomycin. 
Strikingly, the size of normal fibroblast spheroids was affected neither after calcium 
electroporation nor after electrochemotherapy indicating that calcium electropora-
tion, like electrochemotherapy, will have limited adverse effects on the  surrounding 
normal tissue when treating with calcium electroporation (Frandsen et al. 2015).

The spheroid model therefore allows to study and optimize electromediated drug 
delivery protocols (Gibot and Rols 2013). Small molecules can be efficiently trans-
ferred into cells, including the ones present inside the spheroids, but gene expres-
sion is limited to the external layers of cells. Taken together, these results are in 
agreement with the ones obtained by the group of R. Heller in the USA (Marrero 
and Heller 2012) and indicate that the spheroid model is more relevant to an in vivo 
situation than cells cultured as monolayers.
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7.3.2  Tissue Responses

Besides permeabilization of membranes, another important effect of electroporation 
that occurs in tissues (and which cannot be observed in  vitro) is the blood flow- 
modifying effect (i.e., vascular lock) (Gehl et al. 2002). Electric pulses indeed induce 
a blood volume reduction in tumors (Sersa et al. 1999) and a short-term reduction of 
perfusion in muscles (Gehl et al. 2002). It has been observed that EP induces blood-
modifying effects in tumors and normal tissues, but when combined with chemo-
therapeutics, it also results in disruption of tumor vasculature, without affecting 
adjacent normal vasculature. This dual effect of electrochemotherapy has clinical 
importance. On the one hand, due to the vascular disrupting action of ECT, it has 
proven to be successful in the treatment of bleeding tumors, and on the other hand, it 
can be safely applied to tumors that lie near large normal blood vessels, as was 
recently demonstrated in a clinical study on liver metastases of colorectal cancer. 
Moreover, even when used close to the heart, electroporation proved to be a safe 
method.

Direct observation with intravital fluorescence digitized microscopy imaging 
allowed to directly visualize the effects of electric pulses on the subcutaneous blood 
vessel dynamics and molecule electrotransfer (Bellard et al. 2012). These features 
were measured in mice via a dorsal skinfold window chamber, using fluorescently 
labeled dextrans of different sizes. Application of electric pulses on the skin in vivo 
resulted in a rapid increase in vascular permeability that gradually recovered to 
basal levels at different times posttreatment, depending on dextran size. 
Simultaneously, the immediate constriction of the blood vessels occurred which 
was more pronounced for arterioles compared to venules. This vasoconstriction of 
arterioles results in a transient “vascular lock.” The increased permeability of small 
vessel walls whatever the dextran size associated with delayed perfusion can explain 
the improved delivery of the intravenous injected molecules (i.e., drugs, gene deliv-
ery) into the tissues induced by electropermeabilization in vivo. The study showed 
that plasmid DNA is sensitive to vascular lock. Namely, constriction of vasculature 
delays movement of large-sized molecules through the vasculature wall. Therefore, 
caution is needed when DNA is administered intravenously.

By using noninvasive bioluminescence technology, it has been recently possible 
to further explore the phenomena associated with GET to tumors by a real-time 
monitoring of the transfection efficiency as well as cell death following the treat-
ment. Results showed that the GET of a reporter gene can lead to nonspecific anti-
tumor effectiveness and even complete regression of tumors. Additionally, using the 
intratumoral GET of a luciferase-encoding plasmid, the source of the expression 
was localized mainly in the peritumoral and not in the tumoral region. These data 
provide new insights into some of the phenomena associated with GET into tumors, 
which should be taken into account when designing improved and more effective 
cancer gene therapy, in order to accelerate the transfer of the technology into clini-
cal trials (Kamensek et al. 2016).
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7.4  Summary and Future Direction

Clinical delivery of cytotoxic drugs is nowadays successfully used to treat tumors in 
patients. GET was originally used as a laboratory tool to deliver DNA to bacterial 
and mammalian cells in culture. Pulse generators and electrode developments 
allowed the method to be successfully used for in vivo uses. Several clinical trials 
related to delivery of plasmid DNA are promising in both cancer therapeutic and 
infectious disease vaccine applications. One huge benefit of the electropermeabili-
zation technique besides its safety, efficiency, and low cost is its malleability. 
Electric pulse protocols can be fine-tuned to control the location, levels, and dura-
tion of subsequent transgene expression (Heller and Heller 2015).

Efficient GET is dependent on several cell- and tissue-related factors including 
extracellular matrix density and composition, plasmid DNA uptake, and nucleocy-
toplasmic transport. Different barriers are encountered by plasmid DNA from the 
extracellular environment toward the interior of the cell, and different strategies 
must be developed to overcome these biological barriers. A better understanding of 
the cellular and molecular bases of the physical gene transfer process may provide 
strategies to overcome those obstacles that highly limit the efficiency and use of 
gene delivery methods (Escoffre et al. 2010). Therefore, it is necessary to develop 
and use different models, from simple lipid vesicles to tumor multicellular tumor 
spheroids closer to the in vivo situation, for the understanding of the membrane 
permeabilization and DNA electrotransfer process in tissues. Each of these models 
has advantage and limits. When combined they can help to study the complete pro-
cess (Table 7.1).

We believe that a full comprehension of the process involved in electropermeabi-
lization and gene electrotransfer would further improve therapeutic approaches.

Table 7.1 Models to address electropermeabilization and gene delivery processes

Model Membrane permeabilization DNA electrotransfer

GUV Visualization of membrane effects 
(deformation, lipid loss)

Failed to mimic DNA/membrane 
interaction (DNA is directly transferred 
inside the vesicle)

2D cell 
culture

Consequences of membrane 
permeabilization on membrane 
organization (lateral and transverse 
mobility of lipids and proteins)

Visualization of DNA/membrane 
complex formation and DNA traffic into 
the cells

3D cell 
culture

Molecules transfer that fairly 
mimic in vivo complex situations 
(contacts between cells, junctions, 
extracellular matrix)

Allow to study DNA delivery in 3D and 
mimic in vivo situation (decrease in gene 
expression from the periphery to the core)

Small animal 
(window 
chamber)

Visualization of blood flow 
modifications (vascular lock)

Allow to address in vivo effects (DNA 
sensitivity to vascular lock and 
constriction of vasculature delaying 
movement of large-sized molecules 
through the vasculature wall)
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Chapter 8
Analysis, Recognition, and Classification 
of Biological Membrane Images

Marek Kulbacki, Jakub Segen, and Artur Bak

Abstract Biological membrane images contain a variety of objects and patterns, 
which convey information about the underlying biological structures and mecha-
nisms. The field of image analysis includes methods of computation which convert 
features and objects identified in images into quantitative information about bio-
logical structures represented in these images. Microscopy images are complex, 
noisy, and full of artifacts and consequently require multiple image processing steps 
for the extraction of meaningful quantitative information. This review is focused on 
methods of analysis of images of cells and biological membranes such as detection, 
segmentation, classification and machine learning, registration, tracking, and visu-
alization. These methods could make possible, for example, to automatically iden-
tify defects in the cell membrane which affect physiological processes. Detailed 
analysis of membrane images could facilitate understanding of the underlying phys-
iological structures or help in the interpretation of biological experiments.

8.1  Introduction

Most of our knowledge about microscopic structures including cells and mem-
branes is conveyed via images. Extensive amounts of cell image data can now be 
automatically acquired and collected from a variety of microscopy techniques and 
multiple spectral channels. Tools and techniques that can help organizing and mak-
ing sense out of such vast image collections are provided mainly by the fields of 
image analysis and processing, computer vision, and machine learning. These 
tools allow the construction of automated or semiautomated systems for 
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comparing, categorizing, classifying, and tracking images of cells, nuclei, or bio-
logical membranes. They can help identifying the phases of cell cycle or distin-
guishing damaged from healthy cells.

One of the problems in cell image analysis is the inhomogeneity of cell shapes 
and sizes. The main reason is lack of reference and additional variety caused by 
proliferation, cycle phases, and pathology. Biological membranes as natural and 
visible boundaries of cell structures are good candidates for research on cell state, 
condition, shape, separation, and many other qualitative and quantitative studies.

Along with reading this chapter, it may be helpful to review the glossary (Roeder 
et al. 2012) of terms used in the computational analysis of images, written from a 
biological perspective. It is a compact survey of image analysis techniques includ-
ing image formats and conversions, common image operations and preprocessing 
techniques, and goal-oriented methods such as segmentation or registration.

Section 8.2.1 presents basic image processing operations. It is followed by detec-
tion methods with examples in Sect. 8.2.2, segmentation methods in Sect. 8.2.3, 
classification methods in Sect. 8.2.4, registration methods in Sect. 8.2.5, and track-
ing methods in Sect. 8.2.6. Visualization methods are discussed in Sect. 8.2.7. The 
last Sect. 8.2.8 describes open-source software for biological image analysis.

8.2  Cell Membrane Analysis

8.2.1  Basic Image Processing Operations

The basic image processing operations are functions on images that are commonly 
used as components of more complex methods and imaging techniques oriented 
toward specific applications. These operations include basic array operators, image 
conversion, measurement, comparison, filtering, enhancement, transformations, 
and statistics. They are presented in a systematic way in image processing textbooks 
(Gonzalez and Woods 2017; Pratt 2007; Russ and Neal 2016) and with examples in 
specialized medical imaging literature (Glasbey and Horgan 1995; Haidekker 2011; 
Jan 2006; Sonka and Fitzpatrick 2009).

The largest group of basic operations consists of functions that apply the same 
operator or process to every image pixel or pixel’s neighborhood (with adjustments 
near image borders). The single pixel operations include arithmetic, logical, and com-
parison operators applied to pixels of a single image such as multiplying each pixel 
by a constant or passing it to a gamma function and multiple image operators such as 
pixel-by-pixel addition of two images or average of a group of images. For example, 
a frequently used image thresholding operation applied to a gray-scale image com-
pares each pixel to a constant value returning 0 or 1, and the result is a binary image.

The common operations on pixel neighborhoods are convolution, correlation, and 
specific linear or nonlinear filters, such as: moving average (neighborhood mean); 
neighborhood median, maximum, or minimum; Gaussian; Laplacian; Laplacian of 
Gaussian (LoG); difference of Gaussian (DoG); or zero-crossing operator. 
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Convolution is used as a general linear filter, specified by its kernel or mask. 
Correlation can be used to identify image locations where a pixel’s NxN neighbor-
hood is similar to a given NxN image.

A separate group of neighborhood operations are the functions of mathematical 
morphology. They include erosion, dilation, opening, and closing. Erosion may be 
thought of as removing outer layers of binary regions, which results in thinning of 
lines and shrinking of blobs. Dilation adds outer layers to binary regions, resulting 
in thickening of lines and expanding of regions. Opening operation consists of 
applying erosion followed by dilation, which results in removing small blobs (“salt 
noise”), smoothing region edges, and rounding outer corners. Closing operation 
applies dilation after erosion, which results in filling small gaps and holes.

Examples of image transforms are discrete Fourier transform (DFT), discrete 
cosine transform, Walsh and Hadamard transform, and wavelet transform. Common 
uses of the DFT are speeding up convolution and correlation operations, based on 
the convolution theorem and designing linear filters in frequency domain. In most 
applications, a fast implementation of the DFT, called fast Fourier transform (FFT), 
is used, which reduces the calculation time from being proportional to n2 to being 
proportional to nlogn. Fourier and other transforms are also used in image compres-
sion, feature detection, and texture characterization.

A group of image operations often used in preprocessing stages of applications 
consists of functions that enhance or smooth an image, reduce image noise, or 
change contrast. These techniques include histogram equalization, where the image 
histogram is computed and then pixel intensities are adjusted to achieve uniform 
distribution of histogram frequencies, contrast modification such as the gamma 
function mentioned above, and image sharpening, for example using edge enhance-
ment, or softening by a Gaussian filter.

Image conversion operations are used to change image format, range, precision, 
or color representation. They include conversion of type, such as integer to floating 
point; precision, for example, 8 bits to 1 bit; color representation, such as red-green- 
blue (RGB) to hue-saturation-value (HSV); or number of color channels, for exam-
ple, RGB to gray scale.

8.2.2  Detection Methods

Detection methods are functions that locate parts of an image with desired charac-
teristics. Interest operators seek point-like local features that are distinct in their 
neighborhood. Other types of detectors include edge, ridge, blob, and region detec-
tors. A Hough transform is a technique to find more specific classes of shapes such 
as straight lines by a voting procedure (Ballard 1981; Duda and Hart 1972).

Corner Detectors Harris is a derivative-based corner detector (Harris and Stephens 
1988). It is based on second moment matrix often used for feature detection and for 
describing local image structures. SUSAN detector based on efficient morphological 
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operators (Smith and Brady 1997) can be used for corner and edge detection and also 
noise suppression. Harris and SUSAN detectors are invariant under translation and 
rotation. Harris extensions with higher levels of invariance are Harris-Laplace, a 
scale-invariant version, and Harris-Affine, an affine-invariant corner detector 
(Mikolajczyk and Schmid 2004).

Blob Detectors Hessian detector, like Harris, builds on the derivative information 
in the image. It has also extensions: scale invariant (Hessian-Laplace) and affine 
invariant (Hessian-Affine) (Mikolajczyk and Schmid 2004). Salient region detector 
is based on entropy of the intensity probability distribution (Kadir and Brady 2001).

Region Detectors Intensity-based region IBR detector starts from intensity 
extrema and explores the image in a radial way (Tuytelaars and Van Gool 2000, 
2004) and stops on each ray in the place with significant change. MSER detector 
(Matas et al. 2004) extracts homogeneous intensity regions which are stable over a 
wide range of thresholds. Maximally stable extremal regions are extracted with a 
watershed-like segmentation algorithm.

Efficient Implementations Methods described above involve the computation of 
derivatives or more complex measures such as the second moment matrix. There are 
more effective detectors. Difference-of-Gaussian (DoG) detector extracts blobs in 
the image by approximating the Laplacian using multiple scale-space pyramids 
(Crowley and Parker 1984). SURF detector (Bay et al. 2006) makes use of integral 
images (Viola and Jones 2001) to efficiently compute a rough approximation of the 
Hessian matrix. FAST detector (Rosten and Drummond 2005, 2006) builds on the 
SUSAN detector evaluating only a limited number of individual pixel intensities 
using decision trees ID3 algorithm (Quinlan 1986).

Examples of Detection Methods in Membrane and Cell Images
Gebäck and Koumoutsakos (2009) describe a method for edge detection based on 
the discrete curvelet transform. They prove it useful for finding edges and elongated 
structures in images where the edges may not easily be detected using Canny detec-
tor (Canny 1986) and based on Gabor filter edge detector methods. Seyedhosseini 
et al. (2011) propose of a multi-scale representation of the context image with so- 
called radon-like features (Kumar et  al. 2010) to learn a series of discriminative 
models for membrane detection in electron microscopy (EM) large area images. 
Ortiz De Solorzano et al. (2006) apply 3D generalized Hough transform and mor-
phological reconstruction (Vincent 1993) for nuclei detection.

8.2.3  Segmentation Methods

Image segmentation is an operation which partitions an image into contiguous 
regions. The segmentation can be based on conditions which relate to the properties 
of the interior of the region, such as a similarity of intensity or texture between 
neighboring areas inside the region, differences between the region and its 
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neighboring regions, characteristics and shape of the region’s boundary, or some 
combination of these features. Often, these conditions are not explicitly stated but 
defined implicitly by the segmentation method. Many approaches to image segmen-
tation have been proposed (Gonzalez and Woods 2017; Russ and Neal 2016), and 
new more advanced methods are added frequently. The following are some of the 
often used image segmentation techniques:

Intensity thresholding methods assign to each pixel p a label k if Tk−1 < = I(p) < Tk, 
where I(p) is the intensity of the pixel p and Tk−1 and Tk are the lower and upper 
thresholds for the label k. Usually T0 = 0 and Tkmax = 255. If kmax = 2, then the 
result of this operation is a binary image. The threshold values can be set manu-
ally or automatically, for example, by finding the local minima of intensity his-
togram. The thresholds may be global, i.e., identical for every pixel or adjusted 
locally (Gonzalez and Woods 2017), for example, based on local histograms. 
The pixels having identical label may be grouped into contiguous regions, for 
example, using the connected component algorithm (Gonzalez and Woods 2017).

Region growing approach begins with selection of “seeds,” consisting of single pix-
els or small segments, which form the initial regions. Iteratively, neighboring 
pixels or image patches are being added to the current regions if they satisfy a 
homogeneity criterion that determines that the added pixel or patch is sufficiently 
similar to the region. An example of such criterion is a thresholded absolute dif-
ference between the pixel value and an average of the region patch nearest to that 
pixel.

Region merging begins with an initially segmented image, for example, a segmenta-
tion where each pixel is a separate region. Region merging proceeds iteratively; 
in each step, pairs of adjacent similar regions are merged (Nock and Nielsen 
2004). Variants of this method may use different strategies to determine the order 
of merging operations. Region merging may be applied to the result of region 
growing to reduce the number of regions and make adjacent regions more 
dissimilar.

Watershed methods (Barnes et al. 2014; Beucher and Meyer 2017) are mostly based 
on an analogy of flooding a topographic surface. A water source is set in each 
valley and the area is gradually flooded. The points where waters from different 
sources meet are collected into “watershed lines,” which form the boundaries 
between segments. In such a basic formulation, the watershed method leads to 
oversegmentation and results with many small segments, due to image noise. 
The number of segments can be reduced by adding a condition that limits the 
water sources to a subset of valleys or follow the watershed method with region 
merging (Bleau and Leon 2000; Haris et al. 1998). Variants of this method use 
the image gradient (Gauch 1999) instead of the original image.

Clustering segmentation is based on a clustering operation (Jain and Dubes 1988), 
which groups pixels into clusters, using a predefined distance measure. Its aim is 
to obtain a grouping with a low average intra-cluster distance and high average 
inter-cluster distance. A clustering-based segmentation (Jain and Flynn 1996) 
can apply any general clustering method to image pixels, where a pixel-to-pixel 
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distance is a function of weighted differences of intensity, location, and results of 
pixel neighborhood operators, such as texture features.

Active contour segmentation is based on a region model that accounts for the prop-
erties of regions, their boundaries or contours, and image edges. A parametric 
active contour, or a snake model (Caselles et al. 1993, 1997; Kass et al. 1988), 
defines an objective function represented as energy, Esnake = Eimage + Egradient + Econtour, 
where the components Eimage, Egradient, and Econtour assess, respectively (with lower 
values being better), the accuracy of image approximation by the region model, 
the quality of the match between the region contours and edges within the image 
edges, and the smoothness of the contour. The segmentation is a result of mini-
mizing Esnake functional. The underlying concept here is that each of these three 
terms attempts to shape the contour in a different way and the result is a balanced 
compromise.

A newer formulation of a geometric active contour model (Chan and Vese 2001) 
is also based on minimization of energy functional, but it does not include the edge 
component. The minimization problem is constructed using a level set method 
(Osher and Sethian 1988), which defines a function F(x, y, t), related to the energy 
functional, where x;y is a pixel location and t represents time, which evolves in time 
according to a specified partial differential equation. The contours formed by a set 
of x;y positions where the energy functional is minimized and F(x, y, t) = 0 give the 
result of the segmentation.

In a graph partitioning-based segmentation, the image is represented as a graph, 
where each pixel is a graph vertex and edges are placed between vertices corre-
sponding to adjacent edges. Image segmentation is formulated as a graph partition-
ing problem, where some edges are removed or “cut,” segmenting the graph into 
mutually disjoint subgraphs (Felzenszwalb and Huttenlocher 2004; Shi and Malik 
2000). The segmentation objective can be formulated as energy minimization or 
maximum flow, and many of such criteria can be mapped to the minimum cut prob-
lem for which efficient solutions exist (Boykov and Funka-Lea 2006; Boykov and 
Kolmogorov 2004).

In a trainable segmentation approach, the segmentation method learns from 
provided examples of segmented images, where the separated regions are anno-
tated with a region index, for example, by a human expert. For each pixel and its 
neighborhood, treated as a sample for classification, a number of features are com-
puted, for example, responses of linear and nonlinear filters, parameters of a 
locally fitted function such as a 2D polynomial, or parametric attributes of local 
image texture. These features are used as input vectors to a method that trains a 
pixel classifier on images with annotated regions; then the same features are used 
by a trained classifier to assign each pixel to one of the regions (Arganda-Carreras 
et al. 2017).

Examples of Segmentation Methods in Membrane and Cell Images
Dimopoulos and his research team (2014) propose pattern-based cell segmenta-
tion solution that can effectively and accurately segment densely packed cells. 
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For segmentation of biological neuron membranes, Dan Ciresan et al. (2012) use 
a special type of deep artificial neural network as a pixel classifier, where the 
input features are the image intensities in a square window centered at the pixel. 
They also provide a short survey on segmentation of neuronal membrane. Mikula 
et al. (2011) present partial differential equations (PDE) and level set methods 
for segmentation objects from 3D cell membrane images. They extract the inner 
cell boundaries, the surface of the organism, and the intercellular borders. 
Prodanov and Verstreken (2012) present multiple algorithms implemented in 
ImageJ for segmentation of cell structures. Wdowiak et  al. (2015) use binary 
nuclei mask created by the classifier for the cell nuclei segmentation and inten-
sity maps for membrane segmentation. Histace et al. (2014) use the approximate 
entropy embedded with geodesic active contour framework for application to 
membrane segmentation and present results obtained on confocal microscopy 
images. The CellECT tool (Delibaltov et al. 2016) provides functionalities based 
on watershed method for convenient segmentation and analysis of 3D+t mem-
brane datasets. It can combine human interaction with automated algorithms. 
CellSegm (Hodneland et al. 2013) is another framework in a form of MATLAB 
toolbox for 3D cell segmentation. The algorithm aims at obtaining correct seg-
mentation with minimum user interaction. Erik Meijering (2012) presents a brief 
description of classical cell segmentation methods. Boukari and Makrogiannis 
(2015) introduced nonlinear spatiotemporal diffusion-based motion detection for 
cell segmentation in time-lapse image sequences. In this framework, the linear 
diffusion model is equivalent to applying Gaussian filtering to the image. Authors 
applied Parzen kernel-based discontinuity detection (Parzen 1962) to produce 
stochastic multivalued edge map and watershed segmentation to detect moving 
cells. Another method (Frolkovič et  al. 2007) for cell segmentation uses geo-
metrical advection-diffusion equations. In Tscherepanow et  al. (2008), bright-
field images are segmented by means of an active contour with greedy approach 
(Williams and Shah 1992), morphology, and classification with 90% recognition 
rates. A new method that uses recursive balanced graph partitioning to segment 
foreground components using a fast and efficient binarization has been proposed 
and implemented using ITK for fast segmentation of 3D cell nuclei (Arz et al. 
2017). A novel automated method able to segment closely juxtaposed or touch-
ing cell nuclei obtained from 3D microscopic images (Li et  al. 2007) is com-
posed of three steps: gradient diffusion procedure, gradient flow tracking and 
grouping, and local adaptive thresholding. Graphical model approach using 
inference in a Bayes network for segmentation of multicell images acquired by 
fluorescence microscopy (Chen et al. 2006) is a fast and accurate segmentation 
method. It is especially useful for segmenting a field containing cells that are 
touching each other, as is often the case with yeast images. Bengtsson et  al. 
(2004) presented a review on cell image segmentation using multiple classical 
methods. Hong Gao (2013) presented an overview with newer segmentation 
methods for cell structures including snake, level set, Chan- Vese, and graph 
partitioning.
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8.2.4  Pattern Classification and Machine Learning Methods

The role of pattern classification (or pattern recognition) methods is to assign data 
objects, such as sets of measurements or observations, to classes. The function that 
performs such assignments, or a classifier, is generally constructed automatically, 
based on provided examples of data objects, using methods of machine learning 
(Bishop 2006; Goodfellow et al. 2016; Hastie et al. 2001). A large group of classifi-
cation and machine learning methods restrict the representation of a data object to a 
fixed size feature vector. Its elements, called features, are computed from a data 
object. For example, a shape of an image object described by the object’s boundary 
could be represented by a vector of four features, such as area, perimeter, length, 
and the lengths of the major and minor axes of the enclosing ellipse. Some of the 
most popular classification and learning methods are:

Nearest neighbor classifier finds in a pattern database the object, which is most 
similar or nearest to the classified sample, and assigns the class of the found 
object to the sample.

Naive Bayes classifier uses a conditional probability model P(f1; f2; :::; fn|Ci) = 
P(f1|Ci)P(f2|Ci); :::;P(fn|Ci), where features f1; f2::: are conditionally independent 
given a class Ci. It assigns a sample to the class with maximal posterior probabil-
ity computed using the Bayesian formula. The learning method estimates the 
conditional P(fj|Ci) and class P(Ci) probabilities. This classifier gives poor results 
when the conditional independence cannot be assumed.

Decision tree classifier starts at the root of a decision tree, successively assigning a 
sample to lower branches, based on the result of a test executed at each node 
using a subset of the features, until reaching a leaf node. The decision tree is 
constructed in a learning phase by recursively splitting the dataset at each node, 
based on a statistic computed from a group of features selected for this node. 
Decision tree classifier is usually better than naive Bayes for data with 
dependencies.

Random forest classifier is a set or an ensemble of decision trees. Classification 
answers computed independently by the decision trees are combined by voting 
or another decision aggregation method.

Support vector machine (SVM) classifier divides the feature space using hyper-
planes placed halfway between groups of class examples. Variants of SVM clas-
sifier can perform feature space separation using a nonlinear hypersurface instead 
of a hyperplane (Cortes and Vapnik 1995). Learning method for SVM efficiently 
solves a constrained optimization problem by quadratic programming.

Perceptron is also a linear classifier, but in contrast to SVM, it can be trained incre-
mentally or online, adding new training samples one at a time.

Artificial neural network (ANN) is a multilayer network of perceptrons, which are 
modified by approximating their discontinuous threshold function with a differ-
entiable function, which enables the use of a gradient descent-based optimiza-
tion technique called backpropagation for training ANN.
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Deep learning methods (Goodfellow et al. 2016) can be considered to be an exten-
sion and refinement of ANN. They use multilayer networks composed of differ-
ent types of nonlinear processing elements. These networks are carefully 
structured and controlled. In addition to backpropagation, they might also use 
other learning methods, and they may be implemented using special hardware, 
for large processing tasks. Deep learning methods have achieved considerable 
successes in applications ranging from computer vision to speech recognition 
and natural language processing.

Examples of Classification and Machine Learning Methods in Membrane and 
Cell Images
A survey of the computer vision and machine learning methods for generating and 
categorizing phenotypic profiles of cells is presented in Grys et al. (2016). Macke 
et al. (2008) develop contour propagation model minimizing an energy function for 
finding the cell membranes. However, this active contour model can get stuck 
in  local minima due to the complex intracellular structures and may find false 
boundaries (Mishchenko 2009). Vu and Manjunath (2008) proposed a graph cut 
framework that minimizes an energy defined over the image intensity and the inten-
sity gradient field. But, the graph cut method might be misled by the complex 
intracellular structure of the EM images and requires the user to correct segmenta-
tion errors. Convolutional neural network proposed by Turaga et al. (2010) is capa-
ble for restoring membranes in EM images. Jurrus et  al. (2010) proposed a 
framework to detect neuron membranes which integrates information from the 
original image together with contextual information by learning a series of artificial 
neural network (ANN). This makes the network much easier to train because the 
classifiers in the series are trained one at a time and in sequential order. Review of 
creation of accurate models of cell organization directly from images is proposed 
in Murphy (2016). Kasson et al. (2005) developed a novel learning-based method 
for the classification of plasma membrane protein localization data obtained via 
fluorescence microscopy and the differentiation of these data from intracellular 
artifacts.

8.2.5  Registration Methods

The purpose of medical image registration is to provide – at minimum – two images 
(one reference and one or more sensed) from different modalities that are spatially 
consistent (Brown 1992). Registration by executing specified transformations mod-
ifies the source image toward the reference one. General steps of image registration 
process between two images contain (Zitova and Flusser 2003):

 1. Feature detection. Distinctive features like points, lines, line intersections, edges, 
corners, contours, and regions from both images are detected automatically or 
manually, and feature points are represented by their descriptors.
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 2. Feature matching. Corresponding types of features detected from sensed and 
reference images have been aligned using feature detector and similarity 
measures.

 3. Transform model estimation. Estimation of the type and parameters of mapping 
function between a reference and target image.

 4. Image resampling and transformation. Transformation of sensed image using 
estimated mapping function.

There are plenty of ways for classifications of image registration techniques 
(Sharma and Goyal 2013). Good survey on registration algorithms has been pre-
sented in (Sindhu Madhuri 2014). Survey on general nonrigid registration approaches 
is presented in Holden (2008).

Examples of Registration Methods in Membrane and Cell Images
Marco Tektonidis et al. (2015) present a nonrigid multi-frame registration approach 
for live cell fluorescence microscopy image data. Such an approach significantly 
improves the registration accuracy and is more robust to image noise and intensity 
scaling compared to standard pairwise registration. Registration is also useful dur-
ing tracking process. It has been successfully implemented at pixel level (Hand et al. 
2009), feature points (Matula et al. 2006), or whole cell level (Wilson and Theriot 
2006). Würflinger et al. (2004) and Wilson and Theriot (2006) have used intensity-
based image registration approach for cell nuclei and cell images. To compute 2D 
translation for the registration of intravital video microscopy images of rolling leu-
kocytes, Gobic et al. used (2005) a correlation-based approach. Baheerathan et al. 
(1998) used the phase correlation method to determine rigid transformations and a 
landmark-based approach for computing affine transformations of serial sections of 
mouse liver cell nuclei. To compute 3D translation and rotation of cell nuclei to 
register labeled proteins, Rieger et  al. (2004) defined the center of mass and the 
inertia tensor. Point-based solutions to compute 3D rotation and translation of live 
cells have been used by Matula et al. (2006) and Gerlich et al. (2001). Also a few 
approaches for nonrigid registration of cell nuclei images have been described. 
Some of them use splines and extracted point landmarks (Mattes et al. 2006) or the 
extension of the demon algorithm (Thirion 1998) using segmented images (Yang 
et al. 2008) or original images (Kim et al. 2007). Most of intensity-based approaches 
for nonrigid registration of dynamic cell nuclei images are based on the demon 
algorithm. II-Han Kim et  al. (2011) presented a novel intensity-based approach 
based on the Lucas-Kanade optic flow algorithm (Lucas et al. 1981) for temporal 
registration of 2D and 3D multichannel fluorescence cell microscopy images.

8.2.6  Tracking Methods

Cell migration and motility is an essential characteristic to understand the meta-
static dissemination of cancer cells and various physiological processes like 
immune response or embryonic development. It is also a crucial component of 
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biological research and drug discovery methods that support the identification of 
substances in living organisms affecting a phenotype of living cells. One of the 
most common ways of analyzing the cell motility is the use of tracking methods, 
which determine cell trajectories and significant changes of cell characteristics in 
live cell imaging data.

Many tracking methods and tools using robust techniques from image processing 
domain were developed during the last years and applied in various cell analysis 
procedures. There are several distinguishable approaches in cell tracking domain, 
and some of the most often used are described below.

Object association models use two separate steps to track the cells over time: the 
first one is cell detection in particular frames using segmentation methods, while the 
second task is association of cells between consecutive frames to obtain trajectories. 
Baker et al. (2014) use automated contour-based tracking for analysis of cell behav-
ior in complex in vitro environments. They use segmentation to identify a cell as a 
first step and then cells in consecutive images using the Kilfoil linking system (Gao 
and Kilfoi 2009). They developed a new tracking tool for cell motility analysis in 
low-contrast images over long time scales, which is able to detect multicell interac-
tions like cell divisions and merging events. Their powerful approach for fundamen-
tal understanding of the effect of cell-cell interactions combined with quantitative 
statistical metrics was expected to provide new insights into cancer biology, mecha-
nobiology, and morphogenesis. Perner (2016) proposes a similarity-based tracking 
method for high-content screening in drug discovery and computational biology 
experiments, which can track the cells without an initialization of the algorithm 
parameters. The image is initially processed by thresholding segmentation and mor-
phological filtering, the normal cells and mitotic cells are differentiated by use of 
texture classifier, and then similarities are determined between extracted cell bound-
ing boxes areas based on average minimal pixel distances and used for tracking in 
successive time frames. Obtained paths are used to extract features that describe the 
motilities and velocities of cells to study the cell kinetics.

Deformable models are based on object detection step at the beginning usually 
obtained by explicit parametric contours or implicit level set segmentation methods 
and updating this model in consecutive frames to track this object over some period 
of time. Zimmer et al. (2002) propose a tracking method for quantitative analysis of 
cell dynamics from in vitro videomicroscopy data using parametric active contours 
model to track the low-contrast boundary deformations of moving cells in consecu-
tive frames while requiring the initial segmentation in the first frame. Li et al. (2008) 
developed a fully automated multi-target tracking system for thousands of cells in 
time-lapse contrast microscopy. They use a fast topology-constrained geometric 
active contour tracker, adaptive motion filtering, and spatiotemporal trajectory 
 optimization. Their method enables the automatic cell migration quantification and 
cell lineage map construction supporting the massive biological dataset analysis.

Learning-based models use classification methods learned from annotated train-
ing data for cell tracking enhancement. Lou and Hamprecht (2011) use learning to 
track a large quantity of cells in cell culture study and developmental biology, which 
allows to find the optimum parameters automatically from a training set for rich set 
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of features. They introduce a generalization of object association models, which 
improves the expressiveness of the model and increases the number of parameters, 
and next use structured learning for automatic learning of the optimum parameters 
from a training set maximizing the profit from rich description. Sebag et al. (2015) 
use cell tracking for generic methodological workflow to analyze the single cell 
motility in high-throughput time-lapse screening data. They characterize cells by a 
set of 230 features including geometric, shape, and texture and then match cells in 
consecutive frames by determining the most likely instant temporal behavior. The 
search over all possible matches between cells is supported by distance thresholding 
and weightening learned by a support vector machine (SVM) using annotated tra-
jectories. Captured trajectories are described by a set of 15 features representing 
partial stochasticity of cell migratory behavior. Additionally some global descrip-
tors of the cell trajectory are calculated based on group of features like convex hull 
area, largest move on particular trajectory, and average track curvature. Such newly 
designed trajectory features and an original statistical procedure allow for identifi-
cation of an ontology of cell motility patterns in an unsupervised manner with infer-
ring the motion types from the data without use of any prior knowledge.

8.2.7  Visualization

Appropriate visualization methods play the important role in analysis of digital cell 
imaging data. They provide the biologists with very powerful and efficient tools for 
handling the complex and large data resources in an easy and intuitive way. 
Unfortunately there are not too many comprehensive guides collecting and sum-
marizing available visualization methods in a consistent way because specific cell 
visualization methods are assigned to specific research groups working most often 
in the biomedical domain and in isolation from dominant data visualization fields 
like image processing. Among works addressing this gap, O’Donoghue et al. (2010) 
discuss the challenges of visualizing biological data and available visualization 
tools. Walter et al. (2010) present an overview of existing visualization methods 
from cells to organisms and tools with emphasizing their limitations and chal-
lenges. They (1) describe the benefits of digital representation of images in relation 
to its analog counterparts and explain most important aspects for visualization of 
high- dimensional image data; (2) provide an overview of current image file for-
mats, treatment of the time dimension, and use of image processing methods in 
visualization like segmentation and registration; and (3) discuss current implemen-
tation issues.

Pretorius et al. (2016) provide a structured qualitative analysis of visualization 
methods describing the domain, data, and abstract pipeline of tasks in visualization 
techniques from visualization theory to its practical applications. This allows the 
biologists, visualization developers, and visualization researchers to evaluate exist-
ing visualization methods and learn the current research results to identify the cur-
rent shortcomings and prioritize their efforts to overcome them.
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Analyzing the particular visualization methods, several classes can be defined 
(Pretorius et al. 2016) depending on what kind of visualized aspects are emphasized 
including positions of objects, different data properties, temporal changes, aggre-
gate behavior, descendant relationships, or abstract data derived from the postpro-
cessing phase.

Spatial embedding methods allow the users to interpret their data in intuitive way 
by representing the spatial locations where activity occurred. They support the anal-
ysis of cell growth, shape, movement, and reproduction from acquired images and 
help to understand their impact on cell fate, formation of tissue, and organs. Gerlich 
et al. (2003) present the concepts of automated multidimensional image data analy-
sis for live cell microscopy and the dynamics of cell nuclear subcompartments. 
Fangerau et al. (2012) offer a method for exploring 2D projections of 3D cell move-
ment video, which allows the biologists to analyze similarities and differences of 
division patterns and cell migration over the entire organism.

Space-time cube methods allow to present the results of image processing algorithms 
in specific cases and to compare them with other types of analysis. Meijering et al. 
(2006) summarize the problems and limitations of the tracking methods in biological 
molecular imaging, while Molenaar et al. (2003) perform a quantitative motion analysis 
of time-lapse image sequences with the use of diffusion filtering, adaptive thresholding, 
and tracking algorithm to present and confirm the results generated by method using 
peptide nucleic acid (PNA) probes for investigation of telomeres in living cells.

Temporal plot methods are used to analyze the temporal properties of cellular 
behavior, such as proposed by Scherf et al. (2012), who developed an automated 
framework for image analysis and colony tracking to obtain a quantification of 
structural properties of cell colonies evolving in space and time.

Aggregate visualization methods allow to analyze cellular behavior at higher lev-
els than single cell including cell responses to perturbations or cell colony behavior. 
Pretorius et al. (2015) address an interactive visualization of spatiotemporal behav-
ior of cell lineages including variation from average behavior and presence or 
absence of symmetry and synchrony, which describes the lineage branching struc-
ture and temporal alignment of cellular events. Duffy et al. (2015) use glyphs to 
encode the numerical measurements and to summarize spatiotemporal motion char-
acteristics by use of static visual representations in video visualization task for 
computer-aided semen analysis.

Dimension reduction methods are based on analyzing the statistics of live cell 
imaging results. Hamilton et al. (2009) introduce a method of statistical testing and 
deliver suitable software for testing the differences in subcellular imaging. Strobelt 
et al. (2012) propose a visualization tool for examining the biochemical processes, 
which allows for the projection of one or a few molecules of interest.

Lineage diagram methods analyze temporal development of cells, cell division 
and death, as well as the relation of these aspects with each other. Glauche et al. 
(2009) use statistical analysis of cellular genealogies addressing degree and sym-
metry of cellular expansion and occurrence and correlation of characteristic events 
such as cell death to reconstruct the lineage fate decisions, which is essential to 
understand the mechanisms of lineage commitment.
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The above described classification does not exhaust all cell visualization use 
cases, which are often used in a complementary way with other visualization phe-
nomena like protein colocalization. Hou et  al. (2015) propose a spatiotemporal 
measurement tools for dynamic cell analysis with application in cancer metastasis 
using graph cut (max-flow and min-cut), heatmaps, and segmentation methods. 
They use a technique to classify cell velocities into different states (protrusion, qui-
escence, and retraction) and visualize their occurrence and localization on videos of 
migrating cells. Additionally they propose a semiautomatic tool for selecting regions 
of interest (ROIs) based on correlation maps and plot these ROIs onto the original 
cell migration video, which helps the biologists to observe important migration 
regions in a user-friendly way. Finally their visualization method includes the cor-
relation between cell membrane dynamics and subcellular protein colocalization, 
which allows to investigate the relationships between short-term cell membrane 
dynamics, protein colocalization, and long-term cell invasion behavior.

8.2.8  Software for Biological Image Analysis

This part describes selected open-source software and libraries for specialized bio-
logical image analysis.

ImageJ (Schindelin et al. 2015; Schneider et al. 2012) from the National Institutes 
of Health (NIH) is one of the best known open-source software packages for bio-
logical image analysis. It is dedicated mainly for analysis of individual images. Fiji 
(Schindelin et al. 2012) is based on stable ImageJ distribution with many bundled 
plug-ins. Users can extend ImageJ and Fiji by developing their own extensions 
(Broeke et  al. 2015) in ImageJ Macro, JavaScript, BeanShell (Niemeyer 2008), 
Jython (Jython 2008), JRuby (JRuby 2008), Clojure, Groovy (Groovy 2008), and 
Scala (Odersky et al. 2011). A good starting point with resources for programmers 
can be found in ImageJ (2017).

There are several packages using ImageJ like a core element for specific biologi-
cal image processing and more high-throughput work. Icy (De Chaumont et  al. 
2012) is a platform that allows to visualize, annotate, and quantify bioimaging 2D 
and 3D data and native integration with ImageJ. In 2006, Anne E Carpenter et al. 
(2006) presented CellProfiler, an image analysis open-source software for identify-
ing and quantifying standard and complex morphological assays and tasks like 
analysis of subcellular patterns and cell or organelle shape. It is dedicated to 2D cell 
images and is a great alternative to commercial software. Using features extracted 
by CellProfiler, one can use CellProfiler Analyst (Jones et al. 2008, 2009) for explo-
ration and mining of cell image data, generated in ever-increasing amounts in high- 
content screens. CellProfiler Analyst 1.0 has been written in Java and allows to 
recognize a single phenotype in individual cell images. Version 2.0 described in 
Dao et al. (2016) has been rewritten in Python and uses scikit-learn machine learn-
ing library (Pedregosa et al. 2011) for classification of multiple phenotypes using 
popular models like AdaBoost, random forest, and SVM.  Next source software 
package for analyzing, processing, and visualizing multidimensional microscopy 
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images BioImageXD (Kankaanpää et al. 2012) is written in Python and C++, using 
wxPython for the GUI, and leverages the power of the Visualization Toolkit (VTK) 
(Schreibmann 2015) for multidimensional image processing and 3D rendering. 
BioImageXD also uses the most popular medical image analysis toolkit from NIH, 
Insight Segmentation and Registration Toolkit (ITK) (Johnson et al. 2017a, b; Yoo 
et  al. 2002), for segmentation, registration, and other image processing tasks. 
Another open-source biological image classification software contains Ilastik 
(Sommer et  al. 2011), CellCognition (Held et  al. 2010), a command-line utility 
Wndchrm (Shamir et al. 2008), and imageHTS (Pau et al. 2013) – an R (Team 2016) 
package dedicated to the analysis of high-throughput microscopy-based screens. 
Ilastik is a tool for pixel-based classification of 2-, 3-, and 4D images where the user 
first trains a classifier by identifying areas of images that fall into one of several 
classes, such as cell body, nucleus, background, or membrane, and next applies it to 
those and similar images to identify areas in those images corresponding to the 
trained classes. CellCognition framework is dedicated to the automatic analysis of 
live cell imaging data in the context of high-content screening (HCS). The imageHTS 
provides a modular and extensible tool to segment cells, extract quantitative cell 
features, and predict cell types. The framework STOCHASTIC was created for 
dynamic image-based phenotypic profiling and is presented in Gordonov et  al. 
(2016). Bio-Image Semantic Query User Environment (BisQue) (Kvilekval et al. 
2010)  – one of the few cloud-based integrated systems for storing, visualizing, 
organizing, and analyzing biological images in the form of web-based platform – 
integrates other mentioned software tools. A second one with client-server architec-
ture is OMERO (Swedlow 2007) – a research data management platform for biology 
image files with flexible API for third-party data analysis tools.

Erlend Hodneland et al. (2013) published CellSegm – a MATLAB software tool-
box for automated whole cell segmentation of images showing surface stained cells, 
acquired by fluorescence microscopy. The authors claim that it can be also used to 
detect various types of surface stained cells in 3D. The MATLAB-based software 
tool OMAL (Gudla et al. 2008) has been developed for the manual and automated 
segmentation of cells and cell nuclei at Frederick National Lab. CellTracker 
(Piccinini et al. 2015) is an image processing software to perform automated, semi-
automated, and manual cell migration detection on phase-contrast, DIC, and fluores-
cent images.

CellECT is an interactive cell analysis tool for 3D time sequence microscopy 
dataset analysis, created by Diana L. Delibaltov et al. (Delibaltov et al. 2016). The 
main segmentation tool is watershed based – it interactively allows the user to add, 
remove, or modify discovered cell segments.

An API from ImageJ Ops (Rueden et al. 2017) enables programmers to code reus-
able image processing algorithms in the Ops framework available in ImageJ, 
CellProfiler, KNIME, OMERO, and Alida software projects. Reviews of various 
tools for biological image processing in various contexts were presented in Eliceiri 
et al. (2012) and Barry et al. (2015) and their usability in Carpenter et al. (2012). A 
great book titled Bioimage Data Analysis which is suited for biologists and providing 
directions how to analyze biomedical images in examples has been published by 
Kota Miura (2016) as an open-access textbook.
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