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## Ernst-Rüdiger Olderog

Photograph taken by Wilfried Golletz.

## Preface

Ernst-Rüdiger Olderog turned 60 in 2015. Congratulations, Ernst-Rüdiger!
On the occasion of his 60th birthday, this Festschrift features contributed papers dedicated to Ernst-Rüdiger Olderog. Besides a brief laudatio, the Festschrift includes contributions from colleagues who have accompanied Ernst-Rüdiger Olderog through his scientific life in one way or another, be it in joint projects, research articles or even the writing of complete books. The contributions in this Festschrift formed the major part of the scientific program of the associated Festschrift Symposium, which took place September 8-9, 2015.

We would like to thank all the contributors to this Festschrift for their hard work and for their scientifically interesting as well as individual articles, which fit very well to Ernst-Rüdiger Olderog's own research agenda in the area of formal methods. These contributed articles make this Festschrift a very suitable surprise to celebrate Ernst-Rüdider Olderog's contributions to science on the occasion of his birthday.

Our thanks furthermore go to all the reviewers whose support has made excellent articles even better. Many thanks also to Alfred Hofmann at Springer for his helpful interactions and advice on how to approach a Festschrift and for his help in making it manifest, and to Anna Kramer from Springer for her fast responses in all matters big or small. In addition, we are much indepted to the Local Organizing Committee at Oldenburg, especially Manuel Gieseking, Stephanie Kemper, Heinrich Ody, and Maike Schwammberger, for numerous hours of work organizing the Festkolloquium. And, last but not least, we appreciate the financial support of the AVACS project and its director, Werner Damm, as well as the support of the symposium coordinator, Jürgen Niehaus.

July 2015
Roland Meyer
André Platzer
Heike Wehrheim
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## Laudationes

# From Program Verification to Time and Space: The Scientific Life of Ernst-Rüdiger Olderog 

Roland Meyer ${ }^{1}$ and Heike Wehrheim ${ }^{2(\boxtimes)}$<br>${ }^{1}$ Department of Computer Science, University of Kaiserslautern, Kaiserslautern, Germany<br>meyer@cs.uni-kl.de<br>2 Department of Computer Science, University of Paderborn, Paderborn, Germany<br>wehrheim@upb.de

The Festschrift and associated symposium celebrate Ernst-Rüdiger Olderog's 60th birthday with invited contributions of colleagues, all touching the theme of formal modeling and correctness in system design. Here, we would like to say some words about Ernst-Rüdiger Olderog himself and his contributions to formal methods research over the years.

Geographically, Ernst-Rüdiger Olderog started his scientific life in Kiel, Germany. This start location Kiel (or more generally, Schleswig Holstein) has in a sense remained the geographical fixpoint in his life throughout the years, new years eve meetings with old friends in Kiel being an annually reoccuring event. In Kiel, he studied Mathematics, Computer Science and Logic finishing with a "Diplom" degree in 1979. This was followed by a record-breaking short time for his PhD, supervised by Hans Langmaak, in 1981. In what today would be called a post-doc phase, he then started to visit the world outside Kiel, most notably Oxford, Amsterdam, Edinburgh, Yorktown Heights, and Saarbrücken. For his habilitation he returned back to Kiel. Shortly after the habilitation, he received his first "Ruf" for a professorship in Oldenburg, Germany, to which he then moved and where he has since then been working.

Scientifically, Ernst-Rüdiger Olderog has gone through different phases in his research. This started with his PhD thesis Charakterisierung Hoare'scher Systeme für ALGOL-ähnliche Programmiersprachen about Hoare-style proof systems for imperative programs. The main result, characterizing the existence of sound and relatively complete proof systems in the presence of recursion, settled an important problem in program verification in the beginning of the 1980s and was received with considerable interest by the scientific community, leading to publications in prestigious venues like ICALP, Acta Informatica, and STOC. The work on Hoare logics also introduced Ernst-Rüdiger Olderog and the logician Krzysztof Apt to each other, resulting in a lifelong friendship, several joint articles, and the standard textbook on program verification. After Hoare logics, which Ernst-Rüdiger Olderog remains interested in until today, the (consequently) next topic to study was CSP, naturally together with Tony Hoare. This led his research into the area of concurrency and gave his work a shift towards system design. In his book Nets, Terms and Formulas: Three Views of Concurrent Processes and Their Relationship Ernst-Rüdiger Olderog explains the worries he had developed about a posteriori program verification and how he would favor a method that would design
correct systems right from the start. The outcome of this contemplation is the first ever formal process of synthesizing machine-level operational models of concurrent systems from high-level declarative specifications. Starting from a logical specification of the desired system characteristics, decisions for the system design are made explicit in terms of a formal derivation of a process-algebraic model. The algebraic model is then translated into a Petri net which shows how to implement the required control. The work, which was summarized in his habilitation thesis, was later awarded the Leibniz Preis, the highest award the German research association (DFG) has to give across its subject areas. The combination of different formalisms and the idea of designing a system via transformation became a constant in his research. With the project ProCoS, two more aspects of system design moved into Ernst-Rüdiger Olderog's focus: real time and data. Real time came about in the form of Duration Calculus, data aspects were formalized in the specification language Z. During ProCos, Ernst-Rüdiger Olderog met a second lifelong friend, Anders Ravn, with whom he shares several common interests, including the study of real-time systems. In the 1990s, the languages CSP, Z, and DC were integrated into a modeling method with the interesting name CSP-OZ-DC - an abbreviation all of the project members of the flagship initiative AVACS soon had to learn. AVACS finally brought the insight that it is not only CSP, Object-Z, and Duration Calculus what is required for formal modeling, but that, in addition to a model of time, an explicit model of space (e.g. on roads) is necessary as well.

While the list of topics reflects the broad spectrum of research, every new topic is well-connected to previous work. All topics center around the theme of correctness and have evolved along two dimensions. The work on modeling and semantics evolved towards expressiveness and applicability, starting from imperative programs over recursion to concurrency, real-time behavior, support of data, and spatial information. The modeling aspect is always accompanied by verification techniques. They evolved from manual correctness proofs to manual synthesis, from there to an automated verification approach, and today we find Ernst-Rüdiger Olderog working on automatic synthesis. "Correct system design" has become the name of his research group, the title of this Festschrift, and could also well be the headline of his scientific research.

In all his work, Ernst-Rüdiger Olderog's leading principle can be characterized as elegance through simplicity. This principle is not only reflected in his research articles, but also in his presentations at conferences and lectures for students. Numerous Oldenburg undergraduate students complement their concern of not being particularly good in theory with the observation "but when Professor Olderog explains it, I can understand it". This shows Ernst-Rüdiger Olderog's enormous interest in teaching and his opinion of teaching being equally important to research: Like research, teaching needs time, detailed preparation and careful thinking about examples. Indeed, a precious advice to students is to study concepts on examples - examples that are instructive but still small enough to fit on a single sheet of paper. Ernst-Rüdiger Olderog's deep interest in teaching can also been seen in his passion for writing books, books which soon become classics and are being used in courses at universities all over the world. We hope for much more in the future!

# Ernst-Rüdiger Olderog: A Life for Meaning 

André Platzer ${ }^{(\boxtimes)}$<br>Computer Science Department, Carnegie Mellon University, Pittsburgh, USA<br>aplatzer@cs.cmu.edu

While it is indubitably impossible to summarize all the many important aspects of Ernst-Rüdiger Olderog's scientific contributions and to do justice to each and every one of the areas that he contributed to, it is remarkably easy to identify and characterize the common core behind his investigations. An important leitmotif in his research agenda is semantics, the study of meaning.

Even if a significant share of his research does not study semantics in and of itself, but rather as a means to an end, Ernst-Rüdiger Olderog stands out as having recognized the significance of semantics as an important foundation in the first place. He accurately observes how crucial the study of the meaning of a mathematical object of study is for the progress of a research area as a whole, as well as for achieving the individual results he is looking for. The most prominent results that Ernst-Rüdiger Olderog's research enables are various forms of correctness results, as are engraved in the name of his research group: "Correct System Design". The main analytic tool to obtain them, though, is ErnstRüdiger Olderog's dedication to semantics. ${ }^{1}$ Be it to develop an understanding of concurrency by logical communication formulas to algebraic process terms and further to Petri nets [21], to understand sequential and concurrent programs for the purpose of verification [3,2], or specification and verification techniques for real-time systems [26]. A strong devotion to semantics is a pervasive aspect of his research throughout his career $[27,4,28,5,21,3,22,12,26,11]$, whether on communicating processes [28,27], concurrency at large [5,4,21], real-time systems [26,22] and specification languages for richer realtime systems [15,12], traffic agents [9,8], or games for distributes systems synthesis [11]. Ernst-Rüdiger Olderog's attention to semantics is quite prominently featured already in the first column of a paper on his first research results [20]:

To explore the applicability of this idea, we have to formalize what "capturing the true partial correctness formulas" means. [20]

In that paper he investigates completeness of Hoare calculi and limits thereof for programs with procedures [20,19] based on his dissertation [18], refining earlier results of Clarke [7]. It is quite an achievement for a proper treatment of semantics to span such a wide range of topics, each with its own different conceptual and technical challenges.

Most of his Ph.D. students got accustomed to Ernst-Rüdiger Olderog's quest for semantics quite quickly. So quickly that there was ample opportunity to overhear the following question among the first raised during many random hallway

[^0]conversations among students about their most recent (sometimes ingenious but certainly still immature) discovery:
"Was soll denn das heissen???"
which roughly translates to: "But what's that even supposed to mean???"
Of course, Ernst-Rüdiger Olderog himself used an infinitely more polite and modest way of rephrasing this question, albeit in a semantics-preserving way. But by carefully thought-out remarks and polite questions, Ernst-Rüdiger made sure his students ultimately understand that everything else crumbles apart unless the semantics holds it all neatly together. It takes the right semantics to start off a scientific development. If the semantics is inappropriate, the best theorems about it do not help. If the semantics expresses the right aspects, but exposes them in inapt ways, then proofs about the semantics become tedious.

Ernst-Rüdiger Olderog does not just ask whether a semantics is "right". He asks whether it is "exactly right". Does the semantics fit to the intuitive expectations for the domain of discourse? Does it lend itself to extrapolating appropriate verification and reasoning techniques? Does it pass muster under the respective principles of semantics, such as compositionality principles in denotational semantics or progress properties in operational semantics? Does it lead to simple and elegant proofs? A semantics that is exactly right will satisfy all these criteria, which leads to a spectrum of quite finely nuanced semantical choices that the uninitiated might struggle with.

Indeed, Ernst-Rüdiger's focus on getting the semantics right also makes all the sense in the world in another context. Higher-order proof assistants such as Isabelle [17], Coq [16], and Nuprl [1] make it possible to develop rich theories with machine-checked proofs. Since that makes mistakes in proofs impossible (if the prover kernel is implemented correctly), getting the semantics right as reflected in the basic definitions themselves is what probably matters the most.

Ernst-Rüdiger Olderog deserves particular admiration for his dauntless investigation of semantical nuances in ever more demanding challenges. Rather than settling for the (already very challenging) world of concurrent processes [21], he went on to a semantic study of programs [3,2], even concurrent programs, with all their extremely subtle semantic interactions. In shared-variable parallel programs and synchronization in parallel programs, a fine line separates a permissive semantics that allows all kinds of concurrent interactions but makes analysis and predictions impossible from a semantics that makes verification straightforward but is so overly restrictive that it hardly does justice to the intended purposes of concurrent programs. Rather than settling for the challenges of concurrency, however, Ernst-Rüdiger went on to study the semantical challenges of real-time systems [26], and did not shy away from subtle and challenging integrations of real-time reasoning with concurrency and rich data structures [15].

These directions of real-time systems as well as of semantically integrating real-time systems with complex systems aspects were one instrumental part of the AVACS project Automatic Verification and Analysis of Complex Systems [6]. Ernst-Rüdiger Olderog played a major role in AVACS, where he has been serving as the coordinator for the whole Real-Time Systems group $R$ as well as for one
of its 3 subprojects on real-time systems with complex aspects such as rich data [23] ever since its beginning in 2004 until today. AVACS is a Sonderforschungsbereich/Transregio funded by the German Science Foundation (DFG) spanning real-time systems (the $R$ subprojects), hybrid systems (H), and systems of systems verification (S) in a major research initiative of researchers at the University of Oldenburg, the University of Freiburg, the University of Saarbrücken as well as the Max-Planck Institute in Saarbrücken. AVACS involved around 10 subprojects, each with around 5 principle investigators and even more researchers.

While real-time systems have received significant attention by the research community at large, Ernst-Rüdiger Olderog noticed early on that real-time systems are not just important in isolation but that real-time aspects arise in systems with a proper software structure [29,24,30,12,15,25,26,23]. These considerations include transformations from real-time specifications to program specifications [29], decompositions of Duration Calculus formulas into untimed systems communicating by timers [24], and a verification and design approach for real-time software in Programmable Logic Controllers (PLCs) [22], which was held together by a backbone of a semantic link via Duration Calculus between Constraint Diagrams and PLCs, and which had applications in railway signaling systems. This approach has been implemented in the verification tool Moby/PLC [10], which led to Moby/RT [25], a more general verification tool for real-time systems with a similar basis. Ernst-Rüdiger Olderog pursued his interest in combinations of specification techniques further in the development of CSP-OZ-DC [15], an integration of Communicating Sequential Processes with Object-Z and Duration Calculus, which formed an important foundation for the real-time efforts throughout AVACS to understand the interaction of concurrent process behavior, infinite data structures, and continuous real-time dynamics [23].

In addition to serving as scientific director for the real-time efforts in AVACS, Ernst-Rüdiger Olderog also contributed to efforts on the hybrid systems side, especially in verification efforts for traffic agents obeying certain cooperation principles, both in railway systems [8] as well as in car platooning [9]. The basic observation that made an analysis more feasible, was that such traffic applications can often be simplified by partitioning its operations into phases where traffic agents are still far away, then when they come closer and need to negotiate a safe action, as well as when they are correcting their actions to avoid or mitigate safety risks. Of course, the corresponding verification principles are backed up by a detailed semantical analysis how, generically, the components of such a system can interact to justify its correctness. Careful considerations exploiting the abstract structure of traffic also led to a dedicated logic for multilane scenario reasoning in cars by abstracting the motion qualitatively in spatial interval logic $[14,13]$ again, of course, with a dedicated semantics suitable for the application domain.

I cannot say for sure whether Ernst-Rüdiger Olderog found the meaning of life yet, but with all his dedication to giving it all a semantics, I am confident that he is leading a life for meaning. Congratulations, Ernst-Rüdiger Olderog!
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# Warmest Congratulations, Ernst-Rüdiger! 

Willem Paul de Roever<br>Christian-Albrechts-Universität zu Kiel, Ebereschenweg 70, 24161 Altenholz, Germany<br>corinnederoever@gmail.com



Dear Ernst-Rüdiger,
This is the place to express my admiration for the continued high quality and scientific integrity of your scientific work through all these years. Frank de Boer and I, when speaking about you some while ago, came to the conclusion that you are a light beacon for both of us, you are a true Professors' Professor, raising and maintaining the high standard of scientific endeavor within our field, that of Program Verification and Program Semantics within Computer Science. At the same time you have never developed any pretensions, but always remained your amiable, utterly reliable, friendly, modest and respectable self. That is why you have been our beacon throughout our lives not only in scientific respect but also as a respected human being, who maintains these simple values of human life - values which make our lives worthwhile also outside of and beyond our professional activities. Your students speak about you with warmth and respect, and consider themselves fortunate that you have been their mentor! All these qualities make you a truly worthy successor of your friend and Doctor-Vater Hans Langmaack in the very best tradition of German Science. What more can a University Professor aspire to be!

I hope from the bottom of my heart that the coming 5 years until your retirement will be as fruitful as your many previous years have been at the Carl von Ossietzky Universität Oldenburg, and that you will be offered a nice gradual transition from your professional life to what you would like to do once your retirement takes effect. I would have liked to dedicate a scientific contribution to your festschrift, but since I have withdrawn from research, that lays outside my possibilities.

The warmest wishes for a happy life from your friends,

Willem Paul de Roever

## Semantics

# Understanding Probabilistic Programs 

Joost-Pieter Katoen ${ }^{(\boxtimes)}$, Friedrich Gretz, Nils Jansen, Benjamin Lucien Kaminski, and Federico Olmedo<br>RWTH Aachen University, Aachen, Germany<br>\{katoen,friedrich.gretz,nils.jansen, benjamin.kaminski, federico.olmedo\}@cs.rwth-aachen.de


#### Abstract

We present two views of probabilistic programs and their relationship. An operational interpretation as well as a weakest precondition semantics are provided for an elementary probabilistic guarded command language. Our study treats important features such as sampling, conditioning, loop divergence, and non-determinism.


## 1 Introduction

Probabilistic programs are sequential programs with the ability to draw values at random from probability distributions. Probabilistic programs are not new at all. Seminal papers from the mid-eighties consider their formal semantics [16] as well as their formal verification [25]. Variations of probabilistic propositional dynamic logic [5] have been defined to enable reasoning about probabilistic programs. McIver and Morgan [17] generalized Dijkstra's weakest pre-conditions to weakest pre-expectations (wp) so as to formally analyze pGCL - the probabilistic guarded command language. Mechanized wp-reasoning has been realized $[3,13]$.

In the last years the interest in probabilistic programs is rapidly growing [8]. This is mainly due to their wide applicability. Probabilistic programs are used in security to describe cryptographic constructions (such as randomized encryption) and security experiments [1], in machine learning to describe distribution functions that are analyzed using Bayesian inference, and naturally occur in randomized algorithms [18]. Other applications include [6] scientific modeling, information retrieval, bio-informatics, epidemiology, vision, seismic analysis, semantic web, business intelligence, human cognition, and more. The variety of probabilistic programming languages is immense. Almost each programming language, being it imperative, declarative, object-oriented or logical, has a probabilistic counterpart. Probabilistic C [21] extends C with sampling, Church is based on the $\lambda$-calculus, Figaro [22] is fully integrated in the Scala object-oriented language, and CHRiSM is a probabilistic version of Prolog. Probabilistic programs are not just of academic interest; they are highly relevant to industry; DARPA invests 48 million US dollar on probabilistic programming for advanced machine learning because:
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"probabilistic programming is a new programming paradigm for managing uncertain information. By incorporating it into machine learning, we seek to greatly increase the number of people who can successfully build machine learning applications, and make machine learning experts radically more effective".

Microsoft has recently started a large initiative to improve the usability of probabilistic programming. New languages and approaches such as Infer.NET (akin to C\#), R2 [19] and Tabular [7] emerged.

What is special about probabilistic programs? They are typically just a few number of lines, but hard to understand and analyze, let alone algorithmically. For instance, the elementary question of almost-sure termination-for a given input, does a probabilistic program terminate with probability one?-is as hard as [14] the universal halting problem-does an ordinary program halt on all possible inputs? Loop invariants of probabilistic programs typically involve quantitative statements and synthesizing them requires more involved techniques than for ordinary programs [2,15]. Modern probabilistic programming languages do not just support sampling, but also have the ability to condition values of variables in a program through observations. Conditioning blocks all program runs violating its Boolean condition and prevents those runs from happening. Consequently, the likelihood of the remaining runs is normalized. The latter effect makes observations differ from program annotations like probabilistic assertions [24].

Conditioning of variables through observations is less well-understood and raises various semantic difficulties, in particular in the presence of possibly nonterminating loops and non-determinism ${ }^{1}$. Previous works on semantics for probabilistic programs with observations $[12,19]$ do not consider these important features. In fact, many works on probabilistic programs ignore the notion of non-termination and assume that loops always terminate - a property that is unrealistic in practice and highly undecidable to establish. This paper sketches the semantic intricacies, and presents ideas of providing a formal semantics of pGCL treating conditioning in presence of possibly diverging loops and nondeterminism.

Much in the vein of Olderog's view [20] that multiple semantic perspectives are useful for a full understanding of programs and systems, we provide two semantic views and study their relationship. We present an operational semantics in terms of infinite-state parametric Markov decision processes [23] as well as a weakest (liberal) precondition semantics à la McIver and Morgan [17] and Dijkstra [4]. The main result is a transfer theorem that establishes the relationship between the two semantics. A program transformation is described to remove conditioning and its correctness is established. The presentation is kept informal; full technical details can be found in [9-11].

[^1]
## 2 Probabilistic Programs

This section introduces our programming language. Probabilistic programs are presented by means of examples that elucidate the key insights behind them.

Main Features. Roughly speaking, probabilistic programs are ordinary sequential programs with two additional features:
(i) The ability to draw samples from a probability distribution. For simplicity, we consider discrete probability distributions only, and model sampling by means of a probabilistic choice ${ }^{2}$ of the form:

$$
\left\{P_{1}\right\}[p]\left\{P_{2}\right\} .
$$

Here, $P_{1}$ and $P_{2}$ are programs and $p$ is a probability value in $[0,1]$. Intuitively, this construct behaves as $P_{1}$ with probability $p$ and as $P_{2}$ with probability $1-p$.
(ii) The ability to condition the distribution of program states with respect to an observation. This is done using statements of the form:

$$
\text { observe }(G)
$$

where $G$ is a Boolean expression over the program variables. The effect of such an instruction is to block all program executions violating $G$ and rescale the probability of the remaining executions so that they sum up to one. In other words, observe $(G)$ transforms the current distribution $\mu$ over states into the conditional distribution $\left.\mu\right|_{G}$.

To clarify these features consider the two simple sample programs given below:

$$
\begin{array}{ll}
\text { 1: }\{x:=0\}[1 / 2]\{x:=1\} ; & \text { 1: }\{x:=0\}[1 / 2]\{x:=1\} ; \\
\text { 2: }\{y:=0\}[1 / 2]\{y:=-1\} & \text { 2: }\{y:=0\}[1 / 2]\{y:=-1\} ; \\
& \text { 3: observe }(x+y=0)
\end{array}
$$

The left program flips two fair (and independent) coins and assigns different values to variables $x$ and $y$ depending on the result of the coin flips. This program admits four executions and yields the outcome

$$
\operatorname{Pr}[x=0, y=0]=\operatorname{Pr}[x=0, y=-1]=\operatorname{Pr}[x=1, y=0]=\operatorname{Pr}[x=1, y=-1]=\frac{1}{4} .
$$

The program on the right blocks two of these four executions as they violate the observation $x+y$ equals zero in the last line. The probabilities of the remaining two executions are normalized. This leads to the outcome

$$
\operatorname{Pr}[x=0, y=0]=\operatorname{Pr}[x=1, y=-1]=\frac{1}{2} .
$$

[^2]Remarks on Conditioning. The observe statement is related to the well-known assert statement: both statements observe $(G)$ and assert $(G)$ block all runs violating the Boolean condition $G$. The crucial difference, however, is that observe $(G)$ normalizes the probability of the remaining runs while assert $(G)$ does not. This yields a sub-probability distribution of total mass possibly less than one [1].

We also like to point out that an observation may block all program runs. In this case the normalization process is not well-defined and the program admits no feasible run. This is similar to the situation that conditional probabilities are ill-defined when conditioning to an event of probability zero. Section 3 sheds more light on this phenomenon. A possible way out is to only allow conditioning at the end of the program, in particular not inside loops. Whereas this view indeed simplifies matters, modern probabilistic programming languages [7,19,21] do not impose this restriction for good reasons. Instead, they allow the use of observe statements at any place in a program, e.g. in loops. Section 4 presents two program semantics that adequately handle such (infeasible) programs.

Loops. Let us now consider loops. Consider the following two loopy programs:

```
\(i:=0 ;\)
repeat
    \(\{b:=\) heads \(\}[p]\{b:=\) tails \(\} ;\)
    \(i:=i+1\)
until ( \(b=\) heads)
```

```
1: \(i:=0\);
: repeat
3: \(\quad\{b:=\) heads \(\}[p]\{b:=\) tails \(\} ;\)
4: \(\quad i:=i+1\)
5: until ( \(b=\) heads);
6: observe (odd \((i))\)
```

The left program tosses a (possibly biased) coin until it lands heads and tracks the number of necessary trials. It basically simulates a geometric distribution with success probability $p$ and upon program termination we have

$$
\operatorname{Pr}[i=N]=(1-p)^{N-1} p \quad \text { for } N \geq 1
$$

The program on the right is as the left program but models the situation where on termination we observe that the number of trials until the first heads is odd. The set of program executions complying this observation has an overall probability of $\sum_{N \geq 0}(1-p)^{2 N} p=1 /(2-p)$. This follows from considering a geometric series on even indices. Accordingly, the distribution of variable $i$ is now governed by

$$
\begin{array}{ll}
\operatorname{Pr}[i=2 N+1] & =(1-p)^{2 N} p(2-p) \\
\operatorname{Pr}[i=2 N] & =0
\end{array} \quad \text { for } N \geq 0
$$

As a final remark regarding the previous pair of loopy programs, observe that we allow the probability value of probabilistic choices to remain unspecified. This allows us to deal with parametric programs in which the exact values of the probabilities are not known.

Non-determinism. Our programming model also accounts for the possibility of non-determinism. Let $\left\{P_{1}\right\} \square\left\{P_{2}\right\}$ represent the non-deterministic choice between the programs $P_{1}$ and $P_{2}$. Non-deterministic choices are resolved by means of a so-called scheduler (akin: adversary). On the occurrence of the nondeterministic choice $\left\{P_{1}\right\} \square\left\{P_{2}\right\}$ during a program run, a scheduler decides whether to execute $P_{1}$ or $P_{2}$. This choice can in principle depend on the sequence of program states encountered so far in the run. Consider, for instance

$$
\begin{aligned}
& \text { 1: }\{i:=2 j\} \square\{i:=2 j+1\} ; \\
& \text { 2: }\{i:=i+1\}[1 / 3]\{i:=i+2\} .
\end{aligned}
$$

It admits the schedulers $\mathcal{L}$ and $\mathcal{R}$, say. Scheduler $\mathcal{L}$ resolves the non-deterministic choice in favor of the assignment $i:=2 j$, whereas scheduler $\mathcal{R}$ selects the assignment $i:=2 j+1$. Evidently, imposing either the scheduler $\mathcal{L}$ or $\mathcal{R}$ on this program yields a purely probabilistic program.

As in [17], we consider a demonic model to determine the probability of an event in the presence of non-determinism. This amounts to resolving all nondeterministic choices in a way that minimizes the probability of the event at hand. In other words, we assume a scheduler that leads to the event occurring with the least probability. For instance, the probability that $i$ is odd in the above program is computed as follows

$$
\operatorname{Pr}[\operatorname{odd}(i)]=\min \left\{\operatorname{Pr}^{\mathcal{L}}[\operatorname{odd}(i)], \operatorname{Pr}^{\mathcal{R}}[\operatorname{odd}(i)]\right\}=\min \left\{\frac{1}{3}, \frac{2}{3}\right\}=\frac{1}{3}
$$

By a similar reasoning it follows that the probability that $i$ is even is also $1 / 3$. This shows that in the presence of non-determinism the law of total probability, namely $\operatorname{Pr}[A]+\operatorname{Pr}[\neg A]=1$, does not hold.

Observe that our demonic model of non-determinism impacts directly on the termination behavior of programs. This is because in the probabilistic setting, the termination behaviour of a program is given by the probability of establishing true, which-like the probability of any other event-is to be minimized. To clarify this consider the following example. Assume that $P$ is a program which admits a scheduler that leads to a probability of termination zero, while all other schedulers induce a probability of termination that is strictly positive. We will then say that $P$ is non-terminating, or more formally, that it diverges almost surely, since according to our demonic model of non-determinism, the probability of establishing true, i.e., termination, will be zero.

## 3 Semantic Intricacies

In this section, we investigate semantic difficulties that arise in the context of non-deterministic and probabilistic uncertainty in probabilistic programs, in particular in combination with conditioning. We do this by means of examples. Consider as a first example the following two ordinary (i.e. deterministic
and non-probabilistic) programs $P_{\text {div }}$ (left) and $P_{\text {term }}$ (right):

```
: repeat 1: repeat
x:=1
until (x=0)
    x:=0
until (x=0)
```

While the left program never terminates as the variable $x$ is always set to one, the right program performs only one loop iteration. The right program is said to certainly terminate.

Non-deterministic Uncertainty. The first type of uncertainty we take a look at is non-determinism. For that, consider the following program $P_{n d}$ :

```
repeat
    {x:=1}\square{x:=0}
until (x=0)
```

In each loop iteration, the variable $x$ is set non-deterministically either to 1 or to 0 . A natural question is whether this program terminates or not. Obviously, this depends on the resolution of the non-deterministic choice inside the loop body. For the scheduler that chooses the left branch $x:=1$ in each loop iteration, the probability of termination is zero, while for any other scheduler the probability of termination is one. (As $P_{n d}$ contains no probabilistic choice, any event will occur with probability either zero or one). In view of our demonic model of non-determinism, the program presents a certain behavior: non-termination.

Probabilistic Uncertainty. Consider now the following program $P_{p r}$, which is obtained from the previous program $P_{n d}$ by replacing the non-deterministic choice by a random choice:

```
repeat
    \(\{x:=1\}[1 / 3]\{x:=0\}\)
until \((x=0)\)
```

In each loop iteration, the variable $x$ is set to 1 with probability $1 / 3$ and to 0 with probability $2 / 3$. Again we pose the question: does this program terminate? The answer to that requires a differentiated view: there does exist a single nonterminating program run, namely the one in which $x$ is set to 1 in each loop iteration. This infinite run, however, has probability $1 / 3 \cdot 1 / 3 \cdot 1 / 3 \cdots=0$. Thus, the terminating runs have probability $1-0=1$. In this case, the program is said to terminate almost surely. Note that it does not terminate certainly though, as it admits an infinite run.

Combining Non-deterministic and Probabilistic Uncertainty. Let us consider the two notions of uncertainty in a single program $P_{n d+p r}$ :

```
repeat
    \(\{\{x:=1\}[8 / 9]\{x:=0\}\} \square\{\{x:=1\}[1 / 9]\{x:=0\}\}\)
until \((x=0)\)
```

In each loop iteration, the variable $x$ is set to 0 with a certain probability, but this probability is chosen non-deterministically to be $1 / 9$ or $8 / 9$. Again we pose the question: does this program terminate almost-surely? As a matter of fact, the scheduler cannot prevent this program from terminating almost-surely. In fact the two programs

```
: repeat
    \(\{x:=1\}[1 / 9]\{x:=0\}\)
until \((x=0)\)
```

```
repeat
    \(\{x:=1\}[8 / 9]\{x:=0\}\)
until \((x=0)\)
```

are semantically equivalent in both our semantic views [11,17].
Still it seems natural to ask whether choosing $1 / 9$ over $8 / 9$ as the probability of setting $x$ to 0 would not be-so to say-more demonic as this would increase the expected time until termination and therefore the right program converges slower. To the best of our knowledge, however, existing semantics for probabilistic programs with non-determinism do not take this convergence rate into account (and neither do our two semantic views).

Observations. Next, we turn towards the second characteristic feature of probabilistic programs - conditioning - and take a look at termination in this context. Consider the following two programs $P_{d i v}$ (left) and $P_{o b s}$ (right):

```
1: repeat
2: }\quadx:=
3: until (x=0)
```

1: repeat

```
1: repeat
    {x:=1}[1/2]{x:=0};
    {x:=1}[1/2]{x:=0};
    observe (x=1)
    observe (x=1)
until (x = 0)
```

```
until (x = 0)
```

```

As noted earlier, the left program certainly diverges. For the right program, things are not so clear any more: On the one hand, the only non-terminating run is the one in which in every iteration \(x\) is set to 1 . This event of setting \(x\) infinitely often to 1 , however, has probability 0 . So the probability of nontermination would be 0 . On the other hand, the global effect of the observe statement within the loop is to condition on exactly this event, which occurs with probability 0 . Hence, the conditional termination probability is 0 divided by 0 , i.e. undefined.

Remark 1. Notice that while in this sample program it is immediate to see that the event to which we condition has probability 0 , in general it might be highly non-trivial to identify this. Demanding from a "probabilistic programmer" to
condition only to events with non-zero probability would thus be just as (if not even more) far-fetched as requiring an "ordinary programmer" to write only terminating programs. Therefore, a rigorous semantics for probabilistic programs with conditioning has to take the possibility of conditioning to zero-probability events into account: To the program on the right such a semantics should assign a dedicated denotation which represents undefined due to conditioning to a zeroprobability event.

Conditioning in Presence of Uncertainty. Our final example in this section blurs the situation even further by incorporating both notions of uncertainty and conditioning into the single program \(P_{\text {all }}\) :
```

1: repeat
{x:=1}[1/2] {x:=0};
{x:=1}\square{observe (x=1)}
until (x=0)

```

This program first randomly sets \(x\) to 1 or 0 . Then it either sets \(x\) to 1 or conditions to the event that \(x\) was set to 1 in the previous probabilistic choice. The latter choice is made non-deterministically and therefore the semantics of the entire program is certainly not clear: If in line 3 , the scheduler always chooses \(x:=1\), then this results in certain non-termination. If, on the other hand, the scheduler always chooses observe \((x=1)\), then the global effect of the observe statement is a conditioning to this zero-probability event. Which behavior of the scheduler is more demonic? We take the point of view that certain nontermination is a more well-behaved phenomenon than conditioning to a zeroprobability event. Therefore a demonic scheduler should prefer the latter.

\section*{4 Expectation Transformer and Operational Semantics}

This section presents the two semantic views and their relationship. The first perspective is a semantics in terms of weakest pre-expectations, the quantitative analogue of Dijkstra's weakest pre-conditions [4]. The second view is an operational semantics in terms of Markov decision processes (MDPs) [23]. The relationship between the semantics is established by linking weakest preexpectations to (conditional) rewards in the MDPs associated to the programs.

\subsection*{4.1 Weakest Pre-expectation Semantics}

The semantics of Dijkstra's seminal guarded command language [4] has been given in terms of weakest preconditions. It is in fact a predicate transformer semantics, i.e. a total function between two predicates on the state of a program. The predicate transformer \(E=\mathrm{wp}(P, F)\) for program \(P\) and postcondition \(F\) yields the weakest precondition \(E\) on the initial state of \(P\) ensuring that the execution of \(P\) terminates in a final state satisfying \(F\). There is a direct relation
with axiomatic semantics: the Hoare triple \(\langle E\rangle P\langle F\rangle\) holds for total correctness if and only if \(E \Rightarrow \mathrm{wp}(P, F)\). The weakest liberal precondition wlp \((P, F)\) yields the weakest precondition for which \(P\) either does not terminate or establishes \(F\). It does not ensure termination and corresponds to Hoare logic for partial correctness.

Weakest Pre-expectations. Qualitative annotations in predicate calculus are often insufficient for probabilistic programs as they cannot express quantities such as expectations over program variables. To that end, we adopt the approach by McIver and Morgan [17] and consider expectations over program variable valuations. They are the quantitative analogue of predicates and are in fact just random variables (over variable valuations). An expectation transformer is a total function between expectations on the state of a program. Stated colloquially, the expectation transformer \(e=\mathrm{wp}(P, f)\) for \(\mathrm{pGCL}-\operatorname{program} P\) and post-expectation \(f\) over final states yields the least expected "value" \(e\) on \(P\) 's initial state ensuring that \(P\) 's execution terminates with a "value" \(f\). That is to say, \(e(\sigma)=\operatorname{wp}(P, f)(\sigma)\) represents the expected value of \(f\) with respect to the distribution of final states obtained from executing program \(P\) in state \(\sigma\), where \(\sigma\) is a valuation of the program variables. The annotation \(\langle e\rangle P\langle f\rangle\) holds for total correctness if and only if \(e \leq \mathrm{wp}(P, f)\), where \(\leq\) is to be interpreted in a point-wise manner. The weakest liberal pre-expectation wlp \((P, f)\) yields the least expectation for which \(P\) either does not terminate or establishes \(f\). It does not ensure termination and corresponds to partial correctness.

Determining Weakest Pre-expectations. We explain the transformation of expectations by means of an example. Consider the program \(P\) :
\[
\{\{x:=5\} \square\{x:=2\}\}[p]\{x:=2\}
\]

We would like to find the (least) average value of \(x\) produced by this program. This quantity is given by
\[
\operatorname{wp}(P, x)=\operatorname{wp}(\{\{x:=5\} \square\{x:=2\}\}[p]\{x:=2\}, x) .
\]

The expectation of the probabilistic choice is given by the weighted average of the expectations of its sub-programs, thus we obtain
\[
p \cdot \mathrm{wp}(\{x:=5\} \square\{x:=2\}, x)+(1-p) \cdot \mathrm{wp}(x:=2, x) .
\]

As non-determinism is resolved in a demonic manner, it yields the expectation given by the minimum between the expectations of the sub-programs
\[
p \cdot \min \{\mathrm{wp}(x:=5, x), \mathrm{wp}(x:=2, x)\}+(1-p) \cdot \mathrm{wp}(x:=2, x) .
\]

In the last step we apply the assignments and evaluate the expression
\[
p \cdot \min \{5,2\}+(1-p) \cdot 2=p \cdot 2+(1-p) \cdot 2=2 .
\]

For loops, the semantics is as usual defined by a least fixed point; in our case, over the domain of expectations with partial order the point-wise ordering \(\leq\) on expectations.

Conditioning. Let \(\operatorname{wp}(\operatorname{observe}(G), f)=\operatorname{wlp}(\operatorname{observe}(G), f)=[G] \cdot f\), where \([G]\) stands for the characteristic function of the Boolean expression \(G\) over the program variables. For probabilistic programs with observations we define a transformer to determine the conditional expectation \(\operatorname{cwp}(P, f)\). Intuitively, the conditioning takes place on the probability that all observations in the program are successfully passed. The conditional expectation of program \(P\) with respect to post-expectation \(f\) is given as a pair:
\[
\underline{\operatorname{cwp}}(P, f)=(\operatorname{wp}(P, f), \operatorname{wlp}(P, 1)) .
\]

The first component gives the expectation of the random variable \(f\), whereas \(\mathrm{wlp}(P, 1)\) is the probability that no observation has been violated (this includes non-terminating runs). The pair \((\mathrm{wp}(P, f), \mathrm{wlp}(P, 1))\) is to commonly be interpreted as the quotient
\[
\frac{\mathrm{wp}(P, f)}{\mathrm{wlp}(P, 1)}
\]

It is possible though that both \(w p(P, f)\) and \(w \operatorname{lp}(P, 1)\) evaluate to 0 . In that case, the quotient \(\frac{0}{0}\) is undefined due to division by zero. The pair \((0,0)\), however, is well-defined. Let us give an example. Consider the program \(P\) from Section 2:
\[
\begin{aligned}
& \text { 1: }\{x:=0\}[1 / 2]\{x:=1\} ; \\
& \text { 2: }\{y:=0\}[1 / 2]\{y:=-1\} ; \\
& \text { 3: observe }(x+y=0)
\end{aligned}
\]

Assume we want to compute the conditional expected value of expression \(x\) given that observation \(x+y=0\) is passed. This expected value is given by \(\operatorname{cwp}(P, x)\) and its computation is sketched below. During the computation we use \(P_{i-j}\) to denote the fragment of program \(P\) from line \(i\) to line \(j\). For the first component of \(\underline{\operatorname{cwp}}(P, x)\) we have:
\[
\begin{aligned}
& \mathrm{wp}(P, x) \\
= & \operatorname{wp}\left(P_{1-2},[x+y=0] \cdot x\right) \\
= & 1 / 2 \cdot \mathrm{wp}\left(P_{1-1} ; y:=0,[x+y=0] \cdot x\right)+1 / 2 \cdot \mathrm{wp}\left(P_{1-1} ; y:=-1,[x+y=0] \cdot x\right) \\
= & 1 / 2 \cdot \mathrm{wp}\left(P_{1-1},[x=0] \cdot x\right)+1 / 2 \cdot \mathrm{wp}\left(P_{1-1},[x=1] \cdot x\right) \\
= & 1 / 2 \cdot(1 / 2 \cdot 1 \cdot 0+1 / 2 \cdot 0 \cdot 1)+1 / 2 \cdot(1 / 2 \cdot 0 \cdot 0+1 / 2 \cdot 1 \cdot 1) \\
= & 1 / 4
\end{aligned}
\]

For the second component of \(\underline{\operatorname{cwp}}(P, x)\) we derive:
\[
\begin{aligned}
& \operatorname{wlp}(P, 1) \\
= & \operatorname{wlp}\left(P_{1-2},[x+y=0] \cdot 1\right) \\
= & 1 / 2 \cdot \mathrm{w} \operatorname{lp}\left(P_{1-1} ; y:=0,[x+y=0]\right)+1 / 2 \cdot \mathrm{w} \operatorname{lp}\left(P_{1-1} ; y:=-1,[x+y=0]\right) \\
= & 1 / 2 \cdot \mathrm{wlp}\left(P_{1-1},[x=0]\right)+1 / 2 \cdot \mathrm{w} \operatorname{lp}\left(P_{1-1},[x=1]\right) \\
= & 1 / 2 \cdot(1 / 2 \cdot 1+1 / 2 \cdot 0)+1 / 2 \cdot(1 / 2 \cdot 0+1 / 2 \cdot 1) \\
= & 1 / 2
\end{aligned}
\]

Thus the conditional expected value of \(x\) is
\[
\frac{\mathrm{wp}(P, x)}{\mathrm{wlp}(P, 1)}=\frac{1 / 4}{1 / 2}=\frac{1}{2} .
\]

Revisiting the purely probabilistic example programs of Section 3 (i.e. those not containing any non-deterministic choices), with respect to post-expectation \(x+5\) we would obtain the following conditional expectations and according quotients:
\[
\begin{array}{l|l|l}
P_{\text {div }} & (0,1) & \frac{0}{1}=0 \\
P_{\text {term }} & (5,1) & \frac{5}{1}=5 \\
P_{p r} & (5,1) & \frac{5}{1}=5 \\
P_{\text {obs }} & (0,0) & \frac{0}{0}=\text { undefined }
\end{array}
\]

In particular notice that \(P_{d i v}\) and \(P_{o b s}\) diverge due to different reasons and that our semantics discriminates these two programs by assigning different denotations to them.

Remark 2. Note that the example for the weakest pre-expectation semantics for programs with conditioning does not contain non-determinism. This is deliberate as it is impossible to treat non-determinism in a compositional manner [9]. The problem is that determining the conditional expectation in a compositional fashion is not feasible.

\subsection*{4.2 Operational Semantics}

MDPs. Markov decision processes (MDPs [23]) serve as a model for probabilistic systems that involve non-determinism. An MDP is a state-transition system in which the target of a transition is a discrete probability distribution over states. As in state-transition systems, several transitions may emanate from a state. An MDP thus reduces to an ordinary state-transition system in case all transitions are equipped with a Dirac distribution. In the sample MDP in Figure 1 there is a choice in state \(s_{0}\) between distributions (or: transitions) \(\alpha\) and \(\beta\). Choosing \(\alpha\) results in a probabilistic choice of moving either to state \(s_{1}\) or to state \(s_{2}\) with probability \(1 / 2\) in each case. Choosing \(\beta\) results in going to \(s_{3}\) with probability \(9 / 10\) and to \(s_{1}\) with probability \(1 / 10\). Additionally, in state \(s_{1}\) a reward (also referred to as cost) of 10 is earned; all other states have reward zero, which is omitted from the figure. The expected reward of reaching \(s_{1}\) from state \(s_{0}\) equals the reward that on average will be earned with respect to the overall probability of reaching state \(s_{1}\).

These MDPs serve as an operational model for our probabilistic programs. The MDP states are tuples of the form \(\langle P, \sigma\rangle\) where \(P\) denotes the remaining program to be executed (or equals \(\langle\sin \kappa\rangle\) if the program successfully terminated), and \(\sigma\) is the current valuation of the program variables. Executing a program statement is mimicked by a state change in the MDP. By equipping the MDP states with rewards it is possible to express the expected outcome of a program


Fig. 1. Sample MDP with four states and a non-deterministic choice between \(\alpha\) and \(\beta\)
variable as an expected reward on the MDP. This will become more explicit when discussing the relationship to the weakest pre-expectation semantics at the end of this section. Note that the resulting MDP of a probabilistic program is in general countably infinite (as the variable domains can be infinitely large) and parametric (as probabilistic choices can be parametric).

The Structure of MDPs for Probabilistic Programs. Let us examine the different kinds of runs a program can have. First, we have terminating runs where-in presence of conditioning - one has to distinguish between runs that satisfy the condition and those that do not. In addition, a program may have diverging runs, i.e. runs that do not terminate. Schematically, the MDP of a probabilistic program has the following structure:


For terminating runs of the program, we use a dedicated \(\langle\sin \kappa\rangle\) state where all terminating runs will end. All diverging runs never reach \(\langle\operatorname{sink}\rangle\). A program terminates either successfully, i.e. a run passes a \(\checkmark\)-labeled state, or terminates due to violating an observation, i.e. a run passes \(\langle\imath\rangle\). Squiggly arrows indicate reachability via possibly multiple paths and states; the clouds indicate that there might be several or even infinitely many states of the particular kind. The \(\checkmark-\) labeled states are the only ones where one is allowed to assign positive reward as this corresponds to a desired outcome of the program when subsequently terminating. Note that the sets of paths that eventually reach \(\langle\rangle\), eventually reach \(\checkmark\), or diverge, are pairwise disjoint.

As an example, consider the following program:
\[
\begin{aligned}
& \{\{x:=5\} \square\{x:=2\}\}[q]\{x:=2\} ; \\
& \text { observe }(x>3)
\end{aligned}
\]

With parametrized probability \(q\), a non-deterministic choice either assigns \(x\) with 2 or 5 . With probability \(1-q, x\) is directly assigned 2 , so in this program branch no non-deterministic choice occurs. The event that \(x\) exceeds 3 is observed. For the sake of readability, let: \(P_{1}=\{x:=5\} \square\{x:=2\}, P_{2}=x:=2\), \(P_{3}=\) observe \((x>3)\), and \(P_{4}=x:=5\). Figure 2 shows the resulting MDP, where \(\sigma_{I}\) denotes some initial variable valuation for \(x\). Let \(\sigma_{I}[x / y]\) denote the variable valuation that is obtained from \(\sigma_{I}\) by replacing \(x\) by \(y\). Starting in


Fig. 2. Reward MDP for the example program
the initial state \(\left\langle P, \sigma_{I}\right\rangle\), the probabilistic choice takes place. With probability \(q\), the next state is \(\left\langle P_{1} ; P_{3}, \sigma_{I}\right\rangle\) while with probability \(1-q\), the next state is \(\left\langle P_{2} ; P_{3}, \sigma_{I}\right\rangle\). The non-deterministic choice in state \(\left\langle P_{1} ; P_{3}, \sigma_{I}\right\rangle\) is indicated by left and right. Note that non-deterministic choices yield a choice in the MDP between Dirac distributions.

Conditional Expected Rewards. The operational semantics of a probabilistic program \(P\), a program state \(\sigma\) and an expectation (i.e. random variable) \(f\) is the reward MDP \(\mathfrak{R}_{\sigma}^{f} \llbracket P \rrbracket\) constructed as described in the paragraph above. Note that in the context of MDPs, the random variable \(f\) can also be seen as a reward function which adds a positive real-valued reward to certain states of the MDP. In our previous example, the only state with positive reward (5) is \(s^{\prime}:=\left\langle\downarrow, \sigma_{I}[x / 5]\right\rangle\); all other states have reward zero. In absence of conditioning, we are interested in the expected reward to reach a \(\langle\sin \kappa\rangle\)-state from the MDP's initial state \(\sigma_{I}\) :
\[
\operatorname{er}(P, f)\left(\sigma_{I}\right)=\operatorname{ExpRew}^{\Re{ }^{\mathfrak{R}} \sigma_{I}} \mathbb{I} P \rrbracket(\diamond \sin K)
\]

The right-hand side denotes the sum over all (countably many) paths in the reward MDP \(\mathfrak{R}_{\sigma_{I}}^{f} \llbracket P \rrbracket\) where for each path its likelihood is weighed with its
reward. The reward of a path is simply the sum of the rewards of the states it contains.

In the presence of conditioning (i.e. for programs having observestatements), we consider the conditional expected reward to reach a \(\langle\sin k\rangle\)-state without intermediately passing the \(\langle\not\rangle\rangle\)-states:
\[
\operatorname{cer}(P, f)\left(\sigma_{I}\right)=\frac{\operatorname{ExpRew}^{\Re_{\sigma_{I}}^{f} \llbracket P \rrbracket}(\diamond \sin k \cap \neg \diamond \swarrow)}{\operatorname{Pr}(\neg \diamond \text { 亿 })}
\]

Let us illustrate these two notions by our example reward MDP in Figure 2. Consider a scheduler choosing action left in the state \(\left\langle P_{1} ; P_{3}, \sigma_{I}\right\rangle\). Then, the only path accumulating positive reward is the path \(\pi\) going from \(\left\langle P, \sigma_{I}\right\rangle\) via \(s^{\prime}\) to \(\langle\operatorname{sink}\rangle\); it has reward 5 and occurs with probability \(q\). This gives an expected reward
\[
\operatorname{er}(P, f)\left(\sigma_{I}\right)=5 \cdot q
\]

The overall probability of not reaching \(\langle\rangle\) is \(q\). The conditional expected reward of eventually reaching \(\langle\operatorname{sink}\rangle\) given that \(\langle\rangle\) is not reached is hence
\[
\operatorname{cer}(P, f)\left(\sigma_{I}\right)=\frac{5 \cdot q}{q}=5
\]

Consider now the scheduler choosing right at state \(\left\langle P_{1} ; P_{3}, \sigma_{I}\right\rangle\). In this case, there is no path with positive accumulated reward, yielding an expected reward of 0 . The probability of not reaching \(\langle\rangle\) is also 0 . The conditional expected reward in this case is undefined ( \(\%\) ). Thus, the right branch is preferred over the left branch by a demonic scheduler, as discussed in Section 3.

\subsection*{4.3 Relating the Two Semantic Views}

A key insight is that the operational program semantics in terms of MDPs and the semantics in terms of expectation transformers, as explained in the previous section, correspond in the following sense:

Theorem 1 (Transfer theorem [11]). For a probabilistic program \(P\) without observations, a random variable \(f\), and some initial state \(\sigma_{I}\) :
\[
\mathrm{wp}(P, f)\left(\sigma_{I}\right)=\operatorname{er}(P, f)\left(\sigma_{I}\right)
\]

Stated in words, this result asserts that the weakest-pre-expectation of program \(P\) in initial state \(\sigma_{I}\) wrt. post-expectation \(f\) coincides with the expected reward in the MDP of \(P\) where reward \(f\) is assigned to successfully terminating states. For probabilistic programs with observations but without non-determinism we can establish a correspondence between the conditional expected reward on the MDP of a program and its conditional pre-expectation:

Theorem 2 (Transfer theorem for conditional expectations [9]). For a purely probabilistic program \(P\) (with observations), a random variable \(f\), and some initial state \(\sigma_{I}\), let \(\underline{\operatorname{cwp}}(P, f)=(g, h)\). Then
\[
\frac{g\left(\sigma_{I}\right)}{h\left(\sigma_{I}\right)} \simeq \operatorname{cer}(P, f)\left(\sigma_{I}\right)
\]
where \(x \simeq y\) holds iff either \(x=y\) or both sides of the equation are undefined.
For weakest liberal pre-expectations, we obtain a similar pair of theorems, where the notions of (conditional) liberal expected reward also takes the mere probability of not reaching the target states into account. For further details, the reader is referred to [9-11].

\section*{5 Program Transformations}

In this section, we use the semantics to show the correctness of a program transformation aimed at removing observations from programs. The program transformation basically allows removing observations from programs through the introduction of a global loop. It is motivated by a well-known technique to simulate a uniform distribution in some interval \([a, b]\) using fair coins [26, Th. 9.2]. The technique is illustrated by a program simulating a six-sided die:
```

1: repeat
2: {\mp@subsup{a}{0}{}:=0}[1/2]{\mp@subsup{a}{0}{}:=1};
3: {a, {
4: {a,
5: i}:=4\mp@subsup{a}{0}{}+2\mp@subsup{a}{1}{}+\mp@subsup{a}{0}{}+
6: until (1\leqi\leq6)

```

The body of the loop simulates a uniform distribution over the interval \([1,8]\), which is repeatedly sampled (in variable \(i\) ) until its outcome lies in \([1,6]\). The effect of the repeated sampling is precisely to condition the distribution of \(i\) to \(1 \leq i \leq 6\). As a result, \(\operatorname{Pr}[i=N]=\frac{1}{6}\) for all \(N=1, \ldots, 6\).

Our program transformation follows the same idea. Given a program \(P\) with observations, we repeatedly sample executions from \(P\) until the sampled execution satisfies all observations in \(P\). To implement this, we have to take into account three issues. First, we introduce a flag that signals whether all observations along a program execution were satisfied or not. Let variable flag be initially true and replace every observation observe \((G)\) in the original program by the assignment flag \(:=\) flag \(\wedge G\). In this way, the variable flag is true until an observation is violated. Secondly, since a program execution is no longer blocked on violating an observation, we need to modify the program to avoid any possible divergence after an observation has been violated. This is achieved by adapting the loop guards. For instance loop while \((G)\{P\}\) is transformed
into while \((G \wedge\) flag \()\{P\}\), whereas loop repeat \(\{P\}\) until \((G)\) is changed into repeat \(\{P\}\) until \((G \vee \neg\) flag \()\). Finally, observe that we need to keep a permanent copy of the initial program state since every time we sample an execution, the program must start from its original initial state. In general, the transformed program will have the following shape:
```

1: }\mp@subsup{s}{1}{},···,\mp@subsup{s}{n}{}:=\mp@subsup{x}{1}{},···,\mp@subsup{x}{n}{}
repeat
flag := true;
x},···,\mp@subsup{x}{n}{}:=\mp@subsup{s}{1}{},···,\mp@subsup{s}{n}{}
modified version of original program;
6: until (flag)

```

Here \(x_{1}, \ldots, x_{n}\) denote the set of variables that occur in the original program and \(s_{1}, \ldots, s_{n}\) are auxiliary variables used to store the initial program state; note that if the original program is closed (i.e. independent of its input), Lines 1 and 4 can be omitted. Line 5 includes the modified version of the original program which accounts for the replacement of observations by flag updates and, possibly, the adaptation of loop guards.

We illustrate the program transformation on the left program below:
\[
\begin{array}{ll}
\text { 1: }\{x:=0\}[1 / 2]\{x:=1\} ; & \text { 1: repeat } \\
\text { 2: }\{y:=0\}[1 / 2]\{y:=-1\} ; & \text { 2: } \quad \text { flag }:=\text { true; } \\
\text { 3: observe }(x+y=0) & \text { 3: }\{x:=0\}[1 / 2]\{x:=1\} ; \\
& \text { 4: }\{y:=0\}[1 / 2]\{y:=1\} ; \\
& \text { 5: flag }:=\text { flag } \wedge(x+y=0) \\
& \text { 6: until }(\text { flag })
\end{array}
\]

The transformed-observe-free - program is given on the right. Using the operational semantics from Section 4 we establish that the transformation is semantic-preserving:

Theorem 3 (Correctness of the program transformation). Let \(P\) be \(a\) probabilistic program and let \(P^{\prime}\) be the result of applying the above transformation to program \(P\). Then for initial state \(\sigma_{I}\) and reward function \(f\),
\[
\operatorname{cer}(P, f)\left(\sigma_{I}\right)=\operatorname{er}\left(P^{\prime}, f\right)\left(\sigma_{I}\right)
\]

In some circumstances it is possible to apply a dual program transformation that replaces program loops with observations. This is applicable when there is no data flow between loop iterations and the samplings across iterations are thus independent and identically distributed. This is the case, e.g. for the earlier program that simulates a six-sided dice. One can show that this program is
semantically equivalent to the program
\[
\begin{aligned}
& \text { 1: }\left\{a_{0}:=0\right\}[1 / 2]\left\{a_{0}:=1\right\} ; \\
& \text { 2: }\left\{a_{1}:=0\right\}[1 / 2]\left\{a_{1}:=1\right\} ; \\
& \text { 3: }\left\{a_{2}:=0\right\}[1 / 2]\left\{a_{2}:=1\right\} ; \\
& \text { 4: } i:=4 a_{0}+2 a_{1}+a_{0}+1 ; \\
& \text { 5: observe }(1 \leq i \leq 6)
\end{aligned}
\]

\section*{6 Conclusion}

We have presented two views on the semantics of probabilistic programs and showed their relationship for purely probabilistic programs. Whereas the operational semantics can cope with all features-loops, conditioning, nontermination, and non-determinism - the weakest pre-expectation approach cannot be directly applied to handle non-determinism in this setting. We believe that formal semantics, verification, and program analysis has much to offer to improve modern probabilistic programming, and consider this as an interesting and challenging avenue for further research.
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\begin{abstract}
In 1988, Olderog and Apt developed a fair scheduler for a system with finitely many processes based on the concept of explicit scheduling. In 2010, Hoenicke, Olderog, and Podelski extended the fair scheduler from static to dynamic control. In systems with dynamic control, processes can be created dynamically. Thus, the overall number of processes can be infinite, but the number of created processes is finite at each step of an execution of the system. In this paper we extend the fair scheduler to infinitary control. In systems with infinitary control, the number of created processes can be infinite. The fair scheduler for infinitary control is perhaps interesting for its apparent unfairness: instead of treating all processes equal, the scheduler discriminates each process against finitely many other processes. However, it also privileges each process against infinitely many other processes (in fact, all but finitely many).
\end{abstract}

\section*{1 Introduction}

When Ernst-Rüdiger Olderog was even younger than today, a Dutch/German colleague offered him a generous advice: "Do not work on fairness. I have solved it all!" Whether it was in immediate response or not, Olderog and Apt developed an alternative approach to fairness, called explicit fair scheduling [6]. In fact, research on fairness has never stopped. Olderog and Podelski [7] investigated explicit fair scheduling in a setting of infinitary control. In this setting, a system is composed of infinitely many parallel processes. The motivation of this setting was to accommodate the setting where processes can be created dynamically. In this setting of dynamic control, the overall number of processes can be infinite but the number of created processes is finite at each step of an execution of the system. This contrasts with the setting of static control in [6] where the number of processes is arbitrary but fixed. The concept of explicit scheduling is fundamental. It applies not only to the setting of static control but also to the settings of dynamic control and even infinitary control. This motivates the question whether the fair schedulers of [6] can be extended to fair schedulers for dynamic and infinitary control. This paper settles the last remaining case of strong fairness for infinitary control.

As shown in [7], the scheduler for weak fairness from [6] extends without change to the setting of dynamic control (but not to infinitary control). The scheduler for strong fairness from [6] is not sufficient for dynamic control (and
neither for the general setting of infinitary control). Hoenicke, Olderog, and Podelski [5] developed a scheduler for strong fairness for dynamic control. They also showed that this scheduler is not sufficient for infinitary control. This opened the question whether a scheduler exists for the last case of strong fairness for infinitary control.

The contribution of this paper is to close the final gap and present a scheduler for strong fairness and infinitary control. The fair scheduler for infinitary control is perhaps interesting for its apparent unfairness: instead of treating all processes equal, the scheduler discriminates each process against finitely many other processes. However, it also privileges each process against infinitely many other processes (in fact, all but finitely many). We note that the scheduler applies also to the less general settings of dynamic and even static control. The moral of the story is that fairness can be obtained by giving up égalité. From the perspective of a single process, it is irrelevant that the process has less priority than others. It only matters that it has a higher priority than all but finitely many other processes.

Summary of Results. We summarize the results of this paper and compare them with those of [5] and [6] in Table 1. Theorems 1 and 2 are established in the setting of infinitary control, where a possibly infinite number of processes is allowed. The setting of dynamic control is a special case of infinitary control where the number of processes in every step is finite but unbounded. The setting of static control is a special case of dynamic control where the number of processes is finite and the same for every step. So results for infinitary control carry over to the setting of dynamic control and results for dynamic control carry over to the setting of static control. We omit the reference if the result carries over.

Table 1. Schedulers for strong fairness and the extend of their validity to different settings. \(\mathbb{S}_{2015}\) (defined in this paper), \(\mathbb{S}_{2010}\) [5], and \(\mathbb{S}_{1988}\) [6] are the schedulers for strong fairness for infinitary, dynamic, and static control, respectively. Static control is the setting of an arbitrary, but fixed number of processes. Dynamic control is the setting where processes can be created dynamically and the number of processes is finite but unbounded (even in a single execution). Infinitary control refers to the theoretically motivated setting where we have infinitely many processes at the same moment.
\begin{tabular}{|c|c|c|c|}
\hline & static control & dynamic control & infinitary control \\
\hline \(\mathbb{S}_{2015}\) is sound & yes & yes & yes (Theorem 1) \\
is universal & yes & yes & yes (Theorem 2) \\
\hline \(\mathbb{S}_{2010}\) is sound & yes & yes \([5]\) & no \([5]\) \\
is universal & yes & yes & yes [5] \\
\hline \(\mathbb{S}_{1988}\) is sound & yes \([6]\) & no \([5]\) & no \\
is universal & yes & yes & yes \([5]\) \\
\hline
\end{tabular}

Roadmap. Presently you are still reading the introduction. In Section 2 we introduce the concepts on which we build in this paper. We generalize Dijkstra's
guarded command programs to infinitary guarded command programs, i.e., with infinitely many branches in the do loops. These programs formalize the setting of infinitary control where infinitely many processes can be active at the same moment. In dynamic control only finitely many processes can be active at each moment. We then reformulate the classical notion of (strong) fairness for infinitary guarded command programs. Next, we present the notion of explicit scheduling and the specific schedulers for strong fairness from [6] and [5]. In Section 3 we present a new scheduler \(\mathbb{S}_{2015}\) that is valid for infinitary control. We prove its correctness and its universality. Section 4 concludes this paper.

\section*{2 Basic Concepts}

Though the motivation for considering fairness stems from concurrency, it is easier and more elegant to study it in terms of structured nondeterministic programs such as Dijkstra's guarded commands [4]. We follow this approach in this paper. In this section, we carry the classical definitions of fairness from Dijkstra's guarded command language over to an infinitary guarded command language, i.e., with infinitely many branches in do loops. It is perhaps a surprise that the definitions carry over directly. We then immediately have the definitions of fairness of programs with dynamically created processes because we will define those formally as a subclass of infinitary guarded command programs.

\subsection*{2.1 Infinite Control}

We introduce programs with infinitary control by extending Dijkstra's language of guarded command programs [3] with do loops that have infinitely many branches. Syntactically, these do loops are statements of the form
\[
\begin{equation*}
S \equiv \mathbf{d o} \rrbracket_{i=0}^{\infty} B_{i} \rightarrow S_{i} \text { od } \tag{1}
\end{equation*}
\]
where for each \(i \in \mathbb{N}\) the component \(B_{i} \rightarrow S_{i}\) consists of a Boolean expression \(B_{i}\), its guard, and the statement \(S_{i}\), its command. Therefore a component \(B_{i} \rightarrow S_{i}\) is called a guarded command and \(S\) is called an infinitary guarded command.

We define the class of programs with dynamic control as a subclass of programs with infinitary control. At each moment each of the infinitely many processes "exists" (whether it has been created or not). Each process is modeled by a branch in the infinitary do loop. However, at each moment, only finitely many processes have been created (or activated or allocated). All others are dormant.

Processes are referred to by natural numbers. The process (with number) \(i\) is represented by the guarded command \(B_{i} \rightarrow S_{i}\). To model process creation we use a Boolean expression \(c r_{i}\) for each process \(i\) such that this process is considered as being created if \(c r_{i}\) evaluates to true. All other processes are treated as not being created yet. It is an important assumption that a created process can disappear but not reappear, i.e., once the value of the expression \(c r_{i}\) has changed from true to false it cannot go back to true.

We define a structural operational semantics in the sense of Plotkin [8] for infinitary guarded commands. As usual, it is defined in terms of transitions between configurations. A configuration \(K\) is a pair \(\langle S, \sigma\rangle\) consisting of a statement \(S\) that is to be executed and a state \(\sigma\) that assigns a value to each program variable. A transition is written as a step \(K \rightarrow K^{\prime}\) between configurations. To express termination we use the empty statement \(E\) : a configuration \(\langle E, \sigma\rangle\) denotes termination in the state \(\sigma\). For a Boolean expression \(B\) we write \(\sigma \models B\) if \(B\) evaluates to true in the state \(\sigma\). Process \(i\) is created in a state \(\sigma\) if \(\sigma \models c r_{i}\) and it is enabled in state \(\sigma\) if it is created and its guard \(B_{i}\) evaluates to true, formally, \(\sigma \models c r_{i} \wedge B_{i}\).

For the infinitary do loop \(S\) as in (1) we have two cases of transitions:
1. \(\left\langle S, \sigma>\rightarrow<S_{i} ; S, \sigma>\quad\right.\) if \(\sigma \models c r_{i} \wedge B_{i}\) for each \(i \in \mathbb{N}\),
2. \(\left\langle S, \sigma>\rightarrow<E, \sigma>\quad\right.\) if \(\sigma \models \bigwedge_{i=1}^{\infty} \neg\left(c r_{i} \wedge B_{i}\right)\).

Case 1 states that each enabled component \(B_{i} \rightarrow S_{i}\) of \(S\), i.e., with both the expression \(c r_{i}\) and the guard \(B_{i}\) evaluating to true in the current state \(\sigma\), can be entered. If more than one component of \(S\) is enabled, one of them will be chosen nondeterministically. The successor configuration \(\left\langle S_{i} ; S, \sigma\right\rangle\) formalizes the repetition of the do loop: once the command \(S_{i}\) is executed the whole loop \(S\) has to be executed again. Formally, the transitions of the configuration \(\left\langle S_{i} ; S, \sigma\right\rangle\) are determined by the transition rules for the other statements of the guarded command language. For further details see, e.g., [1]. Case 2 states that the do loop terminates if none of the components is enabled any more, i.e, if all expressions \(c r_{i} \wedge B_{i}\) evaluate to false in the state \(\sigma\).

In this paper we investigate programs with only one infinitary do loop \(S\) of the form (1). This simplifies its definition of fairness and is sufficient for modeling dynamic control. An execution of \(S\) starting in a state \(\sigma_{0}\) is a sequence of transitions
\[
\begin{equation*}
K_{0} \rightarrow K_{1} \rightarrow K_{2} \rightarrow \ldots \tag{2}
\end{equation*}
\]
with \(K_{0}=<S, \sigma_{0}>\) as the initial configuration, which is either infinite or maximally finite, i.e., the sequence cannot be extended further by some transition.

Consider a program \(S\) of the form (1). Then for \(S\) having infinitary control there is no further requirement on the set of created processes. A program \(S\) has dynamic control if for every execution (2) of \(S\) the set of created processes is finite in every state of a configuration in (2).

A program \(S\) has bounded control if for every execution (2) there exists some \(n \in \mathbb{N}\) such that the number of created processes is bounded by \(n\) in every state of a configuration in (2). A program \(S\) has static control if there is a fixed finite set \(F\) of processes such that for every execution (2) the set of created processes is contained in \(F\) in every state of a configuration in (2).

Note that we have the following hierarchy: programs with static control are a special case of programs with bounded control, which are a special case of programs with dynamic control, which in turn are a special case of programs with infinitary control.

\subsection*{2.2 Fairness}

In this paper we extend the definition of fairness \({ }^{1}\) of [6] from programs with static control to programs with process creation and infinitary control. Since fairness can be expressed in terms of created, enabled, and selected processes only, we abstract from all other details in executions and define it on runs.

We now pick an execution as in (2) and define the corresponding run. A transition \(K_{j} \rightarrow K_{j+1}\) with \(j \in \mathbb{N}\) is a select transition if it consists of the selection of an enabled process of \(S\), formally, if \(K_{j}=\left\langle S, \sigma>\right.\) and \(K_{j+1}=\) \(<S_{i} ; S, \sigma>\) with \(\sigma \models c r_{i} \wedge B_{i}\) for some \(i \in \mathbb{N}\), so process \(i\) has been selected for execution in this transition. We define the selection of the transition \(K_{j} \rightarrow K_{j+1}\) as the triple \(\left(C_{j}, E_{j}, i_{j}\right)\), where \(C_{j}\) is the set of all created processes, i.e.,
\[
C_{j}=\left\{i \in \mathbb{N} \mid \sigma \models c r_{i}\right\},
\]
and \(E_{j}\) is the subset of all enabled processes, i.e.,
\[
E_{j}=\left\{i \in C_{j} \mid \sigma \models B_{i}\right\}
\]
and \(i_{j}\) is the (index of the) selected process, i.e., \(i_{j}=i\). Obviously, the selected command is among the enabled components. A run of the execution (2) is the sequence of all its selections, formally, the sequence
\[
\left(C_{j_{0}}, E_{j_{0}}, i_{j_{0}}\right)\left(C_{j_{1}}, E_{j_{1}}, i_{j_{1}}\right) \ldots
\]
such that \(C_{j_{0}} C_{j_{1}} \ldots\) is the subsequence of configurations with outgoing select transitions. Computations that do not pass through any select transition yield the empty run. A run of a program \(S\) is the run of one of its executions.

A run
\[
\begin{equation*}
\left(C_{0}, E_{0}, i_{0}\right)\left(C_{1}, E_{1}, i_{1}\right)\left(C_{2}, E_{2}, i_{2}\right) \ldots \tag{3}
\end{equation*}
\]
is called fair if it satisfies the condition
\[
\forall i \in \mathbb{N}:\left({ }_{\exists}^{\infty} j \in \mathbb{N}: i \in E_{j} \rightarrow \stackrel{\infty}{\exists} j \in \mathbb{N}: i=i_{j}\right)
\]
where the quantifier \(\stackrel{\infty}{\exists}\) denotes "there exist infinitely many". By our assumption (see Subsection 2.1), the fact that the process \(i\) is infinitely often enabled, formally \(\nexists j \in \mathbb{N}: i \in E_{j}\), implies by \(E_{j} \subseteq C_{j}\) that process \(i\) is created at some moment and stays created forever, formally \(\exists j_{0} \in \mathbb{N} \forall j \geq j_{0}: i \in C_{j}\).

In a fair run, every process \(i\) which is enabled infinitely often, is selected infinitely often. Note that every finite run is trivially fair. An execution of a program \(S\) of the form (1) is fair if its run is fair. Thus for fairness only select transitions are relevant; transitions inside the commands \(S_{i}\) of \(S\) do not matter. Again, every finite execution is trivially fair. Thus we concentrate on infinite executions throughout this paper.

\footnotetext{
\({ }^{1}\) In the literature, this notion of fairness is qualified as strong fairness (or compassion). For brevity, we simply refer to this notion without the qualifier in this paper.
}

Although we are not interested in the case where infinitely many processes can be enabled at the same time (continuously or infinitely often) and although this case is perhaps not practically relevant, the definition of fairness still makes sense, i.e., there exist fair executions in this case.

\subsection*{2.3 Explicit Scheduling}

We extend the definition of a scheduler from [6] to the setting of infinitary control. In a given state \(\sigma\) the scheduler inputs a set \(C\) of created processes and a subset \(E \subseteq C\) of enabled processes. It outputs some process \(i \in E\) and transitions to a new state \(\sigma^{\prime}\). We require that the scheduler is totally defined, i.e., for every scheduler state and every input set \(E\) the scheduler will produce an output \(i \in E\) and update its scheduler state. Thus a scheduler can never block the execution of a program but only influence its direction. Summarizing, we arrive at the following definition.

Definition 1 ([6]). \(A\) scheduler is a triple \(\mathbb{S}=\left(\Sigma, \Sigma_{0}, \delta\right)\), where
- \(\Sigma\) is a set of states with typical element \(\sigma\),
\(-\Sigma_{0} \subseteq \Sigma\) is the set of initial states, and
- \(\delta\) is a transition relation of the form
\[
\delta \subseteq \Sigma \times 2^{\mathbb{N}} \times 2^{\mathbb{N}} \times \mathbb{N} \times \Sigma
\]
which is total in the following sense:
\[
\forall \sigma \in \Sigma \forall C \in 2^{\mathbb{N}} \forall E \in 2^{C} \backslash\{\emptyset\} \exists i \in E \exists \sigma^{\prime} \in \Sigma:\left(\sigma, C, E, i, \sigma^{\prime}\right) \in \delta
\]

Thus for every state \(\sigma\), every set \(C\) of created processes, and every nonempty subset \(E \subseteq C\) of enabled processes there exists a process \(i \in E\) and the updated state \(\sigma^{\prime}\) such that the tuple \(\left(\sigma, C, E, i, \sigma^{\prime}\right)\) satisfies the transition relation \(\delta\).
\(A\) run \(\left(C_{0}, E_{0}, i_{0}\right)\left(C_{1}, E_{1}, i_{1}\right)\left(C_{2}, E_{2}, i_{2}\right) \ldots\) is produced by a scheduler \(\mathbb{S}\) if there exists an infinite sequence \(\sigma_{0} \sigma_{1} \sigma_{2} \ldots \in \Sigma^{\omega}\) with \(\sigma_{0} \in \Sigma_{0}\) such that
\[
\left(\sigma_{j}, C_{j}, E_{j}, i_{j}, \sigma_{j+1}\right) \in \delta
\]
holds for all \(j \in \mathbb{N}\). A scheduler \(\mathbb{S}\) is sound if every run that is produced by \(\mathbb{S}\) is fair. A scheduler \(\mathbb{S}\) is universal if every fair run is produced by \(\mathbb{S}\). A scheduler \(\mathbb{S}\) is valid if it is both sound and universal.

\subsection*{2.4 The Schedulers \(\mathbb{S}_{1988}\) and \(\mathbb{S}_{2010}\)}

The schedulers \(\mathbb{S}_{1988}\) and \(\mathbb{S}_{2010}\) given in [5,6] use auxiliary integer-valued variables (so called scheduling variables), one for each process, to keep track of the relative urgency of each process (relative to the other processes). Making it more urgent is implemented by decrementing its scheduling value. Thus, scheduling
values can become negative. The crucial step is the non-deterministic update to a nonnegative integer each time after the process has been selected. Then, the process is not necessarily less urgent than all other processes. However, it is definitely less urgent than those that already have a negative scheduling value.

In [5] a scheduler for fairness of programs with dynamic control was proposed. With each process \(i\) it associates a scheduling variable \(z[i]\) representing a priority assigned to that process. A process \(i\) has a higher priority than a process \(j\) if \(z[i]<z[j]\) holds.

Definition 2 ([6],[5]). The schedulers \(\mathbb{S}_{1988}\) and \(\mathbb{S}_{2010}\) are defined as the scheduler \(\left(\Sigma, \Sigma_{0}, \delta\right)\) where
- The states \(\sigma \in \Sigma\) are given by the values of an infinitary array \(z\) of type \(\mathbb{N} \rightarrow \mathbb{Z}\), i.e., \(z[i]\) is a positive or negative integer for each \(i \in \mathbb{N}\).
- The initial states in \(\Sigma_{0}\) are those where each scheduler variable \(z[i]\) has some nonnegative integer value.
- The relation \(\left(\sigma, C, E, i, \sigma^{\prime}\right) \in \delta\) holds for states \(\sigma, \sigma^{\prime} \in \Sigma\), a set \(C\) of created processes, a set \(E \subseteq C\) of enabled processes, and a process \(i \in E\) if the value of \(z[i]\) is minimal in \(\sigma\), i.e., if
\[
z[i]=\min \{z[k] \mid k \in E\}
\]
holds in \(\sigma\), and \(\sigma^{\prime}\) is obtained from \(\sigma\) by executing the statement UPDATE \({ }_{i}\) for \(\mathbb{S}_{1988}\) resp. \(S\)-UPDATE \(i\) for \(\mathbb{S}_{2010}\) where
\[
\begin{array}{rl}
\text { UPDATE }_{i} \equiv & z[i]:=? ; \\
& \text { for all } j \in E \backslash\{i\} \text { do } z[j]:=z[j]-1 \text { od. } \\
S-U P D A T E & z[i]:=? ; \\
& \text { for all } j \in C \backslash\{i\} \text { do } z[j]:=z[j]-1 \text { od. } .
\end{array}
\]

Note that the transition relation \(\delta\) is total as required by Definition 1. The update of the scheduling variables guarantees that the priorities of all created but not selected processes \(j\) (resp. of all created processes for \(S\)-UPDATE) are increased. The priority of the selected process \(i\), however, is reset to an arbitrary nonnegative number. The idea is that by gradually increasing the priority of processes that are not taken, their activation cannot be refused forever.

We next present the two main results of [5].
- The scheduler \(\mathbb{S}_{2010}\) is valid for dynamic control.
- The scheduler \(\mathbb{S}_{2010}\) is not valid for infinitary control.

We give the proof from [5] which shows that \(\mathbb{S}_{2010}\) is not sound for programs with infinitary control. Table 2 shows the initial segment of a run produced by \(\mathbb{S}_{2010}\) where every process is treated unfairly. More precisely, every process is always enabled but selected only once, in the \(i\) th selection of the run: \((\mathbb{N}, \mathbb{N}, 0)(\mathbb{N}, \mathbb{N}, 1)(\mathbb{N}, \mathbb{N}, 2) \ldots\) This is possible by choosing the corresponding sequence \(\sigma_{0} \sigma_{1} \sigma_{3} \ldots\) of scheduler states as follows:
\[
\sigma_{j}(z[i])= \begin{cases}i+1-j & \text { if } i<j \\ -j & \text { if } i \geq j\end{cases}
\]

Table 2. A run of a system with infinitely many processes under the scheduler \(\mathbb{S}_{2010}\). The run is not fair (in fact, every process is treated unfairly). Each entry in the table shows the value of the scheduling variable \(z[i]\) of the process \(i\) in the scheduler state \(\sigma_{j}\) of the run. A star \(*\) after a value in, say, the \(i\)-th row and the \(j\)-th column indicates that in the state \(\sigma_{j}\) the process \(i\) is scheduled.
\begin{tabular}{|c||c|c|c|c|c|c|}
\hline process & \(\sigma_{0}(z)\) & \(\sigma_{1}(z)\) & \(\sigma_{2}(z)\) & \(\sigma_{3}(z)\) & \(\sigma_{4}(z)\) & \(\ldots\) \\
\hline \hline 0 & \(0^{*}\) & 0 & -1 & -2 & -3 & \(\cdots\) \\
\hline 1 & 0 & \(-1^{*}\) & 0 & -1 & -2 & \(\cdots\) \\
\hline 2 & 0 & -1 & \(-2^{*}\) & 0 & -1 & \(\cdots\) \\
\hline 3 & 0 & -1 & -2 & \(-3^{*}\) & 0 & \(\cdots\) \\
\hline 4 & 0 & -1 & -2 & -3 & \(-4^{*}\) & \(\cdots\) \\
\hline\(\cdots\) & \(\cdots\) & \(\cdots\) & \(\cdots\) & \(\cdots\) & \(\cdots\) & \(\cdots\) \\
\hline
\end{tabular}

\section*{3 The Scheduler \(\mathbb{S}_{2015}\) for Infinitary Fairness}

The counterexample given in Table 2 leads to the following observation regarding infinitary fairness. Namely, it is not enough to treat all processes equal to be fair. In the counterexample every process is scheduled exactly once and the run is not fair for every process. A fair schedule needs to treat the processes in an unequal manner. In particular, one can show that in a fair run some processes are scheduled arbitrarily often before other processes are scheduled for the first time.

We use this idea to change the scheduler into a new fair scheduler for infinitary fairness. It will prefer processes with a small process identifier over processes with a large process identifier. Although this sounds unfair, it is exactly what is needed to treat all processes fair. The intuition is that in the end every process has a "small" process identifier (in the sense that it is smaller than almost all other process identifiers). Thus the changed scheduler will schedule every process more often.

The only change from the scheduler \(\mathbb{S}_{2010}\) is the definition of the priority. Instead of choosing the process with the minimal value \(z[i]\) we choose the process \(i\) with the minimal value \(z[i]+i\), i.e., we add the process id to the integer representing the urgency.

Definition 3. The scheduler \(\mathbb{S}_{2015}\) results from \(\mathbb{S}_{2010}\) by replacing the relation \(\delta\) with
- The relation \(\left(\sigma, C, E, i, \sigma^{\prime}\right) \in \delta\) holds for states \(\sigma, \sigma^{\prime} \in \Sigma\), a set \(C\) of created processes, a set \(E \subseteq C\) of enabled processes, and a process \(i \in E\) if the value of \(z[i]+i\) is minimal in \(\sigma\), i.e., if
\[
z[i]+i=\min \{z[k]+k \mid k \in E\}
\]
holds in \(\sigma\), and \(\sigma^{\prime}\) is obtained from \(\sigma\) by executing the following statement:
\[
\begin{aligned}
S-U P D A T E & \equiv \\
\equiv & z[i]:=? \\
& \text { for all } j \in C \backslash\{i\} \text { do } z[j]:=z[j]-1 \text { od. }
\end{aligned}
\]

Theorem 1. The scheduler \(\mathbb{S}_{2015}\) is sound for infinitary control.
Proof. Consider a run
\[
\begin{equation*}
\left(C_{0}, E_{0}, i_{0}\right) \ldots\left(C_{j}, E_{j}, i_{j}\right) \ldots \tag{4}
\end{equation*}
\]
of a program of the form (1) with infinitary control that is produced by \(\mathbb{S}_{2015}\) using the sequence \(\sigma_{0} \sigma_{1} \ldots \sigma_{j} \sigma_{j+1} \ldots\) of scheduler states. We claim that (4) is fair.

Suppose the contrary holds. Then there exists some process \(i\) that is enabled infinitely often, but from some moment on never selected. Formally, for some \(j_{0} \geq 0\)
\[
\left(\exists j \in \mathbb{N}: i \in E_{j}\right) \wedge\left(\forall j \geq j_{0}: i \neq i_{j}\right)
\]
holds in (4). Then the variable \(z[i]\) of \(\mathbb{S}_{2015}\), which gets decremented whenever the process \(i\) is not selected, becomes arbitrarily small. Thus, we can choose \(j_{0}\) large enough so that \(z[i]+i<0\) holds in \(\sigma_{j_{0}}\). Consider the set
\[
C r_{i, j}=\left\{k \in \mathbb{N} \mid k \in C_{j} \wedge \sigma_{j} \models z[k]+k \leq z[i]+i\right\}
\]
of all created processes in \(C_{j}\) whose priority is least that of the neglected process \(i\), formally, whose scheduling variable has at most the value of the scheduling variable of \(i\). Since \(z[k]\) is either set to a nonnegative number or it is decremented by one, it cannot go below \(-j_{0}\) in \(j_{0}\) steps. Hence, there are at most \(j_{0}\) processes \(k\) with \(z[k]+k<0\). Therefore, the set \(C r_{i, j_{0}}\) is finite in \(\sigma_{j_{0}}\).

We show that for all \(j \geq j_{0}\) :
\[
\begin{equation*}
C r_{i, j+1} \subseteq C r_{i, j} \quad \text { and } \quad C r_{i, j+1} \neq C r_{i, j} \text { if } i \in E_{j} . \tag{5}
\end{equation*}
\]

Consider a process \(p\) that was not in \(C r_{i, j}\). We show \(p \notin C r_{i, j+1}\) to prove the inclusion. If \(p\) was scheduled in step \(j\), then \(\sigma_{j+1} \models z[i]+i<0 \leq z[p]+p\), thus \(p \notin C r_{i, j+1}\).

If process \(p\) is newly created in step \(j\) we exploit two facts. (1) By the definition of \(S\)-UPDATE \({ }_{i}\), its scheduling variable \(z[p]\) is not decremented as long as \(p\) is not created. (2) The process \(p\) has not been created before by the assumption that a created process can disappear but not reappear, stated in Subsection 2.1. By (1) and (2), \(z[p]\) has still its initial nonnegative value in state \(\sigma_{j+1}\), thus \(\sigma_{j+1} \models z[p] \geq 0\). So \(p \notin C r_{i, j+1}\).

If we take a process \(p\) different from the selected process then in the successor state \(\sigma_{j+1}\) the validity of the inequality \(z[p]+p \leq z[i]+i\) is preserved (both \(p\) and \(i\) have their scheduling variable decremented by the definition of \(\left.S-U P D A T E E_{i}\right)\).

If process \(i\) is enabled in step \(j\), the scheduler needs to select a process \(p\) from \(C r_{i, j}\). As seen before, the scheduled process is not in \(C r_{i, j+1}\), thus \(C r_{i, j} \neq\) \(C r_{i, j+1}\). This proves property (5).

By assumption, \(i\) is enabled infinitely often. By (5), the set \(C r_{i, j}\) is strictly decreasing infinitely often. This contradicts the fact that \(C r_{i, j_{0}}\) is finite.

Theorem 2. The scheduler \(\mathbb{S}_{2015}\) is universal for infinitary control.
Proof. Consider a fair run
\[
\begin{equation*}
\left(C_{0}, E_{0}, i_{0}\right)\left(C_{1}, E_{1}, i_{1}\right)\left(C_{2}, E_{2}, i_{2}\right) \ldots \tag{6}
\end{equation*}
\]

We show that (6) can be produced by \(\mathbb{S}_{2015}\) by constructing a sequence \(\sigma_{0} \ldots \sigma_{j} \ldots\) of scheduler states satisfying \(\left(\sigma_{j}, C_{j}, E_{j}, i_{j}, \sigma_{j+1}\right) \in \delta\) for every \(j \in \mathbb{N}\). The first step of the construction determines for every step the maximum process number of every process that was scheduled until this step,
\[
p(j)=\max \left\{i_{k} \mid k<j\right\}
\]

The function \(p(j)\) is monotone.
Because the run (6) is fair, there must be for every process \(i\) and every step \(j\) a step \(m(i, j)\), such that either (1) \(m(i, j) \geq j\) and \(i\) is scheduled in step \(m(i, j)\) or (2) \(i\) becomes disabled forever in step \(m(i, j)\). The value \(m(i, j)\) is defined as
\[
m(i, j)=\min \left\{\begin{array}{l|l}
m \in \mathbb{N} & \begin{array}{c}
(1)\left(j \leq m \wedge i_{m}=i\right) \\
\vee \\
(2)\left(\forall n \geq m: i \notin E_{n}\right)
\end{array}
\end{array}\right\} .
\]

The construction proceeds by assigning appropriate values to the scheduling variables \(z[i]\) of \(\mathbb{S}_{2015}\). For \(i, j \in \mathbb{N}\) we put
\[
\begin{align*}
\sigma_{j}(z[i])=\max (0, p(m(i, j))-i) & +\left|\left\{k \in \mathbb{N} \mid j \leq k<m(i, j) \wedge i \in C_{k}\right\}\right| \\
& -\left|\left\{k \in \mathbb{N} \mid m(i, j) \leq k<j \wedge i \in C_{k}\right\}\right| \tag{7}
\end{align*}
\]

In case (1) of the definition of \(m(i, j)\), i.e., when \(i\) is eventually selected, the value \(\sigma_{j}(z[i])\) is nonnegative. However, in case (2) of the definition of \(m(i, j)\), i.e., when \(i\) is not enabled any more, the value \(\sigma_{j}(z[i])\) can denote arbitrarily negative values.

This construction of values \(\sigma_{j}(z[i])\) is possible with the assignments in \(\mathbb{S}_{2015}\). Initially the value chosen by \(\sigma_{0}(z[i])\) is non-negative since the last set is empty. If \(i\) is not scheduled in step \(j\), then \(m(i, j)=m(i, j+1)\). If \(j \geq m(i, j)\) the value \(j\) is added to the second set in (7) if \(i \in C_{j}\). If \(j<m(i, j)\) the value \(j\) is removed from the first set in (7) if \(i \in C_{j}\). Thus, the value of \(z[i]\) decreases if and only if \(i \in C_{j}\) as demanded by \(S\)-UPDATE. If \(i\) is scheduled in step \(j\), then \(m(i, j+1) \geq j+1\left(\right.\) since \(\left.i \in E_{j}\right)\) and \(\sigma_{j+1}(z[i])\) is a non-negative number.

In the constructed run the selected process \(i_{j}\) of step \(j\) has the scheduling value \(z\left[i_{j}\right]+i=p(j)\), since \(m\left(i_{j}, j\right)=j\). For all other enabled processes \(k\), we have \(m(k, j)>j\). Hence, \(z[k]+k>p(m(k, j))\) since the first set in (7) contains \(k\) and the second set is empty. Thus, \(z[k]+k>p(m(i, j))\). So \(i\) is the unique enabled process with the minimum of all scheduling values.

\section*{4 Conclusion}

We have given an explicit scheduler for the setting of infinitary control. This setting encompasses static control and dynamic control. The generality of our setting allows us to shed a new light on the notion of fairness: fairness is different from égalité.

We see the potential of explicit scheduling in its use for program analysis [2]. Instead of implementing fairness in the program analyzer, we can apply a generic program analyzer to the program with an explicit fair scheduler. By using a universal scheduler as the one presented in this paper, this approach is oblivious to a particular instance of an operating system.
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\begin{abstract}
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\section*{1 Introduction}

In 1985, Hoare's paper A couple of novelties in the propositional calculus [12] was published. In this paper the ternary connective \(\_\triangleleft_{\_} \triangleright\) _ is introduced as the conditional. \({ }^{1}\) A more common expression for a conditional statement
\[
P \triangleleft Q \triangleright R
\]

\footnotetext{
Dedicated to Ernst-Rüdiger Olderog on the occasion of his sixtieth birthday. Jan Bergstra recalls many discussions during various meetings as well as joint work with Ernst-Rüdiger and Jan Willem Klop on readies, failures, and chaos back in 1987. Alban Ponse has pleasant memories of the process of publishing [8], the Selected Papers from the Workshop on Assertional Methods, of which Ernst-Rüdiger, who was one of the invited speakers at this workshop (held at CWI in November 1992), is one of the guest editors. An extended version of this paper appeared as report [6].
\({ }^{1}\) To be distinguished from Hoare's conditional introduced in his 1985 book on CSP [11] and in his well-known 1987 paper Laws of Programming [10] for expressions \(P \triangleleft b \triangleright Q\) with \(P\) and \(Q\) denoting programs and \(b\) a Boolean expression.
}

Table 1. The set CP of equational axioms for free valuation congruence
\[
\begin{align*}
x \triangleleft \mathrm{~T} \triangleright y & =x  \tag{CP1}\\
x \triangleleft \mathrm{~F} \triangleright y & =y  \tag{CP2}\\
\mathrm{~T} \triangleleft x \triangleright \mathrm{~F} & =x  \tag{CP3}\\
x \triangleleft(y \triangleleft z \triangleright u) \triangleright v & =(x \triangleleft y \triangleright v) \triangleleft z \triangleright(x \triangleleft u \triangleright v) \tag{CP4}
\end{align*}
\]
is "if \(Q\) then \(P\) else \(R\) ", but in order to reason systematically with conditional statements, a notation such as \(P \triangleleft Q \triangleright R\) is preferable. In a conditional statement \(P \triangleleft Q \triangleright R\), first \(Q\) is evaluated, and depending on that evaluation result, then either \(P\) or \(R\) is evaluated (and the other is not) and determines the final evaluation result. This evaluation strategy is reminiscent of short-circuit evaluation. \({ }^{2}\) In [12], Hoare proves that propositional logic can be characterized by extending equational logic with eleven axioms on the conditional, some of which employ constants for the truth values true and false.

In 2011, we introduced Proposition Algebra in [4] as a general approach to the study of the conditional: we defined several valuation congruences and provided equational axiomatizations of these congruences. The most basic and least identifying valuation congruence is free valuation congruence, which is axiomatized by the axioms in Table 1, where we use constants T and F for the truth values true and false. These axioms stem from [12] and define the conditional as a primitive connective. We use the name CP (for Conditional Propositions) for this set of axioms. Interpreting a conditional statement as an if-then-else expression, axioms (CP1)-(CP3) are natural, and axiom (CP4) (distributivity) can be clarified by case analysis: if \(z\) evaluates to true and \(y\) as well, then \(x\) determines the result of evaluation; if \(z\) evaluates to true and \(y\) evaluates to false, then \(v\) determines the result of evaluation, and so on and so forth. A simple example, taken from [4], is the conditional statement that a pedestrian evaluates before crossing a road with two-way traffic driving on the right:
\[
(\text { look-left-and-check } \triangleleft \text { look-right-and-check } \triangleright \mathrm{F}) \triangleleft \text { look-left-and-check } \triangleright \mathrm{F} \text {. }
\]

This statement requires one, or two, or three atomic evaluations and cannot be simplified to one that requires less. \({ }^{3}\)

In Section 2 we characterize free valuation congruence with help of evaluation trees, which are simple binary trees proposed by Daan Staudt in [13] (that appeared in 2012). Given a conditional statement, its evaluation tree represents all possible consecutive atomic evaluations followed by the final evaluation result (comparable to a truth table in the case of propositional logic).

\footnotetext{
\({ }^{2}\) Short-circuit evaluation denotes the semantics of binary propositional connectives in which the second argument is evaluated only if the first argument does not suffice to determine the value of the expression.
\({ }^{3}\) Note that look-left-and-check \(\triangleleft(\) look-right-and-check \(\triangleleft\) look-left-and-check \(\triangleright \mathrm{F}) \triangleright \mathrm{F}\) prescribes by axioms (CP4) and (CP2) the same evaluation.
}

Two conditional statements are equivalent with respect to free valuation congruence if their evaluation trees are equal. Free valuation congruence identifies less than the equivalence defined by Hoare's axioms in [12]. For example, the atomic proposition \(a\) and the conditional statement \(\mathrm{T} \triangleleft a \triangleright a\) are not equivalent with respect to free valuation congruence, although they are equivalent with respect to static valuation congruence, which is the valuation congruence that characterizes propositional logic.

A valuation congruence that identifies more than free and less than static valuation congruence is repetition-proof valuation congruence, which is axiomatized by CP extended with two (schematic) axioms, one of which reads
\[
x \triangleleft a \triangleright(y \triangleleft a \triangleright z)=x \triangleleft a \triangleright(z \triangleleft a \triangleright z)
\]
and thus expresses that if atomic proposition \(a\) evaluates to false, a consecutive evaluation of \(a\) also evaluates to false, so the conditional statement at the \(y\)-position will not be evaluated and can be replaced by any other. As an example, \(\mathrm{T} \triangleleft a \triangleright a=\mathrm{T} \triangleleft a \triangleright(\mathrm{~T} \triangleleft a \triangleright \mathrm{~F})=\mathrm{T} \triangleleft a \triangleright(\mathrm{~F} \triangleleft a \triangleright \mathrm{~F})\), and the left-hand and right-hand conditional statements are equivalent with respect to repetition-proof valuation congruence, but not with respect to free valuation congruence.

In Section 3 we characterize repetition-proof valuation congruence by defining a transformation on evaluation trees that yields repetition-proof evaluation trees: two conditional statements are equivalent with respect to repetition-proof valuation congruence if, and only if, they have equal repetition-proof evaluation trees. Although this transformation on evaluation trees is simple and natural, our proof of the mentioned characterization - which is phrased as a completeness result - is non-trivial and we could not find a proof that is essentially simpler.

In section 4 we discuss the general structure of the proof of this last result, which is based on normalization of conditional statements, and we conclude with a brief digression on short-circuit logic and an example on the use of repetitionproof valuation congruence.

The approach followed in this paper also works for most other valuation congruences defined in [4] and the case for repetition-proof valuation congruence is prototypical, as we show in [6].

\section*{2 Evaluation Trees for Free Valuation Congruence}

Consider the signature \(\Sigma_{\mathrm{CP}}(A)=\left\{{ }_{-} \triangleleft_{-} \triangleright_{-}, \mathrm{T}, \mathrm{F}, a \mid a \in A\right\}\) with constants T and F for the truth values true and false, respectively, and constants \(a\) for atomic propositions, further called atoms, from some countable set \(A\). We write
\[
C_{A}
\]
for the set of closed terms, or conditional statements, over the signature \(\Sigma_{\mathrm{CP}}(A)\). Given a conditional statement \(P \triangleleft Q \triangleright R\), we refer to \(Q\) as its central condition.

We define the dual \(P^{d}\) of \(P \in C_{A}\) as follows:
\[
\begin{array}{rlrl}
\mathrm{T}^{d} & =\mathrm{F}, & a^{d} & =a \\
\mathrm{~F}^{d}=\mathrm{T}, & (\text { for } a \in A), \\
& (P \triangleleft Q \triangleright R)^{d} & =R^{d} \triangleleft Q^{d} \triangleright P^{d} .
\end{array}
\]

Observe that CP is a self-dual axiomatization: when defining \(x^{d}=x\) for each variable \(x\), the dual of each axiom is also in CP, and hence
\[
\mathrm{CP} \vdash P=Q \quad \Longleftrightarrow \quad \mathrm{CP} \vdash P^{d}=Q^{d} .
\]

A natural view on conditional statements in \(C_{A}\) involves short-circuited evaluation, similar to how we consider the evaluation of an "if \(y\) then \(x\) else \(z\) " expression. The following definition is taken from [13].

Definition 2.1. The set \(\mathcal{T}_{A}\) of evaluation trees over \(A\) with leaves in \(\{\mathrm{T}, \mathrm{F}\}\) is defined inductively by
\[
\begin{aligned}
\mathrm{T} & \in \mathcal{T}_{A}, \\
\mathrm{~F} & \in \mathcal{T}_{A}, \\
(X \unlhd a \unrhd Y) & \in \mathcal{T}_{A} \text { for any } X, Y \in \mathcal{T}_{A} \text { and } a \in A .
\end{aligned}
\]

The function \(-\unlhd a \unrhd^{-}\)is called post-conditional composition over \(a\). In the evaluation tree \(X \unlhd a \unrhd Y\), the root is represented by \(a\), the left branch by \(X\) and the right branch by \(Y\).

We refer to trees in \(\mathcal{T}_{A}\) as evaluation trees, or trees for short. Post-conditional composition and its notation stem from [2]. Evaluation trees play a crucial role in the main results of [13]. In order to define our "evaluation tree semantics", we first define an auxiliary function on trees.

Definition 2.2. Given evaluation trees \(Y, Z \in \mathcal{T}_{A}\), the leaf replacement function \([\mathrm{T} \mapsto Y, \mathrm{~F} \mapsto Z]: \mathcal{T}_{A} \rightarrow \mathcal{T}_{A}\), for which post-fix notation
\[
X[\mathrm{~T} \mapsto Y, \mathrm{~F} \mapsto Z]
\]
is adopted, is defined as follows, where \(a \in A\) :
\[
\begin{aligned}
& \mathrm{T}[\mathrm{~T} \mapsto Y, \mathrm{~F} \mapsto Z]=Y, \\
& \mathrm{~F}[\mathrm{~T} \mapsto Y, \mathrm{~F} \mapsto Z]=Z, \\
& \left(X_{1} \unlhd a \unrhd X_{2}\right)[\mathrm{T} \mapsto Y, \mathrm{~F} \mapsto Z]=X_{1}[\mathrm{~T} \mapsto Y, \mathrm{~F} \mapsto Z] \unlhd a \unrhd X_{2}[\mathrm{~T} \mapsto Y, \mathrm{~F} \mapsto Z] .
\end{aligned}
\]

We note that the order in which the replacements of leaves of \(X\) is listed is irrelevant and we adopt the convention of not listing identities inside the brackets, e.g., \(X[\mathrm{~F} \mapsto Z]=X[\mathrm{~T} \mapsto \mathrm{~T}, \mathrm{~F} \mapsto Z]\). Furthermore, repeated leaf replacements satisfy the following equation:
\[
\begin{aligned}
&\left(X\left[\mathrm{~T} \mapsto Y_{1}, \mathrm{~F} \mapsto Z_{1}\right]\right)\left[\mathrm{T} \mapsto Y_{2}, \mathrm{~F} \mapsto Z_{2}\right] \\
&=X\left[\mathrm{~T} \mapsto Y_{1}\left[\mathrm{~T} \mapsto Y_{2}, \mathrm{~F} \mapsto Z_{2}\right], \mathrm{F} \mapsto Z_{1}\left[\mathrm{~T} \mapsto Y_{2}, \mathrm{~F} \mapsto Z_{2}\right]\right] .
\end{aligned}
\]

We now have the terminology and notation to define the interpretation of conditional statements in \(C_{A}\) as evaluation trees by a function se (abbreviating short-circuit evaluation).

Definition 2.3. The short-circuit evaluation function se : \(C_{A} \rightarrow \mathcal{T}_{A}\) is defined as follows, where \(a \in A\) :
\[
\begin{aligned}
s e(\mathrm{~T}) & =\mathrm{T}, \\
s e(\mathrm{~F}) & =\mathrm{F}, \\
s e(a) & =\mathrm{T} \unlhd a \unrhd \mathrm{~F}, \\
s e(P \triangleleft Q \triangleright R) & =s e(Q)[\mathrm{T} \mapsto s e(P), \mathrm{F} \mapsto s e(R)] .
\end{aligned}
\]

Example 2.4. The conditional statement \(a \triangleleft(\mathrm{~F} \triangleleft a \triangleright \mathrm{~T}) \triangleright \mathrm{F}\) yields the following evaluation tree:
\[
\begin{aligned}
s e(a \triangleleft(\mathrm{~F} \triangleleft a \triangleright \mathrm{~T}) \triangleright \mathrm{F}) & =s e(\mathrm{~F} \triangleleft a \triangleright \mathrm{~T})[\mathrm{T} \mapsto s e(a), \mathrm{F} \mapsto s e(\mathrm{~F})] \\
& =(\mathrm{F} \unlhd a \unrhd \mathrm{~T})[\mathrm{T} \mapsto s e(a)] \\
& =\mathrm{F} \unlhd a \unrhd(\mathrm{~T} \unlhd a \unrhd \mathrm{~F}) .
\end{aligned}
\]

A more pictorial representation of this evaluation tree is the following, where \(\unlhd\) yields a left branch and \(\unrhd\) a right branch:


As we can see from the definition on atoms, evaluation continues in the left branch if an atom evaluates to true and in the right branch if it evaluates to false. We shall often use the constants T and F to denote the result of an evaluation (instead of true and false).

Definition 2.5. Let \(P \in C_{A}\). An evaluation of \(P\) is a pair \((\sigma, B)\) where \(\sigma \in\) \((A\{\mathrm{~T}, \mathrm{~F}\})^{*}\) and \(B \in\{\mathrm{~T}, \mathrm{~F}\}\), such that if \(\operatorname{se}(P) \in\{\mathrm{T}, \mathrm{F}\}\), then \(\sigma=\epsilon\) (the empty string) and \(B=s e(P)\), and otherwise,
\[
\sigma=a_{1} B_{1} a_{2} B_{2} \cdots a_{n} B_{n}
\]
where \(a_{1} a_{2} \cdots a_{n} B\) is a complete path in se \((P)\) and
- for \(i<n\), if \(a_{i+1}\) is a left child of \(a_{i}\) then \(B_{i}=\mathrm{T}\), and otherwise \(B_{i}=\mathrm{F}\),
- if \(B\) is a left child of \(a_{n}\) then \(B_{n}=\mathrm{T}\), and otherwise \(B_{n}=\mathrm{F}\).

We refer to \(\sigma\) as the evaluation path and to \(B\) as the evaluation result.
So, an evaluation of a conditional statement \(P\) is a complete path in \(\operatorname{se}(P)\) (from root to leaf) and contains evaluation values for all occurring atoms. For instance, the evaluation tree \(\mathrm{F} \unlhd a \unrhd(\mathrm{~T} \unlhd a \unrhd \mathrm{~F})\) from Example 2.4 encodes the evaluations \((a \mathrm{~T}, \mathrm{~F}),(a \mathrm{~F} a \mathrm{~T}, \mathrm{~T})\), and \((a \mathrm{~F} a \mathrm{~F}, \mathrm{~F})\). As an aside, we note that this particular evaluation tree encodes all possible evaluations of \(\neg a\) \&\& \(a\), where \&\& is the connective that prescribes short-circuited conjunction (we return to this connective in Section 4).

In turn, each evaluation tree gives rise to a unique conditional statement. For Example 2.4, this is \(\mathrm{F} \triangleleft a \triangleright(\mathrm{~T} \triangleleft a \triangleright \mathrm{~F})\) (note the syntactical correspondence).

Definition 2.6. Basic forms over \(A\) are defined by the following grammar
\[
t::=\mathrm{T}|\mathrm{~F}| t \triangleleft a \triangleright t \quad \text { for } a \in A \text {. }
\]

We write \(B F_{A}\) for the set of basic forms over \(A\). The depth \(d(P)\) of \(P \in B F_{A}\) is defined by \(d(\mathbf{T})=d(\mathrm{~F})=0\) and \(d(Q \triangleleft a \triangleright R)=1+\max \{d(Q), d(R)\}\).

The following two lemmas exploit the structure of basic forms and are stepping stones to our first completeness result (Theorem 2.11).

Lemma 2.7. For each \(P \in C_{A}\) there exists \(Q \in B F_{A}\) such that \(\mathrm{CP} \vdash P=Q\).
Proof. First we establish an auxiliary result: if \(P, Q, R\) are basic forms, then there is a basic form \(S\) such that CP \(\vdash P \triangleleft Q \triangleright R=S\). This follows by structural induction on \(Q\).

The lemma's statement follows by structural induction on \(P\). The base cases \(P \in\{\mathrm{~T}, \mathrm{~F}, a \mid a \in A\}\) are trivial, and if \(P=P_{1} \triangleleft P_{2} \triangleright P_{3}\) there exist by induction basic forms \(Q_{i}\) such that CP \(\vdash P_{i}=Q_{i}\), hence CP \(\vdash P_{1} \triangleleft P_{2} \triangleright P_{3}=\) \(Q_{1} \triangleleft Q_{2} \triangleright Q_{3}\). Now apply the auxiliary result.

Lemma 2.8. For all basic forms \(P\) and \(Q\), se \((P)=s e(Q)\) implies \(P=Q\).
Proof. By structural induction on \(P\). The base cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) are trivial. If \(P=P_{1} \triangleleft a \triangleright P_{2}\), then \(Q \notin\{\mathrm{~T}, \mathrm{~F}\}\) and \(Q \neq Q_{1} \triangleleft b \triangleright Q_{2}\) with \(b \neq a\), so \(Q=Q_{1} \triangleleft a \triangleright Q_{2}\) and \(s e\left(P_{i}\right)=s e\left(Q_{i}\right)\). By induction we find \(P_{i}=Q_{i}\), and hence \(P=Q\).

Definition 2.9. Free valuation congruence, notation \(=_{\text {se }}\), is defined on \(C_{A}\) as follows:
\[
P={ }_{s e} Q \quad \Longleftrightarrow \operatorname{se}(P)=s e(Q) .
\]

Lemma 2.10. Free valuation congruence is a congruence relation.
Proof. Let \(P, Q, R \in C_{A}\) and assume \(P=\) se \(P^{\prime}\), thus \(\operatorname{se}(P)=s e\left(P^{\prime}\right)\). Then \(s e(P \triangleleft Q \triangleright R)=s e(Q)[\mathrm{T} \mapsto s e(P), \mathrm{F} \mapsto s e(R)]=s e(Q)\left[\mathrm{T} \mapsto s e\left(P^{\prime}\right), \mathrm{F} \mapsto\right.\) \(s e(R)]=\operatorname{se}\left(P^{\prime} \triangleleft Q \triangleright R\right)\), and thus \(P \triangleleft Q \triangleright R=s e P^{\prime} \triangleleft Q \triangleright R\). The two remaining cases can be proved in a similar way.

Theorem 2.11 (Completeness of CP). For all \(P, Q \in C_{A}\),
\[
\mathrm{CP} \vdash P=Q \quad \Longleftrightarrow \quad P==_{s e} Q .
\]

Proof. We first prove \(\Rightarrow\). By Lemma \(2.10,=_{s e}\) is a congruence relation and it easily follows that all CP-axioms are sound. For example, soundness of axiom (CP4) follows from
\[
\begin{aligned}
s e(P \triangleleft & (Q \triangleleft R \triangleright S) \triangleright U) \\
& =\operatorname{se}(Q \triangleleft R \triangleright S)[\mathrm{T} \mapsto s e(P), \mathrm{F} \mapsto s e(U)] \\
& =(\operatorname{se}(R)[\mathrm{T} \mapsto s e(Q), \mathrm{F} \mapsto s e(S)])[\mathrm{T} \mapsto s e(P), \mathrm{F} \mapsto s e(U)] \\
& =s e(R)[\mathrm{T} \mapsto s e(Q)[\mathrm{T} \mapsto s e(P), \mathrm{F} \mapsto s e(U)], \\
& \mathrm{F} \mapsto \operatorname{se}(S)[\mathrm{T} \mapsto s e(P), \mathrm{F} \mapsto s e(U)]] \\
& =\operatorname{se}(R)[\mathrm{T} \mapsto s e(P \triangleleft Q \triangleright U), \mathrm{F} \mapsto s e(P \triangleleft S \triangleright U)] \\
& =\operatorname{se}((P \triangleleft Q \triangleright U) \triangleleft R \triangleright(P \triangleleft S \triangleright U)) .
\end{aligned}
\]

In order to prove \(\Leftarrow\), let \(P={ }_{\text {se }} Q\). According to Lemma 2.7 there exist basic forms \(P^{\prime}\) and \(Q^{\prime}\) such that \(\mathrm{CP} \vdash P=P^{\prime}\) and \(\mathrm{CP} \vdash Q=Q^{\prime}\), so \(\mathrm{CP} \vdash P^{\prime}=Q^{\prime}\). By soundness \((\Rightarrow)\) we find \(P^{\prime}={ }_{s e} Q^{\prime}\), so by Lemma 2.8, \(P^{\prime}=Q^{\prime}\). Hence, \(\mathrm{CP} \vdash P=P^{\prime}=Q^{\prime}=Q\).

A consequence of the above results is that for each \(P \in C_{A}\) there is a unique basic form \(P^{\prime}\) with \(\mathrm{CP} \vdash P=P^{\prime}\), and that for each basic form, its se-image has exactly the same syntactic structure (replacing \(\triangleleft\) by \(\unlhd\), and \(\triangleright\) by \(\unrhd\) ). In the remainder of this section, we make this precise.

Definition 2.12. The basic form function bf : \(C_{A} \rightarrow B F_{A}\) is defined as follows, where \(a \in A\) :
\[
\begin{aligned}
b f(\mathrm{~T}) & =\mathrm{T}, \\
b f(\mathrm{~F}) & =\mathrm{F}, \\
b f(a) & =\mathrm{T} \triangleleft a \triangleright \mathrm{~F}, \\
b f(P \triangleleft Q \triangleright R) & =b f(Q)[\mathrm{T} \mapsto b f(P), \mathrm{F} \mapsto b f(R)] .
\end{aligned}
\]

Given \(Q, R \in B F_{A}\), the auxiliary function \([\mathrm{T} \mapsto Q, \mathrm{~F} \mapsto R]: B F_{A} \rightarrow B F_{A}\) for which post-fix notation \(P[\mathrm{~T} \mapsto Q, \mathrm{~F} \mapsto R]\) is adopted, is defined as follows:
\[
\begin{aligned}
\mathrm{T}[\mathrm{~T} \mapsto Q, \mathrm{~F} \mapsto R] & =Q, \\
\mathrm{~F}[\mathrm{~T} \mapsto Q, \mathrm{~F} \mapsto R] & =R, \\
\left(P_{1} \triangleleft a \triangleright P_{2}\right)[\mathrm{T} \mapsto Q, \mathrm{~F} \mapsto R] & =P_{1}[\mathrm{~T} \mapsto Q, \mathrm{~F} \mapsto R] \triangleleft a \triangleright P_{2}[\mathrm{~T} \mapsto Q, \mathrm{~F} \mapsto R] .
\end{aligned}
\]
(The notational overloading with the leaf replacement function on evaluation trees is harmless).

So, for given \(Q, R \in B F_{A}\), the auxiliary function \([\mathrm{T} \mapsto Q, \mathrm{~F} \mapsto R\) ] applied to \(P \in B F_{A}\) (thus, \(P[\mathrm{~T} \mapsto Q, \mathrm{~F} \mapsto R]\) ) replaces all T -occurrences in \(P\) by \(Q\), and all F-occurrences in \(P\) by \(R\). The following two lemmas imply that \(b f\) is a normalization function.

Lemma 2.13. For all \(P \in C_{A}, b f(P)\) is a basic form.
Proof. By structural induction. The base cases are trivial. For the inductive case we find \(b f(P \triangleleft Q \triangleright R)=b f(Q)[\mathrm{T} \mapsto b f(P), \mathrm{F} \mapsto b f(R)]\), so by induction, \(b f(P)\), \(b f(Q)\), and \(b f(R)\) are basic forms. Furthermore, replacing all T-occurrences and F-occurrences in \(b f(Q)\) by basic forms \(b f(P)\) and \(b f(R)\), respectively, yields a basic form.

Lemma 2.14. For each basic form \(P, b f(P)=P\).
Proof. By structural induction on \(P\).
Definition 2.15. The binary relation \(={ }_{b f}\) on \(C_{A}\) is defined as follows:
\[
P={ }_{b f} Q \quad \Longleftrightarrow \quad b f(P)=b f(Q)
\]

Lemma 2.16. The relation \(=_{b f}\) is a congruence relation.
Proof. Let \(P, Q, R \in C_{A}\) and assume \(P={ }_{b f} P^{\prime}\), thus \(b f(P)=b f\left(P^{\prime}\right)\). Then \(b f(P \triangleleft Q \triangleright R)=b f(Q)[\mathrm{T} \mapsto b f(P), \mathrm{F} \mapsto b f(R)]=b f(Q)\left[\mathrm{T} \mapsto b f\left(P^{\prime}\right), \mathrm{F} \mapsto\right.\) \(b f(R)]=b f\left(P^{\prime} \triangleleft Q \triangleright R\right)\), and thus \(P \triangleleft Q \triangleright R={ }_{b f} P^{\prime} \triangleleft Q \triangleright R\). The two remaining cases can be proved in a similar way.

Before proving that CP is an axiomatization of the relation \(=_{b f}\), we show that each instance of the axiom (CP4) satisfies \(={ }_{b f}\).

Lemma 2.17. For all \(P, P_{1}, P_{2}, Q_{1}, Q_{2} \in C_{A}\),
\[
b f\left(Q_{1} \triangleleft\left(P_{1} \triangleleft P \triangleright P_{2}\right) \triangleright Q_{2}\right)=b f\left(\left(Q_{1} \triangleleft P_{1} \triangleright Q_{2}\right) \triangleleft P \triangleright\left(Q_{1} \triangleleft P_{2} \triangleright Q_{2}\right)\right) .
\]

Proof. By definition, the lemma's statement is equivalent with
\[
\begin{align*}
(b f(P) & {\left.\left[\mathrm{T} \mapsto b f\left(P_{1}\right), \mathrm{F} \mapsto b f\left(P_{2}\right)\right]\right)\left[\mathrm{T} \mapsto b f\left(Q_{1}\right), \mathrm{F} \mapsto b f\left(Q_{2}\right)\right] } \\
& =b f(P)\left[\mathrm{T} \mapsto b f\left(Q_{1} \triangleleft P_{1} \triangleright Q_{2}\right), \mathrm{F} \mapsto b f\left(Q_{1} \triangleleft P_{2} \triangleright Q_{2}\right)\right] . \tag{1}
\end{align*}
\]

By Lemma 2.13, \(b f(P), b f\left(P_{i}\right)\), and \(b f\left(Q_{i}\right)\) are basic forms. We prove (1) by structural induction on the form that \(b f(P)\) can have. If \(b f(P)=\mathrm{T}\), then
\[
\begin{aligned}
\left(\mathrm{T}\left[\mathrm{~T} \mapsto b f\left(P_{1}\right), \mathrm{F} \mapsto b f\left(P_{2}\right)\right]\right) & {\left[\mathrm{T} \mapsto b f\left(Q_{1}\right), \mathrm{F} \mapsto b f\left(Q_{2}\right)\right] } \\
& =b f\left(P_{1}\right)\left[\mathrm{T} \mapsto b f\left(Q_{1}\right), \mathrm{F} \mapsto b f\left(Q_{2}\right)\right]
\end{aligned}
\]
and
\[
\begin{aligned}
\mathrm{T}\left[\mathrm{~T} \mapsto b f\left(Q_{1} \triangleleft P_{1} \triangleright Q_{2}\right), \mathrm{F} \mapsto\right. & \left.b f\left(Q_{1} \triangleleft P_{2} \triangleright Q_{2}\right)\right] \\
& =b f\left(Q_{1} \triangleleft P_{1} \triangleright Q_{2}\right) \\
& =b f\left(P_{1}\right)\left[\mathrm{T} \mapsto b f\left(Q_{1}\right), \mathrm{F} \mapsto b f\left(Q_{2}\right)\right] .
\end{aligned}
\]

If \(b f(P)=\mathrm{F}\), then equation (1) follows in a similar way.
The inductive case \(b f(P)=R_{1} \triangleleft a \triangleright R_{2}\) is trivial (by definition of the last defining clause of the auxiliary functions \([\mathrm{T} \mapsto Q, \mathrm{~F} \mapsto R]\) in Definition 2.12).

Theorem 2.18. For all \(P, Q \in C_{A}, \mathrm{CP} \vdash P=Q \quad \Longleftrightarrow P={ }_{b f} Q\).
Proof. We first prove \(\Rightarrow\). By Lemma 2.16, \(=_{b f}\) is a congruence relation and it easily follows that arbitrary instances of the CP-axioms (CP1)-(CP3) satisfy \(={ }_{b f}\). By Lemma 2.17 it follows that arbitrary instances of axiom (CP4) also satisfy \(={ }_{b f}\).

In order to prove \(\Leftarrow\), assume \(P={ }_{b f} Q\). According to Lemma 2.7, there exist basic forms \(P^{\prime}\) and \(Q^{\prime}\) such that \(\mathrm{CP} \vdash P=P^{\prime}\) and \(\mathrm{CP} \vdash Q=Q^{\prime}\), so \(\mathrm{CP} \vdash P^{\prime}=Q^{\prime}\). By \(\Rightarrow\) it follows that \(P^{\prime}={ }_{b f} Q^{\prime}\), which implies by Lemma 2.14 that \(P^{\prime}=Q^{\prime}\). Hence, \(\mathrm{CP} \vdash P=P^{\prime}=Q^{\prime}=Q\).

Corollary 2.19. For all \(P \in C_{A}, P={ }_{b f} b f(P)\) and \(P={ }_{s e} b f(P)\).
Proof. By Lemma 2.13 and Lemma 2.14, \(b f(P)=b f(b f(P))\), thus \(P={ }_{b f} b f(P)\). By Theorem 2.18, CP \(\vdash P=b f(P)\), and by Theorem 2.11, \(P=\) se \(b f(P)\).

\section*{3 Evaluation Trees for Repetition-proof Valuation Congruence}

In [4] we defined repetition-proof CP as the extension of the axiom set CP with the following two axiom schemes, where \(a\) ranges over \(A\) :
\[
\begin{align*}
& (x \triangleleft a \triangleright y) \triangleleft a \triangleright z=(x \triangleleft a \triangleright x) \triangleleft a \triangleright z,  \tag{CPrp1}\\
& x \triangleleft a \triangleright(y \triangleleft a \triangleright z)=x \triangleleft a \triangleright(z \triangleleft a \triangleright z) . \tag{CPrp2}
\end{align*}
\]

We write \(\mathrm{CP}_{r p}(A)\) for this extension. These axiom schemes characterize that for each atom \(a\), a consecutive evaluation of \(a\) yields the same result, so in both cases the conditional statement at the \(y\)-position will not be evaluated and can be replaced by any other. Note that (CPrp1) and (CPrp2) are each others dual.

We define a proper subset of basic forms with the property that each conditional statement can be proved equal to such a basic form.

Definition 3.1. Rp-basic forms are inductively defined:
- T and F are rp-basic forms, and
- \(P_{1} \triangleleft a \triangleright P_{2}\) is an rp-basic form if \(P_{1}\) and \(P_{2}\) are rp-basic forms, and if \(P_{i}\) is not equal to T or F , then either the central condition in \(P_{i}\) is different from \(a\), or \(P_{i}\) is of the form \(Q_{i} \triangleleft a \triangleright Q_{i}\).
It will turn out useful to define a function that transforms conditional statements into rp-basic forms and that is comparable to the function \(b f\).

Definition 3.2. The rp-basic form function rpbf : \(C_{A} \rightarrow C_{A}\) is defined by
\[
r p b f(P)=r p f(b f(P))
\]

The auxiliary function rpf: \(B F_{A} \rightarrow B F_{A}\) is defined as follows:
\[
\begin{aligned}
r p f(\mathrm{~T}) & =\mathrm{T} \\
r p f(\mathrm{~F}) & =\mathrm{F}, \\
r p f(P \triangleleft a \triangleright Q) & =\operatorname{rpf}\left(f_{a}(P)\right) \triangleleft a \triangleright \operatorname{rpf}\left(g_{a}(Q)\right) .
\end{aligned}
\]

For \(a \in A\), the auxiliary functions \(f_{a}: B F_{A} \rightarrow B F_{A}\) and \(g_{a}: B F_{A} \rightarrow B F_{A}\) are defined by
\[
\begin{aligned}
f_{a}(\mathrm{~T}) & =\mathrm{T}, \\
f_{a}(\mathrm{~F}) & =\mathrm{F}, \\
f_{a}(P \triangleleft b \triangleright Q) & = \begin{cases}f_{a}(P) \triangleleft a \triangleright f_{a}(P) & \text { if } b=a, \\
P \triangleleft b \triangleright Q & \text { otherwise, }\end{cases}
\end{aligned}
\]
and
\[
\begin{aligned}
g_{a}(\mathrm{~T}) & =\mathrm{T}, \\
g_{a}(\mathrm{~F}) & =\mathrm{F}, \\
g_{a}(P \triangleleft b \triangleright Q) & = \begin{cases}g_{a}(Q) \triangleleft a \triangleright g_{a}(Q) & \text { if } b=a, \\
P \triangleleft b \triangleright Q & \text { otherwise. }\end{cases}
\end{aligned}
\]

Thus, rpbf maps a conditional statement \(P\) to \(b f(P)\) and then transforms \(b f(P)\) according to the auxiliary functions \(r p f, f_{a}\), and \(g_{a}\).

Lemma 3.3. For all \(a \in A\) and \(P \in B F_{A}, g_{a}\left(f_{a}(P)\right)=f_{a}\left(f_{a}(P)\right)=f_{a}(P)\) and \(f_{a}\left(g_{a}(P)\right)=g_{a}\left(g_{a}(P)\right)=g_{a}(P)\).
Proof. By structural induction on \(P\). The base cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) are trivial. For the inductive case \(P=Q \triangleleft b \triangleright R\) we have to distinguish the cases \(b=a\) and \(b \neq a\). If \(b=a\), then
\[
\begin{array}{rlr}
g_{a}\left(f_{a}(Q \triangleleft a \triangleright R)\right) & =g_{a}\left(f_{a}(Q)\right) \triangleleft a \triangleright g_{a}\left(f_{a}(Q)\right) & \\
& =f_{a}(Q) \triangleleft a \triangleright f_{a}(Q) & \\
& =f_{a}(Q \triangleleft a \triangleright R), & \text { by IH }
\end{array}
\]
and \(f_{a}\left(f_{a}(Q \triangleleft a \triangleright R)\right)=f_{a}(Q \triangleleft a \triangleright R)\) follows in a similar way. If \(b \neq a\), then \(f_{a}(P)=g_{a}(P)=P\), and hence \(g_{a}\left(f_{a}(P)\right)=f_{a}\left(f_{a}(P)\right)=f_{a}(P)\).

The second pair of equalities can be derived in a similar way.
In order to prove that for all \(P \in C_{A}, \operatorname{rpbf}(P)\) is an rp-basic form, we use the following auxiliary lemma.

Lemma 3.4. For all \(a \in A\) and \(P \in B F_{A}, d(P) \geq d\left(f_{a}(P)\right)\) and \(d(P) \geq\) \(d\left(g_{a}(P)\right)\).

Proof. Fix some \(a \in A\). We prove these inequalities by structural induction on \(P\). The base cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) are trivial. For the inductive case \(P=Q \triangleleft b \triangleright R\) we have to distinguish the cases \(b=a\) and \(b \neq a\). If \(b=a\), then
\[
\begin{array}{rlr}
d(Q \triangleleft a \triangleright R) & =1+\max \{d(Q), d(R)\} & \\
& \geq 1+d(Q) & \text { by IH } \\
& \geq 1+d\left(f_{a}(Q)\right) & \\
& =d\left(f_{a}(Q) \triangleleft a \triangleright f_{a}(Q)\right) \\
& =d\left(f_{a}(Q \triangleleft a \triangleright R)\right), &
\end{array}
\]
and \(d(Q \triangleleft a \triangleright R) \geq d\left(g_{a}(Q \triangleleft a \triangleright R)\right)\) follows in a similar way.
If \(b \neq a\), then \(f_{a}(P)=g_{a}(P)=P\), and hence \(d(P) \geq d\left(f_{a}(P)\right)\) and \(d(P) \geq\) \(d\left(g_{a}(P)\right)\).

Lemma 3.5. For all \(P \in C_{A}, \operatorname{rpbf}(P)\) is an rp-basic form.
Proof. We first prove an auxiliary result:
\[
\begin{equation*}
\text { For all } P \in B F_{A}, \operatorname{rpf}(P) \text { is an rp-basic form. } \tag{2}
\end{equation*}
\]

This follows by induction on the depth \(d(P)\) of \(P\). If \(d(P)=0\), then \(P \in\{\mathrm{~T}, \mathrm{~F}\}\), and hence \(\operatorname{rpf}(P)=P\) is an rp-basic form. For the inductive case \(d(P)=n+1\) it must be the case that \(P=Q \triangleleft a \triangleright R\). We find
\[
r p f(Q \triangleleft a \triangleright R)=\operatorname{rpf}\left(f_{a}(Q)\right) \triangleleft a \triangleright \operatorname{rpf}\left(g_{a}(R)\right),
\]
which is an rp-basic form because
- by Lemma 3.4, \(f_{a}(Q)\) and \(g_{a}(R)\) are basic forms with depth smaller than or equal to \(n\), so by the induction hypothesis, \(\operatorname{rpf}\left(f_{a}(Q)\right)\) and \(\operatorname{rpf}\left(g_{a}(R)\right)\) are rp-basic forms,
\(-\operatorname{rpf}\left(f_{a}(Q)\right)\) and \(\operatorname{rpf}\left(g_{a}(R)\right)\) both satisfy the following property: if the central condition (if present) is \(a\), then the outer arguments are equal. We show this first for \(\operatorname{rpf}\left(f_{a}(Q)\right)\) by a case distinction on the form of \(Q\) :
1. If \(Q \in\{\mathrm{~T}, \mathrm{~F}\}\), then \(\operatorname{rpf}\left(f_{a}(Q)\right)=Q\), so there is nothing to prove.
2. If \(Q=Q_{1} \triangleleft a \triangleright Q_{2}\), then \(f_{a}(Q)=f_{a}\left(Q_{1}\right) \triangleleft a \triangleright f_{a}\left(Q_{1}\right)\) and thus by Lemma 3.3, \(r p f\left(f_{a}(Q)\right)=r p f\left(f_{a}\left(Q_{1}\right)\right) \triangleleft a \triangleright r p f\left(f_{a}\left(Q_{1}\right)\right)\).
3. If \(Q=Q_{1} \triangleleft b \triangleright Q_{2}\) with \(b \neq a\), then \(f_{a}(Q)=Q_{1} \triangleleft b \triangleright Q_{2}\) and thus \(r p f\left(f_{a}(Q)\right)=r p f\left(f_{b}\left(Q_{1}\right)\right) \triangleleft b \triangleright \operatorname{rpf}\left(g_{b}\left(Q_{2}\right)\right)\), so there is nothing to prove.
The fact that \(\operatorname{rpf}\left(g_{a}(R)\right)\) satisfies this property follows in a similar way.
This finishes the proof of auxiliary result (2).
The lemma's statement now follows by structural induction: the base cases (comprising a single atom \(a\) ) are again trivial, and for the inductive case,
\[
r p b f(P \triangleleft Q \triangleright R)=\operatorname{rpf}(b f(P \triangleleft Q \triangleright R))=\operatorname{rpf}(S)
\]
for some basic form \(S\) by Lemma 2.13, and by auxiliary result \((2), \operatorname{rpf}(S)\) is an rp-basic form.

The following, rather technical result is used in Proposition 3.7 and Lemma 3.8.
Lemma 3.6. If \(Q \triangleleft a \triangleright R\) is an rp-basic form, then \(Q=\operatorname{rpf}(Q)=\operatorname{rpf}\left(f_{a}(Q)\right)\) and \(R=\operatorname{rpf}(R)=\operatorname{rpf}\left(g_{a}(R)\right)\).

Proof. We first prove an auxiliary result:
If \(Q \triangleleft a \triangleright R\) is an rp-basic form, then \(f_{a}(Q)=g_{a}(Q)\) and \(f_{a}(R)=g_{a}(R)\).
We prove both equalities by simultaneous induction on the structure of \(Q\) and \(R\). The base case, thus \(Q, R \in\{\mathrm{~T}, \mathrm{~F}\}\), is trivial. If \(Q=Q_{1} \triangleleft a \triangleright Q_{1}\) and \(R=\) \(R_{1} \triangleleft a \triangleright R_{1}\), then \(Q\) and \(R\) are rp-basic forms with central condition \(a\), so
\[
\begin{array}{rlr}
f_{a}(Q) & =f_{a}\left(Q_{1}\right) \triangleleft a \triangleright f_{a}\left(Q_{1}\right) \\
& =g_{a}\left(Q_{1}\right) \triangleleft a \triangleright g_{a}\left(Q_{1}\right) \\
& =g_{a}(Q), & \text { by IH }
\end{array}
\]
and the equality for \(R\) follows in a similar way. If \(Q=Q_{1} \triangleleft a \triangleright Q_{1}\) and \(R \neq\) \(R_{1} \triangleleft a \triangleright R_{1}\), then \(f_{a}(R)=g_{a}(R)=R\), and the result follows as above. All remaining cases follow in a similar way, which finishes the proof of (3).

We now prove the lemma's statement by simultaneous induction on the structure of \(Q\) and \(R\). The base case, thus \(Q, R \in\{\mathrm{~T}, \mathrm{~F}\}\), is again trivial. If \(Q=Q_{1} \triangleleft a \triangleright Q_{1}\) and \(R=R_{1} \triangleleft a \triangleright R_{1}\), then by auxiliary result (3),
\[
r p f(Q)=\operatorname{rpf}\left(f_{a}\left(Q_{1}\right)\right) \triangleleft a \triangleright r p f\left(f_{a}\left(Q_{1}\right)\right)
\]
and by induction, \(Q_{1}=\operatorname{rpf}\left(Q_{1}\right)=r p f\left(f_{a}\left(Q_{1}\right)\right)\). Hence, \(\operatorname{rpf}(Q)=Q_{1} \triangleleft a \triangleright Q_{1}\), and
\[
\begin{aligned}
r p f\left(f_{a}(Q)\right) & =\operatorname{rpf}\left(f_{a}\left(f_{a}\left(Q_{1}\right)\right)\right) \triangleleft a \triangleright r p f\left(g_{a}\left(f_{a}\left(Q_{1}\right)\right)\right) \\
& =r p f\left(f_{a}\left(Q_{1}\right)\right) \triangleleft a \triangleright r p f\left(f_{a}\left(Q_{1}\right)\right) \\
& =Q_{1} \triangleleft a \triangleright Q_{1},
\end{aligned}
\]
by Lemma 3.3
and the equalities for \(R\) follow in a similar way.
If \(Q=Q_{1} \triangleleft a \triangleright Q_{1}\) and \(R \neq R_{1} \triangleleft a \triangleright R_{1}\), the lemma's equalities follow in a similar way, although a bit simpler because \(g_{a}(R)=f_{a}(R)=R\).

For all remaining cases, the lemma's equalities follow in a similar way.
Proposition 3.7 (rpbf is a normalization function). For all \(P \in C_{A}\), \(r p b f(P)\) is an rp-basic form, and for each rp-basic form \(P, \operatorname{rpbf}(P)=P\).

Proof. The first statement is Lemma 3.5. For the second statement, it suffices by Lemma 2.14 to prove that for each rp-basic form \(P, \operatorname{rpf}(P)=P\). This follows by case distinction on \(P\). The cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) follow immediately, and otherwise \(P=P_{1} \triangleleft a \triangleright P_{2}\), and thus \(r p f(P)=r p f\left(f_{a}\left(P_{1}\right)\right) \triangleleft a \triangleright r p f\left(g_{a}\left(P_{2}\right)\right)\). By Lemma 3.6, \(\operatorname{rpf}\left(f_{a}\left(P_{1}\right)\right)=P_{1}\) and \(\operatorname{rpf}\left(g_{a}\left(P_{2}\right)\right)=P_{2}\), hence \(\operatorname{rpf}(P)=P\).

Lemma 3.8. For all \(P \in B F_{A}, \mathrm{CP}_{r p}(A) \vdash P=\operatorname{rpf}(P)\).
Proof. We apply structural induction on \(P\). The base cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) are trivial. Assume \(P=P_{1} \triangleleft a \triangleright P_{2}\). By induction \(\mathrm{CP}_{r p}(A) \vdash P_{i}=r p f\left(P_{i}\right)\). We proceed by a case distinction on the form that \(P_{1}\) and \(P_{2}\) can have:
1. If \(P_{i} \in\left\{\mathrm{~T}, \mathrm{~F}, Q_{i} \triangleleft b_{i} \triangleright Q_{i}^{\prime}\right\}\) with \(b_{i} \neq a\), then \(f_{a}\left(P_{1}\right)=P_{1}\) and \(g_{a}\left(P_{2}\right)=P_{2}\), and hence \(r p f(P)=r p f\left(P_{1}\right) \triangleleft a \triangleright r p f\left(P_{2}\right)\), and thus \(\mathrm{CP}_{r p}(A) \vdash P=r p f(P)\).
2. If \(P_{1}=R_{1} \triangleleft a \triangleright R_{2}\) and \(P_{2} \in\left\{\mathrm{~T}, \mathrm{~F}, Q^{\prime} \triangleleft b \triangleright Q^{\prime \prime}\right\}\) with \(b \neq a\), then \(g_{a}\left(P_{2}\right)=\) \(P_{2}\) and by auxiliary result (2) in the proof of Lemma 3.5, \(\operatorname{rpf}\left(R_{1}\right)\) and \(\operatorname{rpf}\left(P_{2}\right)\) are rp-basic forms. We derive
\[
\begin{array}{ll}
\mathrm{CP}_{r p}(A) \vdash P=\left(R_{1} \triangleleft a \triangleright R_{2}\right) \triangleleft a \triangleright P_{2} & \\
=\left(R_{1} \triangleleft a \triangleright R_{1}\right) \triangleleft a \triangleright P_{2} & \text { by (CPrp1) } \\
=\left(r p f\left(R_{1}\right) \triangleleft a \triangleright r p f\left(R_{1}\right)\right) \triangleleft a \triangleright r p f\left(P_{2}\right) & \text { by IH } \\
=\left(r p f\left(f_{a}\left(R_{1}\right)\right) \triangleleft a \triangleright r p f\left(f_{a}\left(R_{1}\right)\right)\right) \triangleleft a \triangleright r p f\left(g_{a}\left(P_{2}\right)\right) & \\
=\operatorname{by~Lemma~} 3.6 \\
=\operatorname{rpf}\left(f_{a}\left(R_{1} \triangleleft a \triangleright R_{2}\right)\right) \triangleleft a \triangleright r p f\left(g_{a}\left(P_{2}\right)\right) & \\
=\operatorname{rpf}\left(\left(R_{1} \triangleleft a \triangleright R_{2}\right) \triangleleft a \triangleright P_{2}\right) & \\
=\operatorname{rpf}(P) &
\end{array}
\]
. If \(P_{1} \in\left\{\mathrm{~T}, \mathrm{~F}, Q^{\prime} \triangleleft b \triangleright Q^{\prime \prime}\right\}\) with \(b \neq a\) and \(P_{2}=S_{1} \triangleleft a \triangleright S_{2}\), we can proceed as in the previous case, but now using axiom scheme ( CPrp 2 ) and the identity \(f_{a}\left(P_{1}\right)=P_{1}\), and the fact that \(\operatorname{rpf}\left(P_{1}\right)\) and \(\operatorname{rpf}\left(S_{2}\right)\) are rp-basic forms.
4. If \(P_{1}=R_{1} \triangleleft a \triangleright R_{2}\) and \(P_{2}=S_{1} \triangleleft a \triangleright S_{2}\), we can proceed as in two previous cases, now using both (CPrp1) and (CPrp2), and the fact that \(\operatorname{rpf}\left(R_{1}\right)\) and \(r p f\left(S_{2}\right)\) are rp-basic forms.

Theorem 3.9. For all \(P \in C_{A}, \mathrm{CP}_{r p}(A) \vdash P=r p b f(P)\).
Proof. By Theorem 2.18 and Corollary 2.19 we find \(\mathrm{CP}_{r p}(A) \vdash P=b f(P)\). By Lemma 3.8, \(\mathrm{CP}_{r p}(A) \vdash b f(P)=r p f(b f(P))\), and \(r p f(b f(P))=r p b f(P)\).

Definition 3.10. The binary relation \(=_{r p b f}\) on \(C_{A}\) is defined as follows:
\[
P={ }_{r p b f} Q \Longleftrightarrow \operatorname{rpbf}(P)=r p b f(Q) .
\]

Theorem 3.11. For all \(P, Q \in C_{A}, \mathrm{CP}_{r p}(A) \vdash P=Q \Longleftrightarrow P=r_{p b b f} Q\).
Proof. Assume \(\mathrm{CP}_{r p}(A) \vdash P=Q\). By Theorem 3.9, \(\mathrm{CP}_{r p}(A) \vdash r p b f(P)=\) \(\operatorname{rpbf}(Q)\). In [4] the following two statements are proved (Theorem 6.3 and an auxiliary result in its proof), where \(=_{r p f}\) is a binary relation on \(C_{A}\) :
1. For all \(P, Q \in C_{A}, \quad \mathrm{CP}_{r p}(A) \vdash P=Q \quad \Longleftrightarrow \quad P={ }_{r p f} Q\).
2. For all rp-basic forms \(P\) and \(Q, \quad P={ }_{r p f} Q \Rightarrow P=Q\).

By Lemma 3.5 these statements imply \(\operatorname{rpbf}(P)=r p b f(Q)\), that is, \(P={ }_{r p b f} Q\).
Assume \(P={ }_{r p b f} Q\). By Lemma 2.14, bf \((r p b f(P))=b f(r p b f(Q))\). By Theorem 2.18, \(\mathrm{CP} \vdash \operatorname{rpbf}(P)=r p b f(Q)\). By Theorem 3.9, \(\mathrm{CP}_{r p}(A) \vdash P=Q\).

So, the relation \(={ }_{r p b f}\) is axiomatized by \(\mathrm{CP}_{r p}(A)\) and is thus a congruence. With this observation in mind, we define a transformation on evaluation trees that mimics the function rpbf and prove that equality of two such transformed trees characterizes the congruence that is axiomatized by \(\mathrm{CP}_{r p}(A)\).

\section*{Definition 3.12. The unary repetition-proof evaluation function}
\[
\text { rpse : } C_{A} \rightarrow \mathcal{T}_{A}
\]
yields repetition-proof evaluation trees and is defined by
\[
\operatorname{rpse}(P)=r p(s e(P))
\]

The auxiliary function \(r p: \mathcal{T}_{A} \rightarrow \mathcal{T}_{A}\) is defined as follows \((a \in A)\) :
\[
\begin{aligned}
r p(\mathrm{~T}) & =\mathrm{T}, \\
r p(\mathrm{~F}) & =\mathrm{F}, \\
r p(X \unlhd a \unrhd Y) & =r p\left(F_{a}(X)\right) \unlhd a \unrhd r p\left(G_{a}(Y)\right) .
\end{aligned}
\]

For \(a \in A\), the auxiliary functions \(F_{a}: \mathcal{T}_{A} \rightarrow \mathcal{T}_{A}\) and \(G_{a}: \mathcal{T}_{A} \rightarrow \mathcal{I}_{A}\) are defined by
\[
\begin{aligned}
F_{a}(\mathrm{~T}) & =\mathrm{T}, \\
F_{a}(\mathrm{~F}) & =\mathrm{F}, \\
F_{a}(X \unlhd b \unrhd Y) & = \begin{cases}F_{a}(X) \unlhd a \unrhd F_{a}(X) & \text { if } b=a, \\
X \unlhd b \unrhd Y & \text { otherwise, }\end{cases}
\end{aligned}
\]
and
\[
\begin{aligned}
G_{a}(\mathrm{~T}) & =\mathrm{T}, \\
G_{a}(\mathrm{~F}) & =\mathrm{F}, \\
G_{a}(X \unlhd b \unrhd Y) & = \begin{cases}G_{a}(Y) \unlhd a \unrhd G_{a}(Y) & \text { if } b=a, \\
X \unlhd b \unrhd Y & \text { otherwise. }\end{cases}
\end{aligned}
\]

Example 3.13. Let \(P=a \triangleleft(\mathrm{~F} \triangleleft a \triangleright \mathrm{~T}) \triangleright \mathrm{F}\). We depict se \((P)\) (as in Example 2.4) and the repetition-proof evaluation tree \(\operatorname{rpse}(P)=\mathrm{F} \unlhd a \unrhd(\mathrm{~F} \unlhd a \unrhd \mathrm{~F})\) :


The similarities between rpse and the function rpbf can be exploited:
Lemma 3.14. For all \(a \in A\) and \(X \in \mathcal{T}_{A}, G_{a}\left(F_{a}(X)\right)=F_{a}\left(F_{a}(X)\right)=F_{a}(X)\) and \(F_{a}\left(G_{a}(X)\right)=G_{a}\left(G_{a}(X)\right)=G_{a}(X)\).

Proof. By structural induction on \(X\) (cf. the proof of Lemma 3.3).
We use the following lemma in the proof of our final completeness result.
Lemma 3.15. For all \(P \in B F_{A}, r p(s e(P))=\operatorname{se}(r p f(P))\).
Proof. We first prove an auxiliary result:
For all \(P \in B F_{A}\) and for all \(a \in A, r p\left(F_{a}(s e(P))\right)=\operatorname{se}\left(r p f\left(f_{a}(P)\right)\right)\) and \(\operatorname{rp}\left(G_{a}(\operatorname{se}(P))\right)=\operatorname{se}\left(r p f\left(g_{a}(P)\right)\right)\).

We prove the first equality of (4) by structural induction on \(P\). The base cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) are trivial. For the inductive case \(P=Q \triangleleft a \triangleright R\), let \(b \in A\). We have to distinguish the cases \(b=a\) and \(b \neq a\). If \(b=a\), then
\[
\begin{aligned}
r p\left(F_{a}( \right. & s e(Q \triangleleft a \triangleright R))) & & \\
& =r p\left(F_{a}(\operatorname{se}(Q) \unlhd a \unrhd \operatorname{se}(R))\right) & & \\
& =r p\left(F_{a}(\operatorname{se}(Q)) \unlhd a \unrhd F_{a}(\operatorname{se}(Q))\right) & & \\
& =\operatorname{rp}\left(F_{a}\left(F_{a}(\operatorname{se}(Q))\right)\right) \unlhd a \unrhd \operatorname{rp}\left(G_{a}\left(F_{a}(\operatorname{se}(Q))\right)\right) & & \\
& =\operatorname{rp}\left(F_{a}(\operatorname{se}(Q))\right) \unlhd a \unrhd r p\left(F_{a}(\operatorname{se}(Q))\right) & & \text { by Lemma } 3.14 \\
& =\operatorname{se}\left(\operatorname{rpf}\left(f_{a}(Q)\right)\right) \unlhd a \unrhd \operatorname{se}\left(r p f\left(f_{a}(Q)\right)\right) & & \text { by IH } \\
& =\operatorname{se}\left(\operatorname{rpf}\left(f_{a}(Q)\right) \triangleleft a \triangleright \operatorname{rpf}\left(f_{a}(Q)\right)\right) & & \\
& =\operatorname{se}\left(r p f\left(f_{a}\left(f_{a}(Q)\right)\right) \triangleleft a \triangleright \operatorname{rpf}\left(g_{a}\left(f_{a}(Q)\right)\right)\right) & & \text { by Lemma } 3.3 \\
& =\operatorname{se}\left(r p f\left(f_{a}\left(Q \triangleleft a \triangleright f_{a}(Q)\right)\right)\right) & & \\
& =\operatorname{se}\left(r p f\left(f_{a}(Q \triangleleft a \triangleright R)\right)\right) . & &
\end{aligned}
\]

If \(b \neq a\), then
\[
\begin{aligned}
\operatorname{rp}\left(F_{b}(\operatorname{se}(Q \triangleleft a \triangleright R))\right) & =r p\left(F_{b}(\operatorname{se}(Q) \unlhd a \unrhd \operatorname{se}(R))\right) \\
& =\operatorname{rp}(\operatorname{se}(Q) \unlhd a \unrhd \operatorname{se}(R)) \\
& =\operatorname{rp}\left(F_{a}(\operatorname{se}(Q))\right) \unlhd a \unrhd \operatorname{rp}\left(G_{a}(\operatorname{se}(R))\right) \\
& =\operatorname{se}\left(r p f\left(f_{a}(Q)\right)\right) \unlhd a \unrhd \operatorname{se}\left(r p f\left(g_{a}(R)\right)\right) \quad \text { by IH } \\
& =\operatorname{se}\left(r p f\left(f_{a}(Q)\right) \triangleleft a \triangleright \operatorname{rpf}\left(g_{a}(R)\right)\right) \\
& =\operatorname{se}(r p f(Q \triangleleft a \triangleright R)) \\
& =\operatorname{se}\left(\operatorname{rpf}\left(f_{b}(Q \triangleleft a \triangleright R)\right)\right) .
\end{aligned}
\]

The second equality can be proved in a similar way, and this finishes the proof of (4).

The lemma's statement now follows by a case distinction on \(P\). The cases \(P \in\{\mathrm{~T}, \mathrm{~F}\}\) follow immediately, and otherwise \(P=Q \triangleleft a \triangleright R\), and thus
\[
\begin{array}{rlrl}
r p(\operatorname{se}(Q \triangleleft a \triangleright R)) & =r p(\operatorname{se}(Q) \unlhd a \unrhd \operatorname{se}(R)) & \\
& =r p\left(F_{a}(\operatorname{se}(Q))\right) \unlhd a \unrhd r p\left(G_{a}(\operatorname{se}(R))\right) \\
& =\operatorname{se}\left(r p f\left(f_{a}(Q)\right)\right) \unlhd a \unrhd \operatorname{se}\left(\operatorname{rpf}\left(g_{a}(R)\right)\right) & \\
& =\operatorname{se}\left(\operatorname{rpf}\left(f_{a}(Q)\right) \triangleleft a \triangleright r p f\left(g_{a}(R)\right)\right) \\
& =\operatorname{se}(\operatorname{rpf}(Q \triangleleft a \triangleright R)) . &
\end{array}
\]

Finally, we relate conditional statements by means of their repetition-proof evaluation trees.

Definition 3.16. Repetition-proof valuation congruence, notation \(={ }_{r p s e}\), is defined on \(C_{A}\) as follows:
\[
P={ }_{\text {rpse }} Q \quad \Longleftrightarrow \operatorname{rpse}(P)=\operatorname{rpse}(Q) .
\]

The following characterization result immediately implies that \(={ }_{r p s e}\) is a congruence relation on \(C_{A}\) (and hence justifies calling it a congruence).

Proposition 3.17. For all \(P, Q \in C_{A}, P={ }_{r p s e} Q \Longleftrightarrow P={ }_{r p b f} Q\).
Proof. In order to prove \(\Rightarrow\), assume \(\operatorname{rpse}(P)=\operatorname{rpse}(Q)\), thus \(r p(\operatorname{se}(P))=\) \(r p(s e(Q))\). By Corollary 2.19,
\[
r p(s e(b f(P)))=r p(s e(b f(Q))),
\]
so by Lemma 3.15, \(\operatorname{se}(\operatorname{rpf}(b f(P)))=\operatorname{se}(r p f(b f(Q)))\). By Lemma 2.8 and auxiliary result (2) (see the proof of Lemma 3.5), it follows that \(\operatorname{rpf}(b f(P))=\) \(r p f(b f(Q))\), that is, \(P={ }_{r p b f} Q\).

In order to prove \(\Leftarrow\), assume \(P={ }_{r p b f} Q\), thus \(\operatorname{rpf}(b f(P))=\operatorname{rpf}(b f(Q))\). Then \(\operatorname{se}(\operatorname{rpf}(b f(P)))=\operatorname{se}(\operatorname{rpf}(b f(Q)))\) and thus by Lemma 3.15,
\[
r p(s e(b f(P)))=r p(\operatorname{se}(b f(Q))) .
\]

By Corollary 2.19, \(s e(b f(P))=s e(P)\) and \(s e(b f(Q))=s e(Q)\), so \(r p(s e(P))=\) \(r p(s e(Q))\), that is, \(P={ }_{r p s e} Q\).

We end this section with a last completeness result.
Theorem 3.18 (Completeness of \(\mathrm{CP}_{r p}(A)\) ). For all \(P, Q \in C_{A}\),
\[
\mathrm{CP}_{r p}(A) \vdash P=Q \quad \Longleftrightarrow \quad P=r p s e
\]

Proof. Combine Theorem 3.11 and Proposition 3.17.

\section*{4 Conclusions}

In [4] we introduced proposition algebra using Hoare's conditional \(x \triangleleft y \triangleright z\) and the constants T and F . We defined a number of varieties of so-called valuation algebras in order to capture different semantics for the evaluation of conditional statements, and provided axiomatizations for the resulting valuation congruences. In \([3,5]\) we introduced an alternative valuation semantics for proposition algebra in the form of Hoare-McCarthy algebras (HMA's) that is more elegant than the semantical framework provided in [4]: HMA-based semantics has the advantage that one can define a valuation congruence without first defining the valuation equivalence it is contained in.

In this paper, we use Staudt's evaluation trees [13] to define free valuation congruence as the relation \(=_{s e}(\) see Section 2) and this appears to be a relatively simple and stand-alone exercise, resulting in a semantics that is elegant and much simpler than HMA-based semantics [3,5] and the semantics defined in [4]. By Theorem 2.11, \(=_{s e}\) coincides with "free valuation congruence as defined in [4]" because both relations are axiomatized by CP (see [4, Thm.4.4andThm.6.2]). The advantage of "evaluation tree semantics" is that for a given conditional statement \(P\), the evaluation tree \(s e(P)\) determines all relevant atomic evaluations, and \(P==_{s e} Q\) is determined by evaluation trees that contain no more atoms than those that occur in \(P\) and \(Q\); this is comparable to how truth tables can be used in the setting of propositional logic.

In Section 3 we define repetition-proof valuation congruence \(=_{r p s e}\) on \(C_{A}\) by \(P={ }_{r p s e} Q\) if, and only if, \(r p s e(P)=r p s e(Q)\), where \(r p s e(P)=r p(s e(P))\) and \(r p\) is a transformation function on evaluation trees. It is obvious that this transformation is "natural", given the axiom schemes (CPrp1) and (CPrp2) that are characteristic for \(\mathrm{CP}_{r p}(A)\). The equivalence on \(C_{A}\) that we want to prove is
\[
\begin{equation*}
\mathrm{CP}_{r p}(A) \vdash P=Q \quad \Longleftrightarrow \quad P=r p s e, \tag{5}
\end{equation*}
\]
by which \(={ }_{r p s e}\) coincides with "repetition-proof valuation congruence as defined in [4]" because both are axiomatized by \(\mathrm{CP}_{r p}(A)\) (see [4, Thm.6.3]). However, equivalence (5) implies that \(=_{r p s e}\) is a congruence relation on \(C_{A}\) and we could not find a direct proof of this fact. We chose to simulate the transformation rpse by the transformation rpbf on conditional statements and to prove that the resulting equivalence relation \(=_{r p b f}\) is a congruence axiomatized by \(\mathrm{CP}_{r p}(A)\).

This is Theorem 3.11, the proof of which depends on [4, Thm.6.3]) and on Theorem 3.9, that is,
\[
\text { For all } P \in C_{A}, \mathrm{CP}_{r p}(A) \vdash P=r p b f(P)
\]

In order to prove equivalence (5) (which is Theorem 3.18), it is thus sufficient to prove that \(=_{r p b f}\) and \(=_{r p s e}\) coincide, and this is Proposition 3.17.

In [6] we define evaluation trees for most of the other valuation congruences defined in [4] by transformations on se-images that are also "natural", and this also results in elegant "evaluation tree semantics" for each of these congruences.

We conclude with a brief digression on short-circuit logic, which we defined in [7] (see [5] for a quick introduction), and an example on the use of \(\mathrm{CP}_{r p}(A)\). Familiar binary connectives that occur in the context of imperative programming and that prescribe short-circuit evaluation, such as \&\& (in C called "logical AND"), are often defined in the following way:
\[
P \& \& Q=_{\operatorname{def}} \text { if } P \text { then } Q \text { else false, }
\]
independent of the precise syntax of \(P\) and \(Q\), hence, \(P \& \& Q={ }_{\operatorname{def}} Q \triangleleft P \triangleright\) F. It easily follows that \&\& is associative (cf. Footnote 3). In a similarly way, negation can be defined by \(\neg P={ }_{\text {def }} \mathrm{F} \triangleleft P \triangleright \mathrm{~T}\). In [7] we focus on this question:

Question 4.1. Which are the logical laws that characterize short-circuit evaluation of binary propositional connectives?

A first approach to this question is to adopt the conditional as an auxiliary operator, as is done in [5,7], and to answer Question 4.1 using definitions of the binary propositional connectives as above and the axiomatization for the valuation congruence of interest in proposition algebra (or, if "mixed conditional statements" are at stake, axiomatizations for the appropriate valuation congruences). An alternative and more direct approach to Question 4.1 is to establish axiomatizations for short-circuited binary connectives in which the conditional is not used. For free valuation congruence, an equational axiomatization of shortcircuited binary propositional connectives is provided by Staudt in [13], where \(s e(P \& \& Q)=_{\operatorname{def}} s e(P)[\mathrm{T} \mapsto s e(Q)]\) and \(s e(\neg P)=_{\operatorname{def}} s e(P)[\mathrm{T} \mapsto \mathrm{F}, \mathrm{F} \mapsto \mathrm{T}]\) (and where the function se is also defined for short-circuited disjunction), and the associated completeness proof is based on decomposition properties of such evaluation trees. For repetition-proof valuation congruence it is an open question whether a finite, equational axiomatization of the short-circuited binary propositional connectives exists, and an investigation of repetition-proof evaluation trees defined by such connectives might be of interest in this respect. We end with an example on the use of \(\mathrm{CP}_{r p}(A)\) that is based on [7, Ex.4].

Example 4.2. Let \(A\) be a set of atoms of the form ( \(e==e^{\prime}\) ) and ( \(\mathrm{n}=e\) ) with n some initialized program variable and \(e, e^{\prime}\) arithmetical expressions over the integers that may contain n. Assume that ( \(e==e^{\prime}\) ) evaluates to true if \(e\) and \(e^{\prime}\) represent the same value, and ( \(\mathrm{n}=e\) ) always evaluates to true with the effect that
\(e\) 's value is assigned to n . Then these atoms satisfy the axioms of \(\mathrm{CP}_{r p}(A) .{ }^{4}\) Notice that if n has initial value 0 or 1 , ( \((\mathrm{n}=\mathrm{n}+1)\) \& \((\mathrm{n}=\mathrm{n}+1))\) \& ( \(\mathrm{n}==2\) ) and \((\mathrm{n}=\mathrm{n}+1) \& \&(\mathrm{n}==2)\) evaluate to different results, so the atom \((\mathrm{n}=\mathrm{n}+1)\) does not satisfy the law \(a \& \& a=a\), by which this example is typical for the repetition-proof characteristic of \(\mathrm{CP}_{r p}(A)\).
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\begin{abstract}
We study how applicative bisimilarity behaves when instantiated on a call-by-value probabilistic \(\lambda\)-calculus, endowed with Plotkin's parallel disjunction operator. We prove that congruence and coincidence with the corresponding context relation hold for both bisimilarity and similarity, the latter known to be impossible in sequential languages.
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\section*{1 Introduction}

The work in this paper is part of a general effort in trying to transport techniques and concepts for program correctness and verification that have been introduced and successfully applied to ordinary (first-order) concurrency (CCS, CSP, Petri Nets), following pioneering work by Bergstra, Hoare, Milner, Olderog, and others, onto formalisms with higher-order features, in which the values exchanged or manipulated may include pieces of code. Specifically, we focus on the prototypical higher-order language, the \(\lambda\)-calculus, enriched with a probabilistic choice, and use coinductive methods and logics to understand and characterise behavioural equivalences.

Probabilistic models are more and more pervasive. Examples of application areas in which they have proved to be useful include natural language processing [16], robotics [23], computer vision [3], and machine learning [19]. Sometimes, being able to "flip a fair coin" while computing is a necessity rather than an alternative, like in cryptography (where, e.g., secure public key encryption schemes are bound to be probabilistic [11]): randomness is not only a modeling tool, but a capability algorithms can exploit.

The specification of probabilistic models and algorithms can be made easier by the design of programming languages. And indeed, various probabilistic programming languages have been introduced in the last years, from abstract
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}
ones \([13,18,22]\) to more concrete ones [12,20]. A common scheme consists in endowing deterministic languages with one or more primitives for probabilistic choice, like binary probabilistic choice or primitives for distributions. Many of them, as a matter of fact, are designed around the \(\lambda\)-calculus or one of its incarnations, like Scheme. This, in turn, has stimulated foundational research about probabilistic \(\lambda\)-calculi, and in particular about the nature of program equivalence in a probabilistic setting. This has already started to produce some interesting results in the realm of denotational semantics, where adequacy and full-abstraction results have recently appeared \([8,10]\).

Operational techniques for program equivalence, and in particular coinductive methodologies, have the advantage of not requiring a too complicated mathematical machinery. Various notions of bisimilarity have been proved adequate and, in some cases, fully abstract, for deterministic and nondeterministic computation [1, 15, 17]. A recent paper [6] generalizes Abramsky's applicative bisimulation [1] to a call-by-name, untyped \(\lambda\)-calculus endowed with binary, fair, probabilistic choice [7]. Probabilistic applicative bisimulation is shown to be a congruence, thus included in context equivalence. Completeness, however, fails, but can be recovered if call-by-value evaluation is considered, as shown in [4]. This can appear surprising, given that in nondeterministic \(\lambda\)-calculi, both when call-by-name and call-by-value evaluation are considered, applicative bisimilarity is a congruence, but finer than context equivalence [15]. But there is another, even less expected result: the aforementioned correspondence does not hold anymore if we consider applicative simulation and the contextual preorder.

The reason why this happens can be understood if one looks at the testingbased characterization of similarity and bisimilarity from the literature [9,24]: the class of tests characterizing bisimilarity is simple enough to allow any test to be implementable by a program context. This is impossible for tests characterizing similarity, which include not only conjunction (which can be implemented as copying) but also disjunction, an operator that seems to require the underlying language to be parallel.

In this paper, we show that, indeed, the presence of Plotkin's disjunction [ 2,21 ] turns applicative similarity into a relation which coincides with the context preorder. This is done by checking that the proof of precongruence for applicative bisimilarity \([4,6]\) continues to hold, and by showing how tests involving conjunction and disjunction can be implemented by contexts. This somehow completes the picture about how applicative (bi)similarity behaves in a probabilistic scenario.

\section*{2 Programs and Their Operational Semantics}

In this section, we present the syntax and operational semantics of \(\Lambda_{\oplus o r}\), the language on which we define applicative bisimulation. \(\Lambda_{\oplus o r}\) is a \(\lambda\)-calculus endowed with probabilistic choice and parallel disjunction operators.

The terms of \(\Lambda_{\oplus o r}\) are built up from variables, using the usual constructs of \(\lambda\)-calculus, binary choice and parallel disjunction. In the following, \(\operatorname{Var}=\) \(\{x, y, \ldots\}\) is a countable set of variables

Definition 1. The terms of \(\Lambda_{\oplus o r}\) are expressions generated by the following grammar:
\[
M, N, L::=x|\lambda x \cdot M| M \oplus N|M N| \quad[M \| N] \mapsto L
\]
where \(x \in\) Var.
In what follows, we consider terms of \(\Lambda_{\oplus o r}\) as \(\alpha\)-equivalence classes of syntax trees. We let \(F V(M)\) denote the set of free variables of the term \(M\). A term \(M\) is closed if \(F V(M)=\emptyset\). Given a set \(\bar{x}\) of variables, \(\Lambda_{\oplus o r}(\bar{x})\) is the set of terms \(M\) such that \(F V(M) \subseteq \bar{x}\). We write \(\Lambda_{\oplus o r}\) for \(\Lambda_{\oplus o r}(\emptyset)\). The (capture-avoiding) substitution of \(N\) for the free occurrences of \(x\) in \(M\) is denoted by \(M[N / x]\).

The constructs of the \(\lambda\)-calculus have their usual meanings. The construct \(M \oplus N\) is a binary choice operator, to be interpreted probabilistically, as in \(\Lambda_{\oplus}\) [7]. The construct \([M \| N] \mapsto L\) corresponds to the so-called parallel disjunction operator: if the evaluation of \(M\) or \(N\) terminates, then the behaviour of \([M \| N] \rightharpoondown L\) is the same as the behaviour of \(L\), otherwise this term does not terminate. Since we are in a probabilistic calculus, this means that \([M \| N] \mapsto L\) converges to \(L\) with a probability that is equal to the probability that either \(M\) or \(N\) converge. (This formulation of parallel disjunction is equivalent to the binary one, without the third term.)

Example 1. Relevant examples of terms are \(\Omega=(\lambda x . x x)(\lambda x . x x)\), and \(I=\lambda x . x\) : the first one always diverges, while the second always converges (to itself). In between, one can find terms such as \(I \oplus \Omega\), and \(I \oplus(I \oplus \Omega)\), converging with probability one half and three quarters, respectively.

\subsection*{2.1 Operational Semantics}

Because of the probabilistic nature of choice in \(\Lambda_{\oplus \text { or }}\), a program doesn't evaluate to a value, but to a probability distribution on values. Therefore, we need the following notions to define an evaluation relation.

Definition 2. Values are terms of the form \(V::=\lambda x . M\). We will call \(\mathcal{V}_{\oplus o r}\) the set of values. \(A\) value distribution is a function \(\mathscr{D}: \mathcal{V}_{\oplus o r} \rightarrow[0,1]\), such that \(\sum_{V \in \mathcal{V}_{\oplus o r}} \mathscr{D}(V) \leq 1\). Given a value distribution \(\mathscr{D}\), we let \(\mathrm{S}(\mathscr{D})\) denote the set of those values \(V\) such that \(\mathscr{D}(V)>0\). Given a set \(X\) of values, \(\mathscr{D}(X)\) is the sum of the probabilities assigned to every element of \(X\), i.e., \(\mathscr{D}(X)=\sum_{V \in X} \mathscr{D}(V)\). Moreover, we define \(\sum \mathscr{D}=\sum_{V} \mathscr{D}(V)\), which corresponds to the total weight of the distribution \(\mathscr{D}\). A value distribution \(\mathscr{D}\) is finite whenever \(\mathrm{S}(\mathscr{D})\) has finite cardinality. If \(V\) is a value, we write \(\left\{V^{1}\right\}\) for the value distribution \(\mathscr{D}\) such that \(\mathscr{D}(W)=1\) if \(W=V\) and \(\mathscr{D}(V)=0\) otherwise. We'll note \(\mathscr{D} \leq \mathscr{E}\) for the pointwise preorder on value distributions.

We first define an approximation semantics, which attributes finite probability distributions to terms, and only later define the actual semantics, which is the least upper bound of all distributions obtained through the approximation semantics. Big-step semantics is given by means of a binary relation \(\Downarrow\) between
\[
\begin{gathered}
\frac{M \Downarrow \emptyset}{M} b_{e} \quad \begin{array}{c}
V \Downarrow\left\{V^{1}\right\}
\end{array} b_{v} \frac{M \Downarrow \mathscr{D} \quad N \Downarrow \mathscr{E}}{M \oplus N \Downarrow \frac{1}{2} \mathscr{D}+\frac{1}{2} \mathscr{E}} b_{s} \\
M \Downarrow \mathscr{K} \quad N \Downarrow \mathscr{F} \quad\left\{P[V / x] \Downarrow \mathscr{E}_{P, V}\right\}_{\lambda x . P \in S(\mathscr{K}), V \in S(\mathscr{F})} b_{a} \\
M N \Downarrow \sum_{V \in S(\mathscr{F})} \mathscr{F}(V) \cdot\left(\sum_{\lambda x . P \in S(\mathscr{K})} \mathscr{K}(\lambda x . P) \cdot \mathscr{E}_{P, V}\right) \\
\frac{M \Downarrow \mathscr{D} \quad N \Downarrow \mathscr{E}}{L \Downarrow \mathscr{F}} \begin{array}{c}
{[M \| N] \mapsto L \Downarrow\left(\sum \mathscr{D}+\sum \mathscr{E}-\left(\sum \mathscr{D} \cdot \sum \mathscr{E}\right)\right) \cdot \mathscr{F}}
\end{array} b_{o r}
\end{gathered}
\]

Fig. 1. Evaluation
closed terms and value distributions, which is defined by the set of rules from Figure 1. This evaluation relation is the natural extension to \(\Lambda_{\oplus o r}\) of the evaluation relation given in [7] for the untyped probabilistic \(\lambda\)-calculus. Since the calculus has a call-by-value evaluation strategy, function arguments are evaluated before being passed to functions.

Lemma 1. For every term \(M\), if \(M \Downarrow \mathscr{D}\), and \(M \Downarrow \mathscr{E}\), then there exists a distribution \(\mathscr{F}\) such that \(M \Downarrow \mathscr{F}\) with \(\mathscr{D} \leq \mathscr{F}\), and \(\mathscr{E} \leq \mathscr{F}\).

Proof. The proof is by induction on the structure of derivations for \(M \Downarrow \mathscr{D}\). We only consider two cases, since the others are the same as in [7]:
- If the derivation for \(M \Downarrow \mathscr{D}\) is: \(\frac{M \Downarrow \emptyset}{M} b_{e}\) : Then it is enough to take \(\mathscr{F}=\mathscr{E}\), and since \(\emptyset \leq \mathscr{E}\) and \(\mathscr{E} \leq \mathscr{E}\), the result holds.
- If the derivation for \(M \Downarrow \mathscr{D}\) is of the form:
\[
\frac{P \Downarrow \mathscr{G} \quad N \Downarrow \mathscr{H} \quad L \Downarrow \mathscr{I}}{M=[P \| N] \longmapsto L \Downarrow \mathscr{D}=\left(\sum \mathscr{G}+\sum \mathscr{H}-\left(\sum \mathscr{G} \cdot \sum \mathscr{H}\right)\right) \cdot \mathscr{I}} b_{o r}
\]

Since \(M=[P \| N] \mapsto L\), there are only two possible structures for the derivation of \(M \Downarrow \mathscr{E}\) : either \(\mathscr{E}=\emptyset\) and the result holds by \(\mathscr{F}=\mathscr{D}\), or the structure of \(M \Downarrow \mathscr{E}\) is the following:
\[
\frac{P \Downarrow \mathscr{G}_{2} \quad N \Downarrow \mathscr{H}_{2} \quad L \Downarrow \mathscr{I}_{2}}{M=[P \| N] \mapsto L \Downarrow \mathscr{E}=\left(\sum \mathscr{G}_{2}+\sum \mathscr{H}_{2}-\left(\sum \mathscr{G}_{2} \cdot \sum \mathscr{H}_{2}\right)\right) \cdot \mathscr{I}_{2}} b_{o r}
\]

By applying the induction hypothesis, we obtain that there exist \(\mathscr{J}, \mathscr{K}, \mathscr{L}\) value distributions such that \(P \Downarrow \mathscr{J}, N \Downarrow \mathscr{K}, L \Downarrow \mathscr{L}\), and, moreover, \(\mathscr{G}, \mathscr{G}_{2} \leq \mathscr{J}\), \(\mathscr{H}, \mathscr{H}_{2} \leq \mathscr{K}\), and \(\mathscr{I}, \mathscr{I}_{2} \leq \mathscr{L}\). We define \(\mathscr{F}=\) \(\left(\sum \mathscr{J}+\sum \mathscr{K}-\left(\sum \mathscr{J} \cdot \sum \mathscr{K}\right)\right) \cdot \mathscr{L}\), and we have that \(M \Downarrow \mathscr{F}\). We must show that \(\mathscr{D} \leq \mathscr{F}\) and \(\mathscr{E} \leq \mathscr{F}\). Let \(f:[0,1] \times[0,1] \rightarrow[0,1]\) be the function defined by \(f(x, y)=x+y-x \cdot y\). The result follows from the fact that \(f\) is an increasing function, which holds since its two partial derivatives are positive.

Definition 3. For any closed term \(M\), we define the big-steps semantics \(\llbracket M \rrbracket\) of \(M\) as \(\sup _{M \Downarrow \mathscr{D}} \mathscr{D}\).

Since distributions form an \(\omega\)-complete partial order, and for every \(M\) the set of those distributions \(\mathscr{D}\) such that \(M \Downarrow \mathscr{D}\) is a countable directed set (by Lemma \(1)\), this definition is well-posed, and associates a unique value distribution to every term.

\subsection*{2.2 The Contextual Preorder}

The general idea of the contextual preorder is the following: a term \(M\) is smaller than a term \(N\) if the probability of convergence of any program \(L\) where \(M\) occurs is less than or equal to the probability of convergence of the program obtained by replacing \(M\) by \(N\) in \(L\). The notion of context allows us to formalize this idea.

Definition 4. \(A\) context \(C\) of \(\Lambda_{\oplus o r}\) is a syntax tree with a unique hole:
\[
\begin{aligned}
& C::=[\cdot]|\lambda x . C| C M|M C| C \oplus M \mid M \oplus C \\
&|[C \| M] \mapsto N|[M \| C] \mapsto N \mid[M \| N] \mapsto C .
\end{aligned}
\]

We let \(\mathscr{C}\) denote the set of all contexts.
Definition 5. Terms \(M, N \in \Lambda_{\oplus o r}(\bar{x})\) are put in relation by the contextual preorder \((M \leq N)\) if for every context \(C\) of \(\Lambda_{\oplus o r}\) such that \(C[M]\) and \(C[N]\) are closed terms, it holds that \(\sum \llbracket C[M] \rrbracket \leq \sum \llbracket C[N] \rrbracket . M, N\) are contextually equivalent \((M=N)\) if \(M \leq N\), and \(N \leq M\).

Note that the contextual preorder is directly defined on open terms, by requiring contexts to bind the free variables of terms. It is easy to verify that the contextual preorder is indeed a preorder, and analogously for equivalence.

Example 2. To see how things differ when we consider the contextual preorder in \(\Lambda_{\oplus}\) and in \(\Lambda_{\oplus o r}\), consider the following terms of \(\Lambda_{\oplus}\) :
\[
M=\lambda y \cdot(\Omega \oplus I) \quad N=(\lambda y . \Omega) \oplus(\lambda y . I)
\]
where \(\Omega\) and \(I\) are defined as in Example 1. We let \(\leq_{\oplus}\) and \(=_{\oplus}\) respectively denote the contextual preorder and equivalence for the language \(\Lambda_{\oplus}\), i.e., the relations restricted to terms and contexts without the parallel disjunction construct. In [4] it is proved that \(M \leq_{\oplus} N\). The converse does not hold, since if we take the \(\Lambda_{\oplus}\) context
\[
C=(\lambda x \cdot(x I)(x I))[\cdot]
\]
we have that in \(C[M]\) the term \(\lambda y .(\Omega \oplus I)\) is copied with probability one, while in \(C[N]\) both term \(\lambda y . \Omega\) and term \(\lambda y . I\) are copied with probability one half. Hence, \(C[M]\) converges with probability one quarter (i.e., the probability that \(\Omega \oplus I\) converges two times in a row) while \(C[N]\) has probability one half of diverging (i.e., one half times the probability that \(\Omega\) diverges two times in a row) and one half of converging (i.e., one half times the probability that \(I\) converges two
times in a row). In \(\Lambda_{\oplus o r}\) we still have that \(N \not \leq M\), since the contexts of \(\Lambda_{\oplus}\) are contexts of \(\Lambda_{\oplus o r}\) as well, but we also have that \(M \not \leq N\). Consider the context
\[
C=(\lambda x \cdot[(x I) \|(x I)] \mapsto I)[\cdot]
\]

If we put term \(M\) in context \(C\) then \(\lambda y .(\Omega \oplus I)\) is copied, which has probability one half of converging when applied to \(I\). Hence, by summing the probabilities of convergence of the two copies of \((\lambda y .(\Omega \oplus I)) I\) and subtracting the probability that they both converge, we obtain that \(\llbracket C[M] \rrbracket=\frac{3}{4} \cdot\left\{I^{1}\right\}\). Term \(C[N]\) only converges with probability one half, since with one half probability we have the parallel disjunction of two terms that never converge and with one half probability we have the parallel disjunction of two terms that always converge. Hence, both in \(\Lambda_{\oplus}\) and in \(\Lambda_{\oplus o r}\) terms \(M, N\) are not contextually equivalent, but it is only in \(\Lambda_{\oplus o r}\) that neither \(M\) is below \(N\) nor \(N\) is below \(M\) in the contextual preorder. We will see in the following section that this corresponds to what happens when we consider the simulation preorder.

\section*{3 Applicative Simulation}

In this section we introduce the notions of probabilistic applicative simulation and bisimulation for \(\Lambda_{\oplus o r}\). Then we define probabilistic simulation and bisimulation on labelled Markov chains (LMCs, which also appear as Reactive Probabilistic Labelled Transition Systems in the literature). Bisimilarity on this class of structures was defined in [14]. We show how to define a labelled Markov chain representing terms of \(\Lambda_{\oplus o r}\) and their evaluation. Two states in the labelled Markov chain corresponding to terms \(M, N\) are in the simulation preorder (respectively, bisimilar) if and only if terms \(M, N\) are in the applicative simulation preorder (respectively: applicative bisimilar). Recall that, given a relation \(\mathcal{R} \subseteq X \times Y\) and a set \(Z \subseteq X, \mathcal{R}(Z)=\{y \mid \exists x \in Z\) such that \(x \mathcal{R} y\}\).

Definition 6. \(A\) relation \(\mathcal{R} \subseteq \Lambda_{\oplus o r} \times \Lambda_{\oplus o r}\) is a probabilistic applicative simulation if \(M \mathcal{R} N\) implies:
- for all \(X \subseteq \mathcal{V}_{\oplus o r}, \llbracket M \rrbracket(X) \leq \llbracket N \rrbracket(\mathcal{R}(X))\)
- if \(M=\lambda x . L\) and \(N=\lambda x . P\) then \(L[V / x] \mathcal{R} P[V / x]\) for all \(V \in \mathcal{V}_{\oplus o r}\).

A relation \(\mathcal{R}\) is a probabilistic applicative bisimulation if both \(\mathcal{R}\) and \(\mathcal{R}^{-1}\) are probabilistic applicative simulations. We say that \(M\) is simulated by \(N\) ( \(M \precsim a N\) ) if there exists a probabilistic applicative simulation \(\mathcal{R}\) such that \(M \mathcal{R N}\). Terms \(M, N\) are bisimilar \(\left(M \sim_{a} N\right)\) if there exists a probabilistic applicative bisimulation \(\mathcal{R}\) such that \(M \mathcal{R} N\).

Definition 7. A labelled Markov chain (LMC) is a triple \(\mathcal{M}=(\mathcal{S}, \mathcal{L}, \mathcal{P})\), where \(\mathcal{S}\) is a countable set of states, \(\mathcal{L}\) is a set of labels, and \(\mathcal{P}\) is a transition probability matrix, i.e., a function \(\mathcal{P}: \mathcal{S} \times \mathcal{L} \times \mathcal{S} \rightarrow \mathbb{R}\) such that for every state \(s \in \mathcal{S}\) and for every label \(l \in \mathcal{L}, \sum_{u \in \mathcal{S}} \mathcal{P}(s, l, u) \leq 1\).

Definition 8. Let \((\mathcal{S}, \mathcal{L}, \mathcal{P})\) be a labelled Markov chain. A probabilistic simulation is a relation \(\mathcal{R}\) on \(\mathcal{S}\) such that \((s, t) \in \mathcal{R}\) implies that for every \(X \subseteq \mathcal{S}\) and for every \(l \in \mathcal{L}, \mathcal{P}(s, l, X) \leq \mathcal{P}(t, l, \mathcal{R}(X))\). A probabilistic bisimulation is a relation \(\mathcal{R}\) on \(\mathcal{S}\) such that both \(\mathcal{R}\) and \(\mathcal{R}^{-1}\) are probabilistic simulation relations. We say that \(s\) is simulated by \(t(s \precsim t\) ) if there exists a probabilistic simulation \(\mathcal{R}\) such that \(s \mathcal{R} t\). States \(s, t\) are bisimilar \((s \sim t)\) if there exists a probabilistic bisimulation \(\mathcal{R}\) such that \(s \mathcal{R} t\).

Labelled Markov chains allow for external nondeterminism (every state can reach different probability distributions, depending on the chosen label) but they do not allow for internal nondeterminism (given a state and a label there is only one associated probability distribution). This is the reason why bisimilarity coincides with simulation equivalence on labelled Markov chains, i.e., \(\sim=\precsim \cap \precsim^{-1}\).

Lemma 2. For any labelled Markov chain ( \(\mathcal{S}, \mathcal{L}, \mathcal{P}\) ):
1. relations \(\precsim\) and \(\sim\) are the largest simulation and the largest bisimulation on \(\mathcal{S}\), respectively;
2. relation \(\precsim\) is a preorder and relation \(\sim\) is an equivalence.

Proof. Let us examine the two points separately:
1. Simulations and bisimulations are closed under union, hence the results follows.
2. The identity relation is a simulation, hence \(\precsim\) is reflexive. Given two simulation relations \(\mathcal{R}_{1}, \mathcal{R}_{2}\), relation \(\mathcal{R}_{1} ; \mathcal{R}_{2}=\left\{(s, t) \mid s \mathcal{R}_{1} u \mathcal{R}_{2} t\right.\) for some \(\left.u\right\}\) is a simulation. Hence, \(\precsim\) is transitive as well. By definition, relation \(\sim\) is symmetric, which implies that it is an equivalence.

We will now define a labelled Markov chain that has among its states all terms of \(\Lambda_{\oplus o r}\) and that models the evaluation of these terms.

Definition 9. The labelled Markov chain \(\mathcal{M}_{\oplus \text { or }}=\left(\mathcal{S}_{\oplus o r}, \mathcal{L}_{\oplus o r}, \mathcal{P}_{\oplus o r}\right)\) is given by:
- A set of states \(\mathcal{S}_{\oplus o r}=\left\{\Lambda_{\oplus o r}\right\} \uplus\left\{\hat{\mathcal{V}}_{\oplus o r}\right\}\), where terms and values are taken modulo \(\alpha\)-equivalence and \(\hat{\mathcal{V}}_{\oplus o r}=\left\{\hat{V} \mid V \in \mathcal{V}_{\oplus o r}\right\}\) is a set containing copies of the values in \(\Lambda_{\oplus o r}\) decorated with.. We call these values distinguished values.
- A set of labels \(\mathcal{L}_{\oplus o r}=\mathcal{V}_{\oplus o r} \uplus\{\) eval \(\}\), where, again, terms are taken modulo \(\alpha\)-equivalence.
- A transition probability matrix \(\mathcal{P}_{\oplus \text { or }}\) such that:
- for every \(M \in \Lambda_{\oplus o r}\) and for every \(\hat{V} \in \hat{\mathcal{V}}_{\oplus o r}, \mathcal{P}_{\oplus o r}(M\), eval,\(\hat{V})=\llbracket M \rrbracket(V)\) and \(\mathcal{P}_{\oplus o r}\left(M\right.\), eval, \(\left.M^{\prime}\right)=0\) for all \(M^{\prime} \in \Lambda_{\oplus o r}\).
- for every \(\lambda \hat{x . M} \in \hat{\mathcal{V}}_{\oplus o r}\) and for every \(V \in \mathcal{V}_{\oplus o r}, \mathcal{P}_{\oplus o r}(\lambda \hat{x . M}\), \(V, M[V / x])=1\) and \(\mathcal{P}_{\oplus o r}\left(\lambda \hat{x .} M, V, M^{\prime}\right)=0\) for all \(M^{\prime} \in \Lambda_{\oplus \text { or }}\) such that \(M^{\prime} \neq M[V / x]\).

Please observe that if \(V \in \mathcal{V}_{\oplus o r}\), then both \(V\) and \(\hat{V}\) are states of the Markov chain \(\mathcal{M}_{\oplus o r}\). A similar labelled Markov chain is defined in [5] for a call-by-name untyped probabilistic \(\lambda\)-calculus \(\Lambda_{\oplus}\), and for a call-by-value typed probabilistic
version of PCF in [4]. Actions in \(\mathcal{V}_{\oplus o r}\) and action eval respectively represent the application of a term to a value and the evaluation of a term.

Following [9], given a state and an action we allow the sum of the probabilities of reaching other states in the labelled Markov chain to be smaller than 1, modelling divergence this way. The definition of simulation implies that whenever \(M\) is simulated by \(N\) we have that \(\sum \llbracket M \rrbracket \leq \sum \llbracket N \rrbracket\). Analogously, if \(M\) is bisimilar to \(N\), then \(\sum \llbracket M \rrbracket=\sum \llbracket N \rrbracket\).

An applicative simulation \(\mathcal{R}\) on terms of \(\Lambda_{\oplus o r}\) can be easily seen as a simulation relation \(\mathcal{R}^{\prime}\) on states of \(\mathcal{M}_{\oplus o r}\), obtained by adding to relation \(\mathcal{R}\) the pairs \(\{(\hat{V}, \hat{W}) \mid V \mathcal{R} W\}\). Analogously, a simulation relation on \(\mathcal{M}_{\oplus o r}\) corresponds to an applicative simulation for \(\Lambda_{\oplus o r}\).

Theorem 1. On terms of \(\Lambda_{\oplus o r}, \precsim a=\precsim\) and \(\sim_{a}=\sim\).
In what follows, we will mainly use the definitions of simulation and bisimulation for the labelled Markov chain \(\mathcal{M}_{\oplus o r}\). By Lemma \(2, \precsim\) coincides with the simulation preorder defined in [4], which requires simulations to be preorders themselves. For instance, \(I\) and \(I I\) are (applicative) bisimilar since


Fig. 2. LMC for \(M, N\).
\(\mathcal{R}=\{(I,(I I))\} \cup \mathcal{I D} \cup\left\{(\hat{V}, \hat{V}) \mid V \in \mathcal{V}_{\oplus o r}\right\}\), where \(\mathcal{I D}\) is the identity relation on \(\Lambda_{\oplus o r}\), is a bisimulation on \(\mathcal{M}_{\oplus o r}\). Consider now the terms \(M\) and \(N\) defined in Example 2 and represented in Figure 2 as states in \(\mathcal{M}_{\oplus o r}\). Term \(M\) is not simulated by \(N\) : if a simulation \(\mathcal{R}\) relates them, then it must also relate term \((\Omega \oplus I)\) to both term \(\Omega\) and term \(I\). However, \((\Omega \oplus I)\) can perform eval and reach \(I\) with probability one half, while \(\Omega\) has zero probability of becoming a value, which means that \(\mathcal{R}\) cannot be a simulation relation. In the other direction, we have
that \(N\) cannot be simulated by \(M\) either．If \(\mathcal{R}\) is simulation such that \(N \mathcal{R} M\) then it must relate term \(I\) to term \((\Omega \oplus I)\) ，but the former has probability one of convergence and the latter has probability one half of convergence．

\section*{4 The Simulation Preorder is a Precongruence}

The extension \(\precsim 。\) of the applicative simulation preorder to open terms is defined by considering all closing substitutions，i．e．，for all \(M, N \in \Lambda_{\oplus o r}\left(x_{1}, \ldots, x_{n}\right)\) ，we have \(M \precsim 。 N\) if
\(M\left[V_{1}, \ldots, V_{n} / x_{1}, \ldots, x_{n}\right] \precsim_{\circ} N\left[V_{1}, \ldots, V_{n} / x_{1}, \ldots, x_{n}\right]\) ，for all \(V_{1}, \ldots, V_{n} \in \mathcal{V}_{\oplus o r}\).
Here we show that \(\precsim 。\) is a precongruence，i．e．，closed with respect to the opera－ tors of \(\Lambda_{\oplus o r}\) ．

It is here convenient to work with generalizations of relations called \(\Lambda_{\oplus o r}{ }^{-}\) relations，i．e．sets of triples in the form \((\bar{x}, M, N)\) ，where \(M, N \in \Lambda_{\oplus o r}(\bar{x})\) ．Given a relation \(\mathcal{R}\) on open terms，if \(M \mathcal{R} N\) and \(M, N \in \Lambda_{\oplus o r}(\bar{x})\) then the triple \((\bar{x}, M, N)\) is in the corresponding \(\Lambda_{\oplus o r}\)－relation．We denote this by \(\bar{x} \vdash M \mathcal{R} N\) ． We extend the usual notions of symmetry，reflexivity and transitivity to \(\Lambda_{\oplus o r}{ }^{-}\) relations as expected．

Definition 10．\(A \Lambda_{\oplus o r}\)－relation \(\mathcal{R}\) is compatible if and only if the following conditions hold：
（Com1）\(\forall \bar{x}, \forall x \in \bar{x}, \bar{x} \vdash x \mathcal{R} x\) ；
（Com2）\(\forall \bar{x}, \forall x \notin \bar{x}, \forall M, N, \bar{x} \cup\{x\} \vdash M \mathcal{R} N \Longrightarrow \bar{x} \vdash \lambda x . M \mathcal{R} \lambda x . N\) ；
（Com3）\(\forall \bar{x}, \forall M, N, P, Q, \bar{x} \vdash M \mathcal{R} N \wedge \bar{x} \vdash P \mathcal{R} Q \Longrightarrow \bar{x} \vdash M P \mathcal{R} N Q\) ；
（Com4）\(\forall \bar{x}, \forall M, N, P, Q, \bar{x} \vdash M \mathcal{R} N \wedge \bar{x} \vdash P \mathcal{R} Q \Longrightarrow \bar{x} \vdash M \oplus P \mathcal{R} N \oplus Q\) ；
（Com5）\(\forall \bar{x}, \forall M, N, P, Q, T, \bar{x} \vdash M \mathcal{R} N \wedge \bar{x} \vdash P \mathcal{R} Q \Longrightarrow \bar{x} \vdash[M \| P] \mapsto\) \(T \mathcal{R}[N \| Q] \mapsto T ;\)

It follows from these properties that a compatible relation is reflexive，since this holds by（Com1）on variables，and it is preserved by the other operators by （Com2）－（Com5）：

Proposition 1．If a relation is compatible，then it is reflexive．

\section*{4．1 Howe＇s Method}

The main idea of Howe＇s method consists in defining an auxiliary relation \(\precsim^{H}\) such that it is easy to see that it is compatible，and then prove that \(\precsim_{\circ}=\widetilde{\sigma}_{\circ}\) ．

Definition 11．Let \(\mathcal{R}\) be a relation．We define inductively the relation \(\mathcal{R}^{H}\) by the rules in Figure 3.

We are now going to show that if the relation \(\mathcal{R}\) we start from satisfies minimal requirements，namely that it is reflexive and transitive，then \(\mathcal{R}^{H}\) is guaranteed to be compatible and to contain \(\mathcal{R}\) ．This is a direct consequence of the following results，whose proofs are standard inductions：
\[
\begin{array}{cc}
\frac{\bar{x} \cup\{x\} \vdash x \mathcal{R} M}{\bar{x} \cup\{x\} \vdash x \mathcal{R}^{H} M} & \\
\cline { 1 - 4 } & \bar{x} \cup\{x\} \vdash M \mathcal{R}^{H} N \quad \bar{x} \vdash \lambda x . N \mathcal{R} L \\
\bar{x} \vdash M \mathcal{R}^{H} N & \bar{x} \vdash L \mathcal{R}^{H} P \quad \bar{x} \vdash N P \mathcal{R} R \\
\hline \bar{x} \vdash M L \mathcal{R}^{H} R \\
\frac{\bar{x} \vdash M \mathcal{R}^{H} N}{} \begin{array}{c}
\bar{x} \vdash L \mathcal{R}^{H} P \quad \bar{x} \vdash N \oplus P \mathcal{R} R \\
\bar{x} \vdash M \oplus L \mathcal{R}^{H} R \\
\bar{x} \vdash M \mathcal{R}^{H} N \\
\bar{x} \vdash L \mathcal{R}^{H} P \quad \bar{x} \vdash[N \| P] \mapsto T \mathcal{R} R
\end{array}
\end{array}
\]

Fig. 3. Howe's Construction
- Let \(\mathcal{R}\) be a reflexive relation. Then \(\mathcal{R}^{H}\) is compatible.
- Let \(\mathcal{R}\) be transitive. Then:
\[
\begin{equation*}
\left(\bar{x} \vdash M \mathcal{R}^{H} N\right) \wedge(\bar{x} \vdash N \mathcal{R} L) \Rightarrow\left(\bar{x} \vdash M \mathcal{R}^{H} L\right) \tag{1}
\end{equation*}
\]
- If \(\mathcal{R}\) is reflexive, then \(\bar{x} \vdash M \mathcal{R} N\) implies \(\bar{x} \vdash M \mathcal{R}^{H} N\).

We can now apply Howe's construction to \(\precsim 。\), since it is clearly reflexive and transitive. The properties above then tell us that \(\precsim_{0}^{H}\) is compatible and that \(\precsim 。 \subseteq \precsim_{\circ}^{H}\). What we are left with, then, is proving that \(\precsim{ }_{\circ}^{H}\) is also a simulation. \({ }^{1}\)

Lemma 3. \(\precsim_{\circ}^{H}\) is value-substitutive: for all terms \(M, N\) and values \(V, W\) such that \(x \vdash M \underset{{ }_{\circ}^{H}}{\underset{H}{\circ}} N\) and \(\emptyset \vdash V \underset{{ }_{0}^{H}}{\precsim} W\), it holds that \(\emptyset \vdash M[V / x] \underset{\sim}{{ }_{0}} N[W / x]\)

Proof. By induction on the derivation of \(x \vdash M \underset{\sim}{\wp} N\).
We also need an auxiliary, technical, lemma about probability assignments:
Definition 12. \(\mathbb{P}=\left(\left\{p_{i}\right\}_{1 \leq i \leq n},\left\{r_{I}\right\}_{I \subseteq\{1, \ldots, n\}}\right)\) is said to be a probability assignment if for every \(I \subseteq\{1, . ., n\}\), it holds that \(\sum_{i \in I} p_{i} \leq \sum_{J \cap I \neq \emptyset} r_{J}\).

Lemma 4 (Disentangling Sets). Let \(P=\left(\left\{p_{i}\right\}_{1 \leq i \leq n},\left\{r_{I}\right\}_{I \subseteq\{1, \ldots, n\}}\right)\) be a probability assignment. Then for every non-empty \(I \subseteq\{1, \ldots, n\}\), and for every \(k \in I\), there is an \(s_{k, I} \in[0,1]\) satisfying the following conditions:
- for every \(I\), it holds that \(\sum_{k \in I} s_{k, I} \leq 1\);
- for every \(k \in 1, \ldots, n\), it holds that \(p_{k} \leq \sum_{\{I \mid k \in I\}} s_{k, I} \cdot r_{I}\).

The proof is an application of the Max-Flow Min-Cut Theorem, see e.g., \([4,6]\).
Given a set of set of open terms \(X\), let \(\lambda x \cdot X=\{\lambda x \cdot M \mid M \in X\}\).

\footnotetext{
\({ }^{1}\) In the proof of congruence for the probabilistic call-by-value \(\lambda\)-calculus presented in [4], the transitive closure of \(\precsim_{0}^{H}\) is considered, since the definition of simulation required the relation to be preorder, which implies that the transitivity of \(\precsim_{\circ}^{H}\) is needed. Since we relaxed the definition of simulation, this is not anymore necessary.
}

Lemma 5 （Key Lemma）．For all terms \(M\) ，\(N\) ，if \(\emptyset \vdash M \underset{\circ}{H} N\) ，then for every \(\lambda x . X \subseteq \mathcal{V}_{\oplus o r}\) it holds that \(\llbracket M \rrbracket(\lambda x . X) \leq \llbracket N \rrbracket\left(\precsim 。\left(\lambda x . \precsim_{\circ}^{\sim_{\circ}^{\circ}}(X)\right)\right)\) ．

Proof．We show that the inequality holds for every approximation of the seman－ tics of \(M\) ，which implies the result since the semantics is the supremum of the approximations．In particular，we prove by induction on the structure of the derivation of \(M \Downarrow \mathscr{D}\) that，for any \(M, N\) ，if \(M \Downarrow \mathscr{D}\) and \(\emptyset \vdash M \underset{\sim}{\circ} N\) ，then for every \(\lambda x . X \subseteq \mathcal{V}_{\oplus o r}\) it holds that \(\mathscr{D}(\lambda x . X) \leq \llbracket N \rrbracket\left(\precsim \circ\left(\lambda x\right.\right.\) ．\(\left.\left.\precsim_{\circ}{ }_{\circ}(X)\right)\right)\) ．We consider separately every possible rule which can be applied at the bottom of the derivation：
－If the rule is \(\overline{M \Downarrow \emptyset} b v\) then \(\mathscr{D}=\emptyset\) ，and for all set of values \(\lambda x . X\) ， \(\mathscr{D}(\lambda x . X)=0\) ，and it concludes the proof．
－If \(M\) is a value \(V=\lambda x . L\) and the last rule of the derivation is \(\overline{V \Downarrow\left\{V^{1}\right\}} b_{v}\) then \(\mathscr{D}=\left\{V^{1}\right\}\) is the Dirac distribution for \(V\) and，by the definition of Howe＇s lifting，\((\emptyset \vdash \lambda x . L \underset{\sim}{\circ} N)\) was derived by the following rule：
\[
\frac{x \vdash L \precsim{ }_{0}^{H} P \quad \emptyset \vdash \lambda x . P \precsim{ }_{0} N}{\emptyset \vdash \lambda x . L \underset{{ }_{0}^{H} N}{ }}
\]

It follows from the definition of simulation and from \((\emptyset \vdash \lambda x . P \precsim 。 N)\) that \(1=\) \(\llbracket N \rrbracket(\precsim<\{\lambda x . P\})\) ．Let \(\lambda x . X \subseteq \mathcal{V}_{\oplus o r}\) ．If \(\lambda x . L \notin \lambda x . X\) then \(\mathscr{D}(\lambda x . X)=0\) and the thesis holds．Otherwise， \(\mathscr{D}(\lambda x \cdot X)=\mathscr{D}(\lambda x \cdot L)=1=\llbracket N \rrbracket(\precsim 。\{\lambda x \cdot P\})\) ． It follows from \(L \underset{{ }^{H}}{ }{ }^{H} P\) and from \(\lambda x . L \in \lambda x\) ．\(X\) that \(\lambda x . P \in \lambda x\) ．\(\left(\precsim^{H} X\right)\) ； hence，\(\llbracket N \rrbracket(\precsim \circ\{\lambda x . P\}) \leq \llbracket N \rrbracket\left(\precsim \circ \lambda x .\left(\precsim_{\circ}^{H} X\right)\right)\) ．
－If the derivation of \(M \Downarrow \mathscr{D}\) is of the following form：
\[
\frac{M_{1} \Downarrow \mathscr{K} \quad M_{2} \Downarrow \mathscr{F} \quad\left\{P[V / x] \Downarrow \mathscr{E}_{P, V}\right\}_{\lambda x . P \in \mathrm{~S}(\mathscr{K}), V \in \mathrm{~S}(\mathscr{F})}}{M_{1} M_{2} \Downarrow \sum_{V \in \mathrm{~S}(\mathscr{F})} \mathscr{F}(V)\left(\sum_{\lambda x . P \in \mathrm{~S}(\mathscr{K})} \mathscr{K}(\lambda x . P) . \mathscr{E}_{P, V}\right)}
\]

Then \(M=M_{1} M_{2}\) and we have that the last rule used in the derivation of \(\emptyset \vdash M \underset{\sim}{H} N\) is：
\[
\frac{\emptyset \vdash M_{1} \precsim{ }_{0}^{H} M_{1}^{\prime} \quad \emptyset \vdash M_{2} \precsim{ }_{0}^{H} M_{2}^{\prime} \quad \emptyset \vdash M_{1}^{\prime} M_{2}^{\prime} \precsim 。 N}{\emptyset \vdash M_{1} M_{2} \precsim{ }_{0}^{H} N}
\]

Let \(\mathrm{S}(\mathscr{K})=\left\{\lambda x . P_{1}, \ldots, \lambda x . P_{n}\right\}\) and \(K_{i}=\precsim 0\left\{\lambda x . L \mid x \vdash P_{i} \precsim_{0}^{H} L\right\}\) and， symmetrically， \(\mathrm{S}(\mathscr{F})=\left\{V_{1}, \ldots, V_{l}\right\}\) and \(X_{k}=\precsim 。\left\{\lambda x . L \mid V_{k}=\lambda x . M^{\prime}\right.\) and \(\left.x \vdash M^{\prime} \precsim{ }_{\circ} L\right\}\) ．Then by the inductive hypothesis on \(M_{1} \Downarrow \mathscr{K}\) and \(M_{2} \Downarrow \mathscr{F}\) we have that \(\mathscr{K}\left(\bigcup_{i \in I}\left\{\lambda x . P_{i}\right\}\right) \leq \llbracket M_{1}^{\prime} \rrbracket\left(\bigcup_{i \in I} K_{i}\right)\) for every \(I \subseteq\{1, . ., n\}\) and \(\mathscr{F}\left(\bigcup_{k \in I}\left\{V_{k}\right\}\right) \leq \llbracket M_{2}^{\prime} \rrbracket\left(\bigcup_{k \in I} X_{k}\right)\) for every \(I \subseteq\{1, . ., l\}\) ．
Lemma 4 allows us to derive that for all \(U \in \bigcup_{1 \leq i \leq n} K_{i}\) there exist prob－ ability values \(r_{1}^{U}, \ldots, r_{n}^{U}\) and for all \(W \in \bigcup_{1 \leq k \leq l} \bar{X}_{k}\) there exist probability values \(s_{1}^{W}, . ., s_{l}^{W}\) such that：
\[
\begin{aligned}
& \llbracket M_{1}^{\prime} \rrbracket(U) \geq \sum_{1 \leq i \leq n} r_{i}^{U} \quad \llbracket M_{2}^{\prime} \rrbracket(W) \geq \sum_{1 \leq k \leq l} s_{k}^{W} \quad \forall U \in \bigcup_{1 \leq i \leq n} K_{i}, W \in \bigcup_{1 \leq k \leq l} X_{k} \\
& \mathscr{K}\left(\lambda x . P_{i}\right) \leq \sum_{U \in K_{i}} r_{i}^{U} \quad \mathscr{F}\left(V_{k}\right) \leq \sum_{W \in X_{k}} s_{k}^{W} \quad \forall 1 \leq i \leq n, 1 \leq k \leq l
\end{aligned}
\]

Hence, for every value \(Z \in \mathcal{V}_{\oplus o r}\), we have that:
\[
\begin{aligned}
\mathscr{D}(Z) & =\sum_{1 \leq k \leq l} \mathscr{F}\left(V_{k}\right) \cdot \sum_{1 \leq i \leq n} \mathscr{K}\left(\lambda x \cdot P_{i}\right) \cdot \mathscr{E}_{P_{i}, V_{k}}(Z) \\
& \leq \sum_{1 \leq k \leq l} \sum_{W \in X_{k}} s_{k}^{W} \cdot \sum_{1 \leq i \leq n} \sum_{U \in K_{i}} r_{i}^{U} \cdot \mathscr{E}_{P_{i}, V_{k}}(Z)
\end{aligned}
\]

If \(U=\lambda x \cdot U^{\prime} \in K_{i}\) then there exists \(S\) such that:
\[
\text { (2) } \emptyset \vdash \lambda x . S \precsim_{0} U \quad \text { (3) } \quad x \vdash P_{i} \precsim_{0}^{H} S
\]

By (2), \(\emptyset \vdash S[W / x] \precsim 。 U^{\prime}[W / x]\). By (3) and by Lemma 3, for \(W \in X_{k}\) we have that \(\emptyset \vdash P_{i}\left[V_{k} / x\right] \precsim{ }^{H} S[W / x]\). It follows from (1) that \(\emptyset \vdash P_{i}\left[V_{k} / x\right] \precsim{ }_{0}^{H}\) \(U^{\prime}[W / x]\). Hence, by the induction hypothesis applied to \(P_{i}\left[V_{k} / x\right]\) we have \(\mathscr{E}_{P_{i}, V_{k}}(\lambda x . X) \leq \llbracket U^{\prime}[W / x] \rrbracket\left(\precsim 。 \lambda x .\left(\precsim_{\circ}{ }^{H} X\right)\right)\). Therefore,
\[
\begin{aligned}
& \mathscr{D}(\lambda x . X) \leq \sum_{1 \leq k \leq l} \sum_{W \in X_{k}} s_{k}^{W} \cdot \sum_{1 \leq i \leq n} \sum_{U \in K_{i}} r_{i}^{U} \cdot \mathscr{E}_{P_{i}, V_{k}}(\lambda x . X)
\end{aligned}
\]
\[
\begin{aligned}
& \leq \sum_{W \in \bigcup_{1 \leq k \leq l} X_{k}} \sum_{U \in \bigcup_{1 \leq i \leq n} K_{i}} \llbracket M_{2}^{\prime} \rrbracket(W) \cdot \llbracket M_{1}^{\prime} \rrbracket(U) \cdot \llbracket L_{U, W} \rrbracket\left(\precsim \lambda x .\left(\precsim_{\circ}^{H} X\right)\right) \\
& \leq \llbracket M_{1}^{\prime} M_{2}^{\prime} \rrbracket\left(\precsim_{\precsim} \lambda x .\left(\precsim_{\circ}^{H} X\right)\right)
\end{aligned}
\]
where \(L_{U, W}=U^{\prime}[W / x]\) for any \(U\) such that \(U=\lambda x . U^{\prime}\).
- If \(M \Downarrow \mathscr{D}\) is derived by:
\[
\frac{M_{1} \Downarrow \mathscr{D}_{1} \quad M_{2} \Downarrow \mathscr{D}_{2}}{M_{1} \oplus M_{2} \Downarrow \frac{1}{2} \mathscr{D}_{1}+\frac{1}{2} \mathscr{D}_{2}}
\]
then \(\emptyset \vdash M \underset{\precsim_{0}}{H} N\) is derived by:
\[
\frac{\emptyset \vdash M_{1} \precsim_{0}^{H} N_{1} \quad \emptyset \vdash M_{2} \precsim_{0}^{H} N_{2} \quad \emptyset \vdash N_{1} \oplus N_{2} \precsim \circ N}{\emptyset \vdash M_{1} \oplus M_{2} \precsim_{\circ}^{H} N}
\]

By the inductive hypothesis, for \(i \in\{1,2\}\) we have that for any \(\lambda x . X \subseteq \mathcal{V}_{\oplus o r}\),
\[
\mathscr{D}_{i}(\lambda x . X) \leq \llbracket N_{i} \rrbracket\left(\precsim_{0} \lambda x \cdot\left(\precsim_{\circ}^{H} X\right)\right)
\]

Hence, the result follows from:
\[
\frac{1}{2} \cdot \mathscr{D}_{1}(\lambda x \cdot X)+\frac{1}{2} \cdot \mathscr{D}_{2}(\lambda x \cdot X) \leq \frac{1}{2} \cdot \llbracket N_{1} \rrbracket\left(\precsim \circ \lambda x \cdot\left(\precsim_{\circ}^{H} X\right)\right)+\frac{1}{2} \cdot \llbracket N_{2} \rrbracket\left(\precsim_{\circ} \lambda x \cdot\left(\precsim_{\circ}^{H} X\right)\right)
\]
- If the last rule applied in the derivation of \(M \Downarrow \mathscr{D}\) is of the following form:
\[
\frac{M_{1} \Downarrow \mathscr{D}_{1} \quad M_{2} \Downarrow \mathscr{D}_{2}}{\left[M_{1} \| M_{2}\right] \mapsto T \Downarrow\left(\sum \mathscr{D}_{1}+\sum \mathscr{D}_{2}-\sum \mathscr{D}_{1} \cdot \sum \mathscr{D}_{2}\right) \cdot\left\{T^{1}\right\}}
\]
then \(M=\left[M_{1} \| M_{2}\right] \mapsto T\) and \(\emptyset \vdash M \underset{\sim}{{ }_{\circ}} N\) is derived by：
\[
\frac{\emptyset \vdash M_{1} \precsim{ }_{\circ}^{H} N_{1} \quad \emptyset \vdash M_{2} \precsim_{\circ}^{H} N_{2} \quad \emptyset \vdash\left[N_{1} \| N_{2}\right] \mapsto T \precsim 。 N}{\emptyset \vdash\left[M_{1} \| M_{2}\right] \mapsto T \underset{\sim}{\precsim} \mathrm{~K}}
\]

By inductive hypothesis on \(M_{1} \Downarrow \mathscr{D}_{1}\) we have that for any \(\lambda x . X \subseteq \mathcal{V}_{\oplus o r}\) ，

\[
\sum \mathscr{D}_{1}=\mathscr{D}_{1}(\lambda x . X) \leq \llbracket N_{1} \rrbracket\left(\precsim_{\circ} \lambda x \cdot\left(\precsim_{\circ}^{H} X\right)\right) \leq \llbracket N_{1} \rrbracket\left(S\left(\llbracket N_{1} \rrbracket\right)\right)=\sum \llbracket N_{1} \rrbracket
\]
and，symmetrically，by the inductive hypothesis on \(M_{2} \Downarrow \mathscr{D}_{2}\) we have \(\sum \mathscr{D}_{2} \leq\) \(\sum \llbracket N_{2} \rrbracket\) ．Therefore，
\(\sum \mathscr{D}_{1}+\sum \mathscr{D}_{2}-\sum \mathscr{D}_{1} \cdot \sum \mathscr{D}_{2} \leq \sum \llbracket N_{1} \rrbracket+\sum \llbracket N_{2} \rrbracket-\sum \llbracket N_{1} \rrbracket \cdot \sum \llbracket N_{2} \rrbracket\)
Let \(\lambda x . X \subseteq \mathcal{V}_{\oplus o r}\) ．If \(T \notin \lambda x . X\) then \(\mathscr{D}=0\) and the result follows．Otherwise， it follows from \(T=\lambda x \cdot T^{\prime} \in \precsim 。 \lambda x\) ．\(\left(\precsim{ }_{\circ}\left\{T^{\prime}\right\}\right.\) ）（since both \(\precsim\) 。 and \(\precsim{ }^{H}\) are reflexive）that
\[
\begin{aligned}
\mathscr{D}(\lambda x \cdot X)=\mathscr{D}\left(\lambda x . T^{\prime}\right) & =\sum \mathscr{D}_{1}+\sum \mathscr{D}_{2}-\sum \mathscr{D}_{1} \cdot \sum \mathscr{D}_{2} \\
& \leq \sum \llbracket N_{1} \rrbracket+\sum \llbracket N_{2} \rrbracket-\sum \llbracket N_{1} \rrbracket \cdot \sum \llbracket N_{2} \rrbracket \\
& =\llbracket N \rrbracket\left(\lambda x \cdot T^{\prime}\right)=\llbracket N \rrbracket\left(\precsim \circ \lambda x \cdot\left(\precsim_{\circ}^{H} X\right)\right)
\end{aligned}
\]

A consequence of the Key Lemma，then，is that relation \(\precsim{ }_{\sim}^{H}\) on closed terms is an applicative simulation，thus included in the largest one，namely \(\precsim\) ．Hence，if \(M, N\) are open terms and \(x_{1}, \ldots, x_{n} \vdash M \underset{\precsim_{0}}{ } N\) then it follows from Lemma 3 that for all \(V_{1}, \ldots, V_{n}, W_{1}, \ldots, W_{n}\) such that \(\emptyset \vdash V_{i} \precsim{ }_{0}^{H} W_{i}\) we have that \(\emptyset \vdash M\left[V_{1}, \ldots, V_{n} / x_{1}, \ldots, x_{n}\right] \underset{\circ}{H} N\left[W_{1}, \ldots, W_{n} / x_{1}, \ldots, x_{n}\right]\) ，which implies（by the reflexivity of \(\precsim_{0}^{H}\) and by \(\precsim_{0}^{H} \subseteq \precsim_{\circ}\) on closed terms）that for all \(V_{1}, \ldots, V_{n}\) we have that \(\emptyset \vdash M\left[V_{1}, \ldots, V_{n} / x_{1}, \ldots, x_{n}\right] \precsim 。 N\left[V_{1}, \ldots, V_{n} / x_{1}, \ldots, x_{n}\right]\) ，i．e．，\(M \precsim 。 N\) ． Since \(\precsim 。\) is itself included in \(\precsim{ }_{\circ}^{H}\) ，we obtain that \(\precsim 。=\precsim H\) ．Hence，it follows from the transitivity of \(\precsim \circ\) and from the fact that \(\precsim{ }_{\circ}\) is compatible that：

Theorem 2 （Congruence）．\(\precsim 。\) is a precongruence ．
The congruence of \(\precsim 。\) allows us to prove that it is a sound with respect to the contextual preorder．

Theorem 3 （Soundness）．If \(M \precsim 。 N\) then \(M \leq N\) ．
Proof．Let \(M \precsim 。 N\) ．Using Theorem 2，it can be easily proved by induction on \(C\) that for any context \(C\) it holds that \(C[M] \precsim 。 C[N]\) ．If \(C[M] \precsim 。 C[N]\) then \(\sum \llbracket C[M] \rrbracket \leq \sum \llbracket C[M] \rrbracket\) ，which implies the result．

\section*{5 Full Abstraction}

In [24], both bisimilarity and similarity on labelled Markov chains are characterised by a language of test, refining the testing characterization of bisimilarity presented in [14]. This characterisation is used in [4] to show that the bisimilarity relation on terms is fully abstract with respect to the contextual equivalence. The language of tests used to characterize bisimulation is the following:

Definition 13. Let \(\mathcal{M}=(\mathcal{S}, \mathcal{L}, \mathcal{P})\) be a LMC. The test language \(\mathscr{T}_{0}(\mathcal{M})\) is given by the grammar \(t::=\omega|a \cdot t|\langle t, t\rangle\), where \(a \in \mathcal{L}\).

This language represents tests in the following sense: for any \(t\) in the test language \(\mathscr{T}_{0}(\mathcal{M})\), and for any \(s\) state of \(\mathcal{M}\), we can define the probability \(\operatorname{Pr}(s, t)\) that the test \(t\) succeeds when executed on \(s\).

The full-abstraction result in [4] is based on the fact that, when we consider the particular Markov chain used to define a bisimulation relation on terms, any of these tests can actually be simulated by a context. However, the characterisation of the simulation preorder requires to add disjunctive tests:

Definition 14. Let \(\mathcal{M}=(\mathcal{S}, \mathcal{L}, \mathcal{P})\) be a LMC. The test language \(\mathscr{T}_{1}(\mathcal{M})\) is given by the grammar \(t::=\omega|a \cdot t|\langle t, t\rangle \mid t \vee t\), where \(a \in \mathcal{L}\).

We are now going to define the success probability of a test. The success probability of \(\omega\) is 1 no matter what state we are starting from. The success probability of a disjunctive test corresponds to the probability that at least one of the two tests is successful.

Definition 15. Let \(\mathcal{M}=(\mathcal{S}, \mathcal{L}, \mathcal{P})\) be a \(L M C\). For all \(s \in \mathcal{S}\), and \(t \in \mathscr{T}_{1}(\mathcal{M})\), we define:
\[
\begin{aligned}
\operatorname{Pr}(s, \omega) & =1 ; \quad \operatorname{Pr}(s, t \vee u)=\operatorname{Pr}(s, t)+\operatorname{Pr}(s, u)-\operatorname{Pr}(s, t) \cdot \operatorname{Pr}(s, u) \\
\operatorname{Pr}(s,\langle t, u\rangle) & =\operatorname{Pr}(s, t) \cdot \operatorname{Pr}(s, u) ; \quad \operatorname{Pr}(s, a \cdot t)=\sum_{s^{\prime} \in \mathcal{S}} \mathcal{P}\left(s, a, s^{\prime}\right) \cdot \operatorname{Pr}\left(s^{\prime}, t\right) .
\end{aligned}
\]

The following theorem characterises bisimilarity and the simulation preorder on labelled Markov chains by means of sets of tests.

Theorem 4 ([24]). Let \(\mathcal{M}=(\mathcal{S}, \mathcal{L}, \mathcal{P})\) be a LMC and let \(s, s^{\prime} \in \mathcal{S}\). Then:
- \(s \sim s^{\prime}\) if and only if for every \(t \in \mathscr{T}_{0}(\mathcal{M})\) it holds that: \(\operatorname{Pr}(s, t)=\operatorname{Pr}\left(s^{\prime}, t\right)\)
- \(s \precsim s^{\prime}\) if and only if for every \(t \in \mathscr{T}_{1}(\mathcal{M})\) it holds that \(\operatorname{Pr}(s, t) \leq \operatorname{Pr}\left(s^{\prime}, t\right)\)

Example 3. Consider the two terms \(M=\lambda x .(I \oplus \Omega)\) and \(N=(\lambda x . I) \oplus(\lambda x . \Omega)\) from Example 2. We already know that, since they do not verify \(M \precsim N\), there exists a test \(t \in \mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right)\) whose success probability when executed on \(M\) is strictly greater that its success probability when executed on \(N\). We can actually explicitly give such a test: let \(t=\mathrm{eval} \cdot(I \cdot \mathrm{eval} \cdot \omega \vee I \cdot \mathrm{eval} \cdot \omega)\) Then it holds that:
\[
\operatorname{Pr}(\lambda x .(I \oplus \Omega), t)=\frac{3}{4} ; \quad \operatorname{Pr}((\lambda x . I) \oplus(\lambda x . \Omega), t)=\frac{1}{2}
\]

\subsection*{5.1 From Tests to Contexts}

It is shown in [4] that simulation is not fully abstract for \(\mathrm{PCFL}_{\oplus}\) with respect to the contextual preorder: a direct consequence is that disjunctive tests cannot be simulated by contexts. In other terms, it is not possible to write a program that has access to two sub-programs, and terminates with a probability equal to the probability that at least one of its sub-programs terminates. The proof of [4] is based on an encoding from \(\mathscr{T}_{0}\left(\mathcal{M}_{\oplus}\right)\) to the set of contexts. We are going to extend it into two encodings from \(\mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right)\) to the set of contexts of \(\Lambda_{\oplus o r}\) : one encoding expresses the action of tests on states of the form \(M\), and the other one on states of the form \(\hat{V}\). The intuitive idea behind \(\Theta^{\text {val }}\) and \(\Theta^{\text {term }}\) is the following: if we take a test \(t\), its success probability starting from the state \(M\) is the same as the convergence probability of the context \(\Theta^{\text {term }}(t)\) filled by \(M\), and similarly, its success probability starting from the state \(\hat{V}\) is the same as the convergence probability of the context \(\Theta^{\text {term }}(t)\) filled by \(V\).
Definition 16. Let \(\Theta^{\text {val }}: \mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right) \rightarrow \mathscr{C}\) and \(\Theta^{\text {term }}: \mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right) \rightarrow \mathscr{C}\) be defined by:
\[
\begin{aligned}
\Theta^{\text {term }}(\omega) & =\lambda x .[\cdot] ; & \Theta^{\text {val }}(\omega) & =\lambda x .[\cdot] ; \\
\Theta^{\text {term }}(V \cdot t) & =\Omega[\cdot] ; & \Theta^{\text {val }}(V \cdot t) & =\Theta^{\text {term }}(t)[([\cdot] V)] ; \\
\Theta^{\text {term }}(\text { eval } \cdot t) & =\lambda x \cdot\left(\Theta^{\text {val }}(t)[x]\right)[\cdot] ; & \Theta^{\text {val }}(\text { eval } \cdot t) & =\Omega[\cdot] ; \\
\Theta^{\text {term }}(t \vee u) & =g\left(\Theta^{\text {term }}(t), \Theta^{\text {term }}(u)\right) ; & \Theta^{\text {val }}(t \vee u) & =g\left(\Theta^{\text {val }}(t), \Theta^{\text {val }}(u)\right) ; \\
\Theta^{\text {term }}(\langle t, u\rangle) & =f\left(\Theta^{\text {term }}(t), \Theta^{\text {term }}(u)\right) ; & \Theta^{\text {val }}(\langle t, u\rangle) & =f\left(\Theta^{\text {val }}(t), \Theta^{\text {val }}(u)\right) ;
\end{aligned}
\]
where \(f, g: \mathscr{C} \times \mathscr{C} \rightarrow \mathscr{C}\) are defined by:
\[
\begin{aligned}
f(C, D) & =(\lambda x .(\lambda y, z . I)(C[x I])(D[x I]))(\lambda x .[\cdot]) \\
g(C, D) & =(\lambda x .([C[x I] \| D[x I]] \mapsto I)(\lambda x \cdot[\cdot]) .
\end{aligned}
\]

The apparently complicated structure of \(f\) and \(g\) comes from the fact that we cannot construct contexts with several holes. However, since our language has copying capability, we can emulate contexts with several holes by means of contexts with only one hole. Intuitively, we could say that \(g(C, D)\) would correspond to a multihole context \([C \| D] \mapsto I\). Please observe that the encoding of the fragment of \(\mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right)\) corresponding to \(\mathscr{T}_{0}\left(\mathcal{M}_{\oplus o r}\right)\) does not use parallel disjunction, i.e., the image of \(\mathscr{T}_{0}\left(\mathcal{M}_{\oplus o r}\right)\) by the encoding is a subset of \(\Lambda_{\oplus}\). We can now apply this encoding to the test we defined in Example 3.

Example 4. Recall the test \(t=\operatorname{eval} \cdot(I \cdot \mathrm{eval} \cdot \omega \vee I \cdot \mathrm{eval} \cdot \omega)\) defined in Example 3 . We can apply the embedding to this particular test:
\[
\Theta^{\text {term }}(t)=(\lambda x .(\lambda z \cdot[(\lambda y \cdot(\lambda w \cdot y)) z I I \|(\lambda y \cdot(\lambda w \cdot y)) z I I] \mapsto I)(\lambda y \cdot x))[\cdot] .
\]

We can see that if we consider the terms \(M=\lambda x .(I \oplus \Omega)\) and \(N=\) \((\lambda x . I) \oplus(\lambda x . \Omega)\) defined in Example 2, the context \(\Theta^{\text {term }}(t)\) simulates the test \(t\) with respect to \(M\) and \(N\) :
\[
\operatorname{Pr}(M, t)=\sum \llbracket \Theta^{\text {term }}(t)[M] \rrbracket ; \quad \operatorname{Pr}(N, t)=\sum \llbracket \Theta^{\text {term }}(t)[N] \rrbracket
\]

Theorem 5. Let \(t\) be a test in \(\mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right)\). Then for every \(M\) closed term and every \(V\) closed value it holds that:
\[
\operatorname{Pr}(M, t)=\sum \llbracket \Theta^{\text {term }}(t)[M] \rrbracket ; \quad \operatorname{Pr}(\hat{V}, t)=\sum \llbracket \Theta^{v a l}(t)[V] \rrbracket
\]

Proof. We are going to show the thesis by induction on the structure of \(t\).
- If \(t=\omega\), then for every closed term \(M\), and every closed value \(V, \operatorname{Pr}(M, \omega)=\) \(\operatorname{Pr}(\hat{V}, \omega)=1\), and we have defined \(\Theta^{\text {term }}(\omega)=\Theta^{v a l}(\omega)=\lambda x .[\cdot]\). Since \(\Theta^{\text {term }}(\omega)[M]\) and \(\Theta^{\text {val }}(\omega)[V]\) are values, the weight of their semantics is 1 , and so the result holds.
- If \(t=\left\langle u_{1}, u_{2}\right\rangle\), we can directly adapt the construction proposed in [4] to the untyped case. By the inductive hypothesis, for all \(1 \leq i \leq 2\) it holds that for every closed term \(M\) and every closed value \(V\),
\[
\operatorname{Pr}\left(M, u_{i}\right)=\sum \llbracket \Theta^{\text {term }}\left(u_{i}\right)[M] \rrbracket ; \operatorname{Pr}\left(\hat{V}, u_{i}\right)=\sum \llbracket \Theta^{\text {val }}\left(u_{i}\right)[V] \rrbracket .
\]

The overall effect of \(f\) is to copy the content of the hole into the holes of the two contexts \(C\) and \(D\). For any closed term \(M\), we can express the convergence probability of \(f(C, D)[M]\) as a function of the convergence probability of \(C[M]\) and \(D[M]\) :
\[
\begin{aligned}
\sum \llbracket f(C, D)[M] \rrbracket & =\left(\sum \llbracket C[(\lambda x . M) I] \rrbracket\right) \cdot\left(\sum \llbracket D[(\lambda x . M) I] \rrbracket\right) \\
& =\left(\sum \llbracket C[M] \rrbracket\right) \cdot\left(\sum \llbracket D[M] \rrbracket\right)
\end{aligned}
\]

Please recall that we have defined:
\[
\begin{aligned}
\Theta^{\text {term }}\left(\left\langle u_{1}, u_{2}\right\rangle\right) & =f\left(\Theta^{\text {term }}\left(u_{1}\right), \Theta^{\text {term }}\left(u_{2}\right)\right) \\
\Theta^{\text {val }}\left(\left\langle u_{1}, u_{2}\right\rangle\right) & =f\left(\Theta^{\text {val }}\left(u_{1}\right), \Theta^{\text {val }}\left(u_{2}\right)\right)
\end{aligned}
\]

We have that, for any closed term \(M\), and any closed value \(V\) :
\[
\begin{aligned}
\sum \llbracket \Theta^{\text {term }}\left(\left\langle u_{1}, u_{2}\right\rangle\right)[M] \rrbracket & =\operatorname{Pr}\left(M, u_{1}\right) \cdot \operatorname{Pr}\left(M, u_{2}\right)=\operatorname{Pr}\left(M,\left\langle u_{1}, u_{2}\right\rangle\right) \\
\sum \llbracket \Theta^{\text {val }}\left(\left\langle u_{1}, u_{2}\right\rangle\right)[V] \rrbracket & =\operatorname{Pr}\left(\hat{V}, u_{1}\right) \cdot \operatorname{Pr}\left(\hat{V}, u_{2}\right)=\operatorname{Pr}\left(\hat{V},\left\langle u_{1}, u_{2}\right\rangle\right)
\end{aligned}
\]
- Now the case \(t=u_{1} \vee u_{2}\). By the inductive hypothesis, for all \(1 \leq i \leq 2\) it holds that for every closed term \(M\) and every closed value \(V\),
\[
\operatorname{Pr}\left(M, u_{i}\right)=\sum \llbracket \Theta^{\text {term }}\left(u_{i}\right)[M] \rrbracket \quad \operatorname{Pr}\left(\hat{V}, u_{i}\right)=\sum \llbracket \Theta^{\text {val }}\left(u_{i}\right)[V] \rrbracket
\]

The definition of \(g\) allows us to show:
\[
\sum \llbracket g(C, D)[M] \rrbracket=\sum \llbracket C[M] \rrbracket+\sum \llbracket D[M] \rrbracket-\sum \llbracket C[M] \rrbracket \cdot \sum \llbracket D[M] \rrbracket
\]
and now it is straightforward to see that:
\[
\begin{aligned}
\sum \llbracket \Theta^{\text {term }}\left(u_{1} \vee u_{2}\right)[M] \rrbracket & =\operatorname{Pr}\left(M, u_{1} \vee u_{2}\right) ; \\
\sum \llbracket \Theta^{\text {val }}\left(u_{1} \vee u_{2}\right)[V] \rrbracket & =\operatorname{Pr}\left(\hat{V}, u_{1} \vee u_{2}\right) .
\end{aligned}
\]
- If \(t=a \cdot u\), there are two different kinds of actions:
- when \(a=e v a l\), we first consider \(\Theta^{v a l}(t)\) : since the eval action is relevant only for states of \(\mathcal{M}_{\oplus o r}\) which are terms (and not distinguished values), we want that \(\Theta^{v a l}(t)[V]\) always diverges. Since \(\Theta^{v a l}(t)=\Omega[\cdot]\) and since \(\llbracket \Omega \rrbracket=\emptyset\), we have that for any closed value \(V, \llbracket \Theta^{v a l}(t)[V] \rrbracket=\emptyset\).
Now, we consider \(\Theta^{\text {term }}(t)\). By the inductive hypothesis, we know that:
\[
\operatorname{Pr}(\hat{V}, u)=\sum \llbracket \Theta^{v a l}(u)[V] \rrbracket .
\]

Please recall that we have defined: \(\Theta^{\text {term }}(a \cdot u)=\lambda x .\left(\Theta^{\text {val }}(u)[x]\right)[\cdot]\). Let be \(M\) a closed term. Then it holds that:
\[
\begin{aligned}
\sum \llbracket \Theta^{\text {term }}(a \cdot u)[M] \rrbracket & =\sum_{V} \llbracket M \rrbracket(V) \cdot \sum \llbracket \Theta^{v a l}(u)[V] \rrbracket \\
& =\sum_{V} \llbracket M \rrbracket(V) \cdot \operatorname{Pr}(\hat{V}, u) \\
& =\sum_{e \in \mathcal{S}_{\oplus o r}} \mathcal{P}_{\oplus o r}(M, \text { eval }, e) \cdot \operatorname{Pr}(e, u)=\operatorname{Pr}(M, u)
\end{aligned}
\]
- When \(a=V\), with \(V \in \mathcal{V}_{\oplus o r}\), we consider first \(\Theta^{\text {term }}(V \cdot u)\). It has been designed to be a context which diverges whatever its argument is, and so we indeed have: \(\operatorname{Pr}(M, V \cdot u)=0=\sum \llbracket \Theta^{\text {term }}(V \cdot u)[M] \rrbracket\). Then we consider \(\Theta^{v a l}(t)\). Recall that we have defined: \(\Theta^{v a l}(V \cdot u)=\Theta^{\text {term }}(u)[[\cdot] V]\). Let \(W=\lambda x . M\) be a closed value:
\[
\begin{array}{rlr}
\sum \llbracket \Theta^{\text {val }}(V \cdot u)[W] \rrbracket & =\sum \llbracket \Theta^{\text {term }}(u)[W V] \rrbracket & \\
& =\operatorname{Pr}(W V, u) & \\
& =\operatorname{Pr}(M[x / V], u) & \text { since } \llbracket W V \rrbracket=\llbracket M[x / V] \rrbracket \\
& =\operatorname{Pr}(W, V \cdot u) . &
\end{array}
\]

Theorem 6. \(\precsim ~ i s ~ f u l l y ~ a b s t r a c t ~ w i t h ~ r e s p e c t ~ t o ~ t h e ~ c o n t e x t u a l ~ p r e o r d e r . ~\)
Proof. We already know that \(\precsim\) is sound, that is \(\precsim \subseteq \leq\). Hence, what is left to show is that \(\leq \subseteq \precsim\), which follows from Theorem 5 . Let \(M\) and \(N\) be two closed terms such that \(M \leq N\). We want to show that \(M \precsim N\). The testing characterisation of simulation allows us to say that it is sufficient to show that, for every test \(t \in \mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right), \operatorname{Pr}(M, t) \leq \operatorname{Pr}(N, t)\), which in turn is a consequence of Theorem 5 , since every test \(t\) of \(\mathscr{T}_{1}\left(\mathcal{M}_{\oplus o r}\right)\) can be simulated by a context of \(\Lambda_{\oplus o r}\).
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\begin{abstract}
The large cyberphysical systems that are currently being developed such as Car2X come with sophisticated security architectures that involve a complex interplay of security protocols and security APIs. Although formal methods for security protocols have achieved a mature stage there are still many challenges left. One is to improve the verification of equivalence-based security properties. A second challenge is the compositionality problem: how can the security of a composition of security protocols and APIs be derived from the security of its components. It seems intuitively clear that foundational results on causal equivalences and process calculi could help in this situation. In this talk we first identify four ways to exploit causality in security verification. In particular, this will lead us to review results on causal equivalences. Finally, we discuss how such results could help us to tackle the two challenges.
\end{abstract}

\section*{1 Motivation}

Cyberphysical systems such as Car2X are potentially vulnerable against attacks that could have a drastic impact on the safety as well as the privacy of their users. Therefore such systems must be protected by a sophisticated security architecture. Take Car2X as an example. Based on a threat and risk analysis, the ETSI \({ }^{1}\) standards advocate a security architecture that includes authenticated Car2X communication by digital signatures, cryptographic keys and credentials management, privacy enabling technologies by pseudonyms, and in-car software and hardware security based on hardware security modules (HSMs) [11,12].

Two mechanisms are central within such a security architecture: security protocols and security APIs. A security protocol specifies an exchange of cryptographic messages between two or several principals, intended to achieve security objectives such as authentication, key establishment, or confidentiality of data. A security API (Application Programming Interface) is the software interface to a security services layer. At the lowest level this will typically be the API to an HSM that stores and uses sensitive cryptographic keys.

\footnotetext{
This work is partially supported by the Niedersächsisches Vorab of the Volkswagen Foundation and the Ministry of Science and Culture of Lower Saxony as part of the Interdisciplinary Research Center on Critical Systems Engineering for SocioTechnical Systems.
\({ }^{1}\) European Telecommunications Standards Institute: http://www.etsi.org.
}

The security properties that are central for the verification of security protocols and APIs fall into two categories: one is that of reachability-based (or trace-based) properties, the second is the class of equivalence-based properties. Traditional properties such as authentication and syntactic secrecy are tracebased properties. They express properties of protocol runs: if \(A\) and \(B\) exchange a secret \(s\) and during no run of the protocol the attacker can obtain the value \(s\) then the protocol satisfies syntactic secrecy of \(s\). In contrast, privacy-type properties such as untraceability, vote secrecy, or anonymity have to be expressed in terms of indistinguishability: if an attacker has no way to distinguish the process in which \(A\) votes 'yes' from the process in which she votes 'no' then vote secrecy is satisfied. Formally, indistinguishability is expressed in terms of a notion of behavioural equivalence.

The verification of security protocols has reached a mature state with many tools available that can automatically check whether a security property is satisfied (up to certain assumptions or abstractions) (e.g. [46]). However, there are still many challenges left. Decidability and complexity results as well as automatic tools mainly target reachability-based properties so far. Hence, one challenge is to improve the foundations and verification techniques for equivalence-based properties. Only few results on the applied equivalences are known (c.f. [6]). The tool ProVerif does support the verification of privacy-type properties but it does so by an ad hoc encoding of the situation when processes differ only in their choice of some terms [4].

A second challenge concerns compositionality. Most of the formal methods and automatic tools are only capable of checking one protocol at a time. It is folklore that as long as two protocols are disjoint in that they do not share any data their composition is secure iff each protocol is secure in isolation. However, as exemplified by real security architectures such as that of Car2X this situation is far from reality. A stack of different protocols and APIs is necessary exactly because there are different interconnected phases such as key management on a server, key establishment between a server and a principal, and exchange of confidential information between them. Another problem is that an attacker might deliberately induce that protocols share a key they are not supposed to share, or this might be induced by users who use the same passwords in different situations. For a summary of works that already address the compositionality problem see \([2,7]\).

In this talk we explore how causality as a general theme, and causal equivalences from 'pure' concurrency theory can help us in the verification of complex security architectures. We proceed as follows. In Section 2 we review four ways to exploit causality in security verification, and note that causality has mainly been applied to reachability-based verification problems. We identify that the fourth way to exploit causality could be very relevant for equivalence-based properties. The idea is to apply and lift a positive trend for causal equivalences from concurrency theory to equivalence-based verification. Thereby motivated, in Section 3 we take a closer look at these causal equivalences. We give an overview of known decidability and complexity results, and identify some open problems relevant
for their application. Finally, in Section 4 we discuss what it takes to lift this trend into an applied setting, and close with some general remarks.

\section*{2 Four Ways to Exploit Causality}

\subsection*{2.1 Modelling}
1. Modelling: "A causal model says more than a million transitions."

Transition systems are the natural model when it comes to automatic state space explorations. But when it comes to modelling or analysing a system by hand then models that faithfully represent the causal structure of the system are usually the model of choice. The reason for this success of causal models is twofold: they avoid the state explosion problem by modelling concurrency explicitly; and, they typically come with an intuitive graphical notation. So just as "a picture says more than a thousand words" "a causal model says more than a million transitions".

In security verification this is exemplified by the strand space model, which is the causal model for security protocols. The strand space model was introduced by Thayer, Herzog, and Guttman in their paper "Strand Spaces: Why is a Security Protocol Correct?" [13] as a special-purpose model that allows one to develop correctness proofs by hand. To use the author's own words, it is "distinguished from other work on protocol verification by the simplicity of the model and the ease of producing intelligible and reliable proofs of protocol correctness even without automated support".

\subsection*{2.2 Verification}
2. Verification: "Refute that an attack exists by tracing all possible causal constellations to a contradiction."

Everybody has a notion that some event A is a cause of another event B. And that if event A hadn't happened then event B wouldn't have happened either. This translates into a natural proof principle of backwards analysis. Say we wish to show that a bad event B cannot happen. To the contrary assume that B has occurred and analyse what must have happened beforehand. If we can lead all possible causal constellations to a contradiction then we can conclude that our assumption was wrong and B can indeed not happen.

This is the proof method that is originally associated with the strand space model [13]. The original manual proof method also sparked off several generations of semi-automated tools which work by backwards search. Among the earliest is the semi-automated tool Athena by Song [47], which translates the backwards reasoning style into a backwards search algorithm. The Athena tool has in turn influenced many of the more recent ones: Cremer's tool Scyther [8], which has recently been used to analyse the large Internet protocol IPSec by using supercomputer power [9], and the successor tool Tamarin [46].

The proof principle has also been employed in the verification of security APIs. The strand space method has inspired our backwards reasoning approach to security API verification [18,23], including case studies of the standard PKCS\#11. Moreover, an approach for automated backward analysis for a class of PKCS\# 11 configurations as been presented in [35]: by translation into the Tamarin prover. Finally, the strand space method has also been used to tackle the compositionality problem: Among the recent proof methods by hand there is Lowe et al.'s approach to verify layered security architectures including a case study of TLS [33].

\subsection*{2.3 Decidability and Complexity I}
3. Decidability and Complexity I: "Exploit causal structure to reduce a search space of attacks to a decidable search space of 'well-structured' attacks."

If we work with a model that faithfully represents the causal structure of a system, we may be able to exploit this extra structure to obtain results we may not be able to formulate and prove otherwise. An explicit representation of causal dependencies gives us concepts at hand such as the causal shape or the causal depth of attacks. Moreover, if we can show that there is an attack iff there is one with a particularly 'good and regular' causal structure then we may be able to reduce our search for attacks to a search for more manageable 'well-structured attacks', and thereby obtain new decidability and complexity results.

We have used this principle to prove that reachability is decidable in nexptime for protocols with disequality constraints and bounded message size [17]; and more recently, that LEAKINESS is decidable for well-founded protocols [19]. (Leakiness is a type of secrecy that does not admit temporary secrets.)

Well-founded protocols strictly contain a group of protocols that impose conditions that make encrypted messages context-explicit [5,37,43-45]. The idea is that such protocols merely satisfy the prudent engineering practice recommended by Abadi and Needham [1]. For example, a 'light' way to achieve context-explicitness is to tag protocols by introducing a constant into each encryption, and thereby to uniquely identify encrypted subterms occurring in the protocol specification. The decidability of well-founded protocols confirms that even under this static notion of context-explicitness security protocols lose their ability to encode Turing complete models, even without bounding message size or the number of nonces. The key to the result was to introduce a notion of honest causality, which captures that honest information is propagated from one event to another: there is a causal chain which contains a backbone of messages and control flow transitions that could not have been manipulated by the intruder. One can then show that the depth of honest causality is bounded for well-founded protocols.

Context-explicit protocols also enjoy good properties wrt the compositionality problem. In particular, in [7] Ciobâcă and Cortier obtain: any attack trace on the composition of two differently tagged protocols can be transformed into an attack against one of the protocols. Hence, the security of a composed protocol can be derived from the security of each component protocol. The result
is obtained for a variant of the applied pi-calculus that covers both parallel and sequential composition. It therefore includes the case where one protocol uses a sub-protocol for an initial key exchange phase. This result is extended in [2], and also investigated for equivalence-based properties. A composition result is obtained for the case of key-exchange protocols wrt diff-equivalence.

\subsection*{2.4 Decidability and Complexity II}
4. Decidability and Complexity II: "Use causal counterparts of equivalences and logics rather than interleaving ones to obtain good decidability and complexity."

Typical for the previous subsection is that the verification problem is still in the realm of interleaving semantics, i.e. can be formulated without relating to causality, but we use causal concepts to obtain the proof. The fourth slogan suggests to exploit causality more directly by taking the verification problem itself into the causal setting. The hope is that then good structural properties of the systems directly translate into good decidability and complexity properties, e.g. by admitting a divide and conquer approach.

While reachability-based security properties naturally fall into the previous category equivalence-based properties seem ideally suited to this approach. Indeed, there are only few decidability results for equivalence checking in the context of security protocols, and most of them have concentrated on how to handle messages rather than the computational power induced by the composition operators. In contrast, in "pure" concurrency theory there is a body of work, which has investigated the decidability and complexity of equivalence-checking for both classical and causal equivalences. Thereby motivated let us next take a closer look at the standard causal equivalences and their computational power compared to their interleaving counterparts.

\section*{3 Equivalences}

\subsection*{3.1 Three Causal Equivalences}

Equivalences for concurrency have mainly been studied in the classical setting where the behaviour of a concurrent system is captured in terms of transitions labelled by atomic actions rather than sending and receiving of terms. The various behavioural equivalences can be classified according to two main distinctions: one is linear-time versus branching-time; the second is interleaving versus causality.

In the linear-time view the behaviour of a system is understood in terms of its set of possible runs. If concurrency is abstracted away by nondeterministic interleaving a system run will simply be modelled as a totally ordered sequence of labelled transitions. Thus, the coarsest behavioural equivalence is trace equivalence: two systems are trace equivalent iff their sets of runs are equivalent up to isomorphism (i.e. as sequences of actions). In the causal approach a system run
is more faithfully modelled by a partially ordered set of labelled events. Since events with the same label may occur concurrently, technically we are dealing with partially ordered multisets of actions, or pomsets as coined by Pratt. The causal counterpart of trace equivalence is then represented by pomset trace equivalence: two systems are pomset trace equivalent iff their sets of labelled partial order runs are equivalent up to isomorphism (i.e. as pomsets of actions).

In branching-time notions of conflict, choice, or branching that naturally arise during a computation are modelled faithfully. The behaviour of a system is understood in terms of an 'unfolding' that reflects such information, and thereby shows how the system can unfold into many different possible futures. In the interleaving view a system naturally unfolds into a tree, or to be precise into a synchronization tree [39]. Attempts to capture what it means to distinguish branching in an observational way have culminated in the notion of bisimulation equivalence (short: bisimilarity) [39,42]. It is best explained in terms of a game between two players, Spoiler and Duplicator, on the two systems to be compared: Spoiler chooses a transition of one of the systems, and in response, Duplicator must choose a transition of the other system such that the labels are matching. The game then continues at the resulting pair of processes. The game continues like this forever, in which case Duplicator wins, or until either Spoiler or Duplicator is unable to move, in which case the other participant wins. Two systems are bisimilar iff Duplicator has a winning strategy in this game.

What are the unfolding structures of the causal approach? It turns out there are two different ways of capturing causality. One way is to stay within a treeshaped view of the world but keep pointers that indicate when one transition is causally dependent on a previous transition of the same branch. The unfolding structure is then a causal tree [10]. The corresponding behavioural equivalence is history preserving bisimilarity (short: \(h p-b\) ) [50]. It refines the bisimulation game as follows. Game positions now keep track of the history of the game. Technically, the histories are pairs \(\left(r_{1}, r_{2}, f\right)\) where \(r_{1}\) is a partial order run of the first system, \(r_{2}\) is a partial order run of the second system, and \(f\) is a pomset isomorphism between them. In her move Duplicator must now respond such that this pair of runs grows pomset isomorphic, i.e. \(f \cup\left\{t_{1}, t_{2}\right\}\) must remain a pomset isomorphism.

The second way of capturing causality while keeping branching information departs from a tree-shaped structure but unfolds a system into an event structure [40]. In its most basic form an event structure is a set of events with a partial order that models causal dependence, and a symmetric and irreflexive relation added on that captures when two events are in conflict. Several axioms must hold to implement natural intuitions of this interpretation. They satisfy a basic principle of concurrency: whenever two independent events can occur consecutively they can also occur in the opposite order. The corresponding behavioural equivalence is hereditary history preserving bisimilarity (short: hhp-b) [3,31]. It further refines the bisimulation game by giving Spoiler the option of a backtrack move: Spoiler may choose a transition in one of the runs that is maximal in the partial order, and backtrack it. Duplicator must respond by backtracking the
transition in the other run that is related to Spoiler's transition in \(f\). The game continues at the resulting histories. Note how the backtrack move reflects that history can be traced back in different ways just as independent transitions can be shuffled in their order.

\subsection*{3.2 Finite-State Results}

For finite-state systems the decidability and complexity of the discussed equivalences are well-understood. Fig. 1 gives an overview for finite 1-safe Petri nets. Checking trace equivalence on finite-state transition systems is similar to checking language equivalence on finite automata, and turns out to be PSPACEcomplete [34]. Bisimilarity on finite-state transition systems is PTIME-complete [34]; it can be solved in polynomial-time by partition-refinement algorithms [34, 41]. Based on these classical results Jategaonkar and Meyer have obtained the following results for finite 1-safe Petri nets: trace equivalence is EXPSPACEcomplete, and bisimilarity is DEXPTIME-complete respectively [30]. The blowup in complexity reflects that the transition system induced by a finite 1 -safe Petri net is in general exponentially larger than the size of the net.
\begin{tabular}{|l|ll|}
\hline & finite 1 -safe Petri nets \\
\hline \hline trace equivalence & EXPSPACE-complete & {\([30]\) using \([34]\)} \\
\hline pomset trace equivalence & EXPSPACE-complete & {\([30]\)} \\
\hline bisimilarity & DEXPTIME-complete & {\([30]\) using \([34]\)} \\
\hline hp-b & DEXPTIME-complete & {\([30]\)} \\
\hline hhp-b & undecidable & {\([32]\)} \\
\hline
\end{tabular}

Fig. 1. Finite-state results

Hp-b and pomset trace equivalence behave similarly to their interleaving counterparts. Checking hp-b is DEXPTIME-complete [30]. It can be decided analogously to bisimilarity using the following insight: it is not necessary to keep the entire history to capture hp-b, but to see whether pomsets grow isomorphic it is sufficient to record only those events that can act as maximal causes. Moreover, this essential fragment of history can be captured in a finite way: by the ordered markings of [51], or the growth-sites of [30] respectively. The same insight leads to EXPSPACE-decidability of pomset trace equivalence [30].

In contrast, hhp-b turns out undecidable for finite 1 -safe Petri nets [32]. The root cause of the higher power lies in the different way of capturing causality: by allowing Spoiler to backtrack the game is taken to the event-based unfolding level, where the relationship of transitions concerning concurrency and conflict is globally captured. A key insight is to use the following gadget that is inspired by a similar tool in [38]: A tiling system \(T\) to be played on the \(\omega \times \omega\) grid can be universally encoded by a finite 1 -safe Petri net \(N(T)\) such that the building of a domino snake can be faithfully mimicked by a special pattern of forwards
and backtrack moves in the unfolding structure of \(N(T)\). Hence, on their eventbased unfolding level, systems such as finite 1-safe Petri nets are strong enough to encode tiling problems, and hence the computations of Turing machines, in a relatively straightforward sense.

All we have established so far is this: in the finite-state world the causal equivalences are at least as hard as their interleaving counterparts. So is our suggestion to use causal equivalences for their better composition properties a futile endeavour? Indeed, we have only reviewed here results on the full class of finite 1-safe Petri nets. There is a trend that suggests that as soon as we look at system classes that have good composition properties, and hence, a 'tame' interplay between causality, concurrency and conflict then hhp-b and to a degree also hp-b are better behaved than classical bisimilarity. A survey of results on subclasses of finite 1-safe Petri nets and open problems can be found in [16]. In the following, we will investigate this trend for infinite-state classes generated by process calculi.

\subsection*{3.3 A Hierarchy of Causal Processes}

In the interleaving setting equivalence checking has been investigated along a hierarchy of process behaviours that can be captured in terms of rewrite rules. This Process Rewrite Systems (PRS) hierarchy is inspired by the Chomsky hierarchy of formal languages but the PRS grammars are interpreted as generators of infinite-state transition systems rather than languages. For borderline investigations of causal equivalences we consider the process algebras of the PRShierarchy as generators of infinite-state 1 -safe Petri nets (or other causal models such as asynchronous transition systems).

Fig. 2 gives an overview of the PRS classes, expanded by the classes Simple \(B P P\) and Simple PA to be explained below. The root of the hierarchy comprises all finite-state transition systems (FS). At the next level there are two extensions that can be seen as two interpretations of context-free grammars: Basic Process Algebra (BPA) extends FS by a sequential composition operator while Basic Parallel Processes (BPP) integrate a parallel composition operator. The class Process Algebra (PA) generalizes BPA and BPP by admitting both parallel and sequential composition. PDA is the class of pushdown processes, the processes described by pushdown automata, while on the right side we have Petri nets \((P N)\). The process classes on the left are not interesting here: since they do not integrate any parallel operator, the causal equivalences will coincide with their interleaving counterparts. Note that while in the classical interpretation the infinite-state classes contain all finite-state transition systems, under causal semantics up to PN they are incomparable with finite-state 1-safe Petri nets. This is so because BPP and PA restrict the interplay between concurrency and conflict due to the discipline of the grammars.

Given a set Act of atomic actions, usually denoted by \(a, b, \ldots\), and a set Var of process variables, ranged over by \(X, Y, \ldots\), the grammars for \(F S, B P P\), or \(P A\) process expressions over Act and Var are defined as follows:


Fig. 2. The causal PRS-hierarchy
\[
\begin{array}{ll|l|l|l}
F S: & F::=\mathbf{0} \mid & X \mid a . F & F+F \\
B P P: E::=\mathbf{0} & X & a . E & E+E \mid E \| E \\
P A: & P::=\mathbf{0} & X|a . P| P+P|P \| P| P \cdot P
\end{array}
\]
where \(\mathbf{0}\) denotes the empty process, \(X\) stands for a process variable, and \(a_{.-}\), \({ }_{-}+_{-}, \|_{-},{ }_{-}\)- denote the operations of action prefix (for each \(a \in A c t\) ), nondeterministic choice, parallel composition, and sequential composition respectively. BPP processes are defined as pairs \((E, \Delta)\) where \(\Delta\) is a finite family of (possibly recursive) defining equations \(X_{i} \stackrel{\text { def }}{=} E_{i}\). As usual we require that each occurrence of a variable in \(E_{i}\) is guarded, i.e. within the scope of an action prefix. This analogous for FS and PA.

The PRS grammars give rise to BPP, and respectively PA, in normal form. While in the interleaving world they represent the entire process classes, under causal semantics they only describe the subclasses Simple BPP, and Simple PA respectively. They are defined by the following grammars:
\[
\begin{array}{ll|l|l}
S B P P: E::=X & S_{E} & E \| E \\
S P A: & P::=X & S_{P} & P \| P \mid P \cdot P
\end{array}
\]
where \(S_{E}\) stands for an initially sequential SBPP expression given by the following grammar:
\[
S_{E}::=\mathbf{0}|a . E| S_{E}+S_{E}
\]
and analogously for \(S_{P}\). Thus, SBPP restrict the mixture of choice and parallel composition: general summation is replaced by guarded summation. In particular, this excludes processes such as \(\left(P_{1} \| P_{2}\right)+P_{3}\). This is similar for SPA.

Causal semantics for BPP processes have been provided in terms of net unfoldings, e.g. in [14], and equivalently in terms of event structures via their


Fig. 3. The unfolding of SBPP \(\mathcal{E}\).


Fig. 4. The unfolding of BPP \(\mathcal{E}\).
syntax-tree unfoldings [20]. Under such semantics BPP and SBPP have a treelike structure. We provide two examples as an illustration.

Example 1. Fig. 3 gives the net unfolding of the \(\operatorname{SBPP} \mathcal{E}=\left(\Delta, X_{1}\right)\), where \(\Delta=\left\{X_{1} \stackrel{\text { def }}{=} t_{1} \cdot\left(X_{1} \| X_{2}\right)+t_{2} \cdot X_{2} ; X_{2} \stackrel{\text { def }}{=} t_{3} . \mathbf{0}+t_{4} \cdot\left(X_{1} \| X_{1}\right)\right\}\).
\begin{tabular}{|c||c|c|c|c|}
\hline & SBPP \(=\) BPP? & BPP & PA & PN \\
\hline \hline\(=_{t r}\) & yes & undecidable [25] & undecidable & undecidable [24,28] \\
\hline\(=_{\text {pom }}\) & yes [49] & decidable [49] & \(?\) & undecidable \\
\hline\(\sim \sim\) & yes & PSPACE-complete [29,48] & PSPACE-hard & undecidable [28] \\
\hline\(\sim_{h p}\) & no & P \([20,36]\) & \(?\) & undecidable \\
\hline\(\sim_{h h p}\) & no & P \([20,21]\) & \(?\) & undecidable \\
\hline
\end{tabular}

Fig. 5. Summary

Example 2. Fig. 4 demonstrates the unfolding of the \(\operatorname{BPP} \mathcal{E}=\left(\Delta, X_{1}\right)\), where \(\Delta=\left\{X_{1} \stackrel{\text { def }}{=}\left(t_{1} \cdot X_{2} \| t_{2} \cdot X_{3}\right)+t_{3} . \mathbf{0} ; X_{2} \stackrel{\text { def }}{=}\left(t_{4} \cdot X_{1}+t_{5} . \mathbf{0}\right) \| t_{6} \cdot X_{2} ; X_{3} \stackrel{\text { def }}{=}\left(t_{7} \cdot X_{1} \|\right.\right.\) \(\left.\left.t_{8} . \mathbf{0}\right)+\left(t_{9} . \mathbf{0} \| t_{10} \cdot X_{3}\right)\right\}\).

PA and SPA have not been equipped with causal semantics yet. But one would expect that an appropriately defined unfolding semantics would display a regular structure of fork and join of 'chunks of independent behaviour'.

Problem 1. Define causal semantics for SPA, and PA respectively.

\subsection*{3.4 Infinite-State Results}

Fig. 5 gives an overview of results and open questions in the process hierarchy up to PA and PN.
\(P N\). For Petri nets all equivalences are undecidable. This follows from Jančars's reduction from the halting problem of counter machines, which proves that bisimilarity as well as trace equivalence is undecidable [28]: first observe that Petri nets can simulate counter machines, but only in a weak way since they cannot check for 0 ; given a counter machine \(C\) one constructs two variations of the Petri net that weakly simulates \(C\) such that the difference between these two nets can only be exposed by faithfully simulating \(C\) and reaching the halting state (in one of the nets); the two nets are non-equivalent iff \(C\) halts. The proof carries over to hp-b and hhp-b. The undecidability of language equivalence was first proved by Hack [24], but Jančar's proof is stronger in that it only requires 5 unbounded places.
\(B P P\). Building on Jančar's technique Hirshfeld managed to resolve that trace equivalence is undeciable for communication-free Petri nets, and hence BPP [25]. The result does not carry over to pomset trace equivalence on (S)BPP. In contrast, Sunesen and Nielsen prove that pomset trace equivalence is decidable for BPP [49]. The proof first shows that in the linear-time world SBPP and BPP coincide in that every BPP can effectively be translated into a SBPP such that they are pomset trace equivalent. The decidability result then follows by a reduction to the equivalence problem of recognizable tree languages. The complexity of the algorithm is left open (but should not be hard to resolve).

Problem 2. Resolve the complexity of pomset trace equivalence on (S)BPP.

While for BPP deciding classical bisimilarity is PSPACE-complete [29] we obtain polynomial-time decision procedures for both hp-b [36] and hhp-b [21]. The two bisimilarities coincide for SBPP [15] but they do not coincide for BPP in general. This follows by the standard example of [3]. The decision procedures rely on different techniques. However, they can both be decided due to good decomposition properties.

Hp-b has the unique decomposition property: every BPP can be expressed, up to hp-b, as a parallel composition of prime processes, where a process is prime when it cannot be represented as a non-trivial parallel composition, up to hp-b. Moreover, this decomposition is unique up to the permutation of the primes. Then hp-b can be decided using the general scheme of Hirshfeld, Jerrum, and Moller [26] of deciding classical bisimilarity on normed BPP [22,36]. The fastest algorithm for hp-b on BPP runs in \(O\left(n^{6}\right)\) [20], and is based on the technique of the distance-to-disabling functions introduced in [29].

Hhp-b has even stronger decomposition properties: modulo trivial choices it fully reflects the structure of BPP expressions. It can then be decided similarly to the standard algorithm for solving tree isomorphism [20,21].

In [20] the decision algorithms for both hp-b and hhp-b are presented in a unified framework. Hhp-b is solved in time \(O\left(n^{3} \log n\right)\), and hp-b in time \(O\left(n^{6}\right)\) respectively. In particular, both algorithms use the fact that on BPP hp-b and hhp-b have a a fixpoint characterization in terms of local games played over BPP processes of causal depth 1 .

To sum up, for SBPP and BPP we can confirm the trend that as soon as we look at system classes that have a 'tame' interplay between causality and conflict causal equivalences are better behaved than their interleaving counterparts. This concerns both the linear-time as well as the branching-time equivalences. All algorithms make use of the fact that under causal semantics BPP and SBPP have tree-like structure.
\(P A\). While BPP and PN are well-investigated hardly anything is known for PA. Naturally, the hardness results of BPP carry over. Tackling PA in the interleaving world has turned out to be difficult. The only known positive result is that bisimilarity on normed PA is decidable in 2-NEXPTIME [27]. The proof is technically involved and 63 pages long. It is based on an exhaustive case analysis which investigates when a seqential and a parallel composition can be equivalent. This might be much easier for causal equivalences. We believe that in particular hhp-b on simple PA could have very strong decomposition properties analogously to those for BPP.

Problem 3. Does the positive trend for causal equivalences extend to SPA, and PA respectively?

\section*{4 Summary and Outlook}

To sum up, we have the following trend for causal equivalences:

The computational dichotomy of causality: For finite-state systems causal equivalences are often computationally much harder than their interleaving counterparts. However, as soon as we consider classes with a restricted interplay between causality and conflict this trend may be reversed. In particular, this includes standard infinite-state classes such as BPP, and might extend to PA.

To use causal equivalences for equivalence-based security properties it is necessary to lift them into the applied pi-calculus. In particular, this means we have to introduce asynchronous message input and output. While this would destroy the causal structure enforced by the discipline of the composition operators we might be able to regain this structure when we restrict ourselves to tagged protocols. Say a composition is homogeneous when the components relate to the same protocol process, and heteregenous when the components relate to different protocol processes. Then, roughly speaking, one could say the results of \([6,19]\) suggest:

Wrt homogeneous compositions of tagged protocols, atoms only have a bounded range of decisive influence, and messages only have decisive influence up to a bounded size.

Thereby we could hope to achieve decidability of reachability- and equivalence-based properties for tagged protocols when verified in isolation. Moreover, roughly speaking, one could say the results of [2,7] indicate:

Wrt hetergeneous compositions of tagged protocols, messages have only a local range of decisive influence as long as the tagging is disjoint.

One could define an appropriate calculus of tagged protocols, for which one could hope that reachability-based properties would be decidable, and causal equivalence-based properties would also be decidable by composition results based on the local effect of messages and the insights from the 'pure' causal equivalences. Altogether this should also lead to an efficient verification method as long as the component protocols are small.

It is nontrivial to put this down more formally, and it will be even less trivial to prove it (or disprove if it turns out not to be true!). However, it might be most difficult of all to carry such 'design for verification' paradigms like working with tagged protocols into the various standards. Striving to do so is essential: interpreted the other way around, this just implements the general engineering principle to only interconnect systems in a way that does not create any side effects.
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\begin{abstract}
In 1987 Ernst-Rüdiger Olderog provided an operational Petri net semantics for a subset of CCSP, the union of Milner's CCS and Hoare's CSP. It assigns to each process term in the subset a labelled, safe place/transition net. To demonstrate the correctness of the approach, Olderog established agreement (1) with the standard interleaving semantics of CCSP up to strong bisimulation equivalence, and (2) with standard denotational interpretations of CCSP operators in terms of Petri nets up to a suitable semantic equivalence that fully respects the causal structure of nets. For the latter he employed a linear-time semantic equivalence, namely having the same causal nets.

This paper strengthens (2), employing a novel branching-time version of this semantics-structure preserving bisimilarity-that moreover preserves inevitability. I establish that it is a congruence for the operators of CCSP.
\end{abstract}

\section*{1 Introduction}

The system description languages CCS and CSP have converged to one theory of processes which—following a suggestion of M. Nielsen-was called "CCSP" in [26]. The standard semantics of this language is in terms of labelled transition systems modulo strong bisimilarity, or some coarser semantic equivalence. In the case of CCS, a labelled transition system is obtained by taking as states the closed CCS expressions, and as transitions those that are derivable from a collection of rules by induction on the structure of these expressions [24]; this is called a (structural) operational semantics [30]. The semantics of CSP was originally given in quite a different way [3,20], but [28] provided an operational semantics of CSP in the same style as the one of CCS, and showed its consistency with the original semantics.

Such semantics abstract from concurrency relations between actions by reducing concurrency to interleaving. An alternative semantics, explicitly modelling concurrency relations, requires models like Petri nets [33] or event structures \([25,36]\). In \([21,36]\) non-interleaving semantics for variants of CCSP are
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given in terms of event structures. However, infinite event structures are needed to model simple systems involving loops, whereas Petri nets, like labelled transition systems, offer finite representations for some such systems. Denotational semantics in terms of Petri nets of the essential CCSP operators are given in \([16,18,35]\) - see [27] for more references. Yet a satisfactory denotational Petri net semantics treating recursion has to my knowledge not been proposed.

Olderog [26,27] closed this gap by giving an operational net semantics in the style of \([24,30]\) for a subset of CCSP including recursion-to be precise: guarded recursion. To demonstrate the correctness of his approach, Olderog proposed two fundamental properties such a semantics should have, and established that both of them hold [27]:
- Retrievability. The standard interleaving semantics for process terms should be retrievable from the net semantics.
- Concurrency. The net semantics should represent the intended concurrency of process terms.
The second requirement was not met by an earlier operational net semantics from [5].

To formalise the first requirement, Olderog notes that a Petri net induces a labelled transition system through the firing relation between markingsthe interleaving case graph-and requires that the interpretation of any CCSP expression as a state in a labelled transition system through the standard interleaving semantics of CCSP should be strongly bisimilar to the interpretation of this expression as a marking in the interleaving case graph induced by its net semantics.

To formalise the second requirement, he notes that the intended concurrency of process terms is clearly represented in the standard denotational semantics of CCSP operators \([16,18,35]\), and thus requires that the result of applying a CCSP operator to its arguments according to this denotational semantics yields a similar result as doing this according to the new operational semantics. The correct representation of recursion follows from the correct representation of the other operators through the observation that a recursive call has the very same interpretation as a Petri net as its unfolding.

A crucial parameter in this formalisation is the meaning of "similar". A logical choice would be semantic equivalence according to one of the non-interleaving equivalences found in the literature, where a finer or more discriminating semantics gives a stronger result. To match the concurrency requirement, this equivalence should respect concurrency, in that it only identifies nets which display the same concurrency relations. In this philosophy, the semantics of a CCSP expression is not so much a Petri net, but a semantic equivalence class of Petri nets, i.e. a Petri net after abstraction from irrelevant differences between nets. For this idea to be entirely consistent, one needs to require that the chosen equivalence is a congruence for all CCSP constructs, so that the meaning of the composition of two systems, both represented as equivalence classes of nets, is independent of the choice of representative Petri nets within these classes.

Instead of selecting such an equivalence, Olderog instantiates "similar" in the above formalisation of the second requirement with strongly bisimilar, a new
relation between nets that should not be confused with the traditional relation of strong bisimilarity between labelled transition systems. As shown in [1], strong bisimilarity fails to be an equivalence: it is reflexive and symmetric, but not transitive.

As pointed out in [27, Page37] this general shortcoming of strong bisimilarity "does not affect the purpose of this relation" in that book: there it "serves as an auxiliary notion in proving that structurally different nets are causally equivalent". Here causal equivalence means having the same causal nets, where causal nets \([29,34]\) model concurrent computations or executions of Petri nets. So in effect Olderog does choose a semantic equivalence on Petri nets, namely having the same concurrent computations as modelled by causal nets. This equivalence fully respects concurrency.

\subsection*{1.1 Structure Preserving Bisimilarity}

The contribution of the present paper is a strengthening of this choice of a semantic equivalence on Petri nets. I propose the novel structure preserving bisimulation equivalence on Petri nets, and establish that the result of applying a CCSP operator to its arguments according to the standard denotational semantics yields a structure preserving bisimilar result as doing this according to Olderog's operational semantics. The latter is an immediate consequence of the observation that structure preserving bisimilarity between two nets is implied by Olderog's strong bisimilarity.


Fig. 1. A spectrum of semantic equivalences on Petri nets

Figure 1 shows a map of some equivalence relations on nets found in the literature, in relation to the new structure preserving bisimilarity, \(\leftrightarrows_{s p}\). The equivalences become finer when moving up or to the right; thus coarser or less discriminating when following the arrows. The rectangle from \(\approx_{i t}\) to \(\approx_{h}\) is taken from [10]. The vertical axis is the linear time - branching time spectrum, with trace equivalence at the bottom and (strong) bisimulation equivalence, or bisimilarity, at the top. A host of intermediate equivalences is discussed in [11]. The key difference is that linear time equivalences, like trace equivalence, only consider the
set of possible executions of a process, whereas branching time equivalences, like bisimilarity, additionally take into account at which point the choice between two executions is made. The horizontal axis indicates to what extent concurrency information is taken into account. Interleaving equivalences - on the left-fully abstract from concurrency by reducing it to arbitrary interleaving; step equivalences additionally take into account the possibility that two concurrent actions happen at exactly the same moment; split equivalences recognise the beginning and end of actions, which here are regarded to be durational, thereby capturing some information about their overlap in time; \(S T\) - or interval equivalences fully capture concurrency information as far as possible by considering durational actions overlapping in time; and partial order equivalences capture the causal links between actions, and thereby all concurrency. By taking the product of these two axes, one obtains a two-dimensional spectrum of equivalence relations, with entries like interleaving bisimulation equivalence \(\approx_{i b}\) and partial order trace equivalence \(\approx_{p t}\). For the right upper corner several partial order bisimulation equivalences were proposed in the literature; according to [13] the history preserving bisimulation equivalence \(\approx_{h}\), originally proposed by [32], is the coarsest one that fully captures the interplay between causality and branching time.

The causal equivalence employed by Olderog, \(\equiv_{\text {caus }}\), is a linear time equivalence strictly finer than \(\approx_{p t}\). Since it preserves information about the number of preplaces of a transition, it is specific to a model of concurrency based on Petri nets; i.e. there is no obvious counterpart in terms of event structures. I found only two equivalences in the literature that are finer than both \(\equiv_{\text {caus }}\) and \(\approx_{h}\), namely occurrence net equivalence [16]- \(\equiv_{o c c}\)-and the place bisimilarity \(\approx_{p b}\) of [1]. Two nets are occurrence net equivalent iff they have isomorphic unfoldings. The unfolding, defined in [25], associates with a given safe Petri net \(N\) a loop-free net-an occurrence net-that combines all causal nets of \(N\), together with their branching structure. This unfolding is similar to the unfolding of a labelled transition system into a tree, and thus the interleaving counterpart of occurrence net equivalence is tree equivalence [11], identifying two transition systems iff their unfoldings are isomorphic. The place bisimilarity was inspired by Olderog's strong bisimilarity, but adapted to make it transitive, and thus an equivalence relation. My new equivalence \(\leftrightarrows s p\) will be shown to be strictly coarser than \(\equiv_{o c c}\) and \(\approx_{p b}\), yet finer than both \(\equiv_{\text {caus }}\) and \(\approx_{h}\).

The equivalences discussed above (without the diagonal line in Figure 1) are all defined on safe Petri nets. Additionally, the definitions generalise to unsafe Petri nets. However, there are two possible interpretations of unsafe Petri nets, called the collective token and the individual token interpretation [12], and this leads to two versions of history preserving bisimilarity. The history preserving bisimilarity based on the individual token interpretation was first defined for Petri nets in [2], under the name fully concurrent bisimulation equivalence. At the level of ST-semantics the collective and individual token interpretations collapse. The unfolding of unsafe Petri nets, and thereby occurrence net equivalence, has been defined for the individual token interpretation only [7,12,23], and likewise causal equivalence can be easily generalised within the individual token
interpretation. The new structure preserving bisimilarity falls in the individual token camp as well.

\subsection*{1.2 Criteria for Choosing This Semantic Equivalence}

In selecting a new semantic equivalence for reestablishing Olderog's agreement of operational and denotational interpretations of CCSP operators, I consider the following requirements on such a semantic equivalence (with subsequent justifications):
1. it should be a branching time equivalence,
2. it should fully capture causality relations and concurrency (and the interplay between causality and branching time),
3. it should respect inevitability [22], meaning that if two systems are equivalent, and in one the occurrence of a certain action is inevitable, then so is it in the other,
4. it should be real-time consistent [16], meaning that for every association of execution times to actions, assuming that actions happen as soon as they can, the running times associated with computations in equivalent systems should be the same,
5. it should be preserved under action refinement \([4,13]\), meaning that if in two equivalent Petri nets the same substitutions of nets for actions are made, the resulting nets should again be equivalent,
6. it should be finer than Olderog's causal equivalence,
7. it should not distinguish systems whose behaviours are patently the same, such as Petri nets that differ only in their unreachable parts,
8. it should be a congruence for the constructs of CCSP,
9. and it should allow to establish agreement between the operational and denotational interpretations of CCSP operators.
Requirement 1 is the driving force behind this contribution. It is motivated by the insight that branching time equivalences better capture phenomena like deadlock behaviour. Since in general a stronger result on the agreement between operational and denotational semantics is obtained when employing a finer semantics, I aim for a semantics that fully captures branching time information, and thus is at least as discriminating as interleaving bisimilarity.

Requirement 2 is an obvious choice when the goal of the project is to capture concurrency explicitly. The combination of Requirements 1 and 2 then naturally asks for an equivalence that is at least as fine as \(\approx_{h}\). One might wonder, however, for what reason one bothers to define a semantics that captures concurrency information. In the literature, various practical reasons have been given for preferring a semantics that (partly) respects concurrency and causality over an interleaving semantics. Three of the more prominent of these reasons are formulated as requirements 3,4 and 5 above.

Requirement 3 is manifestly useful when considering liveness properties of systems. Requirement 4 obviously has some merit when timing is an issue. Requirement 5 is useful in system design based on stepwise refinement [13].

Requirement 6 is only there so that I can truthfully state to have strengthened Olderog's agreement between the denotational and operational semantics, which was stated in terms of causal equivalence. This requirement will not be needed in my justification for introducing a new semantic equivalence - and neither will Requirement 2.

Requirement 7 is hardly in need of justification. The paper [1] lists as a desirable property of semantic equivalences - one that is not met by their own proposal \(\approx_{p b}\) - that they should not distinguish nets that have isomorphic unfoldings, given that unfolding a net should not be regarded as changing it behaviour. When working within the individual token interpretation of nets I will take this as a suitable formalisation of Requirement 7.

The argument for Requirement 8 has been given earlier in this introduction, and Requirement 9 underlies my main motivation for selecting a semantic equivalence in the first place.

\subsection*{1.3 Applying the Criteria}

Table 1 tells which of these requirements are satisfied by the semantic equivalences from Section 1.1 (not considering the one collective token equivalence there). The first two rows, reporting which equivalences satisfy Requirements 1 and 2 , are well-known; these results follow directly from the definitions. The third row, reporting on respect for inevitability, is a contribution of this paper, and will be discussed in Section 1.4, and delivered in Sections 11-14.

Regarding Row 4, In [16] it is established that ST-bisimilarity is real-time consistent. Moreover, the formal definition is such that if a semantic equivalence \(\approx\) is real-time consistent, then so is any equivalence finer than \(\approx\). Linear time equivalences are not real-time consistent, and neither is \(\approx_{2 b}\) [17].

In [13] it is established that \(\approx_{p t}\) and \(\approx_{h}\) are preserved under action refinement, but interleaving and step equivalences are not, because they do not capture enough information about concurrency. In [10] it is shown that \(\approx_{S T t}\) and \(\approx_{S T b}\) are already preserved under action refinement, whereas by [17] split semantics

Table 1. Which requirements are satisfied by the various semantic equivalences
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \begin{tabular}{|l} 
Equivalence \\
Requirement
\end{tabular} & \(\approx_{i t}\) & \(\approx_{i b}\) & & \(\sim_{s}\) & & & \(\sim_{2}\) & & \(\widetilde{\sim}_{2 b}\) & & & & \(\sim_{p}\) & & & & \[
\begin{array}{r}
\text { \# } \\
\overleftrightarrow{\leftrightarrows}_{s p}
\end{array}
\] & & & \(\approx_{p b}\) \\
\hline 1. Branching time & \(\times\) & \(\checkmark\) & \(\checkmark\) & \(\times\) & & \(\checkmark\) & \(\times\) & & \(\checkmark\) & & & \(\checkmark\) & \(\times\) & & & \(\times\) & \(\checkmark\) & \(\checkmark\) & & \(\checkmark\) \\
\hline 2. Causality & \(\times\) & \(\times\) & & \(\times\) & & \(\times\) & \(\times\) & & \(\times\) & & & \(\times\) & & & & & \(\checkmark\) & & & \(\checkmark\) \\
\hline 3. Inevitability & \(\times\) & \(\times\) & \(\times\) & \(\times\) & & \(\times\) & \(\times\) & & \(\times\) & & & \(\times\) & & & & & \(\checkmark\) & & & \(\checkmark\) \\
\hline 4. Real-time consistency & \(\times\) & \(\times\) & \(\times\) & \(\times\) & & \(\times\) & \(\times\) & & \(\times\) & & & \(\checkmark\) & & \(\times\) & & & \(\checkmark\) & \(\checkmark\) & & \(\checkmark\) \\
\hline 5. Action refinement & \(\times\) & \(\times\) & \(\times\) & \(\times\) & & \(\times\) & \(\times\) & & \(\times\) & & & \(\checkmark\) & & & & & ? \(\checkmark\) ? & \(\checkmark\) ? & & \\
\hline 6. Finer than \(\equiv_{\text {caus }}\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & & \(\times\) & \(\times\) & & \(\times\) & & & \(\times\) & & & & & \(\checkmark\) & & & \(\checkmark\) \\
\hline 7. Coarser than \(\equiv_{o c c}\) & \(\checkmark\) & \(\checkmark\) & & \(\checkmark\) & & \(\checkmark\) & \(\checkmark\) & & \(\checkmark\) & & & \(\checkmark\) & & & & & \(\checkmark\) & & & \(\times\) \\
\hline 8. Congruence & \(\checkmark\) & \(\checkmark\) & & & & & & & & & & & & & & & , & & & \\
\hline 9. Operat. \(\equiv\) denotat. & \(\checkmark\) & \(\checkmark\) & \(\times\) & \(\checkmark\) & & \(\checkmark\) & \(\checkmark\) & & \(\checkmark\) & & & \(\checkmark\) & & & & & \(\checkmark\) & \(\times\) & & \\
\hline
\end{tabular}
are not. I conjecture that \(\equiv_{\text {caus }}\) and \(\equiv_{o c c}\) are also preserved under action refinement, but I have not seen a formal proof. I also conjecture that the new \(\overleftrightarrow{L}_{s p}\) is preserved under action refinement.

Rows 6 and 7 follow as soon as I have formally established the implications of Figure 1 (in Section 10). As for Row 8, I will show in Section 7 that \(\overleftrightarrow{L}_{s p}\) is a congruence for the operators of CCSP. That also \(\approx_{i t}\) and \(\approx_{i b}\) are congruences for CCSP is well known. The positive results in Row 9 follow from the fact that Olderog's strong bisimilarity implies \(\overleftrightarrow{s}_{s p}\), which will be established in Section 6 .

Requirements 1 and 6 together limit the search space for suitable equivalence relations to \(\equiv_{o c c}, \approx_{p b}\) and the new \(\overleftrightarrow{L}_{s p}\). When dropping Requirement 6 , but keeping 2 , also \(\approx_{h}\) becomes in scope. When also dropping 2 , but keeping 4 , I gain \(\approx_{S T b}\) as a candidate equivalence. However, both \(\approx_{h}\) and \(\approx_{S T b}\) will fall pray to Requirement 3, so also without Requirements 2 and 6 the search space will be limited to \(\equiv_{o c c}, \approx_{p b}\) and the new \(\overleftrightarrow{\unlhd}_{s p}\).

Requirement 7 rules out \(\approx_{p b}\), as that equivalence makes distinctions based on unreachable parts of nets [1]. The indispensable Requirement 9 rules out \(\equiv_{o c c}\), since that equivalence distinguishes the operational and denotational semantics of the CCSP expression \(a 0+a 0\). According to the operational semantics this expression has only one transition, whereas by the denotational semantics it has two, and \(\equiv_{o c c}\) does not collapse identical choices. The same issue plays in interleaving semantics, where the operational and denotational transition system semantics of CCSP do not agree up to tree equivalence. This is one of the main reasons that bisimilarity is often regarded as the top of the linear time branching time spectrum.

This constitutes the justification for the new equivalence \(\overleftrightarrow{s p}\).

\subsection*{1.4 Inevitability}

The meaning of Requirement 3 depends on which type of progress or fairness property one assumes to guarantee that actions that are due to occur will actually happen. Lots of fairness assumption are mentioned in the literature, but, as far as I can tell, they can be classified in exactly 4 groups: progress, justness, weak fairness and strong fairness [15]. These four groups form a hierarchy, in the sense that one cannot consistently assume strong fairness while objecting to weak fairness, or justness while objecting to progress.

Strong and weak fairness deal with choices that are offered infinitely often. Suppose you have a shop with only two customers \(A\) and \(B\) that may return to the shop to buy something else right after they are served. Then it is unfair to only serve customer \(A\) again and again, while \(B\) is continuously waiting to be served. In case \(B\) is not continuously ready to be served, but sometimes goes home to sleep, yet always returns to wait for his turn, it is weakly fair to always ignore customer \(B\) in favour of \(A\), but not strongly fair.

Weak and strong fairness assumptions can be made locally, pertaining to some repeating choices of the modelled system but not to others, or globally, pertaining to all choices of a given type. Since the real world is largely unfair,
strong and weak fairness assumptions need to be made with great caution, and they will not appear in this paper.

Justness and progress assumptions, on the other hand, come only in the global variant, and can be safely assumed much more often. A progress assumption says that if a system can do some action (that is not contingent on external input) it will do an action. In the example of the shop, if there is a customer continuously ready to be served, and the clerk stands pathetically behind the counter staring at the customer but not serving anyone, there is a failure of progress. Without assuming progress, no action is inevitable, because it is always possible that a system will remain in its initial state without ever doing anything. Hence the concept of inevitability only makes sense when assuming at least progress.

Justness \([8,15]\) says roughly that if a parallel component can make progress (not contingent on input from outside of this component) it will do so. Suppose the shop has two counters, each manned by a clerk, and, whereas customer \(A\) is repeatedly served at counter 1 , customer \(B\) is ready to be served by counter 2 , but is only stared at by a pathetic clerk. This is not a failure of progress, as in any state of the system someone will be served eventually. Yet it counts as a failure of justness. In the context of Petri nets, a failure of justness can easily be formalised as an execution, during which, from some point onwards, all preplaces of a given transition remain marked, yet the transition never fires [14]. One could argue that, when taking concurrency seriously, justness should be assumed whenever one assumes progress.

Inevitability can be easily expressed in temporal logics like LTL [31] or CTL [6], and it is well known that strongly bisimilar transition systems satisfy the same temporal formulas. This suggests that interleaving bisimilarity already respects inevitability. However, this conclusion is warranted only when assuming progress but not justness, or perhaps also when assuming some form of weak or strong fairness. The system \(C:=\langle X \mid X=a X+b X\rangle\) - using the CCSP syntax of Section 2-repeatedly choosing between the actions \(a\) and \(b\), is interleaving bisimilar to the system \(D:=\langle Y \mid Y=a Y\rangle \|\langle Z \mid Z=b Z\rangle\), which in parallel performs infinitely many \(a\) s and infinitely many \(b s\). Yet, when assuming justness but not weak fairness, the execution of the action \(b\) is inevitable in \(D\), but not in \(C\). This shows that when assuming justness but not weak fairness, interleaving bisimilarity does not respect inevitability. The paper [22], which doesn't use Petri nets as system model, leaves the precise formulation of a justness assumption for future work - this task is undertaken in the different context of CCS in [15]. Also, respect of inevitability as a criterion for judging semantic equivalences does not occur in [22], even though "the partial order approach" is shown to be beneficial.

In this paper, assuming justness but not strong or weak fairness, I show that neither \(\approx_{h}\) nor \(\equiv_{\text {caus }}\) respects inevitability (using infinite nets in my counterexample). Hence, respecting concurrency appears not quite enough to respect inevitability. Respect for inevitability, like real-time consistency, is a property that holds for any equivalence relation finer than one for which it is known to hold already. So also none of the ST- or interleaving equivalences respects
inevitability. I show that the new equivalence \(\overleftrightarrow{\leftrightarrows}_{s p}\) respects inevitability. This makes it the coarsest equivalence of Figure 1 that does so.

\section*{2 CCSP}

CCSP is parametrised by the choice of an infinite set Act of actions, that I will assume to be fixed for this paper. Just like the version of CSP from Hoare [20], the version of CCSP used here is a typed language, in the sense that with every CCSP process \(P\) an explicit alphabet \(\alpha(P) \subseteq\) Act is associated, which is a superset of the set of all actions the process could possibly perform. This alphabet is exploited in the definition of the parallel composition \(P \| Q\) : actions in the intersection of the alphabets of \(P\) and \(Q\) are required to synchronise, whereas all other actions of \(P\) and \(Q\) happen independently. Because of this, processes with different alphabets may never be identified, even if they can perform the same set of actions and are alike in all other aspects. It is for this reason that I interpret CCSP in terms of typed Petri nets, with an alphabet as extra component.

I also assume an infinite set \(V\) of variable names. A variable is a pair \(X_{A}\) with \(X \in V\) and \(A \subseteq A c t\). The syntax of (my subset of) CCSP is given by
\[
P::=0_{A}|a P| P+P|P \| P| R(P)\left|X_{A}\right|\left\langle X_{A} \mid \mathcal{S}\right\rangle\left(\text { with } X_{A} \in V_{\mathcal{S}}\right)
\]
with \(A \subseteq A c t, a \in A c t, R \subseteq A c t \times A c t, X \in V\) and \(\mathcal{S}\) a recursive specification: a set of equations \(\left\{Y_{B}=\mathcal{S}_{Y_{B}} \mid Y_{B} \in V_{\mathcal{S}}\right\}\) with \(V_{\mathcal{S}} \subseteq V \times\) Act (the bound variables of \(\mathcal{S}\) ) and \(\mathcal{S}_{Y_{B}}\) a CCSP expression satisfying \(\alpha\left(\mathcal{S}_{Y_{B}}\right)=B\) for all \(Y_{B} \in V_{\mathcal{S}}\) (were \(\alpha\left(\mathcal{S}_{Y_{B}}\right)\) is defined below). The constant \(0_{A}\) represents a process that is unable to perform any action. The process \(a P\) first performs the action \(a\) and then proceeds as \(P\). The process \(P+Q\) will behave as either \(P\) or \(Q, \|\) is a partially synchronous parallel composition operator, \(R\) a renaming, and \(\left\langle X_{A} \mid \mathcal{S}\right\rangle\) represents the \(X_{A}\)-component of a solution of the system of recursive equations \(\mathcal{S}\). A CCSP expression \(P\) is closed if every occurrence of a variable \(X_{A}\) occurs in a subexpression \(\left\langle Y_{B} \mid \mathcal{S}\right\rangle\) of \(P\) with \(X_{A} \in V_{\mathcal{S}}\).

The constant 0 and the variables are indexed with an alphabet. The alphabet of an arbitrary CCSP expression is given by:
\(-\alpha\left(0_{A}\right)=\alpha\left(X_{A}\right)=\alpha\left(\left\langle X_{A} \mid \mathcal{S}\right\rangle\right)=A\)
\(-\alpha(a P)=\{a\} \cup \alpha(P)\)
\(-\alpha(P+Q)=\alpha(P \| Q)=\alpha(P) \cup \alpha(Q)\)
\(-\alpha(R(P))=\{b \mid \exists a \in \alpha(P):(a, b) \in R\}\).
Substitutions of expressions for variables are allowed only if the alphabets match. For this reason a recursive specification \(\mathcal{S}\) is declared syntactically incorrect if \(\alpha\left(\mathcal{S}_{Y_{B}}\right) \neq B\) for some \(Y_{B} \in V_{\mathcal{S}}\). The interleaving semantics of CCSP is given by the labelled transition relation \(\rightarrow \subseteq \mathrm{T}_{\mathrm{CCSP}} \times A c t \times \mathrm{T}_{\mathrm{CCSP}}\) on the set \(\mathrm{T}_{\mathrm{CCSP}}\) of closed CCSP terms, where the transitions \(P \xrightarrow{a} Q\) (on arbitrary CCSP expressions) are derived from the rules of Table 2. Here \(\langle P \mid \mathcal{S}\rangle\) for \(P\) an expression and \(\mathcal{S}\) a recursive specification denotes the expression \(P\) in which \(\left\langle Y_{B} \mid \mathcal{S}_{Y_{B}}\right\rangle\) has been substituted for the variable \(Y_{B}\) for all \(Y_{B} \in V_{\mathcal{S}}\).

Table 2. Structural operational interleaving semantics of CCSP
\[
\begin{array}{|ccc|}
\hline a P \xrightarrow{a} P & \frac{P \xrightarrow{a} P^{\prime}}{P\left\|Q \xrightarrow{a} P^{\prime}\right\| Q}(a \notin \alpha(Q)) & \frac{P \xrightarrow{a} P^{\prime}}{R(P) \xrightarrow{b} R\left(P^{\prime}\right)}((a, b) \in R) \\
\frac{P \xrightarrow{a} P^{\prime}}{P+Q \xrightarrow{a} P^{\prime}} & \frac{P \xrightarrow{a} P^{\prime}, Q \xrightarrow{a} Q^{\prime}}{P\left\|Q \xrightarrow{a} P^{\prime}\right\| Q^{\prime}}(a \in \alpha(P) \cap \alpha(Q)) \\
\frac{Q \xrightarrow{a} Q^{\prime}}{P+Q \xrightarrow{a} Q^{\prime}} & \frac{Q \xrightarrow{a} Q^{\prime}}{P\|Q \xrightarrow{a} P\| Q^{\prime}}(a \notin \alpha(P)) & \frac{\left\langle\mathcal{S}_{X_{A}} \mid \mathcal{S}\right\rangle \xrightarrow{a} P^{\prime}}{\left\langle X_{A} \mid \mathcal{S}\right\rangle \xrightarrow{a} P^{\prime}} \\
\hline
\end{array}
\]

A CCSP expression is well-typed if for any subexpression of the form \(a P\) one has \(a \in \alpha(P)\) and for any subexpression of the form \(P+Q\) one has \(\alpha(P)=\) \(\alpha(Q)\). Thus \(a 0_{\{a\}}+b X_{\emptyset}\) is not well-typed, although the equivalent expression \(a 0_{\{a, b\}}+b X_{\{a, b\}}\) is. A recursive specification \(\left\langle X_{A} \mid \mathcal{S}\right\rangle\) is guarded if each occurrence of a variable \(Y_{B} \in V_{\mathcal{S}}\) in a term \(\mathcal{S}_{Z_{C}}\) for some \(Z_{C} \in V_{\mathcal{S}}\) lays within a subterm of \(\mathcal{S}_{Z_{C}}\) of the form \(a P\). Following [27] I henceforth only consider well-typed CCSP expressions with guarded recursion.

In Olderog's subset of CCSP, each recursive specification has only one equation, and renamings must be functions instead of relations. Here I allow mutual recursion and relational renaming, where an action may be renamed into a choice of several actions-or possibly none. This generalisation does not affect any of the proofs in [27].

Example 1. The behaviour of the customer from Section 1.4 could be given by the recursive specification \(\mathcal{S}_{\text {Cus }}\) :
\[
\operatorname{Cus}_{C u}=\text { enter buy leave } \operatorname{Cus}_{C u}
\]
indicating that the customer keeps coming back to the shop to buy more things. Here enter, buy, leave \(\in\) Act and Cus \(\in V\). The customer's alphabet \(C u\) is \{enter, buy, leave\}. Likewise, the behaviour of the store clerk could be given by the specification \(\mathcal{S}_{\text {Clк }}\) :
\[
\mathrm{CLK}_{C l}=\text { serve } \mathrm{CLK}_{C l}
\]
where \(C l=\{\) serve \(\}\). The CCSP processes representing the customer and the clerk, with their reachable states and labelled transitions between them, are displayed in Figure 2.

In order to ensure that the parallel composition synchronises the buy-action of the customer with the serve-action of the clerk, I apply renaming operators \(R_{\text {Cus }}\) and \(R_{\text {CLK }}\) with \(R_{\text {CuS }}(\) buy \()=\) serves and \(R_{\text {Clк }}(\) serve \()=\) serves and leaving all other actions unchanged, where serves is a joint action of the renamed customer and the renamed clerk. The total CCSP specification of a store with one clerk and one customer is
\[
R_{\mathrm{CuS}}\left(\left\langle\mathrm{CuS}_{\mathrm{Cu}} \mid \mathcal{S}_{\mathrm{Cus}}\right\rangle\right) \| R_{\mathrm{CLK}}\left(\left\langle\mathrm{CLK}_{C l} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right)
\]


Fig. 2. Labelled transition semantics of customer and clerk
\[
\begin{aligned}
& R_{\text {CuS }}\left(\left\langle\operatorname{Cus}_{C u} \mid \mathcal{S}_{\mathrm{CUS}}\right\rangle\right) \| R_{\text {CLK }\left(\left\langle\operatorname{CLK}_{C l} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right)} \\
& \text { enter } \begin{array}{|}
R_{\text {CUS }}\left(\text { leave }\left\langle\operatorname{Cus}_{C u} \mid \mathcal{S}_{\mathrm{CuS}}\right\rangle\right) \| R_{\mathrm{CLK}}\left(\left\langle\mathrm{CLK}_{C l} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right)
\end{array} \\
& R_{\mathrm{CUS}}\left(\text { buy leave }\left\langle\operatorname{CUS}_{C u} \mid \mathcal{S}_{\mathrm{Cus}}\right\rangle\right) \| R_{\mathrm{CLK}}\left(\left\langle\mathrm{CLK}_{C l} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right)
\end{aligned}
\]

Fig. 3. Labelled transition semantics of the 1-customer 1-clerk store
and the relevant part of the labelled transition system of CCSP is displayed above.
One possible behaviour of this system is the sequence of actions enter serves leave enter, followed by eternal stagnation. This behaviour is ruled out by the progress assumption of Section 1.4. The only behaviour compatible with this assumption is the infinite sequence of actions (enter serves leave) \({ }^{\infty}\).

To model a store with two customers (A and B) and 2 clerks (I and II), I introduce a relational renaming for each of them, defined by
\[
\begin{array}{ll}
R_{A}(\text { enter })=A \text { enters } & R_{A}(\text { buy })=\{\mathrm{I} \text { serves } A, \mathrm{II} \text { serves } A\} \\
R_{B}(\text { enter })=B \text { enters } & R_{B}(\text { leave })=A \text { leaves } \\
& R_{\mathrm{I}}(\text { serve })=\{\mathrm{I} \text { serves } B, \mathrm{II} \text { serves } B\} \quad R_{B}(\text { leave })=B \text { leaves } \\
& R_{\mathrm{II}}(\text { serve })=\{\mathrm{I} \text { serves } B\} \\
&
\end{array}
\]

The CCSP specification of a store with two clerks and two customers is
\[
\left(R_{A}\left(\left\langle\operatorname{CuS}_{C u} \mid \mathcal{S}_{\mathrm{CuS}}\right\rangle\right) \| R_{B}\left(\left\langle\operatorname{CuS}_{C u} \mid \mathcal{S}_{\mathrm{CuS}}\right\rangle\right)\right) \|\left(R_{\mathrm{I}}\left(\left\langle\mathrm{CLK}_{C l} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right) \| R_{\mathrm{II}}\left(\left\langle\mathrm{CLK}_{C l} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right)\right)
\]
and the part of the labelled transition system of CCSP reachable from that process has \(3 \times 3 \times 1 \times 1=9\) states and \(6 \times 4=24\) transitions.

\section*{3 Petri Nets}

A multiset over a set \(S\) is a function \(C: S \rightarrow \mathbb{N}\), i.e. \(C \in \mathbb{N}^{S}\); let \(|C|:=\) \(\sum_{x \in X} C(x) ; x \in S\) is an element of \(C\), notation \(x \in C\), iff \(C(x)>0\).

The function \(\emptyset: S \rightarrow \mathbb{N}\), given by \(\emptyset(x):=0\) for all \(x \in S\), is the empty multiset over \(S\). For multisets \(C\) and \(D\) over \(S\) one writes \(C \leq D\) iff \(C(x) \leq D(x)\) for all \(x \in S ; C \cap D\) denotes the multiset over \(S\) with \((C \cap D)(x):=\min (C(x), D(x))\), \(C+D\) denotes the multiset over \(S\) with \((C+D)(x):=C(x)+D(x)\); and the
multiset \(C-D\) is only defined if \(D \leq C\) and then \((C-D)(x):=C(x)-D(x)\). A multiset \(C\) with \(C(x) \leq 1\) for all \(x\) is identified with the (plain) set \(\{x \mid\) \(C(x)=1\}\). The construction \(C:=\left\{f\left(x_{1}, \ldots, x_{n}\right) \mid x_{i} \in D_{i}\right\}\) of a set \(C\) out of sets \(D_{i}(i=1, \ldots, n)\) generalises naturally to multisets \(C\) and \(D_{i}\), taking the multiplicity \(C(x)\) of an element \(x\) to be \(\sum_{f\left(x_{1}, \ldots, x_{n}\right)=x} D_{1}\left(x_{1}\right) \cdot \ldots \cdot D_{n}\left(x_{n}\right)\).

Definition 1. A (typed) Petri net is a tuple \(N=\left(S, T, F, M_{0}, A, \ell\right)\) with
\(-S\) and \(T\) disjoint sets (of places and transitions),
- \(F:((S \times T) \cup(T \times S)) \rightarrow \mathbb{N}\) (the flow relation including arc weights),
- \(M_{0}: S \rightarrow \mathbb{N}\) (the initial marking),
- \(A\) a set of actions, the type of the net, and
\(-\ell: T \rightarrow A\) (the labelling function).
Petri nets are depicted by drawing the places as circles and the transitions as boxes, containing their label. Identities of places and transitions are displayed next to the net element. For \(x, y \in S \cup T\) there are \(F(x, y)\) arrows (arcs) from \(x\) to \(y\). When a Petri net represents a concurrent system, a global state of this system is given as a marking, a multiset \(M\) of places, depicted by placing \(M(s)\) dots (tokens) in each place \(s\). The initial state is \(M_{0}\).

The behaviour of a Petri net is defined by the possible moves between markings \(M\) and \(M^{\prime}\), which take place when a transition \(t\) fires. In that case, \(t\) consumes \(F(s, t)\) tokens from each place \(s\). Naturally, this can happen only if \(M\) makes all these tokens available in the first place. Moreover, \(t\) produces \(F(t, s)\) tokens in each place \(s\). Definition 2 formalises this notion of behaviour.

Definition 2. Let \(N=\left(S, T, F, M_{0}, A, \ell\right)\) be a Petri net and \(x \in S \cup T\). The multisets \({ }^{\bullet} x, x^{\bullet}: S \cup T \rightarrow \mathbb{N}\) are given by \({ }^{\bullet} x(y)=F(y, x)\) and \(x^{\bullet}(y)=F(x, y)\) for all \(y \in S \cup T\); for \(t \in T\), the elements of \(\bullet t\) and \(t^{\bullet}\) are called pre- and postplaces of \(t\), respectively. Transition \(t \in T\) is enabled from the marking \(M \in \mathbb{N}^{S}\)-notation \(M[t\rangle\)-if \({ }^{\bullet} t \leq M\). In that case firing \(t\) yields the marking \(M^{\prime}:=M-{ }^{\bullet} t+t^{\bullet}\) -notation \(M[t\rangle M^{\prime}\).

A path \(\pi\) of a Petri net \(N\) is an alternating sequence \(M_{0} t_{1} M_{1} t_{2} M_{2} t_{3} \ldots\) of markings and transitions, starting from the initial marking \(M_{0}\) and either being infinite or ending in a marking \(M_{n}\), such that \(M_{k}\left[t_{k}\right\rangle M_{k+1}\) for all \(k(<n)\). A marking is reachable if it occurs in such a path. The Petri net \(N\) is safe if all reachable markings \(M\) are plain sets, meaning that \(M(s) \leq 1\) for all places \(s\). It has bounded parallelism [16] if there is no reachable marking \(M\) and infinite multiset of transitions \(U\) such that \(\sum_{t \in U}{ }^{\bullet} t \leq M\). In this paper I consider Petri nets with bounded parallelism only, and call them nets.

\section*{4 An Operational Petri Net Semantics of CCSP}

This section recalls the operational Petri net semantics of CCSP, given by Olderog \([26,27]\). It associates a net \(\llbracket P \rrbracket\) with each closed CCSP expression \(P\).

The standard operational semantics of CCSP, presented in Section 2, yields one big labelled transition system for the entire language. \({ }^{1}\) Each individual closed CCSP expression \(P\) appears as a state in this LTS. If desired, a process graph - an LTS enriched with an initial state - for \(P\) can be extracted from this system-wide LTS by appointing \(P\) as the initial state, and optionally deleting all states and transitions not reachable from \(P\). In the same vein, an operational Petri net semantics yields one big Petri net for the entire language, but without an initial marking. I call such a Petri net unmarked. Each process \(P \in \mathrm{~T}_{\text {CCSP }}\) corresponds with a marking \(\operatorname{dex}(P)\) of that net. If desired, a Petri net \(\llbracket P \rrbracket\) for \(P\) can be extracted from this system-wide net by appointing \(\operatorname{dex}(P)\) as its initial marking, taking the type of \(\llbracket P \rrbracket\) to be \(\alpha(P)\), and optionally deleting all places and transitions not reachable from \(\operatorname{dex}(P)\).

The set \(S_{\mathrm{CCSP}}\) of places in the net is the smallest set including:
\begin{tabular}{llllll} 
& & \(a P\) & prefixing & \(\mu+\nu\) & choice \\
\(\mu \|_{A}\) & left parallel component & \(A \| \mu\) & right component & \(R(\mu)\) & renaming
\end{tabular}
for \(P \in \mathrm{~T}_{\mathrm{CCSP}}, a \in A c t, \mu, \nu \in S_{\mathrm{CCSP}}, A \subseteq\) Act and renamings \(R\). The mapping dex \(: \mathrm{T}_{\mathrm{CCSP}} \rightarrow \mathscr{P}\left(S_{\mathrm{CCSP}}\right)\) decomposing and expanding a process expression into a set of places is inductively defined by:
\[
\operatorname{dex}\left(0_{A}\right)=\left\{0_{A}\right\}
\]
\[
\operatorname{dex}(a P) \quad=\{a P\} \quad \operatorname{dex}(R(P))=R(\operatorname{dex}(P))
\]
\[
\operatorname{dex}(P+Q)=\operatorname{dex}(P)+\operatorname{dex}(Q) \quad \operatorname{dex}\left(\left\langle X_{A} \mid \mathcal{S}\right\rangle\right)=\operatorname{dex}\left(\left\langle\mathcal{S}_{X_{A}} \mid \mathcal{S}\right\rangle\right)
\]
\[
\operatorname{dex}(P \| Q)=\operatorname{dex}(P)\left\|_{A} \cup{ }_{A}\right\| \operatorname{dex}(Q) \text { where } A=\alpha(P) \cap \alpha(Q)
\]

Here \(H\left\|_{A},{ }_{A}\right\| H, R(H)\) and \(H+K\) for \(H, K \subseteq S_{\text {CCSP }}\) are defined element by element; e.g. \(R(H)=\{R(\mu) \mid \mu \in H\}\). The binding matters, so that \(\left({ }_{A} \| H\right) \|_{B} \neq\) \({ }_{A} \|\left(H \|_{B}\right)\). Since I deal with guarded recursion only, dex is well-defined.

Following [27], I construct the unmarked Petri net ( \(S, T, F, A c t, \ell\) ) of CCSP with \(S:=S_{\mathrm{CCSP}}\), specifying the triple \((T, F, \ell)\) as a ternary relation \(\rightarrow \subseteq\) \(\mathbb{N}^{S} \times A c t \times \mathbb{N}^{S}\). An element \(H \xrightarrow{a} J\) of this relation denotes a transition \(t \in T\) with \(\ell(t)=a\) such that \({ }^{\bullet} t=H\) and \(t^{\bullet}=J\). The transitions \(H \xrightarrow{\alpha} J\) are derived from the rules of Table 3.

Note that there is no rule for recursion. The transitions of a recursive process \(\left\langle X_{A} \mid \mathcal{S}\right\rangle\) are taken care of indirectly by the decomposition \(\operatorname{dex}\left(\left\langle X_{A} \mid \mathcal{S}\right\rangle\right)=\) \(\operatorname{dex}\left(\left\langle\mathcal{S}_{X_{A}} \mid \mathcal{S}\right\rangle\right)\), which expands the decomposition of a recursive call into a decomposition of an expression in which each recursive call is guarded by an action prefix.

Example 2. The Petri net semantics of the 2-customer 2-clerk store from Section 2 is displayed in Figure 4. It is more compact than the 9state 24 -transition labelled transition system. The name of the bottommost place is \(\operatorname{ser}\|\emptyset\| R_{\mathrm{II}}\left(\right.\) serve \(\left.\left\langle\mathrm{CLK}_{\text {Cl }} \mid \mathcal{S}_{\mathrm{CLK}}\right\rangle\right)\) where \(S e r\) is the alphabet \(\{\mathrm{I}\) serves \(A\), I serves \(B\), II serves \(A\), II serves \(B\}\).

\footnotetext{
\({ }^{1}\) A labelled transition system (LTS) is given by a set \(S\) of states and a transition relation \(T \subseteq S \times \mathscr{L} \times S\) for some set of labels \(\mathscr{L}\). The LTS generated by CCSP has \(S:=\mathrm{T}_{\mathrm{CCSP}}, \mathscr{L}:=\) Act and \(T:=\rightarrow\).
}

Table 3. Operational Petri net semantics of CCSP
\[
\begin{aligned}
& \{a P\} \stackrel{a}{\rightarrow} \operatorname{dex}(P) \\
& \frac{H \xrightarrow{a} J}{R(H) \xrightarrow{b} R(J)}((a, b) \in R) \\
& \frac{H \cup K \xrightarrow{a} J}{H \cup(K+\operatorname{dex}(Q)) \xrightarrow{a} J} \\
& \frac{H\left\|_{A} \xrightarrow{a} J\right\|_{A}}{H}(a \notin A) \\
& \frac{H \cup K \xrightarrow{a} J}{H \cup(\operatorname{dex}(P)+K) \xrightarrow{a} J}
\end{aligned}
\]

A progress assumption, as discussed in Section 1.4, disallows runs that stop after finitely many actions. So in each run some of the actions from Ser will occur infinitely often. When assuming strong fairness, each of those actions will occur infinitely often. When assuming only weak fairness, it is possible that II serves \(A\) and II serves \(B\) will never occur, as long as I serves \(A\) and I serves \(B\) each occur infinitely often, for in such a run the actions II serves \(A\) and II serves \(B\) are not enabled in every state (from some point onwards). However, it is not possible that I serves \(B\) and II serves \(B\) never occur, because in such a run, from some point onwards, the action I serves \(B\) is enabled in every state.

When assuming justness but not weak fairness, a run that bypasses any two serving actions is possible, but a run that bypasses I serves \(B\), II serves \(A\) and II serves \(B\) is excluded, because in such a run, from some point onwards, the action II serves \(B\) is perpetually enabled, in the sense that both tokens in its preplaces never move away.


Fig. 4. Petri net semantics of the 2-customer 2-clerk store

Olderog \([26,27]\) shows that the Petri net \(\llbracket P \rrbracket\) associated to a closed CCSP expression \(P\) is safe, and that all its reachable markings are finite; the latter implies that it has bounded parallelism. The following result, from [26, 27], shows that the standard interleaving semantics of CCSP is retrievable from the net semantics; it establishes a strong bisimulation relating any CCSP expression
(seen as a state in a labelled transition system) with its interpretation as a marking in the Petri net of CCSP.

Theorem 1. There exists a relation \(\mathscr{B}\) between closed CCSP expressions and markings in the unmarked Petri net of CCSP, such that
- \(P \mathscr{B} \operatorname{dex}(P)\) for each closed, well-typed CCSP expression with guarded recursion,
- if \(P \mathscr{B} M\) and \(P \xrightarrow{a} P^{\prime}\) then there is a marking \(M^{\prime}\) and transition \(t\) with \(\ell(t)=a, M[t\rangle M^{\prime}\) and \(P \mathscr{B} M^{\prime}\), and
- if \(P \mathscr{B} M\) and \(M[t\rangle M^{\prime}\) then there is CCSP process \(P^{\prime}\) with \(P \xrightarrow{\ell(t)} P^{\prime}\) and \(P \mathscr{B} M^{\prime}\).

To formalise the concurrency requirement for his net semantics Olderog defines for each \(n\)-ary CCSP operator op an \(n\)-ary operation \(o p_{\mathcal{N}}\) on safe Petri nets, inspired by proposals from \([16,18,35]\), and requires that
\[
\begin{align*}
\llbracket o p\left(P_{1}, \ldots, P_{n}\right) \rrbracket & \approx o p_{\mathcal{N}}\left(\llbracket P_{1} \rrbracket, \ldots, \llbracket P_{n} \rrbracket\right)  \tag{1}\\
\llbracket\left\langle X_{A} \mid \mathcal{S}\right\rangle \rrbracket & \approx \llbracket\left\langle\mathcal{S}_{X_{A}} \mid \mathcal{S}\right\rangle \rrbracket \tag{2}
\end{align*}
\]
for a suitable relation \(\approx\). In fact, \((2)\) turns out to hold taking for \(\approx\) the identity relation. He establishes (1) taking for \(\approx\) a relation he calls strong bisimilarity, whose definition will be recalled in Section 6 . When a relation \(\equiv\) includes \(\approx\), and (1) holds for \(\approx\), then it also holds for \(\equiv\).

The operations \(o p_{\mathcal{N}}\) (i.e. \(\left(0_{A}\right)_{\mathcal{N}}\) for \(A \subseteq A c t, a_{\mathcal{N}}\) for \(a \in A c t, R_{\mathcal{N}}\) for \(R \subseteq A c t \times\) Act, \(\|_{\mathcal{N}}\) and \(+_{\mathcal{N}}\) ) are defined only up to isomorphism, but this is no problem as isomorphic nets are strongly bisimilar. The definition is recalled below-it generalises verbatim to non-safe nets, except that \(+_{\mathcal{N}}\) is defined only for nets whose initial markings are nonempty plain sets.

Definition 3. [27] The net \(0_{A}\) has type \(A\) and consists of a single place, initially marked: \(\left(0_{A}\right)_{\mathcal{N}}:=\left(\left\{0_{A}\right\}, \emptyset, \emptyset,\left\{0_{A}\right\}, A, \emptyset\right)\).

Given a net \(N=(S, T, F, M, A, \ell)\) and \(a \in A c t\), take \(s_{0}, t_{a} \notin S \cup T\). Then the net \(a_{\mathcal{N}} N\) is obtained from \(N\) by the addition of the fresh place \(s_{0}\) and the fresh transition \(t_{a}\), labelled \(a\), such that \({ }^{\bullet} t_{a}=\left\{s_{0}\right\}\) and \(t_{a} \bullet=M\). The type of \(a_{\mathcal{N}} N\) will be \(A \cup\{a\}\) and the initial marking \(\left\{s_{0}\right\}\).

Given a net \(N=(S, T, F, M, A, \ell)\) and a renaming operator \(\left.R()_{-}\right)\), the net \(R_{\mathcal{N}}(N)\) has type \(R(A):=\{b \in A c t \mid \exists a \in A,(a, b) \in R\}\), the same places and initial marking as \(N\), and transitions \(t_{b}\) for each \(t \in T\) and \(b \in A c t\) with \((\ell(t), b) \in R\). One has \({ }^{\bullet} t_{b}:={ }^{\bullet} t, t_{b}{ }^{\bullet}:=t^{\bullet}\), and the label of \(t_{b}\) will be \(b\).

Given two nets \(N_{i}=\left(S_{i}, T_{i}, F_{i}, M_{i}, A_{i}, \ell_{i}\right)(i=1,2)\), their parallel composition \(N_{1} \|_{\mathcal{N}} N_{2}=(S, T, F, M, A, \ell)\) is obtained from the disjoint union of \(N_{1}\) and \(N_{2}\) by the omission of all transitions \(t\) of \(T_{1} \uplus T_{2}\) with \(\ell(t) \in A_{1} \cap A_{2}\), and the addition of fresh transitions \(\left(t_{1}, t_{2}\right)\) for all pairs \(t_{i} \in T_{i}(i=1,2)\) with \(\ell_{1}\left(t_{1}\right)=\ell_{2}\left(t_{2}\right) \in A_{1} \cap A_{2}\). Take \({ }^{\bullet}\left(t_{1}, t_{2}\right)={ }^{\bullet} t_{1}+{ }^{\bullet} t_{2},\left(t_{1}, t_{2}\right)^{\bullet}=t_{1}{ }^{\bullet}+t_{2}{ }^{\bullet}, \ell\left(t_{1}, t_{2}\right)=\ell\left(t_{1}\right)\), and \(A:=A_{1} \cup A_{2}\).

Given nets \(N_{i}=\left(S_{i}, T_{i}, F_{i}, M_{i}, A_{i}, \ell_{i}\right)\) with \(M_{i} \neq \emptyset\) a plain set \((i=1,2)\), the net \(N_{1}+_{\mathcal{N}} N_{2}\) with type \(A_{1} \cup A_{2}\) is obtained from the disjoint union of \(N_{1}\) and
\(N_{2}\) by the addition of the set of fresh places \(M_{1} \times M_{2}\)-this set will be the initial marking of \(N_{1}+_{\mathcal{N}} N_{2}\)-and the addition of fresh transitions \(t_{i}^{K}\) for any \(t_{i} \in T_{i}\) and \(\emptyset \neq K \leq \bullet{ }_{i} \cap M_{i} . \ell\left(t_{i}^{K}\right)=\ell_{i}(t),{ }^{\bullet} t_{1}^{K}={ }^{\bullet} t_{1}-K+\left(K \times M_{2}\right),{ }^{\bullet} t_{2}^{K}={ }^{\bullet} t_{2}-K+\left(M_{1} \times K\right)\) and \(\left(t_{i}^{K}\right)^{\bullet}=t_{i}^{\bullet}\).

\section*{5 Structure Preserving Bisimulation Equivalence}

This section presents structure preserving bisimulation equivalence on nets.
Definition 4. Given two nets \(N_{i}=\left(S_{i}, T_{i}, F_{i}, M_{i}, A_{i}, \ell_{i}\right)\), a link is a pair \(\left(s_{1}, s_{2}\right) \in S_{1} \times S_{2}\) of places. A linking \(l \in \mathbb{N}^{S_{1} \times S_{1}}\) is a multiset of links; it can be seen as a pair of markings with a bijection between them. Let \(\pi_{i}(l) \in \mathbb{N}^{S_{i}}\) be these markings, given by \(\pi_{1}(l)\left(s_{1}\right)=\sum_{s_{2} \in S_{2}} l\left(s_{1}, s_{2}\right)\) for all \(s_{1} \in S_{1}\) and \(\pi_{2}(l)\left(s_{2}\right)=\sum_{s_{1} \in S_{1}} l\left(s_{1}, s_{2}\right)\) for all \(s_{2} \in S_{2}\). A structure preserving bisimulation (sp-bisimulation) is a set \(\mathscr{B}\) of linkings, such that
- if \(c \leq l \in \mathscr{B}\) and \(\pi_{1}(c)={ }^{\bullet} t_{1}\) for \(t_{1} \in T_{1}\) then there are a transition \(t_{2} \in T_{2}\) with \(\ell\left(t_{2}\right)=\ell\left(t_{1}\right)\) and \(\pi_{2}(c)={ }^{\bullet} t_{2}\), and a linking \(\bar{c}\) such that \(\pi_{1}(\bar{c})=t_{1}{ }^{\bullet}\), \(\pi_{2}(\bar{c})=t_{2}{ }^{\bullet}\) and \(\bar{l}:=l-c+\bar{c} \in \mathscr{B}\).
- if \(c \leq l \in \mathscr{B}\) and \(\pi_{2}(c)={ }^{\bullet} t_{2}\) then there are a \(t_{1}\) and a \(\bar{c}\) with the same properties.
\(N_{1}\) and \(N_{2}\) are structure preserving bisimilar, notation \(N_{1} \overleftrightarrow{s p}_{s p} N_{2}\), if \(A_{1}=A_{2}\) and there is a linking \(l\) in a structure preserving bisimulation with \(M_{1}=\pi_{1}(l)\) and \(M_{2}=\pi_{2}(l)\).

Note that if \(\mathscr{B}\) is an sp-bisimulation, then so is its downward closure \(\{k \mid \exists l \in \mathscr{B} . k \leq l\}\). Moreover, if \(\mathscr{B}\) is an sp-bisimulation between two nets, then the set of those linkings \(l \in \mathscr{B}\) for which \(\pi_{1}(l)\) and \(\pi_{2}(l)\) are reachable markings is also an sp-bisimulation.

If \(\mathcal{B}\) is a set of a links, let \(\overline{\mathcal{B}}\) be the set of all linkings that are multisets over \(\mathcal{B}\).

Proposition 1. Structure preserving bisimilarity is an equivalence relation.
Proof. The relation \(\overline{I d}\), with \(I d\) the identity relation on places, is an spbisimulation, showing that \(N \overleftrightarrow{s}_{s p} N\) for any net \(N\).

Given an sp-bisimulation \(\mathscr{B}\), also \(\left\{l^{-1} \mid l \in \mathscr{B}\right\}\) is an sp-bisimulation, showing symmetry of \(\overleftrightarrow{L}_{s p}\).

Given linkings \(h \in \mathbb{N}^{S_{1} \times S_{3}}, k \in \mathbb{N}^{S_{1} \times S_{2}}\) and \(l \in \mathbb{N}^{S_{2} \times S_{3}}\), write \(h \in\) \(k ; l\) if there is a multiset \(m \in \mathbb{N}^{S_{1} \times S_{2} \times S_{3}}\) of triples of places, with \(k\left(s_{1}, s_{2}\right)=\sum_{s_{3} \in S} m\left(s_{1}, s_{2}, s_{3}\right), l\left(s_{2}, s_{3}\right)=\sum_{s_{1} \in S} m\left(s_{1}, s_{2}, s_{3}\right)\) and \(h\left(s_{1}, s_{3}\right)=\) \(\sum_{s_{2} \in S} m\left(s_{1}, s_{2}, s_{3}\right)\). Now, for sp-bisimulations \(\mathscr{B}\) and \(\mathscr{B}^{\prime}\), also \(\mathscr{B} ; \mathscr{B}^{\prime}:=\{h \in k ; l \mid\) \(\left.k \in \mathscr{B} \wedge l \in \mathscr{B}^{\prime}\right\}\) is an sp-bisimulation, showing transitivity of \(\overleftrightarrow{L}_{s p}\).

\section*{6 Strong Bisimilarity}

As discussed in the introduction and at the end of Section 4, Olderog defined a relation of strong bisimilarity on safe Petri nets.

Definition 5. For \(\mathcal{B} \subseteq S_{1} \times S_{2}\) a binary relation between the places of two safe nets \(N_{i}=\left(S_{i}, T_{i}, F_{i}, M_{i}, A_{i}, \ell_{i}\right)\), write \(\widehat{\mathcal{B}}\) for the set of all linkings \(l \subseteq \mathcal{B}\) such that \(\pi_{i}(l)\) is a reachable marking of \(N_{i}\) for \(i=1,2\) and \(\mathcal{B} \cap\left(\pi_{1}(l) \times \pi_{2}(l)\right)=l\). Now a strong bisimulation as defined in [27] can be seen as a structure preserving bisimulation of the form \(\widehat{\mathcal{B}}\). The nets \(N_{1}\) and \(N_{2}\) are strongly bisimilar if \(A_{1}=A_{2}\) and there is a linking \(l\) in a strong bisimulation with \(M_{1}=\pi_{1}(l)\) and \(M_{2}=\pi_{2}(l)\).

This reformulation of the definition from [27] makes immediately clear that strong bisimilarity of two safe Petri nets implies their structure preserving bisimilarity. Consequently, the concurrency requirement for the net semantics from Olderog, as formalised by Requirements (1) and (2) in Section 4, holds for structure preserving bisimilarity.

\section*{7 Compositionality}

In this section I show that structure preserving bisimilarity is a congruence for the operators of CCSP, or, in other words, that these operators are compositional up to \(\overleftrightarrow{s}\) sp.

Theorem 2. If \(N_{1} \overleftrightarrow{s}_{s p} N_{2}, a \in A c t\) and \(R \subseteq A c t \times A c t\), then \(a_{\mathcal{N}} N_{1} \overleftrightarrow{s}_{s p} a_{\mathcal{N}} N_{2}\) and \(R_{\mathcal{N}}\left(N_{2}\right) \overleftrightarrow{\leftrightarrows}_{s p} R_{\mathcal{N}}\left(N_{2}\right)\). If \(N_{1}^{l} \overleftrightarrow{\leftrightarrows}_{s p} N_{2}^{l}\) and \(N_{1}^{r} \overleftrightarrow{\leftrightharpoons}_{s p} N_{2}^{r}\) then \(N_{1}^{l} \|_{\mathcal{N}} N_{1}^{r} \overleftrightarrow{U}_{s p}\) \(N_{2}^{l} \|_{\mathcal{N}} N_{2}^{r}\) and, if the initial markings of \(N_{i}^{l}\) and \(N_{i}^{r}\) are nonempty sets, \(N_{1}^{l}+_{\mathcal{N}}\) \(N_{1}^{r} \overleftrightarrow{\leftrightarrows}{ }_{s p} N_{2}^{l}+_{\mathcal{N}} N_{2}^{r}\).

Proof. Let \(N_{i}=\left(S_{i}, T_{i}, F_{i}, M_{i}, A_{i}, \ell_{i}\right)\) for \(i=1,2\), and let \(s_{i}\) and \(u_{i}\) be the fresh place and transition introduced in the definition of \(a_{\mathcal{N}} N_{i}\). From \(N_{1} \leftrightarrows{ }_{s p} N_{2}\) it follows that \(A_{1}=A_{2}\) and hence \(A_{1} \cup\{a\}=A_{2} \cup\{a\}\).

Let \(\mathscr{B}\) be an sp-bisimulation containing a linking \(k\) with \(M_{i}=\pi_{i}(k)\) for \(i=1,2\). Let \(\mathscr{B}_{a}:=\mathscr{B} \cup\{h\}\), with \(h=\left\{\left(s_{1}, s_{2}\right)\right\}\). Then \(h\) links the initial markings of \(a_{\mathcal{N}} N_{1}\) and \(a_{\mathcal{N}} N_{2}\). Hence it suffices to show that \(\mathscr{B}_{a}\) is an sp-bisimulation. So suppose \(c \leq h\) and \(\pi_{1}(c)={ }^{\bullet} t_{1}\) for some \(t_{1} \in T_{1}\). Then \(c=h\) and \(t_{1}=u_{1}\). Take \(t_{2}:=u_{2}\) and \(\bar{h}:=\bar{c}:=k\).

To show that \(R_{\mathcal{N}}\left(N_{2}\right) \overleftrightarrow{s}_{s p} R_{\mathcal{N}}\left(N_{2}\right)\) it suffices to show that \(\mathscr{B}\) also is an sp-bisimulation between \(R_{\mathcal{N}}\left(N_{2}\right)\) and \(R_{\mathcal{N}}\left(N_{2}\right)\), which is straightforward.

Now let \(N_{i}^{l}=\left(S_{i}^{l}, T_{i}^{l}, F_{i}^{l}, M_{i}^{l}, A_{i}^{l}, \ell_{i}^{l}\right)\) and \(N_{i}^{r}=\left(S_{i}^{r}, T_{i}^{r}, F_{i}^{r}, M_{i}^{r}, A_{i}^{r}, \ell_{i}^{r}\right)\) for \(i=1,2\). Let \(A:=A_{1}^{l} \cap A_{1}^{r}=A_{2}^{l} \cap A_{2}^{r}\). Create the disjoint union of \(N_{i}^{l}\) and \(N_{i}^{r}\) in the definition of \(N_{i}^{l} \|_{\mathcal{N}} N_{i}^{r}\) by renaming all places \(s\) and transitions \(t\) of \(N_{i}^{l}\) into \(s \|_{A}\) and \(t \|_{A}\), and all places \(s\) and transitions \(t\) of \(N_{i}^{r}\) into \({ }_{A} \| s\) and \({ }_{A} \| t\). Let \(\mathscr{B}^{l}\) and \(\mathscr{B}^{r}\) be sp-bisimulations containing linkings \(k^{l}\) and \(k^{r}\), respectively, with \(M_{i}^{l}=\pi_{i}\left(k^{l}\right)\) and \(M_{i}^{r}=\pi_{i}\left(k^{r}\right)\), for \(i=1,2\). Take \(\mathscr{B}:=\left\{\left(h^{l} \|_{A}\right)+\left({ }_{A} \| h^{r}\right) \mid h^{l} \in \mathscr{B}^{l} \wedge h^{r} \in \mathscr{B}^{r}\right\}\), where \(h^{l} \|_{A}:=\left\{\left(s_{1}\left\|_{A}, s_{2}\right\|_{A}\right) \mid\left(s_{1}, s_{2}\right) \in h^{l}\right\}\), and \({ }_{A} \| h^{r}\) is defined likewise. Then
\(\pi_{i}\left(\left(k^{l} \|_{A}\right)+\left({ }_{A} \| k^{r}\right)\right)=\pi_{i}\left(k^{l}\right)\left\|_{A}+_{A}\right\| \pi_{i}\left(k^{r}\right)=M_{i}^{l}\left\|_{A}+{ }_{A}\right\| M_{i}^{r}\) is the initial marking of \(N_{i}^{l} \|_{\mathcal{N}} N_{i}^{r}\) for \(i=1,2\), so it suffices to show that \(\mathscr{B}\) is an sp-bisimulation.

So suppose \(c \leq\left(h^{l} \|_{A}\right)+\left({ }_{A} \| h^{r}\right) \in \mathscr{B}\) with \(h^{l} \in \mathscr{B}^{l} \wedge h^{r} \in \mathscr{B}^{r}\) and \(\pi_{1}(c)={ }^{\bullet} t_{1}\) for \(t_{1}\) a transition of \(N_{1}^{l} \|_{\mathcal{N}} N_{1}^{r}\). Then \(c\) has the form \(\left(c^{l} \|_{A}\right)+\left({ }_{A} \| c^{r}\right)\) for \(c^{l} \leq h^{l} \in \mathscr{B}^{l}\) and \(c^{r} \leq\) \(h^{r} \in \mathscr{B}^{r}\), and \(t_{1}\) has the form (i) \(t_{1}^{l} \|_{A}\) for \(t_{1}^{l} \in T_{1}^{l}\) with \(\ell_{1}^{l}\left(t_{1}^{l}\right) \notin A\), or (ii) \(\left(t_{1}^{l}\left\|_{A},{ }_{A}\right\| t_{1}^{r}\right)\) for \(t_{1}^{l} \in T_{1}^{l}\) and \(t_{1}^{r} \in T_{1}^{r}\) with \(\ell_{1}^{l}\left(t_{1}^{l}\right)=\ell_{1}^{r}\left(t_{1}^{r}\right) \in A\), or (iii) \(A \| t_{1}^{r}\) for \(t_{1}^{r} \in T_{1}^{r}\) with \(\ell_{1}^{r}\left(t_{1}^{r}\right) \notin A\). In case (i) one has \(c^{r}=\emptyset\) and \(\pi_{1}\left(c^{l}\right)={ }^{\bullet} t_{1}^{l}\), whereas in case (ii) \(\pi_{1}\left(c^{l}\right)={ }^{\bullet} t_{1}^{l}\) and \(\pi_{1}\left(c^{r}\right)={ }^{\bullet} t_{1}^{r}\). I only elaborate case (ii); the other two proceed likewise. Since \(\mathscr{B}^{l}\) is an sp-bisimulation, there are a transition \(t_{2}^{l}\) with \(\ell_{2}^{l}\left(t_{2}^{l}\right)=\ell_{1}^{l}\left(t_{1}^{l}\right)\) and \(\pi_{2}\left(c^{l}\right)={ }^{\bullet} t_{2}^{l}\), and a linking \(\bar{c}^{l}\) such that \(\pi_{1}\left(\bar{c}^{l}\right)=t_{1}^{\bullet^{\bullet}}, \pi_{2}\left(\bar{c}^{l}\right)=t_{2}^{l}\) and \(\bar{h}^{l}:=h^{l}-c^{l}+\bar{c}^{l} \in \mathscr{B}^{l}\). Likewise, since \(\mathscr{B}^{r}\) is an sp-bisimulation, there are a transition \(t_{2}^{r}\) with \(\ell_{2}^{r}\left(t_{2}^{r}\right)=\) \(\ell_{1}^{r}\left(t_{1}^{r}\right)\) and \(\pi_{2}\left(c^{r}\right)={ }^{\bullet} t_{2}^{r}\), and a linking \(\bar{c}^{r}\) such that \(\pi_{1}\left(\bar{c}^{r}\right)=t_{1}^{r}, \pi_{2}\left(\bar{c}^{r}\right)=t_{2}^{r}\) and \(\bar{h}^{r}:=h^{r}-c^{r}+\bar{c}^{r} \in \mathscr{B}^{r}\). Take \(t_{2}:=\left(t_{2}^{l}\left\|_{A}, A_{A}\right\| t_{2}^{r}\right)\). This transition has the same label as \(t_{2}^{l}, t_{2}^{r}, t_{1}^{l}, t_{1}^{r}\) and \(\left(t_{1}^{l}\left\|_{A},{ }_{A}\right\| t_{1}^{r}\right)=t_{1}\). Moreover, \(\pi_{2}(c)=\pi_{2}\left(c^{l}\right)\left\|_{A}+{ }_{A}\right\| \pi_{2}\left(c^{r}\right)=\) \({ }^{\bullet} t_{2}^{l}\left\|_{A}+{ }_{A}\right\|^{\bullet} t_{2}^{r}=\bullet t_{2}\). Take \(\bar{c}:=\left(\bar{c}^{l} \|_{A}\right)+\left({ }_{A} \| \bar{c}^{r}\right)\). Then \(\pi_{1}(\bar{c})=t_{1} \bullet, \pi_{2}(\bar{c})=t_{2} \bullet\) and \(\bar{h}:=\left(h^{l} \|_{A}\right)+\left({ }_{A} \| h^{r}\right)-c+\bar{c}=\left(\bar{h}^{l} \|_{A}\right)+\left({ }_{A} \| \bar{h}^{r}\right) \in \mathscr{B}\).

Let \(N_{i}^{l}=\left(S_{i}^{l}, T_{i}^{l}, F_{i}^{l}, M_{i}^{l}, A_{i}^{l}, \ell_{i}^{l}\right)\) and \(N_{i}^{r}=\left(S_{i}^{r}, T_{i}^{r}, F_{i}^{r}, M_{i}^{r}, A_{i}^{r}, \ell_{i}^{r}\right)\) for \(i=1,2\), with \(M_{i}^{l}\) and \(M_{i}^{r}\) nonempty plain sets, but this time I assume the nets to already be disjoint, and such that all the places and transitions added in the construction of \(N_{i}^{l}+_{\mathcal{N}} N_{i}^{r}\) are fresh. Let \(\mathscr{B}^{l}\) and \(\mathscr{B}^{r}\) be as above. Without loss of generality I may assume that the linkings \(h\) in \(\mathscr{B}^{l}\) and \(\mathscr{B}^{r}\) have the property that \(\pi_{i}(h)\) is a reachable marking for \(i=1,2\), so that the restriction of \(\pi_{i}(h)\) to \(M_{i}^{l}\) or \(M_{i}^{r}\) is a plain set. Define
\[
\begin{aligned}
\mathscr{B}^{+}:= & \left\{h_{\bullet}^{l}+\left(h_{+}^{l} \otimes k^{r}\right) \mid h_{\bullet}^{l}+h_{+}^{l} \in \mathscr{B}^{l} \wedge h_{+}^{l} \nsupseteq k^{l}\right\} \\
& \left\{h_{\bullet}^{r}+\left(k^{l} \otimes h_{+}^{r}\right) \mid h_{\bullet}^{r}+h_{+}^{r} \in \mathscr{B}^{r} \wedge h_{+}^{r} \nsupseteq k^{r}\right\} \cup\left\{k^{l} \otimes k^{r}\right\}
\end{aligned}
\]
where \(h^{l} \otimes h^{r}:=\left\{\left(\left(s_{1}^{l}, s_{1}^{r}\right),\left(s_{2}^{l}, s_{2}^{r}\right)\right) \mid\left(s_{1}^{l}, s_{2}^{l}\right) \in h^{l} \wedge\left(s_{1}^{r}, s_{2}^{r}\right) \in h^{r}\right\}\). Now \(\pi_{i}\left(k^{l} \otimes k^{r}\right)=\) \(\pi_{i}\left(k^{l}\right) \times \pi_{i}\left(k^{r}\right)=M_{i}^{l} \times M_{i}^{r}\) is the initial marking of \(N_{i}^{l}+_{\mathcal{N}} N_{i}^{r}\), so again it suffices to show that \(\mathscr{B}^{+}\)is an sp-bisimulation.

So suppose \(c \leq h_{\bullet}^{l}+\left(h_{+}^{l} \otimes k^{r}\right) \in \mathscr{B}^{+}\)with \(h_{\bullet}^{l}+h_{+}^{l} \in \mathscr{B}^{l}, h_{+}^{l} \nsupseteq k^{l}\) and \(\pi_{1}(c)=\bullet t_{1}\) for \(t_{1}\) a transition of \(N_{1}^{l}+_{\mathcal{N}} N_{1}^{r}\).

First consider the case that \(c \leq h_{\bullet}^{l}\). Then \(c \leq h_{\bullet}^{l} \leq h_{\bullet}^{l}+h_{+}^{l} \in \mathscr{B}^{l}\). Since \(\mathscr{B}^{l}\) is an sp-bisimulation, there are a transition \(t_{2} \in T_{2}^{l}\) with \(\ell_{2}^{l}\left(t_{2}\right)=\ell_{1}^{l}\left(t_{1}\right)\) and \(\pi_{2}(c)={ }^{\bullet} t_{2}\), and a linking \(\bar{c}\) such that \(\pi_{1}(\bar{c})=t_{1}^{\bullet}, \pi_{2}(\bar{c})=t_{2}^{\bullet}\) and \(h_{\bullet}^{l}+h_{+}^{r}-c+\bar{c} \in \mathscr{B}^{l}\). Now \(h_{\bullet}^{l}+\left(h_{+}^{l} \otimes k^{r}\right)-c+\bar{c}=\left(h_{\bullet}^{l}-c+\bar{c}\right)+\left(h_{+}^{r} \otimes k_{2}\right) \in \mathscr{B}^{+}\)because \(\left(h_{\bullet}^{l}-c+\bar{c}\right)+h_{+}^{r} \in \mathscr{B}^{l}\).

In the remaining case \(\pi_{1}(c)\) contains a place \(\left(s_{1}^{l}, s_{1}^{r}\right) \in M_{1}^{l} \times M_{1}^{r}\), so \(t_{1}\) must have either the form \(t_{1 l}^{K}\) with \(\emptyset \neq K \leq{ }^{\bullet} t_{1}^{l} \cap M_{1}^{l}\) for some \(t_{1}^{l} \in T_{1}^{l}\), or \(t_{1 r}^{K}\) with \(\emptyset \neq K \leq{ }^{\bullet} t_{1}^{r} \cap M_{1}^{r}\) for some \(t_{1}^{r} \in T_{1}^{r}\). First assume, towards a contradiction, that \(t_{1}=t_{1 r}^{K}\). Then \(M_{1}^{l} \times K \leq{ }_{1 r}^{\bullet}=\pi_{1}(c) \leq \pi_{1}\left(h_{\bullet}^{l}\right)+\pi_{1}\left(h_{+}^{l} \otimes k^{r}\right)\). Since the places in \(M_{1}^{l} \times K \subseteq M_{1}^{l} \times M_{1}^{r}\) are fresh, it follows that \(M_{1}^{l} \times K \leq \pi_{1}\left(h_{+}^{l} \otimes k^{r}\right) \leq\) \(\pi_{1}\left(h_{+}^{l}\right) \times \pi_{1}\left(k^{r}\right) \leq \pi_{1}\left(h_{+}^{l}\right) \times M_{1}^{r}\), implying that \(M_{1}^{l} \leq \pi_{1}\left(h_{+}^{l}\right)\) and \(K \leq M_{1}^{r}\)-here I use that \(M_{1}^{l} \neq \emptyset \neq K\) and \(\pi_{1}\left(h_{+}^{l}\right)\) and \(M_{1}^{r}\) are plain sets. However, the condition \(h_{+}^{l} \lesseqgtr k^{l}\) implies that \(\pi_{1}\left(h_{+}^{l}\right) \lesseqgtr \pi_{1}\left(k^{l}\right)=M_{1}^{l}\), yielding a contradiction. Hence \(t_{1}\) is of the form \(t_{1 l}^{K}\).

Since \(\pi_{1}(c)={ }^{\bullet} t_{1 l}^{K}={ }^{\bullet} t_{1}^{l}-K+\left(K \times M_{1}^{r}\right)\), the linking \(c\) must have the form \(c_{\bullet}+c^{\prime}\) with \(\pi_{1}\left(c_{\bullet}\right)={ }^{\bullet} t_{1}^{l}-K\) and \(\pi_{1}\left(c^{\prime}\right)=K \times M_{1}^{r}\). As no place in \(t_{1}^{l}-K\) can be in \(M_{1}^{l} \times M_{1}^{r} \supseteq \pi_{1}\left(h_{+}^{l} \otimes k^{r}\right)\), it follows that \(c_{\bullet} \leq h_{\bullet}^{l}\). Likewise, as none of the places in \(K \times M_{1}^{r}\) can be in \(\pi_{1}\left(h_{\bullet}^{l}\right)\), it follows that \(c^{\prime} \leq h_{+}^{l} \otimes k^{r}\). Thus \(K \times M_{1}^{r}=\pi_{1}\left(c^{\prime}\right) \leq \pi_{1}\left(h_{+}^{l} \otimes k^{r}\right) \leq \pi_{1}\left(h_{+}^{l}\right) \times \pi_{1}\left(k^{r}\right) \leq \pi_{1}\left(h_{+}^{l}\right) \times M_{1}^{r}\), implying \(K \leq \pi_{1}\left(h_{+}^{l}\right)\)-again using that \(\pi_{1}\left(h_{+}^{l}\right)\) and \(M_{1}^{r} \neq \emptyset\) are plain sets. The linking \(h_{+}^{l} \otimes k^{r}\) has the property that its projection \(\pi_{1}\left(h_{+}^{l} \otimes k^{r}\right)\) is a plain set. Since a subset \(c^{\prime \prime}\) of a such linking is completely determined by its first projection \(\pi_{1}\left(c^{\prime \prime}\right)\), it follows that \(c^{\prime}=c_{+} \otimes k^{r}\) for the unique linking \(c_{+} \leq h_{+}^{l}\) with \(\pi_{1}\left(c_{+}\right)=K\).

Now \(c_{\bullet}+c_{+} \leq h_{\bullet}^{l}+h_{+}^{l} \in \mathscr{B}^{l}\) and \(\pi_{1}\left(c_{\bullet}+c_{+}\right)=\left({ }^{\bullet} t_{1}^{l}-K\right)+K={ }^{\bullet} t_{1}^{l}\). Since \(\mathscr{B}^{l}\) is an sp-bisimulation, there are a transition \(t_{2}^{l} \in T_{2}^{l}\) with \(\ell_{2}^{l}\left(t_{2}^{l}\right)=\ell_{1}^{l}\left(t_{1}^{l}\right)\) and \(\pi_{2}\left(c_{\bullet}+c_{+}\right)={ }^{\bullet} t_{2}^{l}\), and a linking \(\bar{c}\) such that \(\pi_{1}(\bar{c})=t_{1}^{l}, \pi_{2}(\bar{c})=t_{2}^{l}{ }^{\bullet}\) and \(h_{\bullet}^{l}+h_{+}^{l}-\) \(\left(c_{\bullet}+c_{+}\right)+\bar{c} \in \mathscr{B}^{l}\). Let \(L:=\pi_{2}\left(c_{+}\right)\). Then \(L \neq \emptyset\) since \(K \neq \emptyset, L=\pi_{2}\left(c_{+}\right) \leq \pi_{2}\left(h_{+}^{l}\right) \leq\) \(\pi_{2}\left(k^{l}\right)=M_{2}^{l}\) and \(L=\pi_{2}\left(c_{+}\right) \leq \pi_{2}\left(c_{\bullet}+c_{+}\right)={ }^{\bullet} t_{2}^{l}\). By Definition \(3 N_{2}^{l}+_{\mathcal{N}} N_{2}^{r}\) has a transition \(t_{2 l}^{L}\) with \(\ell\left(t_{2 l}^{L}\right)=\ell_{2}^{l}\left(t_{2}^{l}\right)=\ell_{1}^{l}\left(t_{1}^{l}\right)=\ell\left(t_{1 l}^{L}\right),{ }^{\bullet} t_{2 l}^{L}={ }^{\bullet} t_{2}^{l}-L+\left(L \times M_{2}^{l}\right)=\) \(\pi_{2}\left(c_{\bullet}+c_{+}\right)-\pi_{2}\left(c_{+}\right)+\left(\pi_{2}\left(c_{+}\right) \times \pi_{1}\left(k^{r}\right)\right)=\pi_{2}\left(c_{\bullet}+\left(c_{+} \otimes k^{r}\right)\right)=\pi_{2}(c)\) and \(t_{2 l}^{L \bullet}=t_{2}^{l}=\pi_{2}(\bar{c})\). Moreover, \(\pi_{1}(\bar{c})=t_{1}^{l}=t_{1}^{K^{\bullet}}\). Finally, \(h_{\bullet}^{l}+\left(h_{+}^{l} \otimes k^{r}\right)-c+\bar{c}=\) \(\left(h_{\bullet}^{l}-c_{\bullet}+\bar{c}\right)+\left(\left(h_{+}^{l}-c_{+}\right) \otimes k^{r}\right) \in \mathscr{B}^{+}\)since \(\left(h_{\bullet}^{l}-c_{\bullet}+c^{\prime}\right)+\left(h_{+}^{l}-c_{+}\right) \in \mathscr{B}^{l}\) and \(h_{+}^{l}-c_{+} \leq h_{+}^{l} \leqq k^{l}\).

The case supposing \(c \leq h_{\bullet}^{r}+\left(k^{r} \otimes h_{+}^{r}\right) \in \mathscr{B}^{+}\)follows by symmetry, whereas the case \(c \leq k^{l} \otimes k^{r}\) proceeds by simplification of the other two cases.

\section*{8 Processes of Nets and Causal Equivalence}

A process of a net \(N[9,19,29]\) is essentially a conflict-free, acyclic net together with a mapping function to \(N\). It can be obtained by unwinding \(N\), choosing one of the alternatives in case of conflict. It models a run, or concurrent computation, of \(N\). The acyclic nature of the process gives rise to a notion of causality for transition firings in the original net via the mapping function. A conflict present in the original net is represented by the existence of multiple processes, each representing one possible way to decide the conflict. This notion of process differs from the one used in process algebra; there a "process" refers to the entire behaviour of a system, including all its choices.

Definition 6. A causal net \({ }^{2}\) is a net \(\mathcal{N}=\left(\mathcal{S}, \mathcal{T}, \mathcal{F}, \mathcal{M}_{0}, \mathcal{A}, \ell_{\mathcal{N}}\right)\) satisfying
\(-\forall s \in \mathcal{S} .\left|{ }^{\bullet} s\right| \leq 1 \geq\left|s{ }^{\bullet}\right| \wedge \mathcal{M}_{0}(s)= \begin{cases}1 & \text { if } \bullet s=\emptyset \\ 0 & \text { otherwise, }\end{cases}\)
- \(\mathcal{F}\) is acyclic, i.e., \(\forall x \in \mathcal{S} \cup \mathcal{T} .(x, x) \notin \mathcal{F}^{+}\), where \(\mathcal{F}^{+}\)is the transitive closure of \(\{(x, y) \mid \mathcal{F}(x, y)>0\}\),
- and \(\left\{t \in \mathcal{T} \mid(t, u) \in \mathcal{F}^{+}\right\}\)is finite for all \(u \in \mathcal{T}\).
\({ }^{2}\) A causal net [29,34] is traditionally called an occurrence net [9, 19, 33]. Here, following [27], I will not use the terminology "occurrence net" in order to avoid confusion with the occurrence nets of [25,36]; the latter extend causal nets with forward branching places, thereby capturing all runs of the represented system, together with the branching structure between them.

A folding from a net \(\mathcal{N}=\left(\mathcal{S}, \mathcal{T}, \mathcal{F}, \mathcal{M}_{0}, \mathcal{A}, \ell_{\mathcal{N}}\right)\) into a net \(N=\left(S, T, F, M_{0}, A, \ell\right)\) is a function \(\rho: \mathcal{S} \cup \mathcal{T} \rightarrow S \cup T\) with \(\rho(\mathcal{S}) \subseteq S\) and \(\rho(\mathcal{T}) \subseteq T\), satisfying
- \(\mathcal{A}=A\) and \(\ell_{\mathcal{N}}(t)=\ell(\rho(t))\) for all \(t \in \mathcal{T}\),
- \(\rho\left(\mathcal{M}_{0}\right)=M_{0}\), i.e. \(M_{0}(s)=\left|\rho^{-1}(s) \cap \mathcal{M}_{0}\right|\) for all \(s \in S\), and
\(-\forall t \in \mathcal{T}, s \in S . F(s, \rho(t))=\left|\rho^{-1}(s) \cap \bullet t\right| \wedge F(\rho(t), s)=\left|\rho^{-1}(s) \cap t^{\bullet}\right| .^{3}\)
A pair \(\mathcal{P}=(\mathcal{N}, \rho)\) of a causal net \(\mathcal{N}\) and a folding of \(\mathcal{N}\) into a net \(N\) is a process of \(N . \mathcal{P}\) is called finite if \(\mathcal{T}\) is finite.

Note that if \(N\) has bounded parallelism, than so do all of its processes.
Definition 7. [27] A net \(\mathcal{N}\) is called a causal net of a net \(N\) if it is the first component of a process \((\mathcal{N}, \rho)\) of \(N\). Two nets \(N_{1}\) and \(N_{2}\) are causal equivalent, notation \(\equiv_{\text {caus }}\), if they have the same causal nets.

Olderog shows that his relation of strong bisimilarity is included in \(\equiv_{\text {caus }}\) [27], and thereby establishes the concurrency requirement (1) from Section 4 for \(\equiv_{\text {caus }}\).

For \(\mathcal{N}=\left(\mathcal{S}, \mathcal{T}, \mathcal{F}, \mathcal{M}_{0}, \mathcal{A}, \ell_{\mathcal{N}}\right)\) a causal net, let \(\mathcal{N}^{\circ}:=\left\{s \in \mathcal{S} \mid s^{\bullet}=\emptyset\right\}\). The following result supports the claim that finite processes model finite runs.

Proposition 2. [19, Theorems3.5and3.6] \(M\) is a reachable marking of a net \(N\) iff \(N\) has a finite process \((\mathcal{N}, \rho)\) with \(\rho\left(\mathcal{N}^{\circ}\right)=M\). Here \(\rho\left(\mathcal{N}^{\circ}\right)(s)=\left|\rho^{-1}(s) \cap \mathcal{N}^{\circ}\right|\).

A process is not required to represent a completed run of the original net. It might just as well stop early. In those cases, some set of transitions can be added to the process such that another (larger) process is obtained. This corresponds to the system taking some more steps and gives rise to a natural order between processes.

Definition 8. Let \(\mathcal{P}=\left(\left(\mathcal{S}, \mathcal{T}, \mathcal{F}, \mathcal{M}_{0}, \mathcal{A}, \ell\right), \rho\right)\) and \(\mathcal{P}^{\prime}=\left(\left(\mathcal{S}^{\prime}, \mathcal{T}^{\prime}, \mathcal{F}^{\prime}, \mathcal{M}_{0}^{\prime}, \mathcal{A}^{\prime}, \ell^{\prime}\right), \rho^{\prime}\right)\) be two processes of the same net. \(\mathcal{P}^{\prime}\) is a prefix of \(\mathcal{P}\), notation \(\mathcal{P}^{\prime} \leq \mathcal{P}\), and \(\mathcal{P}\) an extension of \(\mathcal{P}^{\prime}\), iff \(\mathcal{S}^{\prime} \subseteq \mathcal{S}, \mathcal{T}^{\prime} \subseteq \mathcal{T}, \mathcal{M}_{0}^{\prime}=\mathcal{M}_{0}, \mathcal{F}^{\prime}=\mathcal{F} \upharpoonright\left(\mathcal{S}^{\prime} \times \mathcal{T}^{\prime} \cup \mathcal{T}^{\prime} \times \mathcal{S}^{\prime}\right)\) and \(\rho^{\prime}=\rho \upharpoonright\left(\mathcal{S}^{\prime} \cup \mathcal{T}^{\prime}\right)\). (This implies that \(\mathcal{A}^{\prime}=\mathcal{A}\) and \(\ell^{\prime}=\ell \upharpoonright \mathcal{T}\).)

The requirements above imply that if \(\mathcal{P}^{\prime} \leq \mathcal{P},(x, y) \in \mathcal{F}^{+}\)and \(y \in \mathcal{S}^{\prime} \cup \mathcal{T}^{\prime}\) then \(x \in\) \(\mathcal{S}^{\prime} \cup \mathcal{T}^{\prime}\). Conversely, any subset \(\mathcal{T}^{\prime} \subseteq \mathcal{T}_{\text {satisfying }}(t, u) \in \mathcal{F}^{+} \wedge u \in \mathcal{T}^{\prime} \Rightarrow t \in \mathcal{T}^{\prime}\) uniquely determines a prefix of \(\mathcal{P}\). A process \((\mathcal{N}, \rho)\) of a net \(N\) is initial if \(\mathcal{N}\) contains no transitions; then \(\rho\left(\mathcal{N}^{\circ}\right)\) is the initial marking of \(N\). Any process has an initial prefix.

Proposition 3. [19, Theorem 3.17] If \(\mathcal{P}_{i}=\left(\left(\mathcal{S}_{i}, \mathcal{T}_{i}, \mathcal{F}_{i}, \mathcal{M}_{0 i}, \mathcal{A}_{i}, \ell_{i}\right), \rho_{i}\right)(i \in \mathbb{N})\) is a chain of processes of a net \(N\), satisfying \(\mathcal{P}_{i} \leq \mathcal{P}_{j}\) for \(i \leq j\), then there exists a unique process \(\mathcal{P}=\left(\left(\mathcal{S}, \mathcal{T}, \mathcal{F}, \mathcal{M}_{0}, \mathcal{A}, \ell\right), \rho\right)\) of \(N\) with \(\mathcal{S}=\bigcup_{i \in \mathbb{N}} \mathcal{S}_{i}\) and \(\mathcal{T}=\bigcup_{i \in \mathbb{N}} \mathcal{T}_{i}\) - the limit of this chain-such that \(\mathcal{P}_{i} \leq \mathcal{P}\) for all \(i \in \mathbb{N}\).

\footnotetext{
\(\overline{{ }^{3} \text { For } H \subseteq \mathcal{S}}\), the multiset \(\rho(H) \in \mathbb{N}^{S}\) is defined by \(\rho(H)(s)=\left|\rho^{-1}(s) \cap H\right|\). Using this, these conditions can be reformulated as \(\rho\left({ }^{\bullet} t\right)={ }^{\bullet} \rho(t)\) and \(\rho\left(t^{\bullet}\right)=\rho(t)^{\bullet}\).
}

In \([9,19,29]\) processes were defined without the third requirement of Definition 6. Goltz and Reisig [19] observed that certain processes did not correspond with runs of systems, and proposed to restrict the notion of a process to those that can be obtained as the limit of a chain of finite processes [19, endofSection 3]. By [19, Theorems 3.18 and 2.14], for processes of finite nets this limitation is equivalent with imposing the third bullet point of Definition 6. My restriction to nets with bounded parallelism serves to recreate this result for processes of infinite nets.

Proposition 4. Any process of a net can be obtained as the limit of a chain of finite approximations.

Proof. Define the depth of a transition \(u\) in a causal net as one more than the maximum of the depth of all transitions \(t\) with \(t F^{+} u\). Since the set of such transitions \(t\) is finite, the depth of a transition \(u\) is a finite integer. Now, given a process \(\mathcal{P}\), the approximation \(\mathcal{P}_{i}\) is obtained by restricting to those transitions in \(\mathcal{P}\) of depth \(\leq i\), together with all their pre- and postplaces, and keeping the initial marking. Clearly, these approximations form a chain, with limit \(\mathcal{P}\). By induction on \(i\) one shows that \(\mathcal{P}_{i}\) is finite. For \(\mathcal{P}_{0}\) this is trivial, as it has no transitions. Now assume \(\mathcal{P}_{i}\) is finite but \(\mathcal{P}_{i+1}\) is not. Executing, in \(\mathcal{P}_{i+1}\), all transitions of \(\mathcal{P}_{i}\) one by one leads to a marking of \(\mathcal{P}_{i+1}\) in which all remaining transitions of \(\mathcal{P}_{i+1}\) are enabled. As these transitions cannot have common preplaces, this violates the assumption that \(\mathcal{P}_{i+1}\) has bounded parallelism.

\section*{9 A Process-Based Characterisation of Sp-bisimilarity}

This section presents an alternative characterisation of sp-bisimilarity that will be instrumental in obtaining Theorems 4 and 5, saying that \(\overleftrightarrow{L}_{s p}\) is a finer semantic equivalence than \(\equiv_{\text {caus }}\) and \(\approx_{h}\). This characterisation could have been presented as the original definition; however, the latter is instrumental in showing that \(\overleftrightarrow{\leftrightharpoons}_{s p}\) is coarser than \(\approx_{p b}\) and \(\equiv_{o c c}\), and implied by Olderog's strong bisimilarity.

Definition 9. A process-based sp-bisimulation between two nets \(N_{1}\) and \(N_{2}\) is a set \(\mathscr{R}\) of triples \(\left(\rho_{1}, \mathcal{N}, \rho_{2}\right)\) with \(\left(\mathcal{N}, \rho_{i}\right)\) a finite process of \(N_{i}\), for \(i=1,2\), such that
- \(\mathscr{R}\) contains a triple ( \(\rho_{1}, \mathcal{N}, \rho_{2}\) ) with \(\mathcal{N}\) a causal net containing no transitions,
- if \(\left(\rho_{1}, \mathcal{N}, \rho_{2}\right) \in \mathscr{R}\) and \(\left(\mathcal{N}^{\prime}, \rho_{i}^{\prime}\right)\) with \(i \in\{1,2\}\) is a fin. proc. of \(N_{i}\) extending \(\left(\mathcal{N}, \rho_{i}\right)\) then \(N_{j}\) with \(j:=3-i\) has a process \(\left(\mathcal{N}^{\prime}, \rho_{j}^{\prime}\right) \geq\left(\mathcal{N}, \rho_{j}\right)\) such that \(\left(\rho_{1}^{\prime}, \mathcal{N}^{\prime}, \rho_{2}^{\prime}\right) \in \mathscr{R}\).

Theorem 3. Two nets are sp-bisimilar iff there exists a process-based spbisimulation between them.

Proof. Let \(\mathscr{R}\) be a process-ba sed sp-bisimulation between nets \(N_{1}\) and \(N_{2}\). Define \(\mathscr{B}:=\left\{\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\circ}\right\} \mid\left(\rho_{1}, \mathcal{N}, \rho_{2}\right) \in \mathscr{R}\right\}\). Then \(\mathscr{B}\) is an spbisimulation:
- Let \(c \leq l \in \mathscr{B}\) and \(\pi_{1}(c)={ }^{\bullet} t_{1}\) for \(t_{1} \in T_{1}\). Then \(l=\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s}) \mid \mathfrak{s} \in \mathcal{N}^{0}\right\}\right.\) for some \(\left(\rho_{1}, \mathcal{N}, \rho_{2}\right) \in \mathscr{R}\). Extend \(\mathcal{N}\) to \(\mathcal{N}^{\prime}\) by adding a fresh transition \(\mathfrak{t}\) and fresh places \(s_{i}\) for \(s \in S_{1}\) and \(i \in \mathbb{N}\) with \(F_{1}\left(t_{1}, s\right)>i\); let \(\bullet \mathfrak{t}=\left\{\mathfrak{s} \in \mathcal{N}^{\circ} \mid \rho_{1}(\mathfrak{s}) \in \bullet t_{1}\right\}\) and \(\mathfrak{t}^{\bullet}=\left\{s_{i} \mid s \in S_{1} \wedge i \in \mathbb{N} \wedge F_{1}\left(t_{1}, s\right)>i\right\}\). Furthermore, extend \(\rho_{1}\) to \(\rho_{1}^{\prime}\) by \(\rho_{1}^{\prime}(\mathfrak{t}):=t_{1}\) and \(\rho_{1}^{\prime}\left(s_{i}\right):=s\). Then \({ }^{\bullet} \rho_{1}^{\prime}(\mathfrak{t})=\bullet t_{1}=\rho_{1}^{\prime}(\bullet \mathfrak{t})\) and \(\rho_{1}^{\prime}(\mathfrak{t})^{\bullet}=t_{1} \bullet=\rho_{1}^{\prime}\left(\mathfrak{t}^{\bullet}\right)\), so ( \(\mathcal{N}^{\prime}, \rho_{1}^{\prime}\) ) is a process of \(N_{1}\), extending \(\left(\mathcal{N}, \rho_{1}\right)\). Since \(\mathscr{R}\) is a process-based spbisimulation, \(N_{2}\) has a process \(\left(\mathcal{N}^{\prime}, \rho_{2}^{\prime}\right) \geq\left(\mathcal{N}, \rho_{2}\right)\) such that \(\left(\rho_{1}^{\prime}, \mathcal{N}^{\prime}, \rho_{2}^{\prime}\right) \in \mathscr{R}\). Take \(t_{2}:=\rho_{2}^{\prime}(\mathfrak{t})\). Then \(\ell_{2}\left(t_{2}\right)=\ell_{\mathcal{N}}(\mathfrak{t})=\ell_{1}\left(t_{1}\right)\) and \(c=\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s}) \mid \mathfrak{s} \in\right.\right.\) \(\bullet \mathfrak{t}\}\), so \(\pi_{2}(c)=\left\{\rho_{2}(\mathfrak{s}) \mid \mathfrak{s} \in \bullet \mathfrak{t}\right\}=\rho_{2}(\bullet \mathfrak{t})=\rho_{2}^{\prime}(\bullet \mathfrak{t})={ }^{\bullet} \rho_{2}^{\prime}(\mathfrak{t})={ }^{\bullet} t_{2}\). Take \(c^{\prime}:=\left\{\left(\rho_{1}^{\prime}(\mathfrak{s}), \rho_{2}^{\prime}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathfrak{t}^{\bullet}\right\}\). Then \(\pi_{1}\left(c^{\prime}\right)=t_{1} \bullet, \pi_{2}\left(c^{\prime}\right)=t_{2} \bullet\) and \(l^{\prime}:=\) \(l-c+c^{\prime}=\left\{\left(\rho_{1}^{\prime}(\mathfrak{s}), \rho_{2}^{\prime}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\circ}-\bullet \mathfrak{t}+\mathfrak{t}^{\bullet}\right\}=\left\{\left(\rho_{1}^{\prime}(\mathfrak{s}), \rho_{2}^{\prime}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\prime \circ}\right\} \in \mathscr{B}\).
- The other clause follows by symmetry.

Since \(\mathscr{R}\) contains a triple \(\left(\rho_{1}, \mathcal{N}, \rho_{2}\right)\) with \(\mathcal{N}\) a causal net containing no transitions, \(\mathscr{B}\) contains a linking \(l:=\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\circ}\right.\) such that \(\pi_{i}(l)=\) \(\rho_{i}\left(\mathcal{N}^{\circ}\right)=M_{i}\) for \(i=1,2\), where \(M_{i}\) is the initial marking of \(N_{i}\). Since \(\left(\mathcal{N}, \rho_{i}\right)\) is a process of \(N_{i}, N_{i}\) must have the the same type as \(\mathcal{N}\), for \(i=1,2\). It follows that \(N_{1} \overleftrightarrow{s}_{s p} N_{2}\).

Now let \(\mathscr{B}\) be an sp-bisimulation between nets \(N_{1}\) and \(N_{2}\). Let \(\mathscr{R}:=\) \(\left\{\left(\rho_{1}, \mathcal{N}, \rho_{2}\right) \mid\left(\mathcal{N}, \rho_{i}\right)\right.\) is a finite process of \(N_{i}(i=1,2)\) and \(\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s})\right) \mid \mathfrak{s} \in\right.\) \(\left.\left.\mathcal{N}^{\circ}\right\} \in \mathscr{B}\right\}\). Then \(\mathscr{R}\) is a process-based sp-bisimulation.
- \(\mathscr{B}\) must contain a linking \(l\) with \(\pi_{i}(l)=M_{i}\) for \(i=1,2\), where \(M_{i}\) is the initial marking of \(N_{i}\); let \(l=\left\{\left(s_{1}^{k}, s_{2}^{k}\right) \mid k \in K\right\}\). Let \(\mathcal{N}\) be a causal net with places \(\mathfrak{s}^{k}\) for \(k \in K\) and no transitions, and define \(\rho_{i}\) for \(i=1,2\) by \(\rho_{i}\left(\mathfrak{s}^{k}\right)=s_{i}^{k}\) for \(k \in K\). Then \(\left(\mathcal{N}, \rho_{i}\right)\) is an initial process of \(N_{i}(i=1,2)\) and \(\left(\rho_{1}, \mathcal{N}, \rho_{2}\right) \in \mathscr{R}\).
- Suppose \(\left(\rho_{1}, \mathcal{N}, \rho_{2}\right) \in \mathscr{R}\) and \(\left(\mathcal{N}^{\prime}, \rho_{1}^{\prime}\right)\) is a finite process of \(N_{1}\) extending \(\left(\mathcal{N}, \rho_{1}\right)\). (The case of a finite process of \(N_{2}\) extending ( \(\mathcal{N}, \rho_{1}\) ) will follow by symmetry.) Then \(l:=\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\circ}\right\} \in \mathscr{B}\). Without loss of generality, I may assume that \(\mathcal{N}^{\prime}\) extends \(\mathcal{N}\) by just one transition, \(\mathfrak{t}\). The definition of a causal net ensures that \({ }^{\bullet} \mathfrak{t} \subseteq \mathcal{N}^{\circ}\), and the definition of a process gives \(\rho_{1}^{\prime}(\bullet \mathfrak{t})={ }^{\bullet} t_{1}\), where \(t_{1}:=\rho_{1}^{\prime}(\mathfrak{t})\). Let \(c:=\left\{\left(\rho_{1}(\mathfrak{s}), \rho_{2}(\mathfrak{s})\right) \mid \mathfrak{s} \in \bullet \mathfrak{t}\right\}\). Then \(c \leq l\) and \(\pi_{1}(c)=\rho_{1}(\bullet \mathfrak{t})=\rho_{1}^{\prime}(\bullet \mathfrak{t})={ }^{\bullet} t_{1}\). Since \(\mathscr{B}\) is an sp-bisimulation, there are a transition \(t_{2}\) with \(\ell\left(t_{2}\right)=\ell\left(t_{1}\right)\) and \(\pi_{2}(c)={ }^{\bullet} t_{2}\), and a linking \(c^{\prime}\) such that \(\pi_{1}\left(c^{\prime}\right)=t_{1}{ }^{\bullet}, \pi_{2}\left(c^{\prime}\right)=t_{2}^{\bullet}\) and \(l^{\prime}:=l-c+c^{\prime} \in \mathscr{B}\). The definition of a process gives \(\rho_{1}^{\prime}\left(\mathfrak{t}^{\bullet}\right)=t_{1} \bullet\). This makes it possible to extend \(\rho_{2}\) to \(\rho_{2}^{\prime}\) so that \(\rho_{2}^{\prime}(\mathfrak{t}):=t_{2}, \rho_{2}^{\prime}\left(\mathfrak{t}^{\bullet}\right)=t_{2} \bullet\) and \(c^{\prime}=\left\{\left(\rho_{1}^{\prime}(\mathfrak{s}), \rho_{2}^{\prime}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathfrak{t}^{\bullet}\right\}\). Moreover, \(\rho_{2}^{\prime}(\bullet \mathfrak{t})=\) \(\rho_{2}(\cdot \mathfrak{t})=\pi_{2}(c)=\bullet t_{2}\). Thus \(\left(\mathcal{N}^{\prime}, \rho_{2}^{\prime}\right)\) is a finite process of \(N_{2}\) extending \(\left(\mathcal{N}, \rho_{2}\right)\). Furthermore, \(\left\{\left(\rho_{1}^{\prime}(\mathfrak{s}), \rho_{2}^{\prime}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\prime 0}\right\}=\left\{\left(\rho_{1}^{\prime}(\mathfrak{s}), \rho_{2}^{\prime}(\mathfrak{s})\right) \mid \mathfrak{s} \in \mathcal{N}^{\circ}-\bullet \mathfrak{t}+\mathfrak{t}^{\bullet}\right\}=\) \(l-c+c^{\prime} \in \mathscr{B}\). Hence \(\left(\rho_{1}^{\prime}, \mathcal{N}^{\prime}, \rho_{2}^{\prime}\right) \in \mathscr{R}\).

\section*{10 Relating Sp-bisimilarity to other Semantic Equivalences}

In this section I place sp-bisimilarity in the spectrum of existing semantic equivalences for nets, as indicated in Figure 1.

\subsection*{10.1 Place Bisimilarity}

The notion of a place bisimulation, defined in [1], can be reformulated as follows.
Definition 10. A place bisimulation is a structure preserving bisimulation of the form \(\overline{\mathcal{B}}\) (where \(\overline{\mathcal{B}}\) is defined in Section 5). Two nets \(N_{i}=\left(S_{i}, T_{i}, F_{i}, M_{i}, A_{i}, \ell_{i}\right)\) \((i=1,2)\) are strongly bisimilar, notation \(N_{1} \approx_{p b} N_{2}\), if \(A_{1}=A_{2}\) and there is a linking \(l\) in a place bisimulation with \(M_{1}=\pi_{1}(l)\) and \(M_{2}=\pi_{2}(l)\).

It follows that \(\approx_{p b}\) is finer than \(\overleftrightarrow{U}_{s p}\), in the sense that place bisimilarity of two nets implies their structure preserving bisimilarity.

\subsection*{10.2 Occurrence Net Equivalence}

Definitions of the unfolding for various classes of Petri nets into an occurrence net appear in \([7,12,16,23,25,35,36]\)-I will not repeat them here. In all these cases, the definition directly implies that if an occurrence net \(\mathcal{N}\) results from unfolding a net \(N\) then \(\mathcal{N}\) is safe and there exists a folding of \(\mathcal{N}\) into \(N\) (recall Definition 6) satisfying
- if \(\mathcal{M}\) is a reachable marking of \(\mathcal{N}\), and \(t \in T\) is a transition of \(N\) with \({ }^{\bullet} t \leq \rho(\mathcal{M})\) then there is a \(\mathfrak{t} \in \mathcal{T}\) with \(\rho(\mathfrak{t})=t\).

Proposition 5. If such a folding from \(\mathcal{N}\) to \(N\) exists, then \(\mathcal{N} \leftrightarrows{ }_{s p} N\).
Proof. The set of linkings \(\mathscr{B}:=\{\{(\mathfrak{s}, \rho(\mathfrak{s})) \mid \mathfrak{s} \in \mathcal{M}\} \mid M\) a reachable marking of \(\mathcal{N}\}\) is an sp-bisimulation between \(\mathcal{N}\) and \(N\). Checking this is trivial.

Two nets \(N_{1}\) and \(N_{2}\) are occurrence net equivalent [16] if they have isomorphic unfoldings. Since isomorphic nets are strongly bisimilar [27] and hence structure preserving bisimilar, it follows that occurrence net equivalence between nets is finer than structure preserving bisimilarity.

In [1] it is pointed out that the strong bisimilarity of Olderog "is not compatible with unfoldings": they show two nets that have isomorphic unfoldings, yet are not strongly bisimilar. However, when the net \(N\) is safe, the sp-bisimulation displayed in the proof of Proposition 5 is in fact a strong bisimulation, showing that each net is strongly bisimilar with its unfolding. This is compatible with the observation of [1] because of the non-transitivity of strong bisimilarity.

\subsection*{10.3 Causal Equivalence}

Causal equivalence is coarser than structure preserving bisimilarity.
Theorem 4. If \(N_{1} \overleftrightarrow{s}_{s p} N_{2}\) for nets \(N_{1}\) and \(N_{2}\), then \(N_{1} \equiv_{\text {caus }} N_{2}\).
Proof. By Theorem 3 there exists a process-based sp-bisimulation \(\mathscr{R}\) between \(N_{1}\) and \(N_{2} . \mathscr{R}\) must contain a triple \(\left(\rho_{1}^{0}, \mathcal{N}^{0}, \rho_{2}^{0}\right)\) with \(\mathcal{N}^{0}\) a causal net containing no transitions. So \(\left(\mathcal{N}^{0}, \rho_{1}^{0}\right)\) and \(\left(\mathcal{N}^{0}, \rho_{2}^{0}\right)\) are initial processes of \(N_{1}\) and \(N_{2}\),
respectively. The net \(\mathcal{N}^{0}\) contains isolated places only, as many as the size of the initial markings of \(N_{1}\) and \(N_{2}\).

Let \(\mathcal{N}\) be a causal net of \(N_{1}\). I have to prove that \(\mathcal{N}\) is also a causal net of \(N_{2}\). Without loss of generality I may assume that \(\mathcal{N}^{0}\) is a prefix of \(\mathcal{N}\), as being a causal net of a given Petri net is invariant under renaming of its places and transitions.

So \(N_{1}\) has a process \(\mathcal{P}_{1}=\left(\mathcal{N}, \rho_{1}\right)\). By Proposition \(4, \mathcal{P}_{1}\) is the limit of a chain \(\mathcal{P}_{1}^{0} \leq \mathcal{P}_{1}^{1} \leq \mathcal{P}_{1}^{2} \leq \ldots\) of finite processes of \(N_{1}\). Moreover, for \(\mathcal{P}_{1}^{0}\) one can take \(\left(\mathcal{N}^{0}, \rho_{1}^{0}\right)\). Let \(\mathcal{P}_{1}^{i}=\left(\mathcal{N}^{i}, \rho_{1}^{i}\right)\) for \(i \in \mathbb{N}\). By induction on \(i \in \mathbb{N}\), it now follows from the properties of a process-based sp-bisimulation that \(N_{2}\) has processes \(\mathcal{P}_{2}^{i+1}=\left(\mathcal{N}^{i+1}, \rho_{2}^{i+1}\right)\), such that \(\left(\mathcal{N}^{i}, \rho_{2}^{i}\right) \leq\left(\mathcal{N}^{i+1}, \rho_{2}^{i+1}\right)\) and \(\left(\rho_{1}^{i+1}, \mathcal{N}^{i+1}, \rho_{2}^{i+1}\right) \in \mathscr{R}\). Using Proposition 3, the limit \(\mathcal{P}_{2}=\left(\mathcal{N}, \rho_{2}\right)\) of this chain is a process of \(N_{2}\), contributing the causal net \(\mathcal{N}\).

\subsection*{10.4 History Preserving bisimilarity}

The notion of history preserving bisimilarity was originally proposed in [32] under the name behavior structure bisimilarity, studied on event structures in [13], and first defined on Petri nets, under to the individual token interpretation, in [2], under the name fully concurrent bisimulation equivalence.

Definition 11. [2] Let \(\mathcal{N}_{i}=\left(\mathcal{S}_{i}, \mathcal{T}_{i}, \mathcal{F}_{i}, \mathcal{M}_{0 i}, \mathcal{A}_{i}, \ell_{i}\right)(i=1,2)\) be two causal nets. An order-isomorphism between them is a bijection \(\beta: \mathcal{T}_{1} \rightarrow \mathcal{T}_{2}\) such that \(\mathcal{A}_{1}=\mathcal{A}_{2}, \ell_{2}(\beta(t))=\ell_{1}(t)\) for all \(t \in \mathcal{T}_{1}\), and \(t \mathcal{F}_{1}^{+} u\) iff \(\beta(t) \mathcal{F}_{2}^{+} \beta(u)\) for all \(t, u \in T_{1}\).

Definition 12. [2] A fully concurrent bisimulation between two nets \(N_{1}\) and \(N_{2}\) is a set \(\mathscr{R}\) of triples \(\left(\left(\rho_{1}, \mathcal{N}_{1}\right), \beta,\left(\mathcal{N}_{2}, \rho_{2}\right)\right)\) with \(\left(\mathcal{N}_{i}, \rho_{i}\right)\) a finite process of \(N_{i}\), for \(i=1,2\), and \(\beta\) an order-isomorphism between \(\mathcal{N}_{1}\) and \(\mathcal{N}_{2}\), such that
- \(\mathscr{R}\) contains a triple \(\left(\left(\rho_{1}, \mathcal{N}_{1}\right), \beta,\left(\mathcal{N}_{2}, \rho_{2}\right)\right)\) with \(\mathcal{N}_{1}\) containing no transitions,
- if \(\left(\mathcal{P}_{1}, \beta, \mathcal{P}_{2}\right) \in \mathscr{R}\) and \(\mathcal{P}_{i}^{\prime}\) with \(i \in\{1,2\}\) is a fin. proc. of \(N_{i}\) extending \(\mathcal{P}_{i}\), then \(N_{j}\) with \(j:=3-i\) has a process \(\mathcal{P}_{j}^{\prime} \geq \mathcal{P}_{j}\) such that \(\left(\mathcal{P}_{1}^{\prime}, \beta^{\prime}, \mathcal{P}_{2}^{\prime}\right) \in \mathscr{R}\) for some \(\beta^{\prime} \supseteq \beta\).
Write \(N_{1} \approx_{h} N_{2}\) or \(N_{1} \approx_{f c b} N_{2}\) iff such a bisimulation exists.
It follows immediately from the process-based characterisation of sp-bisimilarity in Section 9 that fully concurrent bisimilarity (or history preserving bisimilarity based on the individual token interpretation of nets) is coarser than spbisimilarity.

Theorem 5. If \(N_{1} \overleftrightarrow{s}_{s p} N_{2}\) for nets \(N_{1}\) and \(N_{2}\), then \(N_{1} \approx_{f c b} N_{2}\).
Proof. A process-based sp-bisimulation is simply a fully concurrent bisimulation with the extra requirement that \(\beta\) must be the identity relation.

\section*{11 Inevitability for Non-reactive Systems}

A run or execution of a system modelled as Petri net \(N\) can be formalised as a path of \(N\) (defined in Section 3) or a process of \(N\) (defined in Section 8). A path or process representing a complete run of the represented system-one that is not just the first part of a larger run - is sometimes called a complete path or process. Once a formal definition of a complete path or process is agreed upon, an action \(b\) is inevitable in a net \(N\) iff each complete path (or each complete process) of \(N\) contains a transition labelled \(b\). In case completeness is defined both for paths and processes, the definitions ought to be such that they give rise to the same concept of inevitability.

The definition of which paths or processes count as being complete depends on two factors: (1) whether actions that a net can perform by firing a transition are fully under control of the represented system itself or (also) of the environment in which it will be running, and (2) what type of progress or fairness assumption one postulates to guarantee that actions that are due to occur will actually happen. In order to address (2) first, in this section I deal only with nets in which all activity is fully under control of the represented system. In Section 14 I will generalise the conclusions to reactive systems.

When making no progress or fairness assumptions, a system always has the option not to progress further, and all paths and all processes are completein particular initial paths and processes, containing no transitions. Consequently, no action is inevitable in any net, so each semantic equivalence respects inevitability.

When assuming progress, but not justness or fairness, any infinite path or process is complete, and a finite path or process is complete iff it is maximal, in the sense that it has no proper extension. In this setting, interleaving bisimilarity, and hence also each finer equivalence, respects inevitability. The argument is that an interleaving bisimulation induces a relation between the paths of two related nets \(N_{1}\) and \(N_{2}\), such that
- each path of \(N_{1}\) is related to a path of \(N_{2}\) and vice versa,
- if two paths are related, either both or neither contain a transition labelled \(b\),
- if two paths are related, either both or neither of them are complete.

In the rest of this paper I will assume justness, and hence also progress, but not (weak or strong) fairness, as explained in Section 1.4. In this setting a process is just or complete \({ }^{4}\) iff it is maximal, in the sense that it has no proper extension.

Example. The net depicted on the right has a complete process performing the action \(a\) infinitely often, but never the action \(b\). It consumes each token that


\footnotetext{
\({ }^{4}\) The term "complete" is meant to vary with the choice of a progress or fairness assumption; when assuming only justness, it is set to the value "just".
}
is initially present or stems from any firing of the transition \(t^{a}\). Hence \(b\) is not inevitable. This fits with the intuition that if a transition occurrence is perpetually enabled it will eventually happen-but only when strictly adhering to the individual token interpretation of nets. Under this interpretation, each firing of \(t^{b}\) using a particular token is a different transition occurrence. It is possible to schedule an infinite sequence of \(a\) s in such a way that none such transition occurrence is perpetually enabled from some point onwards.

When adhering to the collective token interpretation of nets, the action \(b\) would be inevitable, as in any execution scheduling as only, transition \(t^{b}\) is perpetually enabled. Since my structure preserving bisimulation fits within the individual token interpretation, here one either should adhere to that interpretation, or restrict attention to safe nets, where there is no difference between both interpretations.

\section*{12 History Preserving Bisimilarity does not Respect Inevitability}

Consider the safe net \(N_{1}\) depicted in Figure 5, and the net \(N_{2}\) obtained from \(N_{1}\) by exchanging for any transition \(t_{i}^{b}(i>0)\) the preplace \(s_{i-1}^{1}\) for \(s^{4}\). The net \(N_{2}\) performs in parallel an infinite sequence of \(a\)-transitions (where at each step \(i>0\) there is a choice between \(t_{i}^{l}\) and \(t_{i}^{r}\) ) and a single \(b\)-transition (where there is a choice between \(t_{i}^{b}\) for \(i>0\) ). In \(N_{2}\) the action \(b\) is inevitable. In \(N_{1}\), on the other hand, \(b\) is not inevitable, for the run of \(N_{1}\) in which \(t_{i}^{l}\) is chosen over \(t_{i}^{r}\)


Fig. 5. A net in which the action \(b\) is not inevitable
for all \(i>0\) is complete, and cannot be extended which a \(b\)-transition. Thus, each semantic equivalence that equates \(N_{1}\) and \(N_{2}\) fails to respect inevitability.

Theorem 6. Causal equivalence does not respect inevitability.
Proof. \(N_{1} \equiv{ }_{\text {caus }} N_{2}\), because both nets have the same causal nets. One of these nets is depicted in Figure 6; the others are obtained by omitting the \(b\)-transition, and/or omitting all but a finite prefix of the \(a\)-transitions.


Fig. 6. A causal net of \(N_{1}\) and \(N_{2}\)

Theorem 7. History preserving bisimilarity does not respect inevitability.
Proof. Recall that \(N_{1}\) and \(N_{2}\) differ only in their flow relations, and have the same set of transitions. I need to describe a fully concurrent bisimulation \(\mathscr{R}\) between \(N_{1}\) and \(N_{2} . \mathscr{R}\) consists of a set of triples, each consisting of a process of \(N_{1}\), a related process of \(N_{2}\), and an order isomorphism between them. First of all I include all triples \(\left(\mathcal{P}_{1}, \beta, \mathcal{P}_{2}\right)\) where \(\mathcal{P}_{1}\) is an arbitrary process of \(N_{1}\), \(\mathcal{P}_{2}\) is the unique process of \(N_{2}\) that induces the same set of transitions as \(\mathcal{P}_{1}\), and \(\beta\) relates transition of \(\mathcal{P}_{1}\) and \(\mathcal{P}_{2}\) when they map to the same transition of \(N_{i}(i=1,2)\). Secondly, I include all triples \(\left(\mathcal{P}_{1}, \beta, \mathcal{P}_{2}\right)\) where \(\mathcal{P}_{2}\) is an arbitrary process of \(N_{2}\) inducing both \(t_{k}^{b}\) and \(t_{k}^{l}\) for some \(k>0\), and \(\mathcal{P}_{1}\) is any process of \(N_{1}\) that induces the same transitions as \(\mathcal{P}_{2}\) except that, for some \(h \geq k\) the induced transition \(t_{h}^{l}\), if present, is replaced by \(t_{h}^{r}\), and \(t_{k}^{b}\) is replaced by \(t_{h}^{b}\). ( \(\beta\) should be obvious.) It is trivial to check that the resulting relation is a fully concurrent bisimulation indeed.

\section*{13 Structure Preserving Bisimilarity Respects Inevitability}

Definition 13. A net \(\mathcal{N}\) is called a complete causal net of a net \(N\) if it is the first component of a maximal process \((\mathcal{N}, \rho)\) of \(N\). Two nets \(N_{1}\) and \(N_{2}\) are complete causal net equivalent, notation \(\equiv_{c c}\), if they have the same complete causal nets.

Since the causal nets of a net \(N\) are completely determined by the complete causal nets of \(N\), namely as their prefixes, \(N_{1} \equiv_{c c} N_{2}\) implies \(N_{1} \equiv_{\text {caus. }} N_{2}\). It follows immediately from the definition of inevitability that \(\equiv_{c c}\) respects inevitability. Thus, to prove that \(\overleftrightarrow{\leftrightarrows}_{s p}\) respects inevitability it suffices to show that \(\overleftrightarrow{U}_{s p}\) is finer than \(\equiv_{c c}\).

Theorem 8. If \(N_{1} \overleftrightarrow{L}_{s p} N_{2}\) for nets \(N_{1}\) and \(N_{2}\), then \(N_{1} \equiv{ }_{c c} N_{2}\).
Proof. Suppose \(N_{1} \overleftrightarrow{s p} N_{2}\). By Theorem 3 there exists a process-based spbisimulation \(\mathscr{R}\) between \(N_{1}\) and \(N_{2} . \mathscr{R}\) must contain a triple \(\left(\rho_{1}^{0}, \mathcal{N}^{0}, \rho_{2}^{0}\right)\) with \(\mathcal{N}^{0}\) a causal net containing no transitions. So \(\left(\mathcal{N}^{0}, \rho_{1}^{0}\right)\) and \(\left(\mathcal{N}^{0}, \rho_{2}^{0}\right)\) are initial processes of \(N_{1}\) and \(N_{2}\), respectively. The net \(\mathcal{N}^{0}\) contains isolated places only.

Let \(\mathcal{N}\) be a complete causal net of \(N_{1}\). I have to prove that \(\mathcal{N}\) is also a complete causal net of \(N_{2}\). Without loss of generality I may assume that \(\mathcal{N}^{0}\) is a prefix of \(\mathcal{N}\), as being a complete causal net of a given Petri net is invariant under renaming of its places.

So \(N_{1}\) has a complete process \(\mathcal{P}_{1}=\left(\mathcal{N}, \rho_{1}\right)\). By Proposition \(4, \mathcal{P}_{1}\) is the limit of a chain \(\mathcal{P}_{1}^{0} \leq \mathcal{P}_{1}^{1} \leq \mathcal{P}_{1}^{2} \leq \ldots\) of finite processes of \(N_{1}\). Moreover, for \(\mathcal{P}_{1}^{0}\) one can take \(\left(\mathcal{N}^{0}, \rho_{1}^{0}\right)\). Let \(\mathcal{P}_{1}^{i}=\left(\mathcal{N}^{i}, \rho_{1}^{i}\right)\) for \(i \in \mathbb{N}\). By induction on \(i \in \mathbb{N}\), it now follows from the properties of a process-based sp-bisimulation that \(N_{2}\) has processes \(\mathcal{P}_{2}^{i+1}=\left(\mathcal{N}^{i+1}, \rho_{2}^{i+1}\right)\), such that \(\left(\mathcal{N}^{i}, \rho_{2}^{i}\right) \leq\left(\mathcal{N}^{i+1}, \rho_{2}^{i+1}\right)\) and \(\left(\rho_{1}^{i+1}, \mathcal{N}^{i+1}, \rho_{2}^{i+1}\right) \in \mathscr{R}\). Using Proposition 3, the limit \(\mathcal{P}_{2}=\left(\mathcal{N}, \rho_{2}\right)\) of this chain is a process of \(N_{2}\). It remains to show that \(\mathcal{P}_{2}\) is complete.

Towards a contradiction, let \(\mathcal{P}_{2 u}=\left(\mathcal{N}_{u}, \rho_{2 u}\right)\) be a proper extension of \(\mathcal{P}_{2}\), say with just one transition, \(u\). Then \({ }^{\bullet} u \subseteq \mathcal{N}^{\circ}\). By the third requirement on occurrence nets of Definition 6, their are only finitely many transitions \(t\) with \((t, u) \in \mathcal{F}_{2 u}^{+}\). Hence one of the finite approximations \(\mathcal{N}^{k}\) of \(\mathcal{N}\) contains all these transitions. So \({ }^{\bullet} u \subseteq\left(\mathcal{N}^{k}\right)^{\circ}\). Let, for all \(i \geq k, \mathcal{P}_{2 u}^{i}=\left(\mathcal{N}_{u}^{i}, \rho_{2 u}^{i}\right)\) be the finite prefix of \(\mathcal{P}_{2}\) that extends \(\mathcal{P}_{2}^{i}\) with the single transition \(u\). Then \(\mathcal{P}_{2 u}^{i} \leq \mathcal{P}_{2 u}^{i+1}\) for all \(i \geq k\), and the limit of the chain \(\mathcal{P}_{2 u}^{k} \leq \mathcal{P}_{2 u}^{k+1} \leq \ldots\) is \(\mathcal{P}_{2 u}\). By induction on \(i \in \mathbb{N}\), it now follows from the properties of a process-based sp-bisimulation that \(N_{1}\) has processes \(\mathcal{P}_{1 u}^{i}=\left(\mathcal{N}_{u}^{i}, \rho_{1 u}^{i}\right)\) for all \(i \geq k\), such that \(\left(\rho_{1 u}^{i}, \mathcal{N}_{u}^{i}, \rho_{2 u}^{i}\right) \in \mathscr{R}\), \(\left(\mathcal{N}^{k}, \rho_{1}^{k}\right) \leq\left(\mathcal{N}_{u}^{k}, \rho_{1 u}^{k}\right)\) and \(\left(\mathcal{N}_{u}^{i}, \rho_{1 u}^{i}\right) \leq\left(\mathcal{N}_{u}^{i+1}, \rho_{1 u}^{i+1}\right)\). Using Proposition 3, the limit \(\mathcal{P}_{1 u}=\left(\mathcal{N}_{u}, \rho_{1 u}\right)\) of this chain is a process of \(N_{1}\). It extends \(\mathcal{P}_{1}\) with the single transition \(u\), contradicting the maximality of \(\mathcal{P}_{1}\).

\section*{14 Inevitability for Reactive Systems}

In the modelling of reactive systems, an action performed by a net is typically a synchronisation between the net itself and its environment. Such an action can take place only when the net is ready to perform it, as well as its environment. In this setting, an adequate formalisation of the concepts of justness and inevitability requires keeping track of the set of actions that from some point onwards are blocked by the environment - e.g. because the environment is not ready to partake in the synchronisation. Such actions are not required to occur eventually, even when they are perpetually enabled by the net itself. Let's speak of a \(Y\)-environment if \(Y\) is this set of actions. In Section 11 I restricted attention to \(\emptyset\)-environments, in which an action can happen as soon as it is enabled by the net in question. In [15] a path is called \(Y\)-just iff, when assuming justness, it models a complete run of the represented system in a \(Y\)-environment.

The below is a formalisation for this concept for Petri nets under the individual token interpretation.

Definition 14. A process of a net is \(Y\)-just or \(Y\)-complete it each of its proper extensions adds a transition with a label in \(Y\).

Note that a just or complete path as defined in Section 11 is a \(\emptyset\)-just or \(\emptyset\)-complete path. In applications there often is a subset of actions that are known to be fully controlled by the system under consideration, and not by its environment. Such action are often called non-blocking. A typical example from process algebra [24] is the internal action \(\tau\). In such a setting, \(Y\)-environments exists only for sets of actions \(Y \subseteq \mathscr{C}\), where \(\mathscr{C}\) is the set of all non-non-blocking actions.

A process of a net is complete if it models a complete run of the represented system in some environment. This is the case iff it is \(Y\)-complete for some set \(Y \subseteq \mathscr{C}\), which is the case iff it is \(\mathscr{C}\)-complete.

In [34], non-blocking is a property of transitions rather than actions, and nonblocking transitions are called hot. Transitions that are not hot are cold, which inspired my choice of the latter \(\mathscr{C}\) above. In this setting, a process \(\mathcal{P}=(\mathcal{N}, \rho)\) is complete iff the marking \(\rho\left(\mathcal{N}^{\circ}\right)\) enables cold transitions only [34].

Definition 15. A action \(b\) is \(Y\)-inevitable in a net if each \(Y\)-complete process contains a transition labelled \(b\). A semantic equivalence \(\approx\) respects \(Y\)-inevitability if whenever \(N_{1} \approx N_{2}\) and \(b\) is \(Y\)-inevitable in \(N_{1}\), then \(b\) is \(Y\)-inevitable in \(N_{2}\). It respects inevitability iff it respects \(Y\)-inevitability for each \(Y \subseteq \mathscr{C}\).

In Section 12 it is shown that \(\equiv_{\text {caus }}\) and \(\approx_{h}\) do not respect \(\emptyset\)-inevitability. From this it follows that they do not respect inevitability. In Section 13 it is shown that \(\overleftrightarrow{s}\) sp does respect \(\emptyset\)-inevitability. By means of a trivial adaptation the same proof shows that \(\overleftrightarrow{s}_{s p}\) respects \(Y\)-inevitability, for arbitrary \(Y\). All that is needed is to assume that the transition \(u\) in that proof has a label \(\notin Y\). Thus \(\leftrightarrows\) sp respects inevitability.

\section*{15 Conclusion}

This paper proposes a novel semantic equivalence for current systems represented as Petri nets: structure preserving bisimilarity. As a major application - the one that inspired this work - it is used to establish the agreement between the operational Petri net semantics of the process algebra CCSP as proposed by Olderog, and its denotational counterpart. An earlier semantic relation used for this purpose was Olderog's strong bisimilarity on safe Petri nets, but that relation failed to be transitive. I hereby conjecture that on the subclass of occurrence nets, strong bisimilarity and structure preserving bisimilarity coincide. If this it true, it follows, together with the observations of Section 6 that strong bisimilarity is included in structure preserving bisimilarity, and of Section 10.2 that each safe net is strongly bisimilar with its unfolding into an occurrence net, that on safe nets structure preserving bisimilarity is the transitive closure of strong bisimilarity.

Section 1.2 proposes nine requirements on a semantic equivalence that is used for purposes like the one above. I have shown that structure preserving bisimilarity meets eight of these requirements and conjecture that it meets the remaining one as well.
- It meets Requirement 1, that it respects branching time, as a consequence of Theorem 5, saying that it is finer than history preserving bisimilarity, which is known to be finer than interleaving bisimilarity.
- It meets Requirement 2, that it fully captures causality and concurrency (and their interplay with branching time), \({ }^{5}\) also as a consequence of Theorem 5.
- It meets Requirement 3, that it respects inevitability (under the standard interpretation of Petri nets that assumes justness but not fairness), \({ }^{5}\) as shown in Section 13.
- It meets Requirement 4, that it is real-time consistent, as a result of Theorem 5.
- I conjecture that it meets Requirement 5, that it is preserved under action refinement.
- It meets Requirement 6, that it is finer than causal equivalence, by Theorem 4.
- It meets Requirement 7, that it is coarser than \(\equiv_{o c c}\), as shown in Section 10.2.
- It meets Requirement 8, that it is a congruence for the CCSP operators, by Thm. 2.
- It meets Requirement 9, that it allows to establish agreement between the operational and denotational interpretations of CCSP operators, since it is coarser than Olderog's strong bisimilarity, as shown in Section 6.

Moreover, structure preserving bisimilarity is the first known equivalence that meets these requirements. In fact, it is the first that meets the key Requirements \(3,4,7\) and 9 .
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\begin{abstract}
In this article the "classical" topic of theory translation is revisited. It is argued that the importance of this research field is currently growing fast, due to the necessity of re-using known theoretical results in the context of novel semantic frameworks. As a practical background, we consider cyber-physical systems and their development and verification in distributed collaborative environments, where multiple modelling formalisms are used for different sub-systems. For verification of the integrated system, these different views need to be integrated and consolidated as well, in order to ensure that the required emergent properties have been realised as intended. The topic is illustrated by a practical problem from the field of runtime verification. It is shown how a class of complete health monitors (i.e. checkers monitoring system behaviour) elaborated within the semantic framework of Kripke structures and LTL assertions can be re-used for runtime verification in the context of the CSP process algebra with trace/refusal specifications. We point out how crucial ideas for this theory translation have already been anticipated in Ernst-Rüdiger Olderog's early work.
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\section*{1 Introduction}

\subsection*{1.1 Motivation}

History is periodically re-evaluated and interpreted in the light of new events and from evolving sociological perspectives. Similarly, "classical" results from computer science are re-visited, as novel opportunities for their application arise, and growing computing power and more ingenious algorithms allow for the automated solution of more complex problems.

In this paper, we re-visit the problem of theory translation between different semantic frameworks. This problem has originally been investigated in the context of Goguen's and Burstall's institutions, where it was shown how assertions like " \(M\) is a model for \(\varphi\) " can be translated between different signatures, provided that certain consistency conditions for mapping semantic models \(M\) and
sentences \(\varphi\) are fulfilled by the signature morphisms involved [8]. The availability of such mappings allows not only for translation of single pairs of models and sentences, but also of whole theories, that is, collections of sentences already established to be valid in one semantic framework. Over the years, alternative model-theoretic approaches have been developed; we name the unifying theories of programming [10] as a prominent example.

The main motivation for us to further investigate problems of theory translation is very practical and concerns the field of cyber-physical systems (CPS) development, where distributed computational entities control physical objects. The growing complexity of CPSs and the heterogeneity of their sub-components (controllers, smart sensors, actuators, electric drives, and other electromechanical devices) suggest the application of multiple formalisms for their development. When verifying the complete system, however, methodological integration is required in order to justify that the CPS satisfies its emergent properties. Moreover, complex methods and associated tools have been developed for application in specific semantic frameworks, and it would be too expensive to re-develop these for another semantics.

\subsection*{1.2 Main Contributions and Overview}

In this paper, theory translation techniques are illustrated by means of a problem from the field of runtime verification which is detailed in Section 2: the existence of health monitors \({ }^{1}\) with specific properties, namely (1) completeness (every deviation of the monitored system from the specified behaviour is detected, while the monitor is active), (2) absence of synchronisation requirements (the health monitor can be activated at any time and will detect all errors from then on), and (3) hard realtime suitability (monitoring can be performed with bounded resources and in bounded response time). We show in the semantic framework of Kripke structures and LTL formulas, that complete, unsynchronised hard realtime health monitors exist and how they can be implemented. In Section 3, this solution is exemplified by application to nondeterministic programs as introduced by Apt, de Boer, and Olderog in [3]. These programs are interpreted in a Kripke structure semantics, so the theory elaborated before can be directly applied.

In Section 4, the existence and implementation of complete, unsynchronised hard realtime health monitors for CSP processes and trace/refusal specifications is investigated. Instead of developing a CSP-specific theory from scratch, we construct a mapping from CSP processes to nondeterministic programs, thereby introducing a model mapping associating CSP failures models with Kripke structures, and a sentence translation mapping associating LTL formulas with trace/refusal specifications. It is shown that these mappings fulfil the satisfaction condition which is required in order to consistently map theories from

\footnotetext{
\({ }^{1}\) We use the term health monitor as introduced, for example, for avionic control systems in [1], for checkers monitoring the behaviour of a software component or of a complete CPS at runtime.
}
one semantic framework to another. As a consequence, the construction proves the existence of these health monitors for CSP processes, and the mapping from CSP to nondeterministic programs shows how CSP process simulators can be implemented as nondeterministic programs, to be monitored with the techniques introduced before.

It is noteworthy that the basic ideas of this approach have already been anticipated by Apt and Olderog around 1990 (see the first edition of [3]), when constructing a translation from distributed CSP-like sequential processes into sequential nondeterministic programs, so that properties of the former could be established by using the proof theory of the latter. The main difference between their essential ideas and the exposition presented here in this paper is that Apt and Olderog investigated this translation in a uniform framework of Kripke structures, while our construction creates mappings between the semantic domain of CSP failures models and that of Kripke structures.

Further motivation for investigating other test-related problems of theory translation is presented in the Conclusions (Section 5). References to related work are given throughout the exposition.

\section*{2 Runtime Verification and Complete, Unsynchronised Hard Realtime Health Monitors}

\subsection*{2.1 Definition}

Monitoring a software component or a complete system at runtime for the purpose of error detection is called runtime verification [9]. Typically, certain observations are extracted from the running system and checked against some specification of admissible behaviour. Runtime verification methods may include mechanisms for reacting on detected failures. In contrast to dynamic testing, however, it does not purposefully stimulate the SUT for provoking specific reactions to be analysed for certain test objectives. Therefore it is also called passive testing [2]. Methods and techniques for monitoring an SUT during its real operation have been known for a long time; they are mandatory, for example, in avionics \(^{2}\) and railway control systems. In the following, we will use the shorter term health monitor for the error detection mechanism of an implemented runtime verification method.

The trustworthiness of health monitors can be captured by the notions of soundness and completeness, as defined, for example, in [15]:

Soundness. Whenever an observation leads to the verdict FAIL produced by the health monitor, the property under consideration has really been violated.
Completeness. The health monitor is sound, and whenever an observation could not have been produced by a correct property implementation, this leads to the verdict FAIL.

\footnotetext{
\({ }^{2}\) Systems performing runtime verification of avionic components are called built-in test equipment (BITE) or health monitors.
}

When performing runtime verification on software components or very small HW/SW systems, it is usually possible to activate the checking mechanism in synchrony with the SUT. In that case the full trace (i.e. finite sequence) of observations is available to the health monitor. For large-scale systems, however, this synchrony cannot be achieved, because there does not exist a fully synchronous startup procedure, and components as well as the health monitor itself may enter the system configuration at a later point in time or may be re-started during system operation. Therefore we have suggested the concept of unsynchronised health monitors, whose verdict does not rely on the availability of the full observation trace, but only on a suffix thereof [13]. It is obvious that the absence of synchronisation requirements depends on the class of specifications to be checked by the health monitor against the actual system behaviour. Therefore the health monitoring problem may be re-phrased in a more formal way as

Given a semantic framework of models \(\mathcal{M}\) and specifications \(\mathcal{S}\), find a health monitor design \(H\) and a subset of specifications \(\mathcal{S}^{\prime} \subseteq \mathcal{S}\), such that \(H\) is complete, unsynchronised, and suitable for hard realtime execution against all implementations of models from \(\mathcal{M}\) and specifications from \(\mathcal{S}^{\prime}\).

\subsection*{2.2 Health Monitor Design for Kripke Structures and LTL Properties}

As our first semantic framework we will now consider Kripke structures with specifications described by linear temporal logic LTL. The material presented in this section is based on [13, Section 4.5], where a complete, unsynchronised hard realtime health monitor has been constructed for a well-defined subset of LTL. This so-called \(\mathbf{G} \varphi\)-monitor is presented in the following paragraphs.

Recall that a Kripke structure is specified by a tuple \(K=\left(S, s_{0}, R, L, A P\right)\) with state space \(S\), initial state \(s_{0} \in S\), total transition relation \(R \subseteq S \times S\), atomic propositions \(p \in A P\), and labelling function \(L: S \rightarrow 2^{A P}\). Let us suppose that \(K\) is a reference model for the expected behaviour of the SUT to be checked by means of runtime verification. The labelling function provides a means for property abstraction: instead of analysing the details of each execution state \(s \in S\), it often suffices to check whether the execution fulfils the "vital properties" \(L(s)\) that should hold in that state. Whole computations - that is, sequences of states \(s_{0} \cdot s_{1} \cdot s_{2} \ldots\) starting in the initial state, such that \(R\left(s_{i-1}, s_{i}\right)\) holds for all \(i>0\) - can be abstracted to the associated sequences \(L\left(s_{0}\right) \cdot L\left(s_{1}\right) \cdot L\left(s_{2}\right) \ldots\) of atomic proposition sets. The admissibility of these abstracted observations can be specified by LTL formulas using atomic propositions from \(A P\) as free variables. As a consequence, it is often unnecessary to explicitly specify the whole Kripke structure, including its transition relation: instead, it suffices to specify \(A P, s_{0}\), an LTL formula to be respected by any valid implementation of \(K\), and rules for extracting the validity of atomic propositions \(p \in A P\) from the sequence of runtime observations.

A typical health monitor (see Fig. 1) is then structured into a lower layer abstracting concrete observations \(s_{0} \cdot s_{1} \cdot s_{2} \ldots\) (e.g. variable values) to the sets
of atomic propositions they fulfil, and an upper layer checking the abstracted observation sequence \(L\left(s_{0}\right) \cdot L\left(s_{1}\right) \cdot L\left(s_{2}\right) \ldots\) with respect to its conformity to the specification \(\varphi\). The upper layer acts as a test oracle. It signals FAIL as soon as a violation of the specification formula \(\varphi\) has been detected and PASS if \(\varphi\) can be decided to be fulfilled on a finite observation trace (e.g. in the case where the SUT terminates). The output INCONCLUSIVE indicates that no violation of \(\varphi\) has been detected so far, but the system is still running and may still violate its specification at a later point in time.


Fig. 1. Basic architecture of a health monitor.

\subsection*{2.3 An LTL Subclass \(\mathcal{S}^{\prime}\) for Unsynchronised Health Monitoring}

Since runtime verification can only be performed on finite observation traces, we are only interested in specifications whose violation can be decided on a finite computation prefix, that is, we only investigate safety formulas. According to [20], the safety formulas of LTL can be characterised in a syntactic way as the LTL subset specified as follows.
- Every Boolean constant true \((=1)\) or false \((=0)\) is a safety formula.
- Every atomic proposition \(p \in A P\) is a safety formula.
- Every propositional formula constructed from atomic propositions using \(\wedge, \neg\) is a safety formula.
- If \(\varphi, \psi\) are safety formulas, then \(\varphi \wedge \psi, \mathbf{X} \varphi\), and \(\varphi \mathbf{W} \psi\) are safety formulas.

The above definition implies that safety LTL formulas are always positive: this means that none of the temporal operators \(\mathbf{X}, \mathbf{W}\) (further temporal operators will be derived from these basic ones below) appear in the scope of \(\neg\). Therefore negation only occurs as prefix of some propositional sub-formula. In particular, LTL formulas in negation normal form are always positive.

Temporal operator \(\mathbf{X}\) is the "usual" next-operator, and \(\mathbf{W}\) is the weak until operator. The semantics of safety formulas is explained over computations \(\pi=\) \(s_{0} \cdot s_{1} \cdot s_{2} \ldots\) of the Kripke structure under consideration as specified in Table 1. There the \(i^{t h}\) element of \(\pi\) is denoted by \(\pi(i)=s_{i}\), and the path suffix starting at \(s_{i}\) is denoted by \(\pi^{i}=s_{i} \cdot s_{i+1} \cdot s_{i+2} \ldots\). If computation \(\pi\) is a model for safety formula \(\varphi\), we write \(\pi \models \varphi\). In the table it can be seen that the weak until operator differs from the conventional until operator \(\mathbf{U}\) in the fact that \(\varphi \mathbf{W} \psi\) evaluates to true for the case where \(\varphi\) evaluates to true everywhere, while the validity of \(\varphi \mathbf{U} \psi\) guarantees that \(\psi\) will finally become true. It is evident that the semantic rules from Table 1 can be directly applied to abstracted traces \(L(\pi)=L\left(s_{0}\right) \cdot L\left(s_{1}\right) \cdot L\left(s_{2}\right) \ldots\) of proposition sets.

Table 1. Semantics of safety formulas.
\[
\begin{aligned}
& \pi^{i} \models \text { true for all } i \geq 0 \\
& \pi^{i} \not \models \mathrm{false} \quad \text { for all } i \geq 0 \\
& \pi^{i} \models p \text { iff } p \in L\left(s_{i}\right) \text { for all } p \in A P \\
& \pi^{i} \models \neg \varphi \text { iff } \pi^{i} \not \models \varphi \text { for all propositional formulas } \varphi \\
& \pi^{i} \models \varphi \wedge \psi \text { iff } \pi^{i} \models \varphi \text { and } \pi^{i} \models \psi \text { for all safety formulas } \varphi, \psi \\
& \pi^{i} \models \mathbf{X} \varphi \text { iff } \pi^{i+1} \models \varphi \text { for all safety formulas } \varphi \\
& \pi^{i} \models \varphi \mathbf{W} \psi \text { iff either } \forall k \geq i: \pi^{k} \models \varphi \\
& \text { or } \exists j \geq i: \pi^{j} \models \psi \text { and } \forall i \leq k<j: \pi^{k} \models \varphi \\
& \text { for all safety formulas } \varphi, \psi
\end{aligned}
\]

More LTL operators can be defined by semantic equivalence with expressions over the safety operators specified in Table 1. These equivalences are listed in Table 2. Note that formulas involving these new operators are not necessarily safety formulas again, even if their operands are safety formulas: if \(\varphi, \psi\) are safety formulas, \(\mathbf{G} \varphi\) is also one, but \(\mathbf{F} \varphi\) and \(\varphi \mathbf{U} \psi\) are not.

Table 2. LTL operators defined by semantic equivalence with safety expressions.
\[
\begin{array}{rcrl}
\varphi \vee \psi \equiv \neg(\neg \varphi \wedge \neg \psi) & \varphi \Rightarrow \psi \equiv \neg \varphi \vee \psi & \varphi \Leftrightarrow \psi \equiv(\varphi \Rightarrow \psi) \wedge(\psi \Rightarrow \varphi) \\
\mathbf{G} \varphi \equiv \varphi \mathbf{W} \text { false } & \mathbf{F} \varphi \equiv \neg \mathbf{G} \neg \varphi & \varphi \mathbf{U} \psi \equiv \varphi \mathbf{W} \psi \wedge \mathbf{F} \psi
\end{array}
\]

It is easy to see that the subclass of LTL safety formulas
\[
\begin{equation*}
\mathcal{S}^{\prime}=\{\mathbf{G} \varphi \mid \varphi \text { is a safety formula with temporal operators in }\{\mathbf{X}, \mathbf{W}\}\} \tag{1}
\end{equation*}
\]
can be monitored starting at an arbitrary observation point \(s_{i} \cdot s_{i+1} \cdot s_{i+2} \ldots\) Violations of \(\mathbf{G} \varphi\) having occurred in that lost prefix \(s_{0} . s_{1} . s_{2} \ldots s_{i-1}\) cannot be detected anymore. But starting at observation \(s_{i}\), the semantics of the Goperator implies that the monitor can start checking the validity of \(\pi^{i} \models \varphi\), \(\pi^{i+1} \models \varphi, \pi^{i+2} \models \varphi, \ldots\), so it will detect violations of \(\mathbf{G} \varphi\) that happen at observation \(s_{i}\) or later on. In contrast to that, the conformity of an execution \(\pi\) to a proposition or a safety formula starting with \(\mathbf{X}, \mathbf{W}\) can generally not be decided by a health monitor, if a prefix of \(\pi\) could not be observed [13, Lemma 1,p. 51]. Fortunately, the subset of safety formulas identified by Formula (1) contains the most important specification patterns, in particular, the state invariants \(\mathbf{G} \varphi\) where \(\varphi\) is a proposition.

If \(\pi^{i}\) violates \(\mathbf{G} \varphi\), then it can be seen after finitely many steps that \(\pi^{i} \models \neg \mathbf{G} \varphi\). All negations \(\neg \mathbf{G} \varphi\) can be represented as [13, Lemma 2,p. 52]
\[
\begin{aligned}
& \neg \mathbf{G} \varphi \equiv \mathbf{F} \psi, \text { where } \psi \text { only contains operators in }\{\mathbf{X}, \mathbf{U}, \wedge, \vee\} \\
& \text { or propositions containing }\{\wedge, \vee, \neg\}
\end{aligned}
\]

\subsection*{2.4 Health Monitor \(\boldsymbol{H}\) for \(\mathcal{S}^{\prime}\)}

Given an arbitrary LTL formula \(\alpha\), it is well known that it can be checked against a model (Kripke structure) \(M\) by transforming \(\alpha\) into a Büchi Automaton (BA) \(B\) and checking the synchronous product of \(M\) and \(B\) with respect to emptiness, which would imply that \(\alpha\) does not hold on any path of \(\mathcal{M}\) [7]. This general fact is now specialised on the situation where the model \(M\) is just a computation suffix \(\pi^{i}\), and \(\alpha\) is a formula of the type \(\mathbf{G} \varphi \in \mathcal{S}^{\prime}\) as specified in (1).

Since a violation of \(\mathbf{G} \varphi \in \mathcal{S}^{\prime}\) according to formula (1) is uncovered if \(\mathbf{F} \psi \equiv \neg \mathbf{G} \varphi\) evaluates to true on a finite trace segment \(s_{i} \cdot s_{i+1} \cdot s_{i+2} \ldots s_{k}\), it suffices to check from every state \(s_{i+j}, j \geq 0\) on, whether \(\psi\) is fulfilled on \(s_{i+j} \cdot s_{i+j+1} \cdot s_{i+j+2} \ldots\). To see this, recall that the equivalence \(\mathbf{F} \psi \equiv(\psi \vee \mathbf{X F} \psi)\) holds and can be recursively applied to path segments \(s_{i+j} \cdot s_{i+j+1} \cdot s_{i+j+2} \ldots\) with \(j \geq 0\).

A checker for \(\psi \vee \mathbf{X F} \psi\) can be implemented by creating a Büchi automaton \(B\) for \(\psi\) that reads proposition sets \(L\left(s_{i+j}\right) \subseteq A P, j \geq 0\) as inputs and transits into an accepting state if and only if \(s_{i+j} \cdot s_{i+j+1} \cdot s_{i+j+2} \ldots\) fulfils \(\psi\). The product
of \(s_{i+j} \cdot s_{i+j+1} \cdot s_{i+j+2} \ldots\) and \(B\) has path segments of state pairs
\[
\left(s_{i+j}, \text { init }\right) \cdot\left(s_{i+j+1}, \mathrm{~S}_{\ell_{1}}\right) \cdot\left(s_{i+j+2}, \mathrm{~S}_{\ell_{2}}\right) \ldots
\]
(init, \(\mathrm{S}_{\ell}\), and accept used below denote states of \(B\) ). This product deadlocks, if \(B\) does not accept the next input \(L\left(s_{i+j+k}\right)\) when in state \(\mathrm{S}_{\ell_{k}}\). If the product can execute a sequence
\[
\left(s_{i+j}, \text { init }\right) \cdot\left(s_{i+j+1}, \mathrm{~S}_{\ell_{1}}\right) \cdot\left(s_{i+j+2}, \mathrm{~S}_{\ell_{2}}\right) \ldots\left(s_{i+j+k}, \text { accept }\right)
\]
ending in an accepting state of \(B\), this means that \(\pi^{i+j} \models \psi\), so \(\pi^{i} \models \mathbf{F} \psi\), and a violation of \(\mathbf{G} \varphi\) has been uncovered in a finite trace segment starting at \(\pi(i+j)\). Conversely, if \(\left(s_{i+j}\right.\), init). \(\left(s_{i+j+1}, \mathrm{~S}_{\ell_{1}}\right) \ldots\) deadlocks before an accepting state of \(B\) is reached, this means that \(\pi^{i+j} \not \vDash \psi\). But then it can still be the case that \(\pi^{i+j+1} \models \psi\) or \(\pi^{i+j+2} \models \psi\) and so on, so we have to check the product of every \(\pi^{i+j}, j \geq 0\) with \(B\).

We use the approach of [4,6] for translating LTL formulas to BA: the tools LTL2BA and LTL3BA associated with [4,6] represent the resulting automaton \(B\) in the form of a Promela Never Claim \({ }^{3}\) which can be used as a basis for implementing a test oracle checking whether some formula \(\psi\) holds in a given state \(s_{i+j}\) of the trace segment. Instead of creating a new instance of \(B\) for every path segment \(\pi^{i+j}, j \geq 0\), this can be implemented with a single representation of \(B\), where potential actual automata states are marked, and FAIL is raised when an accepting state of the automaton could be reached. This procedure is described by the algorithm in Table 3 which specifies the test oracle layer of the health monitor \(H\), as indicated in the architectural model from Fig. 1.

Table 3. Test oracle algorithm of \(H\), executing the Büchi automaton \(B\).
1. Initialisation: set the initial state of \(B\) to 'marked', all others to 'unmarked', set output to INCONCLUSIVE
2. Input: the next set \(P\) of atomic propositions abstracted from the actual execution state that has been observed
3. Initialise the set \(M\) of states to be marked in this processing step with \(M:=\{\) init \(\}\)
4. For all marked states S of \(B\) :
(a) Unmark S
(b) If S has an outgoing transition \(t\) labelled with \(P\), add its target state to \(M\).
(c) If the target state of \(t\) is an accepting state, signal FAIL
5. Set all states contained in \(M\) to 'marked'
6. Continue with step 2

\footnotetext{
\({ }^{3}\) See http://spinroot.com/spin/Man/never.html
}

By choice of formula class \(\mathcal{S}^{\prime}\) from (1) and the BA-based test oracle, the resulting health monitor \(H\) is complete and unsynchronised. Moreover, \(H\) 's abstraction layer (see Fig. 1) can be implemented by a loop checking which propositions \(p \in A P\) evaluate to true in the current state \(s_{i}\). Since \(A P\) is finite, this can be performed with a constant amount of memory and in constant time. Finally, the test oracle operates on a single instance of the finite automaton \(B\), and each evaluation cycle according to the algorithm in Table 3 is realised by a loop ranging over the constant number of \(B\)-states. This shows that \(H\) can be executed in hard realtime.

In the next section, an example for such a health monitor will be given.

\section*{3 Application to Nondeterministic Programs}

\subsection*{3.1 Nondeterministic Programs in Normal Form}

Let us now apply the runtime verification method introduced above to a subclass of nondeterministic programs as introduced by Apt, Olderog and de Boer in [3, pp. 349]. These programs are represented by while programs extended by Dijkstra's guarded commands
\[
\text { if } B_{1} \rightarrow S_{1} \square \ldots \square B_{n} \rightarrow S_{n} \text { fi }
\]
representing nondeterministic choice (the \(B_{i}\) denote Boolean conditions, the choice fails if \(\bigwedge_{i=1}^{n} \neg B_{i}\) holds, the \(S_{i}\) denote sequential program parts) and
\[
\text { do } B_{1} \rightarrow S_{1} \square \ldots \square B_{n} \rightarrow S_{n} \text { od }
\]
representing nondeterministic repetition (the loop terminates if \(\bigwedge_{i=1}^{n} \neg B_{i}\) holds). The formal program semantics specified in [3, Section 10.2] consists of rules \(<\) \(P_{1}, \sigma_{1}>\longrightarrow<P_{2}, \sigma_{2}>\), where \(P_{1}, P_{2}\) are program states and \(\sigma_{1}, \sigma_{2}\) are valuation functions \(\sigma_{i}: V \rightarrow D\) mapping variable symbols \(x\) to their current values \(\sigma_{i}(x)\) in the respective program states. If the program fails due to a failure in a nondeterministic choice command, the post-state is \(<E\), fail \(>\), where \(E\) is the empty program and \(\sigma=\) fail denotes the failure state of the variable valuation functions.

A subclass of interest for the investigation of health monitors consists of programs with a normal form structure
\[
P::=P_{0} ; \text { do } B_{1} \rightarrow P_{1} \square \ldots \square B_{n} \rightarrow P_{n} \text { od }
\]
such that the program segments \(P_{i}\) only contain assignments, nondeterministic choice, and terminating while-loops. This means, that there is only one nondeterministic "main loop" in the program, and no further ones inside the \(P_{i}\).

\subsection*{3.2 Kripke Structure Semantics}

While the semantics introduced in [3] was mostly applied to investigate program states on termination and possible failure conditions, we are also interested in
internal "observation points", namely in program states at the beginning of each nondeterministic main loop cycle. It is assumed that we can observe each program's initial state \(\left.<P, \sigma_{0}\right\rangle\), its termination states \(\langle E, \sigma\rangle\), and the states at the beginning of each cycle, that is, at \(<\mathbf{d o} \square_{i=1}^{n} B_{i} \rightarrow P_{i}\) od, \(\sigma>\).

These observation points induce a Kripke structure \(K=\left(S, s_{0}, R, L, A P\right)\) with valuation functions \(s: V \cup\{p c\} \rightarrow D\) as states: each state \(s \in S\), when restricted to \(V\), corresponds to a variable valuation \(\sigma\) of program \(P\). Symbol pc ("program counter") extends the domain to indicate the program state \(s(p c) \in\{0,1,2\}\) from where the variable valuation has been obtained; \(s(p c)=0\) corresponds to initial state \(P, s(p c)=1\) corresponds to program state do \(\square_{i=1}^{n} B_{i} \rightarrow P_{i}\) od, and \(s(p c)=2\) signifies the termination state \(E\). We write \(s=\sigma \oplus\{p c \mapsto k\}\), if \(s\) restricted to \(V\) equals program state \(\sigma\), and the program counter \(p c\) has current value \(k \in\{0,1,2\}\). If \(P_{i}\) is a terminating program part of \(P\) that, when activated in variable pre-state \(\sigma_{i}\) will terminate in post-state \(\sigma_{j}\), this is denoted by \(<P_{i}, \sigma_{i}>\longrightarrow^{*}<E, \sigma_{j}>\) : the symbol " \(\longrightarrow{ }^{*}\) " is the transitive closure of the transition relation for sequential while program parts containing assignments, nondeterministic choice, and terminating while-loops only. The transition relation \(R\) is then defined by
\[
\begin{aligned}
& R=\left\{\left(\sigma_{0} \oplus\{p c \mapsto 0\}, \sigma \oplus\{p c \mapsto 1\}\right) \mid\right.\left.<P_{0}, \sigma_{0}>\longrightarrow^{*}<E, \sigma>\wedge \sigma \neq \text { fail }\right\} \cup \\
&\left\{\left(\sigma_{0} \oplus\{p c \mapsto 0\}, \text { fail } \oplus\{p c \mapsto 2\}\right) \mid\right.\left.<P_{0}, \sigma_{0}>\longrightarrow^{*}<E, \text { fail }>\right\} \cup \\
&\left\{\left(\sigma_{1} \oplus\{p c \mapsto 1\}, \sigma_{2} \oplus\{p c \mapsto 1\}\right) \mid \exists i \in\{1, \ldots, n\}: \sigma_{1} \models B_{i} \wedge\right. \\
&\left.<P_{i}, \sigma_{1}>\longrightarrow^{*}<E, \sigma_{2}>\wedge \sigma_{2} \neq \text { fail }\right\} \cup \\
&\left\{\left(\sigma_{1} \oplus\{p c \mapsto 1\}, \text { fail } \oplus\{p c \mapsto 2\}\right) \mid \exists i \in\{1, \ldots, n\}: \sigma_{1} \models B_{i} \wedge\right. \\
&\left.<P_{i}, \sigma_{1}>\longrightarrow^{*}<E, \text { fail }>\right\} \cup \\
&\left\{(\sigma \oplus\{p c \mapsto 1\}, \sigma \oplus\{p c \mapsto 2\}) \mid \sigma \models \bigwedge_{i=1}^{n} \neg B_{i}\right\} \cup \\
&\left\{(\sigma \oplus\{p c \mapsto 2\}, \sigma \oplus\{p c \mapsto 2\}) \mid \sigma=\text { fail } \vee \sigma \models \bigwedge_{i=1}^{n} \neg B_{i}\right\}
\end{aligned}
\]

The transition relation \(R\) relates the initial state to every possible post-state of \(P_{0}\). States where at least one of the \(B_{i}\) evaluates to true are related to all possible post-states of each of the associated \(P_{i}\). States where none of the guards \(B_{i}\) evaluate to true are related to the termination state. Whenever a program fragment \(P_{i}\) might fail when executing from some pre-state \(\sigma_{1}, R\) relates this to the fail-state with \(p c\)-value 2 . Since Kripke structures require total transition relations (so that all computations are infinite), we introduce stuttering for all termination states and failure states.

The elements \(p \in A P\) are now atomic propositions over variable symbols from \(V \cup\{p c\}\). Depending on the type of each variable, Boolean comparisons and arithmetic expressions are allowed in each \(p\). A special atomic proposition \(p=\) fail indicates failure. The labelling function \(L: V \cup\{p c\} \rightarrow D\) is defined by the valuation functions: for all \(s \in S\), atomic proposition \(p\) is in \(L(s)\) if and only
if \(s \models p\), that is, \(p\) evaluates to true when replacing every symbol \(x \in V \cup\{p c\}\) in \(p\) by its value \(s(x)\).

\subsection*{3.3 Example: Health Monitor for Nondeterministic Normal Form Program}

Since nondeterministic normal form programs have Kripke structures as models as explained above, the health monitors \(H\) constructed in Section 2.4 for assertions \(\mathbf{G} \varphi \in \mathcal{S}^{\prime}\) are directly applicable. The following example illustrates the operation of \(H\), applied to the nondeterministic normal form program
```

$P::=$ unsigned int $x, y, i$, inputs $[\max ] ; y:=0 ; i=0 ; x:=$ inputs $[i] ;$
do
$i<\max \wedge x>0 \rightarrow y:=0 ; i:=i+1 ; x:=$ inputs $[\min \{i, \max -1\}] ;$
$i<\max \wedge x=0 \rightarrow y:=1 ; i:=i+1 ; x:=$ inputs $[\min \{i, \max -1\}] ;$
od

```

The program operates on an array of input values; and the actual input to be processed is assigned to variable \(x\). If the actual value of \(x\) is greater than zero, variable \(y\) (which could be a shared output variable read by another program) is set to zero, otherwise \(y\) is set to one.

We wish to check by means of runtime verification, whether a drop of \(x\) to zero leads to a non-zero \(y\) value at the beginning of the next main loop cycle, and whether \(y\) is reset to zero after \(x\) becomes positive again. This property can be expressed by the safety formula
\[
\Phi_{1} \equiv \mathbf{G}((x>0 \wedge \mathbf{X} y=0) \mathbf{W}(x=0 \wedge \mathbf{X} y \neq 0))
\]
which is an element of \(\mathcal{S}^{\prime}\) defined in (1). \(H\) observes traces
\[
s_{i} \cdot s_{i+1} \cdot s_{i+2} \ldots s_{k} \ldots
\]
of valuation functions \(s_{i}:\{i\), inputs []\(, x, y, p c\} \rightarrow\) unsigned int. The atomic propositions \(A P=\{p, q, r, u\}\) define the following abstractions.
\[
p \equiv x>0, \quad q \equiv x=0, \quad r \equiv y=0, \quad u \equiv y>0
\]

Abstracting \(\Phi_{1}\) with propositions from \(A P\) results in
\[
\Phi \equiv \mathbf{G}((p \wedge \mathbf{X} r) \mathbf{W}(q \wedge \mathbf{X} u))
\]
and its negation is \({ }^{4}\)
\[
\begin{aligned}
\neg \Phi & \equiv \mathbf{F}((p \vee \mathbf{X} r) \mathbf{U}((p \vee \mathbf{X} r) \wedge(q \vee \mathbf{X} u))) \\
& \equiv \mathbf{F} \psi \quad \text { with } \\
\psi & \equiv((p \vee \mathbf{X} r) \wedge(q \vee \mathbf{X} u))
\end{aligned}
\]

\footnotetext{
\({ }^{4}\) Observe that \(\neg(\varphi \mathbf{W} \psi) \equiv(\neg \psi \mathbf{U} \neg(\varphi \vee \psi))\) and \(\mathbf{F}(\alpha \mathbf{U} \beta) \equiv \mathbf{F} \beta\), see [13, Lemma 7].
}

Translating \(\psi\) into a Büchi Automaton \(B\) using the LTL2BA tool results in the Promela Never Claim shown in Table 4; it is graphically depicted as a nondeterministic state machine in Fig. 2. The test oracle layer of \(H\) performs the algorithm specified above in Table 3 on \(B\).

Table 4. Promela Never Claim for checking against formula \(\psi \equiv((p \vee \mathbf{X} r) \wedge(q \vee \mathbf{X} u))\)
```

never { /* (p || X r) \&\& (q || X u) */
accept_init:
if
:: (p \&\& q) -> goto accept_all
:: (p) -> goto accept_S1
:: (q) -> goto accept_S2
:: (1) -> goto accept_S3
fi;
accept_S1:
if
:: (u) -> goto accept_all
fi;
accept_S2:
if
:: (r) -> goto accept_all
fi;
accept_S3:
if
:: (r \&\& u) -> goto accept_all
fi;
accept_all:
skip
}

```


Fig. 2. Checking state machine resulting from Promela Never Claim.

The abstraction layer of \(H\) observes sequences of state valuations \(s_{i}\) over variables \(\{i\), inputs []\(, x, y, p c\}\) and abstracts these to sets of propositions
\(P_{i} \subseteq A P\). The transition labels of \(B\) 's state machine representation denote subsets \(Q \subseteq A P\). A transition labelled by \(Q\) can be taken at observation point \(s_{i}\), if its source state is active and if \(Q \subseteq P_{i}\). Now suppose that the monitor observes the following sequence of state valuations at the beginning of each main loop, which are abstracted as shown in column \(P\).
\begin{tabular}{|c|cc|c|ccccc|}
\hline \hline\(j\) & \(s_{i+j}(x)\) & \(s_{i+j}(y)\) & \(P\) & \(m(\) init \()\) & \(m(\) S1 \()\) & \(m(\) S2 \()\) & \(m(\) S3 \()\) & \(m(\) accept \()\) \\
\hline- & - & - & - & 1 & 0 & 0 & 0 & 0 \\
0 & 17 & 0 & \(\{p, r\}\) & 1 & 1 & 0 & 1 & 0 \\
1 & 17 & 0 & \(\{p, r\}\) & 1 & 1 & 0 & 1 & 0 \\
2 & 11 & 0 & \(\{p, r\}\) & 1 & 1 & 0 & 1 & 0 \\
3 & 1 & 0 & \(\{p, r\}\) & 1 & 1 & 0 & 1 & 0 \\
4 & 0 & 0 & \(\{q, r\}\) & 1 & 0 & 1 & 1 & 0 \\
5 & 0 & 1 & \(\{q, u\}\) & 1 & 0 & 1 & 1 & 0 \\
6 & 0 & 1 & \(\{q, u\}\) & 1 & 0 & 1 & 1 & 0 \\
7 & 1 & 1 & \(\{p, u\}\) & 1 & 1 & 0 & 1 & 0 \\
8 & 2 & 0 & \(\{p, r\}\) & 1 & 1 & 0 & 1 & 0 \\
\hline \hline
\end{tabular}

The above table also shows how the test oracle marks the states of the Büchi automaton from Fig. 2: initially, only the init-node is marked, and it will stay marked because every new observation starts an evaluation of \(\psi\) from the initnode. When the first observation is made \((\mathrm{j}=0), P=\{p, r\}\) enables transitions from init to S1 and from init to S3. Consequently, \(m(\mathrm{~S} 1)=m(\mathrm{~S} 3)=1\), and \(m\) (init) stays 1 in preparation for the next observation.

Next, observation \(j=1\) is abstracted to \(P=\{p, r\}\). In S1 and S3, this observation is not accepted, so their markers are reset: this reflects the fact that \(\pi^{i} \notin \psi\). From init, however, \(P=\{p, r\}\) enables once again transitions to S1 and S3, so these nodes are marked again. This continues until observation \(j=4\) is made. Again, the associated input \(P=\{q, r\}\) is not accepted by S 1 and S 3 , so their markers are reset. From init, \(P\) now leads to S2 and S3, and these nodes are marked accordingly. In observation \(j=5, P=\{q, u\}\) holds and leads again to markings of init, S 2 , and \(\mathbf{S 3}\). This continues to observation \(j=7\), where \(P\) becomes \(\{p, u\}\), leading again to markings of init, S1, and S3. Since \(y\) is reset to zero in observation \(j=8\), this marking is preserved, and no accepting state of the Büchi automaton can be reached.

If \(P\) contained a programming error, such as
\[
\begin{aligned}
& P^{\prime}::=\text { unsigned int } x, y, i, \text { inputs }[\max ] ; y:=0 ; i=0 ; x:=\text { inputs }[i] ; \\
& \quad \text { do } \\
& \quad i<\max \wedge x \geq 0 \rightarrow y:=0 ; i:=i+1 ; x:=\text { inputs }[\min \{i, \max -1\}] ; \\
& \quad \square \\
& \quad \quad \quad \text { } \quad \text { max } \wedge x=0 \rightarrow y:=1 ; i:=i+1 ; x:=\text { inputs }[\min \{i, \max -1\}] ;
\end{aligned}
\]
an abstracted observation sequence \(L\left(s_{i+j}\right) \cdot L\left(s_{i+j+1}\right)=\{q, r\} \cdot\{q, r\}\) could be encountered during a program execution; and this would lead to an accepting state of the Büchi automaton, so that FAIL would be signalled by the test oracle.

\section*{4 Health Monitors for CSP Simulations}

\subsection*{4.1 CSP Processes with Failures Semantics}

Now suppose that we wish to verify CSP processes \(Q\) interpreted in the failures model of CSP in a semi-formal way by running simulation traces of \(Q\) and checking whether such a trace violates a given assertion
\[
Q \text { sat } S(t r, U)
\]
with free variables \(t r\) denoting the trace \(Q\) has run through and \(U\) a refusal set of \(Q / t r\). Instead of developing runtime verification support for CSP from scratch, it is more effective to make use of the existing solution elaborated above in the context of Kripke structures, the subset \(\mathcal{S}^{\prime}\) of LTL formulas, and nondeterministic programs.

The method to achieve this has been inspired by Apt's and Olderog's observation on distributed programs and their property-preserving transformation into nondeterministic programs [3, Chapter 11]. There it has been pointed out by the authors that certain verification objectives for CSP-like communicating sequential processes can be translated into proof obligations for nondeterministic programs. As a consequence, proof theories (as elaborated in [3, Chapter 10]) and tool support for the latter class of programs could be applied to verification tasks of the former class. Apart from the examples given in [3], this technique has been applied, for example, in [16] for the purpose of combining algebraic proof techniques with Hoare-style verification techniques using pre and post conditions.

Recall that the failures model of CSP introduces a denotational semantics \(F\) for each process \(Q\) as a set of failures \((\operatorname{tr}, U) \in F\). For each failure \((t r, U)\), \(t r\) is a trace the process may run through and \(U\) is a refusal containing events of the alphabet that may be refused by \(Q\) after having run through \(t r\). The axioms specifying admissible semantic models \(F\) have been described and discussed in \([11,18,19] .{ }^{5}\)

\subsection*{4.2 Model Map From Failures Models into Kripke Structures}

We will now create a model map \(f_{M}\) from failures models into Kripke structures. To this end, we make use of the normalisation algorithm for CSP processes, as

\footnotetext{
\({ }^{5}\) As is common in the context of testing and its formal foundations, we assume that \(Q\) is free of divergences, because black-box testing cannot distinguish internal process divergence from deadlock. As a consequence, there is no need to interpret processes \(Q\) in the more refined failures/divergence model, which is also described in [11,18,19].
}
presented in [18, Chapter 21]. There it is shown that the semantic model \(F\) of a finite state CSP process \(Q\) with alphabet \(A\) can be represented as a finite graph
\[
G=\left(N, n_{0}, e: N \times A \nrightarrow N, r: N \rightarrow \mathbb{P}(\mathbb{P}(A))\right)
\]
with nodes \(n \in N\), initial node \(n_{0} \in N\), and labelled edges specified by a partial function \(e\) : if \((n, a) \in N \times A\) is contained in the domain of \(e\), then there exists a uniquely defined edge from \(n\) to \(e(n, a)\), which is labelled by \(a\). Function \(r\) labels each node \(n \in N\) with the set \(r(n)\) of maximal refusals defined in \(n .{ }^{6}\) Every trace \(\operatorname{tr}\) of \(Q\) is associated with exactly one finite path through \(G\), such that edges are labelled with the events of \(t r\). If process \(Q\), after having performed \(t r\), is associated with node \(n \in N\), then every failure \((t r, U) \in F\) fulfils \(\exists X \in r(n): U \subseteq X\). This means that every refusal \(U\) associated with \(Q\) after \(t r\) is a subset of (at least) one of the maximal refusals \(n\) is labelled with.

Given CSP process \(Q\) with normalised transition graph \(G=\left(N, n_{0}, e: N \times\right.\) \(A \nrightarrow N, r: N \rightarrow \mathbb{P}(\mathbb{P}(A))\) ), we map this graph into the nondeterministic program \(\nu(Q)\) displayed in Table 5.

Table 5. Nondeterministic program \(\nu(Q)\) created from CSP process \(Q\).
\[
\begin{aligned}
& \nu(Q)::= N n ; \mathbb{P}(A) U ; A^{*} \text { tr; } \\
& \quad \operatorname{tr}:=\langle \rangle ; n=n_{0} ; \text { if } \square_{U^{\prime} \in r(n)} \operatorname{true} \rightarrow U:=U^{\prime} ; \text { fi; } \\
& \text { do } \\
& \square_{a \in A}(a \in A-U) \rightarrow \\
& \quad \operatorname{tr}:=t r \frown\langle a\rangle ; \\
& \quad n:=e(n, a) ; \\
& \text { if } \square_{U^{\prime} \in r(n)} \text { true } \rightarrow U:=U^{\prime} ; \text { fi; }
\end{aligned}
\]

Program \(\nu(Q)\) is in fact a simulator for CSP process \(Q\). It uses a variable \(n\) to record the current process state \(Q\) is residing in, a variable \(U\) representing the current refusal selected at random for the current process state, and a variable \(t r\) for recording the trace the process has run through so far. The initialisation part of \(\nu(Q)\) sets \(t r\) to the empty trace, \(n\) to the initial node, and selects a refusal from \(r\left(n_{0}\right)\) - that is, a refusal associated with the initial state - at random, which is then stored in \(U\). Program \(\nu(Q)\) is constructed in such a way that \((t r, U)\) always represents a valid failure from \(F\), if evaluated at the beginning of a main

\footnotetext{
\({ }^{6}\) Recall that the set of all refusals associated with a process state is subset closed. Therefore it is determined by the identification of its maximal refusals.
}
loop cycle. This is already clear for the initial arrival at the loop. Inside the loop body, an event \(a \in A\) is selected at random from the subset of events that cannot be refused when in state \(n\) and refusal \(U\) applies. A deadlock situation is characterised by the condition \(U=A\), whereupon the simulator terminates, since all guards of the loop evaluate to false. If deadlock does not occur in state \(n\) and for refusal \(U\), one of the accepted events \(a\) is selected at random. The selection is recorded in the trace variable \(t r\), and \(n\) is set to the uniquely defined post state \(n=e(n, a)\) under event \(a\). Then a possible maximal refusal of \(e(n, a)\) is selected at random and stored again in \(U\), and this ends the current main loop cycle.

Program \(\nu(P)\) can be directly mapped into a Kripke structure with states \(s:\{n, U, t r, p c\} \rightarrow D\) and atomic propositions \(p \in A P\) with free variables in \(\{n, U, t r, p c\}\) as described in the previous section. Thus we have constructed a model mapping \(f_{M}\) from CSP failures models \(F\) via normalised transition graphs and nondeterministic programs to Kripke structures.

\subsection*{4.3 Sentence Translation Map and Health Monitor for CSP Processes}

Since \(\nu(Q)\) is a nondeterministic normal form program interpreted by its Kripke structure semantics, an unsynchronised, complete, hard realtime health monitor can be constructed for \(\nu(Q)\), as exemplified in Section 3.3 above. While such a health monitor exists for arbitrary formulas \(\mathbf{G} \varphi \in \mathcal{S}^{\prime}\) over atomic propositions with free variables from \(\{n, U, t r, p c\}\), we will now restrict this class further to formulas
\[
\begin{equation*}
\mathbf{G}(p c=1 \Rightarrow \varphi) \text { such that } \varphi \text { is a proposition with free variables in }\{\operatorname{tr}, \mathrm{U}\} \tag{2}
\end{equation*}
\]

These formulas express assertions that are only evaluated at the beginning of each main loop cycle and can be expressed as simple propositions, without the help of temporal operators. We now define a sentence (i.e. formula) translation map \(f_{S}\) from safety LTL formulas of the type specified in formula (2) to CSP specifications \(S(t r, U)\) by setting
\[
f_{S}(\mathbf{G}(p c=1 \Rightarrow \varphi))=\varphi
\]

It is straightforward to see that the whole construction process for \(f_{M}, f_{S}\) yields the following essential property:

For all formulas \(\mathbf{G}(p c=1 \Rightarrow \varphi)\) according to (2) and for all failure models \(F\) :
\[
\begin{equation*}
F \text { sat } f_{S}(\mathbf{G}(p c=1 \Rightarrow \varphi)) \text { iff } f_{M}(F) \text { sat } \mathbf{G}(p c=1 \Rightarrow \varphi) \tag{3}
\end{equation*}
\]
or, equivalently,
\[
F \text { sat } \varphi \text { iff } f_{M}(F) \text { sat } \mathbf{G}(p c=1 \Rightarrow \varphi)
\]

Formula (3) represents a specific case of the satisfaction condition required for Goguen's and Burstall's institutions [8]. The situation, however, is slightly more complicated than described there, because we map models and formulas between signatures of different institutions: the CSP process algebra can be considered as an institution (this has been elaborated in [14]), but this institution does not contain Kripke structures. This is typically handled by institutions with manysorted signatures, and these can be conveniently represented by Grothendiek Institutions [5, Chapter 12]. In any case, the satisfaction condition (3) allows us to transfer theories established in the context of Kripke structures into the CSP process algebra and vice versa.

The practical consequences for our example are as follows.
- We can map any divergence-free CSP process \(Q\) via its normalised transition graph into a nondeterministic program \(\nu(Q)\).
- This program can be interpreted in a Kripke structure, and therefore runtime verification can be performed in hard realtime with a complete health monitor, provided that the specification to be monitored is an LTL safety formula of the type \(\mathbf{G} \varphi\) introduced above.
- The satisfaction condition (3) guarantees that original CSP process \(Q\) satisfies a specification \(S(t r, U)\) over traces and refusals if and only if \(\nu(Q)\) satisfies LTL safety formula \(\mathbf{G}(p c=1 \Rightarrow S(t r, U))\).
- Since \(S(\operatorname{tr}, U)\) is a proposition with free variables from \(\{\operatorname{tr}, U\}\), the unsynchronised, complete, hard realtime health monitor is applicable for checking the conformity of \(\nu(Q)\) 's behaviour with \(\mathbf{G}(p c=1 \Rightarrow S(t r, U))\).

For practical application, the FDR model checker \({ }^{7}\) can be used to generate normalised transition graphs from CSP processes. Then \(\nu(Q)\) is easy to program as an interpreter traversing the transition graph structure - this has been actually performed in the model-based testing tool RT-Tester for testing against CSP processes [17].

\section*{5 Conclusions}

In this paper the existence of complete, unsynchronised, hard realtime health monitors for runtime verification in the semantic framework of Kripke structures and a subset of LTL formulas has been shown. The results could be directly applied to nondeterministic programs. Constructing a mapping from CSP processes interpreted in the denotational failures semantics to nondeterministic programs interpreted by Kripke models, the theory of health monitors, as well as concrete implementation guidelines could be transferred into the CSP process algebra.

The problem described in this paper is just one of a larger number of theory translation problems related to testing theories: in [12] a complete equivalence class testing theory has been developed for model-based testing against models

\footnotetext{
\({ }^{7}\) http://www.cs.ox.ac.uk/projects/concurrency-tools/
}
interpreted as Kripke structures. The crucial step of the completeness proof consisted in creating an abstraction from Kripke structures to finite state machines (FSM). This abstraction allowed to apply an existing complete theory for FSM and "translate" it into a theory for Kripke structures. Using the theory translation approach described here we expect that it is possible to map a variety of similar valuable results from the FSM domain into more general semantic frameworks.
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\begin{abstract}
The Multi-Lane Spatial Logic MLSL introduced by Hilscher et al. in [4] is a two-dimensional spatial logic geared towards modelling and analysis of traffic situations, where the two dimensions are interpreted as the lanes of a road and the distance travelled down that road, respectively. The intended use of MLSL is for capturing (and reasoning about) guards and invariants in decision-making schemes for highly automated driving [12]. Unfortunately, the logic turns out to be undecidable \([7,8,11]\), rendering implementability and thus the actual use of such guard conditions in real-time decision making questionable in general.

We here show that under a reasonable model of technical observation of the traffic situation, the actual decidability and implementability issues take a much more pleasing form: given that an actual autonomous car can only sample state information of a finite set of environmental cars in real-time, we show that it is decidable whether truth of an arbitrary MLSL formula can be safely determined on a given sample size. For such feasible formulas, we furthermore state a procedure for determining their truth values based on such a sample.
\end{abstract}

Keywords: Highly automated driving • Real-time decision making • Spatial logic • Decidability

\section*{1 Introduction}

The societal need for drastically enhancing efficiency of transportation has recently provided impetus to research on automated driving, as automation has the potential for significantly improving both the ecological footprint and the safety of road-bound traffic. While automated driving - in all its variants,
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ranging from low over partial to high automation - earlier was conceived as a commodity, it now is a central element of the concerted actions deemed to contribute to, e.g., the EU's "Vision Zero" \({ }^{1}\) of eliminating fatalities in road-bound traffic. Such reliance on automation in complex and only partially observable environments, however, induces a personal and societal dependence on the reliability of automatic object detection and classification, on correctness of computerized situation interpretation, on permanent adequacy of automated decision making, and on the reliable availability and continued operation of diverse supervision and control functions. While reliability of the latter components can to quite some extent be achieved by classical means of reliability engineering, ranging from functional verification of system designs to fault-tolerance mechanisms in their implementation, the front-end tasks of object detection, object classification, and situation interpretation are prone to relatively high rates of - in general unavoidable - errors. Understanding the genesis and rigorously controlling the propagation of such errors is of utmost importance to the safety of autonomous driving, as they may lead to misconceptions and situationally inadequate decisions, which could in turn induce inappropriate control actions.

As the decision-making, being based on the situation interpretation and in turn determining which traffic maneuver to select and how to decompose it into a sequence of low-level control tasks, is the pivotal point in this propagation chain, suggestions for systematizing its design and enhancing its safety analysis by model-based principles have recently been made. The common denominator of all model-based approaches is to first establish a sufficiently detailed model of the system under design and the relevant sphere of its environment, then utilize this model for validation and verification of desired functional and non-functional properties (whereby different, viewpoint-specific models may well be used), and later on refine the design to an actual implementation. Depending on how faithful the model(s) underlying the analysis steps were - and there are many good reasons for choosing simplified, approximate models here - , the implementation step may require different forms of justification, ranging from a demonstration that it refines its design model to rigorous arguments for insensitivity of property satisfaction to the particular simplifications adopted in the analysis models. The latter problem becomes particularly prominent if the system design is not elaborated manually by domain experts, but a correct-by-construction approach is applied, where the design is (partially or fully) generated or derived from the environment model and the desired properties.

An interesting variant of this theme has been developed by Hilscher et al. in \([4,5]\) : In a strife for separating the logical design of the decision layer from questions concerning the detailed dynamics of road objects, Hilscher et al. suggest to employ (timed) automata manipulating abstract traffic situations as their inputs and states. Such traffic situations are in turn described by a dedicated spatial logic, called Multi-Lane Spatial Logic (MLSL), able to describe quantitative spatial relations between traffic participants on the road. Using MLSL conditions
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as, e.g., guards and invariants in the automata \([4,8]\), traditional means of program verification, like reasoning over pre- and postconditions of actions, can be generalized to methods for proving maintenance of desired functional properties by the decision-making algorithms (e.g., maintaining spatial separation between cars, i.e., collision freedom). The desired separation of concerns between logical design and detailed dynamics however comes at the price of deferring questions concerning the observability and controllability of the dynamics of road objects to later stages of design; the analysis at the logical level essentially adopts a simplified model in order to realize a useful divide-and-conquer approach to design.

Demonstrating appropriate controllability can be tackled by well-established methods from control: it amounts to devising adequate low-level controllers and proving that these, whenever activated in a situation satisfying the precondition, will establish the postcondition (within the given time frame, if applicable). Such proofs can be conducted with respect to the low-level dynamics, which mostly is kinematic and hence well-understood. The problem of observability, i.e., of reliably determining whether the guard (and thus precondition) of an action actually is met, however is a fundamentally different one. It involves reasoning about situational awareness. The central question here is whether the guard can reliably be evaluated at all, i.e., whether an evaluation mechanism can be implemented which reliably determines the truth value of the guard, as necessary for actually using the decision-making strategy encoded in the control automaton. It is that later problem we will address in this article, thereby formalizing some (necessary) criteria for suitability as an implementable guard and answering decidability questions concerning these criteria.

Following the lines of Hilscher et al. [4] and extending their framework towards implementation, we exemplify our ideas on MLSL. The logic MLSL is a multi-dimensional interval logic with a discrete dimension of lanes and a continuous dimension of travel distance. It is tailored towards reasoning about traffic manoeuvres, a very specific use case, and the design of MLSL is primarily inspired by Duration Calculus [2], Propositional Interval Temporal Logic [10] and Shape Calculus [13]. The first two logics are usually used to describe temporal properties, while Shape Calculus is considered as a spatio-temporal logic. Other interval logics having some similarities with MLSL are CDT, a modal logic for chopping intervals [14] and Halpern-Shoham-logic [3], a logic based on Allen's interval relations [1]. While Duration Calculus and Shape Calculus allow quantitative reasoning, the other logics only permit qualitative reasoning.

Being inspired by interval logics, MLSL has similar strengths and weaknesses as such logics, that is, MLSL is expressive and satisfiability problems for MLSL are typically undecidable \([7,8,11]\). The satisfiability (and model-checking) problem for a fragment of MLSL is shown decidable in [11] when a fixed maximal bound on the number of cars in a traffic situation is imposed.

A primary application of MLSL exemplifying the above ideas of logical design of decision strategies is in the definition of lane change controllers for motorways \([4,8]\). These controllers are defined as extended timed automata which, additionally to clock constraints, may have MLSL formulas as transition guards.

A central implementability constraint then is that MLSL reasons about a countable infinite set of car identifiers, yet technical surveillance of the traffic situation can in real-time only harvest information about a finite set (also called a sample) of neighbouring cars. Evaluation of guard or invariant conditions employed in the lane change controller can consequently only resort to such a finite sample. Due to random effects, including arbitration protocols as well as disturbances and imperfect observation, different samples may be drawn from the same traffic situation (or it may at least be practically impossible to unambiguously describe the sample to be drawn). This immediately provokees two questions:
1. Is the evaluation of an MLSL formula used as a guard independent from the particular sample drawn, which may vary within reasonable bounds?
2. Will the evaluation of the guard on the finite sample provide reliable information on its validity over all cars, including the hidden cars, i.e., cars that are not currently observed by the equipment?

Extending MLSL with a so-called scope formula \(\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}: \phi\) which restricts quantification over cars in \(\phi\) to a finite subset \(c_{1}, c_{2}, \ldots, c_{n}\), we arrive at a logic in which the above two questions can be formalized and studied. The aim of this work is to get decidability results for the above questions under reasonable assumptions, thus providing a mechanism for checking suitability of an MLSL condition as a guard.

In Sect. 2 we therefore introduce our extension of MLSL called Multi-Lane Spatial Logic with Scope (MLSLS), and in Sect. 3 we formalize the above questions. In Sect. 4, it is shown that the satisfiability problem for so-called wellscoped MLSLS formulas is decidable. The technique for showing this decidability result is strongly based on [11], where the satisfiability problem for MLSL is reduced to the satisfiability problem for quantified linear mixed integer-real arithmetic (QLIRA). A difference is that while the decidability result of [11] is based on a bound on the number of cars considered, i.e., on a constraint on traffic scenes which may or may not apply in a particular situation, the decidability for well-scoped MLSLS formulas is based on a syntactical restriction on formulas. Here it suffices that every existentially quantified formula \(\exists c . \psi\) occurs within the context of a scoped formula \(\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}: \phi\), thereby restricting the range of \(c\) to a finite set given by \(\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}\). In Sect. 5 we show how this decision procedure can be used in connections with reasonable model and formula assumptions to decide the questions above. Sect. 6 contains a brief summary.

\section*{2 Multi-lane Spatial Logic with Scope}

In this section we introduce Multi-Lane Spatial Logic (MLSL) due to Hilscher et al. together with a novel extension called Multi-Lane Spatial Logic with Scope (MLSLS). In this extension it is possible to confine the scope for the cars considered in a given traffic situation. MLSLS is a conservative extension of MLSL. The definition of MLSLS is based on the definition of MLSL in [4, 8]. It is simpler in the sense that we only consider spatial properties of static traffic configurations in this paper, and more complex because we introduce a scope component.

\subsection*{2.1 The Model}

Only motorway traffic is considered here and a motorway is modelled as a twodimensional world; the vertical discrete dimension represents the different lanes and the horizontal dense dimension represents the extension of the lanes. A traffic snapshot contains for every car information about the current lane of the car, which we call reservation and the position along the lane. Usually, a car only has a reservation for one lane, but when it is changing lanes it has reservations on two adjacent lanes. Additionally, when a car would like to change to another lane it has a claim for that lane.

We assume a countably infinite set of car identifiers \(\mathbb{I}\) and an arbitrary but fixed set of lanes \(\mathbb{L}=\{0, \ldots, k\}\), for some \(k \in \mathbb{N}_{\geq 1}\) to be given. Let \(\mathcal{P}(\mathbb{L})\) denote the powerset of \(\mathbb{L}\).

Definition 1 (Traffic snapshot [4,8]). A traffic snapshot \(\mathcal{T} \mathcal{S}\) is a structure \(\mathcal{T S}=\) (res, clm, pos), where
- res : \(\mathbb{I} \rightarrow \mathcal{P}(\mathbb{L})\) maps cars to their reserved lanes,
\(-\operatorname{clm}: \mathbb{I} \rightarrow \mathcal{P}(\mathbb{L})\) maps cars to their claimed lanes and
- pos: \(\mathbb{I} \rightarrow \mathbb{R}\) maps cars to the position of their rear along the lanes.

Furthermore, we require the following sanity conditions to hold for all \(C \in \mathbb{I}\) :
1. Car \(C\) cannot both reserve and claim the same lane: \(\operatorname{res}(C) \cap \operatorname{clm}(C)=\emptyset\)
2. \(C a r C\) can reserve at most two lanes: \(1 \leq|\operatorname{res}(C)| \leq 2\)
3. Reserved lanes must be next to each other:
\[
|\operatorname{res}(c)|=2 \text { implies } \exists n \in \mathbb{L} \cdot \operatorname{res}(C)=\{n, n+1\}
\]
4. Car \(C\) can claim at most one lane: \(0 \leq|\operatorname{clm}(C)| \leq 1\)
5. Car \(C\) can reserve or claim at most two lanes: \(1 \leq|\operatorname{res}(C)|+|\operatorname{clm}(C)| \leq 2\)
6. A claimed lane must be next to a reserved lane for car \(C\) :
\[
\operatorname{clm}(C) \neq \emptyset \text { implies } \exists n \in \mathbb{L} . \operatorname{res}(C) \cup \operatorname{clm}(C)=\{n, n+1\}
\]
7. Only finitely many cars participate or initiate in lane changing manoeuvres:
\[
|\operatorname{res}(C)|=2 \text { or }|\operatorname{clm}(C)|=1 \text { holds only for finitely many } C \in \mathbb{I}
\]

We denote the set of all traffic snapshots by \(\mathbb{T}\).
To address the safety of given traffic situation, a notion of safety envelope of a car is introduced in [4] to capture the necessary space for a safe stop of the car. No car should interfere with the safety envelope of another car during an overtake manoeuvre, for example. The safety envelope of \(C\) in the traffic snapshot \(\mathcal{T S}\) is
\[
\operatorname{se}(C, \mathcal{T} \mathcal{S})=\left[\operatorname{pos}(C), \operatorname{pos}(C)+\operatorname{spacing}_{C}\right]
\]
where spacing \({ }_{C}\) is derived from the current speed (both absolute and relative) and an accepted temporal spacing \(\Delta t\) between cars, which may transiently be considerably shorter than the legal minimum spacing of 1.8 seconds required by traffic laws. Determining \(\Delta t\) is beyond the scope of this article, but has extensively been studied by traffic psycholgy, cf. e.g. [6].

In MLSL, properties from the perspective of a specific car called ego are considered. The notion view captures this perspective, where a view has information about the lanes, their extension and the identity of ego. Intuitively, a view is a window through which ego perceives a traffic snapshot.

Definition 2 (View). \(A\) view is a structure \(V=(L, X, E)\), where
\(-L=[l, n] \subseteq \mathbb{L}\) is an interval of lanes that are visible in the view,
\(-X=[r, t] \subseteq \mathbb{R}\) is the extension of the lanes that is visible in the view and
\(-E \in \mathbb{I}\) is the identifier of the car under consideration, that is, ego.
\(A\) subview of \(V\) is obtained by restricting the lanes and extension we observe. Let \(L^{\prime}, X^{\prime}\) be subintervals of \(L\) and \(X\), then we define
\[
V^{L^{\prime}}=\left(L^{\prime}, X, E\right) \quad \text { and } \quad V_{X^{\prime}}=\left(L, X^{\prime}, E\right)
\]

If \(l>n\) or \(r=t\) we say that the view is empty.
Let \(C V a r\) be a set of variables ranging over car identifiers. In the logic we use a special constant ego to refer to the owner of the current view. A valuation maps variables and the special symbol ego to car identifiers, i.e., a valuation is a function \(\nu: C \operatorname{Var} \cup\{\) ego \(\} \rightarrow \mathbb{I}\). Further, we define valuation updates with the override notation \(\oplus\) from Z [16] as \(\nu \oplus\{c \mapsto C\}\left(c^{\prime}\right)=C\) if \(c=c^{\prime}\) and \(\nu\left(c^{\prime}\right)\) otherwise.

A view narrows down the spatial part of the motorway to a possibly restricted set of lanes with a possibly restricted extent. We introduce the notion scope to the model to be able to narrow down the considered cars in a given situation. This leads to the following definition of a model with scope.
Definition 3 (Model with Scope). Let \(C S \subseteq \mathbb{I}\) be a set of cars, \(\mathcal{T S}\) be a traffic snapshot, \(V\) be a view and \(\nu\) be a valuation. Then we call \(\mathcal{M}=(C S, \mathcal{T} \mathcal{S}, V, \nu)\) a model of MLSLS with scope \(C S\).

Notice that a model \(\mathcal{M}\) with scope \(\mathbb{I}\) is a model of MLSL in the sense of \([4,8]\).

\subsection*{2.2 The Logic: MLSLS}

The logic MLSL is a multi-modal, first-order logic with modalities inspired by interval logic, i.e., a vertical chop modality for partitioning a view into an upper and a lower subview, and a horizontal chop modality for partitioning a view into a left and a right subview. MLSLS extends MLSL with formulas of the form:
\[
c s: \phi, \text { for } c s \subseteq C V a r,
\]
where the set of cars considered when determining the truth value of \(\phi\) is narrowed down to cars denoted by variables in \(c s\).

Definition 4 (Syntax). The set of MLSLS formulas \(\phi \in \Phi\) is given as
\[
\phi::=\gamma=\gamma^{\prime} \mid \text { free }|\operatorname{re}(\gamma)| \operatorname{cl}(\gamma)|\ell=k| \neg \phi|\phi \wedge \phi| \exists c . \phi|\phi \frown \phi|_{\phi}^{\phi} \mid c s: \phi
\]
where \(c \in C\) Var, \(k\) is a rational number, i.e., \(k \in \mathbb{Q}, \gamma, \gamma^{\prime} \in C \operatorname{Var} \cup\{\mathrm{ego}\}\), \(c s \subseteq C V a r\) and \(\ell\) is a special symbol denoting the length of the lanes' extension.
Contrary to \([4,8]\) we use rational constants as they are machine representable.
The formula free is true for one-lane views containing no cars, re(c) and \(\mathrm{cl}(c)\) are true for one-lane views that are fully covered by the safety envelope of a reservation or claim, respectively, by \(c\). Furthermore, \(\phi \frown \psi\) denotes horizontal partitioning of a view and \(\begin{gathered}\phi \\ \psi\end{gathered}\) vertical chop of a view.

Let free \(\operatorname{Var}(\phi)\) denote the set of free variables occurring in an MLSLS formula \(\phi\). The definition of this function is standard for the first-order fragment, so we just give the parts for ego, chopped and scoped formulas:
\[
\begin{aligned}
\text { free } \operatorname{Var}(\text { ego }) & =\{\text { ego }\} \\
\operatorname{free} \operatorname{Var}(\phi \frown \psi)=\text { freeVar }\binom{\phi}{\psi} & =\text { freeVar }(\phi) \cup \text { free } \operatorname{Var}(\psi) \\
\text { freeVar }(x s: \phi) & =x s \cup \operatorname{free} \operatorname{Var}(\phi)
\end{aligned}
\]

Definition 5 (Semantics). Let \(c \in C \operatorname{Var}, k \in \mathbb{Q}\) and \(\gamma, \gamma^{\prime} \in C \operatorname{Var} \cup\{\) ego \(\}\). Given a scope \(C S \subseteq \mathbb{I}\), a traffic snapshot \(\mathcal{T S}\), a view \(V=([l, n],[r, t], E)\) and a valuation \(\nu\) with \(\nu(\mathrm{ego})=E\) we define the satisfaction of a formula by a model \(\mathcal{M}=(C S, \mathcal{T} \mathcal{S}, V, \nu)\) as follows:
\[
\begin{aligned}
& \mathcal{M} \models \gamma=\gamma^{\prime} \quad \Leftrightarrow \quad \nu(\gamma)=\nu\left(\gamma^{\prime}\right) \\
& \mathcal{M} \models \text { free } \Leftrightarrow(l \notin \operatorname{res}(C) \cup \operatorname{clm}(C) \text { or } \operatorname{se}(C, \mathcal{T} \mathcal{S}) \cap(r, t)=\emptyset) \\
& \text { for every } C \in C S \text {, and } l=n \text { and } r<t \\
& \mathcal{M} \models \operatorname{re}(\gamma) \quad \Leftrightarrow l \in \operatorname{res}(\nu(\gamma)) \text { and }[r, t] \subseteq \operatorname{se}(\nu(\gamma), \mathcal{T} \mathcal{S}) \text { and } l=n \text { and } r<t \\
& \mathcal{M} \models \operatorname{cl}(\gamma) \quad \Leftrightarrow l \in \operatorname{clm}(\nu(\gamma)) \text { and }[r, t] \subseteq \operatorname{se}(\nu(\gamma), \mathcal{T S}) \text { and } l=n \text { and } r<t \\
& \mathcal{M} \models \ell=k \quad \Leftrightarrow t-r=k \\
& \mathcal{M} \models c s: \phi \quad \Leftrightarrow \quad(\{\nu(c) \mid c \in c s\}, \mathcal{T} \mathcal{S}, V, \nu) \models \phi \\
& \mathcal{M} \models \neg \phi \quad \Leftrightarrow \mathcal{M} \not \vDash \phi \\
& \mathcal{M} \models \phi_{0} \wedge \phi_{1} \quad \Leftrightarrow \mathcal{M} \models \phi_{0} \text { and } \mathcal{M} \models \phi_{1} \\
& \mathcal{M} \models \exists c \cdot \phi \quad \Leftrightarrow(C S, \mathcal{T} \mathcal{S}, V, \nu \oplus\{c \mapsto C\}) \vDash \phi \text {, for some } C \text { in } C S \\
& \mathcal{M} \models \phi_{0} \frown \phi_{1} \Leftrightarrow\left(C S, \mathcal{T} \mathcal{S}, V_{[r, s]}, \nu\right) \models \phi_{0} \text { and }\left(C S, \mathcal{T} \mathcal{S}, V_{[s, t]}, \nu\right) \models \phi_{1} \text {, } \\
& \text { for some } s \text {, where } r \leq s \leq t \\
& \mathcal{M} \models{ }_{\phi_{1}} \quad \Leftrightarrow \quad l \leq n \text { implies } \\
& \left(C S, \mathcal{T} \mathcal{S}, V^{[l, m]}, \nu\right) \models \phi_{0} \text { and }\left(C S, \mathcal{T} \mathcal{S}, V^{[m+1, n]}, \nu\right) \models \phi_{1} \\
& \text { for some } m \text {, where } l-1 \leq m \leq n \text {, and } \\
& l>n \text { implies }(C S, \mathcal{T} \mathcal{S}, V, \nu) \models \phi_{0} \text { and }(C S, \mathcal{T} \mathcal{S}, V, \nu) \models \phi_{1}
\end{aligned}
\]

In the semantics of the vertical chop operator \(\begin{gathered}\phi_{1} \\ \phi_{0}\end{gathered}\), we deviate from the classical semantics and distinguish two cases. If the current view contains at least one lane we split the view into a lower and an upper subview and evaluate \(\phi_{0}\) on the lower subview and \(\phi_{1}\) on the upper subview. Otherwise, when the view is empty, we do not chop the view and instead evaluate both formulas on the same view. The intuition here is that all subviews of an empty view are empty and we can not distinguish different empty views with MLSLS. This special handling is necessary, because if we chop along a lane into a lower and an upper subview the lanes of the two subviews should be disjoint. However, for horizontal chops the endpoint of left subview and the startpoint of the right subview are shared.

The scope component \(C S\) of a model \((C S, \mathcal{T} \mathcal{S}, V, \nu)\) is used in the semantics for the formulas free and \(\exists c . \phi\). The formula free holds if no car from the scope \(C S\) occupies a part of the lane under consideration, and \(\exists c . \phi\) holds if \(\phi\) holds for some car \(C\) in the scope \(C S\).

\section*{Definition 6 (Satisfiability and Validity).}
- An MLSLS formula \(\phi\) is satisfiable iff ( \(C S, \mathcal{T} \mathcal{S}, V, \nu) \models \phi\) holds for some scope \(C S \subseteq \mathbb{I}\), traffic snapshot \(\mathcal{T} \mathcal{S}\), view \(V\), and valuation \(\nu\).
- An MLSLS formula \(\phi\) is valid iff \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models \phi\) holds for every traffic snapshot \(\mathcal{T} \mathcal{S}\), view \(V\), and valuation \(\nu\).

If we disregard formulas of the form \(c s: \phi\) and use \(\mathbb{I}\) as scope component in models, then the above semantics coincides with that for MLSL.

We make use of the standard first order abbreviations such as true, false, \(\vee, \forall\). In addition we define
\[
\ell \geq k \equiv \ell=k \frown \text { true },
\]
denoting the fact that the extension is longer than or equal to \(k\). It is now easy to define \(\ell<k, \ell \leq k\), and \(\ell>k\).

To derive a similar constraint for the lane dimension: \(\mathcal{L}=1\), i.e., the number of lanes in the current view is one, we use the formula free:
\[
\mathcal{L}=1 \equiv\{ \}: \text { free }
\]
together with the empty scope. Inspecting the semantics we see that this formula is true for a model with view \(([l, n],[r, t], E)\) iff \(l=n\) and \(r<t\), i.e., it is required that a lane has a positive extent. Further relations on the number of lanes can be derived using vertical chop, for example:
\[
\mathcal{L}=2 \equiv\binom{\mathcal{L}=1}{\mathcal{L}=1}
\]

The abbreviation \(\langle\phi\rangle\) expresses that there is a subview satisfying \(\phi\) :
\[
\langle\phi\rangle \equiv \operatorname{true} \frown\left(\begin{array}{c}
\text { true } \\
\phi \\
\text { true }
\end{array}\right) \frown \text { true }
\]

The following example of a specification formula expresses that any two cars on the same lane should always keep clear by at least 4 distance units (generally taken to be meters):
\[
\neg\langle\exists c, d . \operatorname{re}(c) \frown \ell<4 \frown \operatorname{re}(d)\rangle
\]

\section*{3 Technical Observability and Stable Models}

While MLSL reasons about a countable infinite set \(\mathbb{I}\) of (unique) car identifiers, technical surveillance of the traffic situation by the ego car can in real-time and thus in situ only harvest information about a finite set \(\mathbb{S} \subset \mathbb{I}\) of neighbouring cars. Evaluation of guard or invariant conditions employed in decision making can consequently only resort to state information pertaining to the perceived set \(\mathbb{S}\) of cars. Let us assume that the particular sample \(\mathbb{S} \subset \mathbb{I}\) drawn satisfies some reasonable constraints that the on-board sensing and data-harvesting subsystems of the ego car can guarantee. Then this leads to the question
1. whether evaluating such a guard or invariant condition instrumental to decision making is independent from the particular sample \(\mathbb{S} \subset \mathbb{I}\) drawn and
2. whether evaluating that condition on a sample \(\mathbb{S} \subset \mathbb{I}\) provides reliable information on its validity over \(\mathbb{I}\) itself, including the hidden states of cars present in \(\mathbb{I} \backslash \mathbb{S}\), yet not detected and observed.

Note that the constraints do not determine a single sample, but rather exclude samples that we do not expect to observe. In the rest of this section we first formalize these properties and then give an example.

We assume that \(\mathbb{S}\) has a fixed maximal size \(|\mathbb{S}| \leq N \in \mathbb{N}\) imposed by the real-time constraints on harvesting environmental information via measurements by the ego car and via car2x communication. We furthermore assume that we know which sample sets \(\mathbb{S}\) may arise in a given situation, which in turn is represented by an omniscient traffic snapshot \(\mathcal{T} \mathcal{S}\). That is, we assume a relation consistent \(\subset \mathbb{T S} \times \mathcal{P}(\mathbb{I})\), where consistent \((\mathcal{T S}, \mathbb{S})\) captures the relation between overall traffic situations \(\mathcal{T} \mathcal{S}\) and samples \(\mathbb{S} \subset \mathbb{I}\) that may arise due to technical surveillance within that particular situation. We use MLSLS to express the consistency relation.

Definition 7 (Consistency Constraint). Let \(\bar{c} \equiv \operatorname{ego}, c_{2}, \ldots, c_{N}\) be a vector of car variables. A consistency constraint is an MLSLS formula consistent( \(\bar{c}\) ) which has \(c_{2}, \ldots, c_{N}\) as free variables. In any satisfying model of consistent \((\bar{c})\), the assignments to \(\bar{c}\) constitute a consistent sample for the traffic snapshot.

Note that a sample may contain less than \(N\) identifiers. In this case some of the variables from \(\bar{c}\) are mapped to the same car. This consistency formula can be considered a requirements specification for the in-car equipment used for sensing cars in the neighbourhood and for data harvesting.

Now we can formalize properties 1. and 2. from above in MLSLS. A formula is stable iff on all models, the evaluation of its truth value does not depend on the particular consistent sample drawn. Further, a formula is strongly stable
iff it always evaluates to the same value on any consistent sample as over the omniscient traffic snapshot.

Definition 8 (Stability under sampling). Let \(\bar{c} \equiv \operatorname{ego}, c_{2}, \ldots, c_{N}\) and \(\bar{c}^{\prime} \equiv\) ego, \(c_{2}^{\prime}, \ldots, c_{N}^{\prime}\) be two vectors of car variables, where \(c_{2}, \ldots, c_{N}\) and \(c_{2}^{\prime}, \ldots, c_{N}^{\prime}\) are mutually distinct and let consistent \((\bar{c})\) be a consistency constraint, as defined above. Then an MLSLS formula \(\phi\) is called stable iff
\[
\begin{equation*}
\left(\operatorname{consistent}(\bar{c}) \wedge \operatorname{consistent}\left(\bar{c}^{\prime}\right)\right) \Longrightarrow\left(\{\bar{c}\}: \phi \Longleftrightarrow\left\{\bar{c}^{\prime}\right\}: \phi\right) \text { is valid, } \tag{1}
\end{equation*}
\]
and it is called strongly stable iff
\[
\begin{equation*}
\text { consistent }(\bar{c}) \Longrightarrow(\{\bar{c}\}: \phi \Longleftrightarrow \phi) \text { is valid. } \tag{2}
\end{equation*}
\]

\subsection*{3.1 An Example of Stability Under Sampling}

In the following, we give an example of a consistency constraint and an MLSL formula and argue that that particular formula is stable under sampling. As abbreviations we introduce
\[
\begin{aligned}
\operatorname{notObs}(\bar{c}, c) & \equiv \bigwedge_{c^{\prime} \in \bar{c}} c \neq c^{\prime} \wedge(\operatorname{re}(c) \vee \operatorname{cl}(c)), \\
\operatorname{someObs}(\bar{c}) & \equiv \bigvee_{c^{\prime} \in \bar{c}}\left(\operatorname{re}\left(c^{\prime}\right) \vee \operatorname{cl}\left(c^{\prime}\right)\right)
\end{aligned}
\]
where notObs \((\bar{c}, c)\) holds if the extension \([r, t]\) of the considered lane is covered by a reservation or claim of a car \(c\) that does not belong to the sample, and someObs \((\bar{c})\) holds if the extension \([r, t]\) of the considered lane is covered by a reservation or claim of some sampled car (possibly ego itself).

The following onservability constraint, later used for defining consistency of a sample, is organized into three groups: The first concerns cars that are definitely not observed, the second and third groups concern observed cars ahead of the ego car, where the second addresses the same lane as the ego lane, while the last concerns the lanes next to the ego lane:
1. Cars beyond a certain distance, e.g. 500 m or two lanes, are never observed, be it due to physical limits of sensors or to filtering mechanisms in car2x communication aiming at confining communication bandwidth.
\[
\operatorname{Con}_{1}(\bar{c}) \equiv \neg\binom{(\langle\operatorname{re}(\text { ego })\rangle \frown \ell \geq 500 \frown\langle\operatorname{someObs}(\bar{c})\rangle)}{\vee\left(\begin{array}{c}
\langle\operatorname{re}(\operatorname{ego})\rangle \\
\mathcal{L} \geq 2 \\
\langle\operatorname{someObs}(\bar{c})\rangle
\end{array}\right) \vee\left(\begin{array}{c}
\langle\operatorname{someObs}(\bar{c})\rangle \\
\mathcal{L} \geq 2 \\
\langle\operatorname{re}(\operatorname{ego})\rangle
\end{array}\right)}
\]
2. Within a distance of 250 m from ego, it is not the case that a car on the own lane is not sampled while another car further away from ego is sampled. \({ }^{2}\)
\[
\operatorname{Con}_{2}(\bar{c}) \equiv \neg(\langle\operatorname{re}(\text { ego }) \frown \ell \leq 250 \frown \exists c \cdot \operatorname{notObs}(\bar{c}, c)\rangle \frown\langle\operatorname{someObs}(\bar{c})\rangle)
\]

\footnotetext{
\({ }^{2}\) The intuition is that within a range of 250 m , all cars are observed unless occluded by another car closer to ego.
}
3. All cars on neighboring lanes within 100 m of ego belong to the sample.
\[
\operatorname{Con}_{3}(\bar{c}) \equiv \neg\left(\begin{array}{c}
\left\langle\binom{\mathcal{L}=1}{\mathrm{re}(\text { ego })} \frown \ell \leq 100 \frown\binom{\exists c \cdot \operatorname{notObs}(\bar{c}, c)}{\mathcal{L}=1}\right\rangle \\
\vee \\
\left\langle\binom{\mathrm{re}(\text { ego })}{\mathcal{L}=1} \frown \ell \leq 100 \frown\binom{\mathcal{L}=1}{\exists c \cdot \operatorname{notObs}(\bar{c}, c)}\right\rangle
\end{array}\right)
\]

Constraints concerning the region behind ego could be organized in a similar fashion. We omit them here for the sake of brevity. Given the above constraints on possible observations, we define the overall consistency constraint as
\[
\begin{equation*}
\operatorname{consistent}(\bar{c}) \equiv \bigwedge_{i=1}^{3} \operatorname{Con}_{i}(\bar{c}) \tag{3}
\end{equation*}
\]

Consider next a guard on a transition of a control automaton that should be taken when an overtake manoeuvre is initiated. This guard should ensure that an overtake manoeuvre is meaningful and safe. It is meaningful when there is a car in front of ego (on the same lane) within 35 m , and it is safe when the lane to the left of ego is free for at least \(100 \mathrm{~m} .{ }^{3}\) This leads to the following specification:
\[
\operatorname{guard} \equiv\left\langle\begin{array}{c}
(\text { free } \wedge \ell \geq 100) \frown \text { true } \\
\text { re(ego }) \frown(\text { free } \wedge \ell<35) \frown \exists c . \text { re }(c) \frown \text { true }
\end{array}\right\rangle
\]

In order to draw a driving decision for or against overtaking, this guard will have to be evaluated on a given sample for a given traffic snapshot.

In order to check whether the guard is stable when evaluated over consistent samples up to size \(N=20\), we let \(\bar{c} \equiv\) ego, \(c_{2}, \ldots, c_{20}\) and \(\bar{c}^{\prime} \equiv\) ego, \(c_{2}^{\prime}, \ldots, c_{20}^{\prime}\) be two vectors of car variables. We instantiate the stability formula from Definition 8 as
\[
\left(\operatorname{consistent}(\bar{c}) \wedge \text { consistent }\left(\bar{c}^{\prime}\right)\right) \Longrightarrow\left(\{\bar{c}\}: \text { guard } \Longleftrightarrow\left\{\bar{c}^{\prime}\right\}: \text { guard }\right)
\]
and check whether it is satisfied by all models of the form \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu)\).
To see that the MLSL formula guard is stable w.r.t. the consistency constraint from (3), observe that when \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models \operatorname{consistent}(\bar{c}) \wedge \operatorname{consistent}\left(\bar{c}^{\prime}\right)\) holds, then \(\nu\) contains an assignments to \(\bar{c}, \bar{c}^{\prime}\), which induces two consistent samples \(\mathbb{S}\) and \(\mathbb{S}^{\prime}\). Furthermore, we know that \(\mathrm{Con}_{3}\) ensures that \(\mathbb{S}\) and \(\mathbb{S}^{\prime}\) both contain all cars on adjacent lanes within 100 m in front of ego. Similarly, we know from \(\mathrm{Con}_{2}\) that a car in front of us will be detected if in the 35 m range. As guard reasons about space at most 100 m from ego on the left lane, and at most 35 m from ego on the own lane, we can deduce that \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models\{\bar{c}\}\) :guard \(\Longleftrightarrow\left\{\bar{c}^{\prime}\right\}\) :guard holds for each consistent pair of samples \(\mathbb{S}\) and \(\mathbb{S}^{\prime}\). The MLSL formula guard consequently is stable. A similar argument shows that it is strongly stable.

\footnotetext{
\({ }^{3}\) Safety under these conditions obviously applies to the low-speed regime only. This example specification therefore is not a complete one, yet should be considered being part of a larger overall scenario.
}

\section*{4 Satisfiability of MLSLS}

In this section, we give a decision procedure for deciding a subset of MLSLS. To do so we transform formulas to constraints belonging to quantified linear integerreal arithmetic (QLIRA), for which the satisfiability problem is decidable [9,15]. In the considered fragment, scoped formulas are used to enforce that there is a fixed bound on the number of cars that need consideration. In particular, it is required that the formulas free and \(\exists c . \phi\) occur only inside a scoped formula. Such formulas are called well-scoped formulas.

Definition 9 (Well-scoped MLSLS formulas). The set of well-scoped MLSLS formulas \(\phi \in \Phi_{W}\) is generated by the following grammar:
\[
\begin{aligned}
& \phi::=A|\neg \phi| \phi \wedge \phi|\phi \frown \phi|_{\phi}^{\phi} \mid c s: \phi^{\prime}, \\
& A::=\ell=k\left|\gamma=\gamma^{\prime}\right| \operatorname{re}(\gamma) \mid \operatorname{cl}(\gamma) \\
& \phi^{\prime}:: \left.=\mathrm{free}\left|\exists c . \phi^{\prime}\right| A\left|\neg \phi^{\prime}\right| \phi^{\prime} \wedge \phi^{\prime}\left|\phi^{\prime} \frown \phi^{\prime}\right| \frac{\phi^{\prime}}{\phi^{\prime}} \right\rvert\, c s: \phi^{\prime},
\end{aligned}
\]
where \(c \in C\) Var, \(c s \subseteq C\) Var is finite, \(k \in \mathbb{Q}\) and \(\gamma, \gamma^{\prime} \in C \operatorname{Var} \cup\{\) ego \(\}\).
In QLIRA we use variables ranging over the real numbers, as well as the operations of linear arithmetic and rounding to the next smaller integer.

Definition 10 (Formulas of QLIRA). The set of QLIRA formulas \(\psi \in \Psi\) is generated by the following grammar:
\[
\begin{aligned}
\psi & ::=\exists x \in \mathbb{R} . \psi \mid \text { term } \leq \text { term }|\neg \psi| \psi \wedge \psi, \\
\text { term } & ::=k|x|\lfloor x\rfloor \mid \text { term }+ \text { term },
\end{aligned}
\]
where \(x \in R\) Var (a set of variables ranging over real numbers) and \(k \in \mathbb{Q}\).
We use the remaining propositional connectives and \(=,<, \geq\) and \(>\) as abbreviations. Furthermore, \(\exists i \in \mathbb{N} . \psi\) is an abbreviation for \(\exists i \in \mathbb{R} . i=\lfloor i\rfloor \wedge 0 \leq i \wedge \psi\). When the constraint \(i=\lfloor i\rfloor \wedge 0 \leq i\) is associated with a variable \(i\), then \(i\) ranges over natural numbers and we say that \(i \in N V a r\), that is, \(N V a r\) is a set of variables ranging over natural numbers.

For terms term \({ }_{j}, j \in[0,3]\), and terms term \(_{0}, \ldots\), term \(_{k}, k \in \mathbb{N}_{\geq 1}\), we define
\[
\begin{aligned}
{\left[\text { term }_{0}, \text { term }_{1}\right] \subseteq\left[\text { term }_{2}, \text { term }_{3}\right] } & \equiv \text { term }_{2} \leq \text { term }_{0} \wedge \text { term }_{1} \leq \text { term }_{3}, \\
\text { term }_{0} \in\left\{\text { term }_{1}, \ldots, \text { term }_{k}\right\} & \equiv \bigvee_{\text {term }_{j} \in\left\{\text { term }_{1}, \ldots, \text { term }_{k}\right\}}^{\text {term }_{j}=\text { term }_{0}} \\
{\left[\text { term }_{0}, \text { term }_{1}\right] \cap\left(\text { term }_{2}, \text { term }_{3}\right)=\emptyset } & \equiv \text { term }_{1} \leq \text { term }_{2} \vee \text { term }_{3} \leq \text { term }_{0}
\end{aligned}
\]

Note that both intervals in the subset definition are closed, but for the intersection definition the interval \(\left(\right.\) term \(_{2}\), term \(\left._{3}\right)\) is open.

\subsection*{4.1 A QLIRA Representation of a Traffic Snapshot \(\mathcal{T} \mathcal{S}\)}

It is now described how the satisfiability problem for well-scoped formulas \(\phi\) is reduced to satisfiability of QLIRA formulas. Variables of QLIRA are introduced so that the various components of a model \((C S, \mathcal{T} \mathcal{S}, V, \nu)\), for \(V=\) ( \([l, n],[r, t], E)\), can be represented in QLIRA, and so that the translation function "mimics" the definition of the semantics relation \(\vDash\) in Definition 5. A key issue is the QLIRA representation of a traffic snapshot.

Let \(\phi\) be a well-scoped formula with free variables \(c s=\left\{c_{0}, c_{1}, \ldots, c_{n-1}\right\}=\) free \(\operatorname{Var}(\phi)\). Then, due to the structure of well-scoped formulas, the number of free variables \(n\) is a bound on the number of cars necessary to consider when checking for the satisfiability of \(\phi\). Hence, only a finite traffic snapshot needs to be represented when checking for satisfiability. To do so, we introduce \(n\) natural number variables of QLIRA \(C^{0}, C^{1}, \ldots, C^{n-1}\) representing \(n\) cars. Furthermore, let \(f_{\text {init }}: c s \rightarrow N V a r\) be defined by
\[
\begin{equation*}
f_{\text {init }}\left(c_{i}\right)=C^{i} \tag{4}
\end{equation*}
\]

The spatial information for each of these cars, say \(C^{i} \in N V a r\), is represented by five QLIRA variables: \(C_{\mathrm{pos}}^{i}, C_{\mathrm{res}}^{i}, C_{\mathrm{res}}{ }^{i}, C_{\mathrm{clm}}^{i}\), and \(C_{\mathrm{spacing}}^{i}\), for the position, lane reserved, alternative lane reserved, lane claimed, and size of the safety envelope. Hence, prior to the translation of \(\phi\) a table is created containing \(n\) entries \(\left(C^{i},\left(C_{\text {pos }}^{i}, C_{\text {res }}^{i}, C_{\text {res }}^{i}, C_{\mathrm{clm}}^{i}, C_{\text {spacing }}^{i}\right)\right)\) with QLIRA variables for \(n\) cars.

Variables \(C_{\text {pos }}^{i}\) and \(C_{\text {spacing }}^{i}\) range over the reals and variables \(C_{\text {res }}^{i}\) range over natural numbers. Variables \(C_{\mathrm{res}^{\prime}}^{i}, C_{\mathrm{clm}}^{i}\) range over natural numbers denoting a lane or may take a special value, say nil \(=-2\) denoting no reservation or no claim. Technically this is enforced by associating a constraint of the form \((x=\lfloor x\rfloor \wedge 0 \leq x) \vee x=-2\) with each such variable.

To meaningfully represent a traffic snapshot, these variables must satisfy properties such as \(C_{\text {spacing }}^{i}>0\) and if two distinct variables \(C^{i}\) and \(C^{j}\) denote the same car, then the characterizing variables for \(C^{i}\) and \(C^{j}\) must agree. Such properties can be formulated in QLIRA, for example:

Notice that also the sanity constraints of Definition 1 can be expressed in QLIRA using the variables introduced. We will not give further details here but just assume the existence of a QLIRA formula, named "sanity", capturing the sanity constraints for the QLIRA representation (like the formula above) as well as the sanity constraints for traffic snapshots.

\subsection*{4.2 Translating Well-Scoped MLSLS Formulas to QLIRA}

The translation function from well-scoped formulas to QLIRA should "mimic" the definition of the semantic relation \(\models\) in Definition 5. Inspecting this semantics, it is observed that the traffic snapshot \(\mathcal{T S}\) and the ego part \(E\) of a view
\(V=([l, n],[r, t], E)\) remain constants throughout the recursive definition of \((C S, \mathcal{T} \mathcal{S}, V, \nu) \models \phi\).

Hence, the translation function must keep track of the
- scope part \(C S\), i.e. a subset of \(\left\{C^{0}, C^{1}, \ldots, C^{n-1}\right\}\),
- the lane part \([l, n]\) of \(V\), i.e. two natural number variables of QLIRA,
- the extent part \([r, t]\) of \(V\), i.e. two real number variables of QLIRA, and
- the valuation part \(\nu\), i.e. a function with type: \(f: c s \rightarrow\left\{C^{0}, C^{1}, \ldots, C^{n-1}\right\}\).

The part that may change during translation is modelled by the type T :
\[
\mathrm{T}=\mathcal{P}(N \operatorname{Var}) \times N \operatorname{Var} \times N \operatorname{Var} \times R \operatorname{Var} \times R \operatorname{Var} \times((C \operatorname{Var} \cup\{\mathrm{ego}\}) \rightarrow N \operatorname{Var})
\]

Definition 11 (Transformation). The transformation is given by a function
\[
t r: \mathrm{T} \times \Phi_{W} \rightarrow \Psi
\]

Let \(\Upsilon=\left(C S, i, i^{\prime}, x, x^{\prime}, f\right) \in \mathrm{T}, k \in \mathbb{Q}, \gamma, \gamma^{\prime} \in C \operatorname{Var} \cup\{\) ego \(\}\) and \(c \in C V a r\). Then the transformation is given as:
\[
\begin{aligned}
& \operatorname{tr}(\Upsilon, \operatorname{re}(\gamma)):=x^{\prime}>x \wedge\left[x, x^{\prime}\right] \subseteq\left[C_{\mathrm{pos}}, C_{\mathrm{pos}}+C_{\text {spacing }}\right] \wedge \\
& i=i^{\prime} \wedge\left(i=C_{\mathrm{res}} \vee i=C_{\mathrm{res}}{ }^{\prime}\right) \text {, where } C=f(\gamma) \\
& \operatorname{tr}(\Upsilon, \operatorname{cl}(\gamma)):=x^{\prime}>x \wedge\left[x, x^{\prime}\right] \subseteq\left[C_{\text {pos }}, C_{\text {pos }}+C_{\text {spacing }}\right] \wedge \\
& i=i^{\prime} \wedge i=C_{\text {clm }} \text {, where } C=f(\gamma) \\
& \operatorname{tr}(\Upsilon, \text { free }):=i=i^{\prime} \wedge x^{\prime}>x \wedge \bigwedge_{C \in C S}\left(\begin{array}{l}
i \notin\left\{C_{\mathrm{res}}, C_{\mathrm{res}}, C_{\mathrm{clm}}\right\} \\
\vee \\
{\left[x, x^{\prime}\right] \cap\left[C_{\mathrm{pos}}, C_{\mathrm{pos}}+C_{\mathrm{spacing}}\right]=\emptyset}
\end{array}\right) \\
& \operatorname{tr}(\Upsilon, \ell=k):=\quad x^{\prime}-x=k \\
& \operatorname{tr}\left(\Upsilon, \gamma=\gamma^{\prime}\right):=\quad f(\gamma)=f\left(\gamma^{\prime}\right) \\
& \operatorname{tr}(\Upsilon, c s: \phi):=\operatorname{tr}\left(\left(\{f(c) \mid c \in c s\}, i, i^{\prime}, x, x^{\prime}, f\right), \phi\right) \\
& \operatorname{tr}\left(\Upsilon, \phi_{0} \wedge \phi_{1}\right):=\operatorname{tr}\left(\Upsilon, \phi_{0}\right) \wedge \operatorname{tr}\left(\Upsilon, \phi_{1}\right) \\
& \operatorname{tr}(\Upsilon, \neg \phi):=\quad \neg \operatorname{tr}(\Upsilon, \phi) \\
& \operatorname{tr}(\Upsilon, \exists c . \phi):=\bigvee_{C \in C S} \operatorname{tr}\left(\left(C S, i, i^{\prime}, x, x^{\prime}, f \oplus\{c \mapsto C\}\right), \phi\right) \\
& \operatorname{tr}\left(\Upsilon, \phi_{0} \frown \phi_{1}\right):=\exists x^{\prime \prime} \in \mathbb{R} . x \leq x^{\prime \prime} \leq x^{\prime} \wedge \\
& \operatorname{tr}\left(\left(C S, i, i^{\prime}, x, x^{\prime \prime}, f\right), \phi_{0}\right) \wedge \operatorname{tr}\left(\left(C S, i, i^{\prime}, x^{\prime \prime}, x^{\prime}, f\right), \phi_{1}\right) \\
& \text { where } x^{\prime \prime} \text { is a fresh QLIRA variable } \\
& \operatorname{tr}\left(\Upsilon,{ }_{\phi_{0}}^{\phi_{1}}\right):=\left(\begin{array}{c} 
\\
i \leq i^{\prime} \Longrightarrow \exists i^{\prime \prime} \in \mathbb{N} .\left(\begin{array}{c}
i-1 \leq i^{\prime \prime} \leq i^{\prime} \\
\wedge \operatorname{tr}\left(\left(C S, i, i^{\prime \prime}, x, x^{\prime}, f\right), \phi_{0}\right) \\
\wedge \operatorname{tr}\left(\left(C S, i^{\prime \prime}+1, i^{\prime}, x, x^{\prime}, f\right), \phi_{1}\right)
\end{array}\right) \\
\wedge \\
i>i^{\prime} \Longrightarrow\binom{\operatorname{tr}\left(\left(C S, i, i^{\prime}, x, x^{\prime}, f\right), \phi_{0}\right)}{\wedge \operatorname{tr}\left(\left(C S, i, i^{\prime}, x, x^{\prime}, f\right), \phi_{1}\right)}
\end{array}\right) \\
& \text { where } i^{\prime \prime} \text { is a fresh QLIRA variable }
\end{aligned}
\]

Notice that the translation function is a direct reflection of the definition of semantic relation \(\models\).

We define
\[
F(\phi) \equiv \text { sanity } \wedge \operatorname{tr}\left(\left(\emptyset, i, i^{\prime}, x, x^{\prime}, f_{\text {init }}\right), \phi\right)
\]
where the formula "sanity" is the QLIRA formula mentioned above that expresses the sanity constraints on traffic snapshots and sanity constraints on the encoding and \(f_{\text {init }}\) is given by (4). Since the QLIRA constraint \(F(\phi)\) follows the structure of Definition 5, it is equisatisfiable to the well-scoped MLSLS formula \(\phi\), which is stated in the following theorem.

Corollary 1. Given a well-scoped MLSLS formula \(\phi\) we can effectively create QLIRA constraints \(F(\phi)\) such that
\[
\phi \text { is satisfiable iff } F(\phi) \text { is satisfiable } .
\]

A direct consequence is decidability of well-scoped MLSLS:
Theorem 1 (Decidability of well-scoped MLSLS). Satisfiability and validity of well-scoped MLSLS are decidable.

Proof. Well-scoped MLSLS is closed under negation. Hence, both satisfiability and validity can be reduced to satisfiability problems. Given a well-scoped MLSLS formula \(\phi\), Corollary 1 permits generating a QLIRA constraint \(F(\phi)\) which is equisatisfiable to \(\phi\). Satisfiabilty of \(F(\phi)\), and thus equivalently satisfiability of \(\phi\), is decidable due to decidability of QLIRA.

\section*{5 Deciding Stability}

We now turn to the problem of deciding whether an MLSLS formula \(\phi\) is stable, as defined by condition (1) in Definition 7, i.e., of deciding whether the following formula is valid:
\[
\left(\text { consistent }(\bar{c}) \wedge \text { consistent }\left(\bar{c}^{\prime}\right)\right) \Longrightarrow\left(\{\bar{c}\}: \phi \Longleftrightarrow\left\{\bar{c}^{\prime}\right\}: \phi\right)
\]

Observing that the satisfiablity problem of well-scoped MLSLS is decidable, we address the above problem by adequately scoping formula (1) by successive introduction of scope operators. These introduced scopes must be in connection with subformulas of the form: \(\exists c . \xi\) (cf. Definition 9 ), as such existential quantifiers may otherwise range over an unbounded number of cars. When scopes are introduced for such formulas, special care must be taken concerning possible occurrences of the formula free in \(\xi\). The reason is the universal quantification over all cars in the semantic definition of free (cf. Definition 5), which causes problems when the particular occurrence is outside of any scope operator.

We note two properties of the scope operator which permit its introduction:
Lemma 1 (Scope introduction). Let \(\phi\) be an MLSLS formula containing a positive (or negative, respectively) occurrence of some subformula \(\psi \equiv \exists c . \xi\). Furthermore assume that \(\psi\) occurs outside any scope operator in \(\phi\) and that the formula free does not occur in \(\xi\) outside a scope operator. Let \(\phi^{\prime}\) be the formula that is obtained by replacing \(\psi\) in \(\phi\) by \(\left\{d_{1}, \ldots, d_{n}\right\}: \psi\), where \(d_{1}, \ldots, d_{n}\) are fresh variable names. Then validity of \(\phi^{\prime}\) is a sufficient (necessary, resp.) condition for validity of \(\phi\).

Proof. The freshly introduced scope operator confines the range of the existential quantifier to a subrange of the car identifiers, which strengthens or weakens, respectively, the overall formula depending on polarity of the quantifier occurrence.

Due to decidability of well-scoped formulas (Theorem 1), we obtain a safe, yet incomplete method for checking stability under sampling: in our exemplary consistency formulas \(\mathrm{Con}_{1}\) to \(\mathrm{Con}_{3}\), we do only encounter universal statements over objects outside the sample, \({ }^{4}\) which we consider to be the general form. \({ }^{5}\) Furthermore, observe that the formula free does not occur in the example consistency formula at all and that it occurs only properly scoped within our exemplary stability formula.

For such consistency formulas, we can proceed as follows:
1. Build formula (1). Within this formula, existential quantifiers outside scope operators do only occur positively.
2. Scope these quantifiers by arbitrarily large scopes according to Lemma 1.
3. Decide validity of the resulting well-scoped formula using the procedure of Theorem 1.
4. If the formula is valid then report "stable" and stop. This is sound as validity of the scoped formula is a sufficient condition for validity of the original stability condition (1) according to Lemma 1.
5. Else go back to Step 2 and repeat with larger scopes.

Whenever this procedure terminates, it constitutes a constructive proof of stability of the formula under investigation.

In most cases, we can however do better than such blind search for sufficiently large scopes, as the range of technical perception tends to be bounded. This means that there is a fixed range around the ego car outside which we do not expect cars to show up in the sample. In such cases, a lossless scoping of the consistency predicate by introduction of (generally very large) scope operators is possible, which in

\footnotetext{
\({ }^{4}\) The only quantifiers not ranging over samples are existential quantifiers in negative context.
\({ }^{5}\) To this end please note that there is no need to express that a sampled object actually exists in the outside world, as this has been built into the semantics. Existential statements about objects outside the sample therefore seem to be of no practical value.
}
turn will be exploited for deciding whether the actual (and generally much smaller) sample still is large enough for stably determining truth values.

To get there, we first note some semantic properties of scope operators characterizing situations where introduction of scope operators does not affect satisfaction.

Lemma 2. Let \(\mathcal{T S}\) be a traffic snapshot, \(V=([l, n],[r, t], E)\) be a view and \(\nu\) be a valuation, and denote by
\[
I_{V}=\{C \mid C \in \mathbb{I} \wedge[r, t] \cap \operatorname{se}(C, \mathcal{T} \mathcal{S}) \neq \emptyset \wedge[l, n] \cap(\operatorname{res}(C) \cup \operatorname{clm}(C)) \neq \emptyset\}
\]
the set of cars visible within the current view. Let \(\phi\) be an MLSLS formula. Then
\[
(\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models \phi \Longleftrightarrow \exists C S=I_{V} \uplus S \subset \mathbb{I} .|S|=m \wedge(C S, \mathcal{T} \mathcal{S}, V, \nu) \models \phi,
\]
where \(m\) is the number of quantifiers in \(\phi\) and \(\uplus\) denotes disjoint union. That is \(\phi\) holds over all cars iff there is a satisfying sample containing all cars in the view plus as many extra cars as there are quantifiers.

Proof. By induction on the structure of \(\phi\). For the induction start observe that the only atomic formula which is influenced by scoping is free. It is easy to check that the theorem holds when \(\phi\) itself is the formula free, because the semantics of free depends only on the cars in the view. The only interesting case left for the induction step is quantification, as the semantics of the remaining constructs is not influenced by scoping. Therefore assume in the remainder that \(\phi=\exists c . \psi\).

To show the implication from left to right, assume that \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models \exists c . \psi\). Then there exists \(C \in \mathbb{I}\) such that \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu \oplus\{c \rightarrow C\}) \models \psi\). By induction hypothesis, as \(\psi\) has one quantifier less, there is \(C S^{\prime}=I_{V} \uplus S^{\prime} \subset \mathbb{I}\) with \(\left|S^{\prime}\right|=\) \(m-1\) such that \(\left(C S^{\prime}, \mathcal{T} \mathcal{S}, V, \nu \oplus\{c \rightarrow C\}\right) \vDash \psi\). If \(C \in C S^{\prime}\) then \(C \in C S^{\prime} \cup\{D\}\) for an arbitrary \(D \in \mathbb{I} \backslash C S^{\prime}\) and consequently \(\left(C S^{\prime} \cup\{D\}, \mathcal{T} \mathcal{S}, V, \nu\right) \models \exists c . \psi\). If \(C \notin C S^{\prime}\) then especially \(C \notin I_{V}\). Thus, from \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models \exists c . \psi\) we can conclude that binding \(c\) to \(C\) does not affect any of the spatial subformulas of \(\psi\). For the equations between car identifiers observe that \(C\) is distinct from all the identifiers in \(C S^{\prime}\). Consequently \(\left(C S^{\prime} \cup\{C\}, \mathcal{T} \mathcal{S}, V, \nu\right) \vDash \exists c . \psi\) holds again.

Let us now assume that \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \not \vDash \exists c . \psi\). Then for all \(C \in \mathbb{I}\) we have \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu \oplus\{c \rightarrow C\}) \not \vDash \psi\). By induction hypothesis, as \(\psi\) has one quantifier less, \(\left(C S^{\prime}, \mathcal{T} \mathcal{S}, V, \nu \oplus\{c \rightarrow C\}\right) \not \vDash \psi\) holds for all \(C S^{\prime}=I_{V} \uplus S^{\prime} \subset \mathbb{I}\) with \(\left|S^{\prime}\right|=m-1\). As this does in particular apply for all such \(C S^{\prime}\) with \(C \notin C S^{\prime}\), we can conclude \((C S, \mathcal{T} \mathcal{S}, V, \nu) \not \vDash \exists c . \psi\) for all \(C S=I_{V} \uplus S\) with \(|S|=m\).

Consequently the bi-implication holds.
To achieve decidability of stability, we introduce the assumption that an area of bounded size contains at most a bounded number of cars, which is trivially true due to the given geometric extent of cars. \({ }^{6}\)

\footnotetext{
\({ }^{6}\) The critical reader may object that the geometry of a car may change rather arbitrarily upon a severe crash. This argument, while true, however is irrelevant here, as the decision-making aims at maintaining safety such that its verification conditions invariantly apply to states in the pre-crash phase. Once a crash is encountered, the safety system has failed anyhow and there is no need to analyse any further.
}

Assumption 1. Assume that a part of a motorway of length \(s\) with \(k\) lanes contains at most \(n=\operatorname{bound}(s, k)\) different cars, for some monotonic function bound.

A direct consequence of this assumption is the following.
Corollary 2. Let \(\mathcal{T S}\) be a traffic snapshot, \(V\) be a view, \(\nu\) be a valuation and \(n\) be the maximal number of cars fitting into \(V\). Let \(\phi\) be an MLSLS formula. Then \((\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu) \models \phi\) iff there is a valuation \(\nu^{\prime}\) extending \(\nu\) such that \(\left(\mathbb{I}, \mathcal{T} \mathcal{S}, V, \nu^{\prime}\right) \models\) \(\left\{c_{1}, \ldots, c_{n}, d_{1}, \ldots, d_{m}\right\}: \phi\), where \(m\) is the number of quantifiers in \(\phi\).

We say that a quantifier \(\exists c . \phi\) is unscoped if it ranges over the full range of car identifiers rather than just a finite sample. The crucial point of the previous corollary is to evaluate unscoped quantifiers only on a fixed area. We fix this area to ego and then we can introduce scopes to a large subset of MLSLS without losing completeness for this subset.
Lemma 3 (Exact scope introduction). Let \(\phi\) be an MLSLS formula where each unscoped quantifier occurs within a context of the form \(\left(\eta \wedge \ell \sim_{1} k_{1} \wedge\right.\) \(\left.\mathcal{L} \sim_{2} k_{2}\right) \odot \psi\), which in turn occurs positively in the overall formula. Here, \(\eta \in\) \(\{\mathrm{re}(\mathrm{ego}), \operatorname{cl}(\mathrm{ego}),\langle\mathrm{re}(\mathrm{ego})\rangle,\langle\mathrm{cl}(\mathrm{ego})\rangle\}\), each \(k_{i}\) is a constant and \(\sim_{i} \in\{<, \leq,=\}\), for \(i \in\{1,2\}\), and \(\odot \in\{\Longrightarrow, \wedge\}\). Let \(K_{1}\) and \(K_{2}\) be the largest such constants occurring in the formula. Then
\[
\phi \text { is equisatisfiable to }\left\{c_{1}, \ldots, c_{n}, d_{1}, \ldots, d_{m}\right\}: \phi
\]
where \(n\) is the maximum number of cars fitting a view \(V\) of length \(2 K_{1}\) and width \(2 K_{2}-1\) according to Assumption 1 and \(m\) is the number of quantifiers in \(\phi\).

Proof. Note that all subviews satisfying the "guarding" conditions \(\left(\eta \wedge \ell \sim_{1}\right.\) \(k_{1} \wedge \mathcal{L} \sim_{2} k_{2}\) ) have to contain the ego car due to \(\eta\) and are thus within a range of \(\left[-K_{1}, K_{1}\right]\) around the ego car position and within the range of \(\left[-K_{2}+1, K_{2}-1\right]\) lanes around the ego car lane. The statement then follows from the previous.

Note that this lemma permits to convert certain partially scoped formulas into equisatisfiable well-scoped formulas. Due to decidability of well-scoped formulas, this gives rise to the following decidability result.
Theorem 2 (Decidability of stability). Let \(\phi\) be an MLSLS formula and let consistent \((\bar{c})\) be a consistency predicate for which each unscoped quantifier occurs within a context of the form: \(\left(\eta \wedge \ell \sim_{1} k_{1} \wedge \mathcal{L} \sim_{2} k_{2}\right) \odot \psi\), which in turn occurs negatively in the overall formulas. Here, \(\eta \in\{\mathrm{re}(\mathrm{ego}), \mathrm{cl}(\mathrm{ego}),\langle\mathrm{re}(\mathrm{ego})\rangle,\langle\mathrm{cl}(\mathrm{ego})\rangle\}\), \(k_{i}\) is constant and \(\sim_{i} \in\{<, \leq,=\}\), for \(i \in\{1,2\}\), and \(\odot \in\{\Longrightarrow, \wedge\}\). Then it is decidable whether \(\phi\) is stable under sampling with the consistency predicate consistent \((\bar{c})\).

Proof. Stability under sampling is logically characterized by validity of formula (1). Under the preconditions of the theorem, the negation of formula (1) can be rewritten to an equisatisfiable MLSLS formula in scoped form according to Lemma 3. As satisfiablity of scoped MLSLS formulas is decidable due to Theorem 1, the claim follows.

We show that the exemplary consistency conditions from Sect. 3 fall into the fragment of MLSLS such that stability under sampling can be decided according to Theorem 2. We first define \(\phi \equiv \operatorname{re}(\) ego \() \frown \ell \leq 250 \frown \exists c . \operatorname{notObs}(\bar{c}, c)\) and then we can introduce upper bounds into \(\operatorname{Con}_{2}(\bar{c}) \equiv \neg(\langle\phi\rangle \frown\langle\operatorname{someObs}(\bar{c})\rangle)\) from Sect. 3 such that
\[
\operatorname{Con}_{2}(\bar{c}) \Longleftrightarrow \neg((\langle\phi\rangle \wedge \ell \leq 251 \wedge \mathcal{L}=1) \frown\langle\operatorname{someObs}(\bar{c})\rangle)
\]
which holds because views satisfying reservations can be arbitrary small, as long as the view has length greater zero, and the formula after the last chop is a somewhere formula. Note that instead of 251 we can use any number greater 250. Therefore, consistency constraint \(\mathrm{Con}_{2}(\bar{c})\) can be properly scoped according to Lemma 3, and so can consistency constraint \(\operatorname{Con}_{3}(\bar{c})\) using a similar technique.

In many cases, it even is possible to decide strong stability
\[
\text { consistent }(\bar{c}) \Longrightarrow(\{\bar{c}\}: \phi \Longleftrightarrow \phi) .
\]

As an example consider this formula instantiated with \(\phi \equiv\) guard, as given in Sect. 3.1. This formula contains an unscoped occurrence of the formula
\[
\text { guard } \equiv\left\langle\begin{array}{c}
(\text { free } \wedge \ell \geq 100) \frown \text { true } \\
\text { re }(\text { ego }) \frown(\text { free } \wedge \ell<35) \frown \exists c . \text { re }(c) \frown \text { true }
\end{array}\right\rangle .
\]

According to to Lemma \(1,\{\bar{c}\}\) : guard is a sufficient condition for guard s.t. we can reduce the strong stability condition (2) to
\[
\operatorname{consistent}(\bar{c}) \Longrightarrow(\{\bar{c}\}: \phi \Longleftarrow \phi) .
\]

Here, the unscoped \(\phi\) occurs in negative context only and the formula can thus be decided according to Theorem 2 after adequately rewriting \(\phi\) by the means demonstrated above on the consistency formulas.

\section*{6 Conclusion}

Multi-Lane Spatial Logic (MLSL) has been suggested as a means of increasing the level of abstraction in the design of decision-making algorithms for automated driving. This abstractness, however, comes at the price of raising concerns about implementability of its concepts. A crucial such concern is whether safe evaluation of guard conditions formulated in MLSL is technically feasible, given that technical observation of the environment in a car can only represent part of the environmental objects, which is in stark contrast to the omniscient perspective taken by MLSL's standard semantics. To address this problem, we have defined a conservative extension of MLSL called MLSL with scope (MLSLS), which permits to formulate observability constraints in the logic itself. As the relevant subset of well-scoped MLSL formulas is decidable, as demonstrated by a reduction to QLIRA developed herein, questions of suitability of an MLSL constraint as a technically realizable guard can be answered mechanically.
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\begin{abstract}
There are automated reasoning building blocks shared between the prime calculi for propositional and first-order logic with equality, conflict driven clause learning (CDCL) and superposition, respectively. In this paper I identify these building blocks by a projection of superposition to propositional logic. Underlying both calculi is a partial model assumption guiding ordered resolution inferences that are not redundant.
\end{abstract}

\section*{1 Introduction}

Superposition \([3,4,13,19]\) and CDCL (Conflict Driven Clause Learning) [6, 10, 11,16 ] are the prime calculi for first-order and propositional logic, respectively. While the superposition calculus was the result of an evolution of first-order logic calculi theory research, the progress on CDCL was driven by system development and experimental evaluation. Whereas superposition semi-decides unsatisfiability of first-order clause sets, CDCL decides satisfiability of propositional clause sets. Satisfiability of a first-order clause set is undecidable. Because of the latter, syntactic restrictions on inferences and effective syntactic redundancy criteria are state-of-the-art for today's superposition implementations. Still, the technique for proving superposition completeness relies on an explicit model assumption, a candidate model, that is unfortunately not effective in the first-order context. The candidate model is build with respect to a fixed, total, well-founded ordering on atoms, literals, and clauses. If sufficiently many superposition inferences are performed, the candidate model turns into a model for the overall clause set. For the success of CDCL an explicit, partial model assumption, again a candidate model, is one key ingredient. The candidate model is built via decisions, i.e., guessing the truth value of a literal, and propagations, i.e., forcing the truth value of a literal in order to satisfy a certain clause with respect to the candidate model so far. During a CDCL run the partial model assumption can then either be extended to an overall model or there exists a clause that is false in the model assumption guiding a resolution inference.

It seems that the two calculi don't have much in common. However, in this paper I show that CDCL can be seen as a variant of a projection of superposition to propositional logic. The main contributions of this paper are: (i) a generalized superposition model operator preserving important superposition properties (Definition 17, Lemma 18, Theorem 19), (ii) clauses learned by the CDCL calculus are not redundant, (iii) resolution inferences performed by the

CDCL calculus are actually superposition inferences, (iv) the superposition and CDCL model assumptions are identical (all Theorem 20). Ordering restrictions, model guided inferences and a compatible redundancy notion are important building blocks for automated reasoning systems. The results are discussed in more detail in Section 6. The paper starts with fixing the basic notions and notation, Section 2. The following Section 3 projects the standard superposition calculus to propositional logic. Next CDCL is introduced in form of an abstract rewrite system, Section 4, where as a first contribution I show that CDCL does not learn the same clause twice, Lemma 13. The two sections 3 and 4 are then the basis for a detailed comparison of CDCL and superposition, Section 5.

The paper focuses on the relationship between a candidate model, resolution inferences, a redundancy notion, and ordering restrictions for superposition and CDCL. In order to turn both calculi into sate-of-the-art systems a lot more is needed including sophisticated algorithms and data-structures enabling efficient implementations. These aspects are far beyond the scope of this paper.

\section*{2 Preliminaries}

The background for CDCL as well as superposition is propositional clause logic. A propositional clause language is built over a set \(\Sigma\) of propositional variables, \(\neg\) denotes negation, \(\vee\) disjunction, \(\wedge\) conjunction, \(\perp\) false and \(T\) true. For propositional variables I write \(P, Q\). A propositional variable is an atom. An atom \(P \in \Sigma\) or its negation \(\neg P\) is a literal. For literals I write \(L, K\). The function atom maps a literal to its respective atom and the function comp a literal to its complementary literal, i.e., \(\operatorname{comp}(P)=\neg P\) and \(\operatorname{comp}(\neg P)=P\) for all \(P \in \Sigma\). A clause is a finite disjunction of literals where I identify the disjunction \(L_{1} \vee \ldots \vee L_{n}\) and the multiset \(\left\{L_{1}, \ldots, L_{n}\right\}\). The empty clause \(\emptyset\) corresponds to \(\perp\). For clauses I write \(C, D\). A clause set is interpreted as the conjunction of all its clauses. I identify clause sets and clause sequences depending on whether the ordering plays a role or not. For clause sets (sequences) I write \(N, M, U\).

An (partial) interpretation \(\mathcal{I}\) is a set (or a sequence) of literals such that no complementary literals occur in \(\mathcal{I}\). The relation "entails" \(\vDash\) and the notions of a model, (un)satisfiability, validity are defined as usual. So \(\mathcal{I} \models L\) if \(L \in \mathcal{I}\) and the relation is not defined if neither \(L\) nor its complement occurs in \(\mathcal{I}\). The relation \(\vDash\) is extended accordingly to clauses, clause sets, e.g., \(N \models C\) holds if for every interpretation \(\mathcal{I}\) with \(\mathcal{I} \models N\) it holds \(\mathcal{I} \models C\). An interpretation \(\mathcal{I}\) can be partial in the sense that not all atoms from \(\Sigma\) or atoms contained in a clause set \(N\) are defined by \(\mathcal{I}\) or that \(\mathcal{I}\) is only a partial model for some clause set \(N\), i.e., it satisfies only a subset of \(N\). A Herbrand interpretation \(\mathcal{H}\) is a set (or a sequence) of atoms. A Herbrand interpretation is always total because \(\mathcal{H} \models P\) if \(P \in \mathcal{H}\) and \(\mathcal{H} \models \neg P\) if \(P \notin \mathcal{H}\). For example, \(\mathcal{H}=\{P\}\) then \(\mathcal{H} \models \neg Q\) and thus corresponds to the interpretation \(\mathcal{I}=\{P, \neg Q\}\) for \(\Sigma=\{P, Q\}\).

The calculi in the paper are defined in the form of rewrite systems with respect to a rewrite relation \(\Rightarrow\). A calculus is complete with respect to satisfiability, if for any clause set \(N\) that is satisfiable, it finds a model. It is strongly
complete if for any clause set \(N\) and interpretation \(\mathcal{I} \models N\) the calculus finds \(\mathcal{I}\). It is sound if whenever the calculus finds a model for \(N\) it actually is a model.

\section*{3 Propositional Superposition}

Superposition was originally developed for first-order logic with equality [3,4,13,19]. It can be seen as an refinement of the traditional resolution calculus, where, in particular, resolution inferences are restricted to maximal literals with respect to an ordering. Here I introduce its projection to propositional logic. Superposition tests unsatisfiability of a finite clause set. For propositional clauses it is guaranteed to terminate either by deriving \(\perp\), or by generating a so called saturated clause set where no more inferences are needed to be performed, see Definition 6, below. Compared to the resolution calculus [15] superposition adds (i) ordering restrictions on inferences, (ii) an abstract redundancy notion, (iii) the notion of a (partial) model, based on the ordering for inference guidance, and (iv) a saturation concept.

Definition 1 (Clause Ordering). Let \(\prec\) be a total strict ordering on \(\Sigma\). Then \(\prec\) can be lifted to a total ordering on literals \(\prec_{L}\) by \(\prec \subseteq \prec_{L}\) and \(P \prec_{L} \neg P\) and \(\neg P \prec_{L} Q, \neg P \prec_{L} \neg Q\) for all \(P \prec Q\). The ordering \(\prec_{L}\) can be lifted to a total ordering on clauses \(\prec_{C}\) by considering the multiset extension of \(\prec_{L}\) for clauses.

For example, if \(P \prec Q\), then \(P \prec_{L} \neg P \prec_{L} Q \prec_{L} \neg Q\) and \(P \vee Q \prec_{C}\) \(P \vee Q \vee Q \prec_{C} \neg Q\) because \(\{P, Q\} \prec_{L}^{\text {mul }}\{P, Q, Q\} \prec_{L}^{\text {mul }}\{\neg Q\}\).

Eventually, I overload \(\prec\) with \(\prec_{L}\) and \(\prec_{C}\). So if \(\prec\) is applied to literals it denotes \(\prec_{L}\), if it is applied to clauses, it denotes \(\prec_{C}\). Recall that \(\prec\) is a total ordering on literals and clauses as well. Eventually we will restrict inferences to maximal literals with respect to \(\prec\). A literal \(L \in C\) is maximal in \(C\) if there is no larger literal with respect to \(\prec\) in \(C\). It is strictly maximal if it is maximal and there are no duplicate occurrences of \(L\) in \(C\). For a clause set \(N\), I define \(N^{\prec C}=\{D \in N \mid D \prec C\}\).

\section*{Proposition 2 (Properties of the Clause Ordering).}
1. The orderings on literals and clauses are total and well-founded.
2. Let \(C\) and \(D\) be clauses with \(P=\operatorname{atom}(\max (C)), Q=\operatorname{atom}(\max (D))\), where \(\max (C)\) denotes the maximal literal in \(C\) with respect to \(\prec_{L}\) :
1. If \(Q \prec_{L} P\) then \(D \prec_{C} C\).
2. If \(P=Q, \neg P=\max (C), P=\max (D)\), then \(D \prec_{C} C\).

Definition 3 (Abstract Redundancy). A clause \(C\) is redundant with respect to a clause set \(N\) if \(N^{\prec C} \models C\).

Tautologies are redundant, because they are entailed by any clause set. Subsumed clauses are redundant for strict subset relationship. If \(C \subset D\), then \(D\) is redundant in the presence of \(C\). Duplicate clauses are anyway eliminated quietly because the calculus operates on sets of clauses.

Note that for finite propositional \(N\), and any \(C \in N\) redundancy \(N^{\prec C} \models C\) can be decided but is as hard as testing unsatisfiability for a clause set \(N\). So the goal is to invent useful redundancy notions that can be efficiently decided.

Definition 4 (Partial Model Construction). Given a clause set \(N\) and an ordering \(\prec\) the (partial) Herbrand model \(N_{\mathcal{I}}\) for \(N\) is constructed inductively as follows:
\[
\begin{aligned}
N_{C} & :=\bigcup_{D \prec C}^{D \in N} \delta_{D} \\
\delta_{D} & := \begin{cases}\{P\} & \text { if } D=D^{\prime} \vee P, P \text { strictly maximal, and } N_{D} \models \neg D^{\prime} \\
\emptyset & \text { otherwise }\end{cases} \\
N_{\mathcal{I}} & :=\bigcup_{C \in N} \delta_{C}
\end{aligned}
\]

Clauses \(C\) with \(\delta_{C} \neq \emptyset\) are called productive. Recall that atoms not contained in \(N_{\mathcal{I}}\) are false. The operator only extends the model by an atom \(P\) if it is forced to by a clause \(C \vee P\) where \(C\) is false and \(P\) maximal. Therefore, it constructs minimal models with respect to the subset relationship.

Please properly distinguish: \(N\) is a set of clauses interpreted as the conjunction of all clauses. \(N^{\prec C}\) is of set of clauses from \(N\) strictly smaller than \(C\) with respect to \(\prec . N_{\mathcal{I}}, N_{C}\) are Herbrand interpretations. \(N_{\mathcal{I}}\) is the overall (partial) Herbrand model for \(N\), whereas \(N_{C}\) is generated from all clauses from \(N\) strictly smaller than \(C\).

Proposition 5. Some properties of the partial model construction.
1. For every \(D\) with \((C \vee \neg P) \prec D\) we have \(\delta_{D} \neq\{P\}\).
2. If \(\delta_{C}=\{P\}\) then \(N_{C} \cup \delta_{C} \models C\).
3. If \(N_{C} \models D\) and \(D \prec C\) then for all \(C^{\prime}\) with \(C \prec C^{\prime}\) we have \(N_{C^{\prime}} \models D\) and in particular \(N_{\mathcal{I}} \models D\).
4. If \(N_{C} \models C\) then \(N_{\mathcal{I}} \models C\).
5. If \(N_{\mathcal{I}}=N\) then there is no \(\mathcal{H} \subset \mathcal{I}\) such that \(\mathcal{H} \models N\).

The superposition calculus operates on a set of clauses. It is defined below as a set of non-deterministic, don't care rewrite rules on clause sets. The left hand side of a rule is matched against the clause set and the clause set is replaced by the right hand side of the rule. The symbol \(\uplus\) denotes disjoint union.

The result of this rewrite rule presentation is a separation between the ordering in which a clause set is changed by superposition from the actual changes. Then properties of the calculus can be shown by induction and independent case analysis on the rules. Furthermore, properties relying on a particular rule application strategy can be distinguished from properties relying on the manipulations only. For example, see the different assumptions of Proposition 12 and Lemma 13 in the next section.

Superposition Left \(\quad\left(N \uplus\left\{C_{1} \vee P, C_{2} \vee \neg P\right\}\right) \Rightarrow_{\text {SUP }}\left(N \cup\left\{C_{1} \vee P, C_{2} \vee\right.\right.\) \(\left.\neg P\} \cup\left\{C_{1} \vee C_{2}\right\}\right)\)
where (i) \(P\) is strictly maximal in \(C_{1} \vee P\) (ii) \(\neg P\) is maximal in \(C_{2} \vee \neg P\)

\section*{Factoring \\ \[
(N \uplus\{C \vee P \vee P\}) \Rightarrow{ }_{\text {SUP }}(N \cup\{C \vee P \vee P\} \cup\{C \vee P\})
\]}
where \(P\) is maximal in \(C \vee P \vee P\)
Note that the superposition factoring rule differs from the resolution factoring rule in that it only applies to positive literals. In contrast to CDCL (Section 4), duplicate literal occurrences are not silently merged but either condensed (see below) or factorized. In fact, in propositional logic Condensation can effectively replace Factoring. However, as soon as the logic gets (a little) more expressive, Factoring and Condensation need to be distinguished (see also Section 6).

Definition 6 (Saturation). A set \(N\) of clauses is called saturated up to redundancy, if any clause generated by Superposition Left or Factoring from nonredundant clauses in \(N\) is redundant with respect to \(N\) or contained in \(N\).

Examples for specific rules that eliminate redundant clauses or replace clauses by clauses making them redundant are:

\section*{Subsumption}
\[
\left(N \uplus\left\{C_{1}, C_{2}\right\}\right) \Rightarrow_{\mathrm{SUP}}\left(N \cup\left\{C_{1}\right\}\right)
\]
provided \(C_{1} \subset C_{2}\)

\section*{Tautology \\ Deletion}
\[
(N \uplus\{C \vee P \vee \neg P\}) \Rightarrow \operatorname{SUP}(N)
\]

Condensation \(\quad\left(N \uplus\left\{C_{1} \vee L \vee L\right\}\right) \Rightarrow_{\text {SUP }}\left(N \cup\left\{C_{1} \vee L\right\}\right)\)

> Subsumption
> Resolution
where \(C_{1} \subseteq C_{2}\)
A clause \(C\) where Condensation is not applicable is called condensed. Note that there are no ordering restrictions on the literals involved in any of the rules. All clauses removed by Subsumption, Tautology Deletion, Condensation and Subsumption Resolution are redundant with respect to the kept or added clauses. In an implementation the redundancy elimination rules are priorized over Superposition Left and Factoring.

Theorem 7. If \(N\) is saturated up to redundancy and \(\perp \notin N\) then \(N\) is satisfiable and \(N_{\mathcal{I}} \models N\).

Proof. The proof is by contradiction. So I assume: (i) for any clause \(D\) derived by Superposition Left or Factoring from \(N\) that \(D\) is redundant, i.e., \(N^{\prec D} \models D\), (ii) \(\perp \notin N\) and (iii) \(N_{\mathcal{I}} \not \models N\). Then there is a minimal, with respect to \(\prec\), clause \(C \vee L \in N\) such that \(N_{\mathcal{I}} \not \vDash C \vee L\) and \(L\) is maximal. This clause must exist because \(\perp \notin N\).

The clause \(C \vee L\) is not redundant. For otherwise, \(N_{C \vee L} \models C \vee L\) and hence \(N_{\mathcal{I}} \models C \vee L\), Proposition 5.4, a contradiction.

I distinguish the case where \(L\) is a positive or \(L\) is a negative literal. Firstly, assume \(L\) is positive, i.e., \(L=P\) for some propositional variable \(P\). Now if \(P\) is strictly maximal in \(C \vee P\) then actually \(\delta_{C \vee P}=\{P\}\) and hence \(N_{\mathcal{I}} \vDash C \vee P\), a contradiction. So \(P\) is not strictly maximal. But then actually \(C \vee P\) has the form \(C_{1}^{\prime} \vee P \vee P\) and Factoring derives \(C_{1}^{\prime} \vee P\) where \(\left(C_{1}^{\prime} \vee P\right) \prec\left(C_{1}^{\prime} \vee P \vee P\right)\). Now \(C_{1}^{\prime} \vee P\) is not redundant, strictly smaller than \(C \vee L\), we have \(C_{1}^{\prime} \vee P \in N\) and \(N_{\mathcal{I}} \not \vDash C_{1}^{\prime} \vee P\), a contradiction against the choice that \(C \vee L\) is minimal.

Secondly, assume \(L\) is negative, i.e., \(L=\neg P\) for some propositional variable \(P\). Then, since \(N_{\mathcal{I}} \not \vDash C \vee \neg P\) it holds \(P \in N_{\mathcal{I}}\). So there is a clause \(D \vee P \in N\) where \(\delta_{D \vee P}=\{P\}\) and \(P\) is strictly maximal in \(D \vee P\) and \((D \vee P) \prec(C \vee \neg P)\). So Superposition Left derives \(C \vee D\) where \((C \vee D) \prec(C \vee \neg P)\) by Proposition 2. The derived clause \(C \vee D\) cannot be redundant, because for otherwise either \(N_{C \vee D} \vDash D\) or \(N_{C \vee D} \models C\). So \(C \vee D \in N\) and \(N_{\mathcal{I}} \not \vDash C \vee D\), a contradiction against the choice that \(C \vee L\) is the minimal false clause.

Note that the reverse of the above theorem does not hold. If \(N_{\mathcal{I}} \models N\) the set \(N\) is not necessarily saturated. For example, consider the clause set \(N=\{P, \neg P \vee\) \(\neg Q\}\) with ordering \(Q \prec P\). Then \(N_{\mathcal{I}} \models N\) but for saturation a Superposition Left inference between the two clauses is required. Maintaining an explicit model assumption can be beneficial for deciding satisfiability of \(N\), because it enables to detect satisfiability before the clause set is saturated.

For a superposition implementation, the proof actually implies that at any point in the derivation only either a Superposition Left inference between a minimal false clause and a productive clause or a Factoring inference on a minimal false clause need to be considered. This principle is shared by the CDCL calculus, see the section below.

\section*{4 CDCL - Conflict Driven Clause Learning}

The CDCL calculus tests satisfiability of a finite set \(N\) of propositional clauses. I assume that \(\perp \notin N\) and that the clauses in \(N\) do not contain duplicate literal occurrences.

The CDCL calculus explicitely builds a candidate model for a clause set. If such a sequence of literals \(L_{1}, \ldots, L_{n}\) satisfies the clause set \(N\), it is done. If not, there is a false clause \(C \in N\) with respect to \(L_{1}, \ldots, L_{n}\). Now instead of just backtracking through the literals \(L_{1}, \ldots, L_{n}\), CDCL generates in addition a new clause that actually guarantees that the subsequence of \(L_{1}, \ldots, L_{n}\) that caused \(C\) to be false will not be generated anymore. This causes CDCL to be exponentially more powerful in proof length than its predecessor DPLL [7] or classical Tableau [17].

A CDCL problem state is a five-tuple \((M ; N ; U ; k ; C)\) where \(M\) a sequence of annotated literals representing a partial model, called a trail, \(N\) and \(U\) are sets of clauses, \(k \in \mathbb{N}\), and \(C\) is a non-empty clause or \(\top\) or \(\perp\), called the mode of the state. In particular, the following states can be distinguished:
\((\epsilon ; N ; \emptyset ; 0 ; \top)\) is the start state for some clause set \(N\)
\((M ; N ; U ; k ; \top)\) is a final state, if \(M \models N\) and all literals from \(N\) are
\(\quad\) defined in \(M\)

Literals in \(L \in M\) are either annotated with a number, a level, i.e., they have the form \(L^{k}\) meaning that \(L\) is the \(k-t h\) guessed decision literal, or they are annotated with a clause that forced the literal to become true. A literal \(L\) is of level \(k\) with respect to a problem state \((M ; N ; U ; j ; C)\) if \(L\) or \(\operatorname{comp}(L)\) occurs in \(M\) and the first decision literal left from \(L(\operatorname{comp}(L))\) in \(M\) is annotated with \(k\). If there is no such decision literal then \(k=0\). A clause \(D\) is of level \(k\) with respect to a problem state \((M ; N ; U ; j ; C)\) if \(k\) is the maximal level of a literal in \(D\). Recall that the mode \(C\) is a non-empty clause or \(\top\) or \(\perp\). The rules are

Propagate \((M ; N ; U ; k ; \top) \Rightarrow{ }_{\mathrm{CDCL}}\left(M L^{C \vee L} ; N ; U ; k ; \top\right)\)
provided \(C \vee L \in(N \cup U), M \models \neg C\), and \(L\) is undefined in \(M\)
Decide \(\quad(M ; N ; U ; k ; \top) \Rightarrow_{\mathrm{CDCL}}\left(M L^{k+1} ; N ; U ; k+1 ; \top\right)\)
provided \(L\) is undefined in \(M\)
Conflict \(\quad(M ; N ; U ; k ; \top) \Rightarrow_{\mathrm{CDCL}}(M ; N ; U ; k ; D)\)
provided \(D \in(N \cup U)\) and \(M \models \neg D\)
Skip \(\quad\left(M L^{C \vee L} ; N ; U ; k ; D\right) \Rightarrow_{\mathrm{CDCL}}(M ; N ; U ; k ; D)\)
provided \(D \notin\{\top, \perp\}\) and \(\operatorname{comp}(L)\) does not occur in \(D\)
Resolve \(\left(M L^{C \vee L} ; N ; U ; k ; D \vee \operatorname{comp}(L)\right) \Rightarrow_{\mathrm{CDCL}}(M ; N ; U ; k ; D \vee C)\)
provided \(D\) is of level \(k\)
\(\operatorname{Backtrack}\left(M_{1} K^{i+1} M_{2} ; N ; U ; k ; D \vee L\right) \Rightarrow{ }_{\mathrm{CDCL}}\left(M_{1} L^{D \vee L} ; N ; U \cup\{D \vee L\} ; i ; \top\right)\) provided \(L\) is of level \(k\) and \(D\) is of level \(i\).

Restart \(\quad(M ; N ; U ; k ; \top) \Rightarrow_{\mathrm{CDCL}}(\epsilon ; N ; U ; 0 ; \top)\)
provided \(M \not \vDash N\)
Forget \(\quad(M ; N ; U \uplus\{C\} ; k ; \top) \Rightarrow_{\mathrm{CDCL}}(M ; N ; U ; k ; \top)\)
provided \(M \not \vDash N\)
Compared to expositions of this calculus in the literature, e.g. [12], the above rule set is more concrete. It does not need a Fail rule anymore and 1UIP backtracking [6] is build in. The clause \(D \vee L\) immediately propagates after Backtracking. Recall that \(\perp\) denotes the empty clause, hence failure of searching for a model. The level of the empty clause \(\perp\) is 0 . The clause \(D \vee L\) added in rule Backtrack to \(U\) is called a learned clause. When applying Resolve I silently assume that duplicate literal occurrences are merged, i.e., the clause \(D \vee C\) is always condensed (see Section 3). Compared to superposition, condensation is
always applied eagerly without mentioning. The CDCL algorithm stops with a model \(M\) if neither Propagate nor Decide nor Conflict are applicable to a state ( \(M ; N ; U ; k ; T\) ), hence \(M \models N\) and all literals of \(N\) are defined in \(M\). The only possibility to generate a state ( \(M ; N ; U ; k ; \perp\) ) is by the rule Resolve. So in case of detecting unsatisfiability the CDCL algorithm actually generates a resolution proof as a certificate. I will discuss this aspect in more detail in Section 5. In the special case of a unit clause \(L\), the rule Propagate actually annotates the literal \(L\) with itself. So the propagated literals on the trail are annotated with the respective propagating clause and the decision literals with the respective level.

Obviously, the CDCL rule set does not terminate in general for a number of reasons. For example, starting with \((\epsilon ; N ; \emptyset ; 0 ; \top)\) any combination of the rules Propagate, Decide and eventually Restart yields the start state again. Even after a successful application of Backtrack, exhaustive application of Forget followed by Restart again may produce the start state. So why these rules Forget and Restart? Actually, any modern SAT solver makes use of the two rules. The rule Forget is needed to get rid of "redundant" clauses. For otherwise, the number of clauses in \(N \cup U\) may get too large to be processed anymore in an efficient way. The rule Restart makes sense with respect to a suitable heuristic for selecting the decision literals. If applied properly, it helps the calculus to focus on a part of \(N\) where it currently can make progress [6].

The original SAT literature \([6,10,11,16]\) does not contain a redundancy notion for CDCL. A huge part of the results were found out via system design, such as the early Chaff or RelSAT, and experimental evaluation. I will develop a theoretical foundation in Section 5.

The following examples show that if the CDCL rules are applied in an arbitrary order, then unwanted phenomena can happen. The rules produce stuck states and clauses are learned that are already contained in the set \(N \cup U\). In order to overcome all these situations, a strategy prioritizing certain rule applications is eventually added.

Example 8 (CDCL Proof). Consider the clause set \(N=\{P \vee Q, \neg P \vee Q, \neg Q \vee\) \(P, \neg P \vee \neg Q\}\). For the following CDCL derivation the rules Conflict and Propagate are preferred over the other rules.
\[
\begin{aligned}
& (\epsilon ; N ; \emptyset ; 0 ; \top) \\
& \Rightarrow{ }_{\text {CDCL }}^{\text {Decide }} \quad\left(Q^{1} ; N ; \emptyset ; 1 ; \top\right) \\
& \Rightarrow{ }_{\text {CDCL }}^{\text {Propagate }}\left(Q^{1} P^{\neg Q \vee P} ; N ; \emptyset ; 1 ; \top\right) \\
& \Rightarrow{ }_{\mathrm{CDCL}}^{\text {Conflict }} \quad\left(Q^{1} P^{\neg Q \vee P} ; N ; \emptyset ; 1 ; \neg P \vee \neg Q\right) \\
& \Rightarrow{ }_{\mathrm{CDCL}}^{\text {Resolve }} \quad\left(Q^{1} ; N ; \emptyset ; 1 ; \neg Q\right) \\
& \Rightarrow{ }_{\mathrm{CDCL}}^{\text {Backtrack }}\left(\neg Q^{\neg Q} ; N ;\{\neg Q\} ; 0 ; \top\right) \\
& \Rightarrow{ }_{\text {CDCL }}^{\text {Propagate }}\left(\neg Q^{\neg Q} P^{P \vee Q} ; N ;\{\neg Q\} ; 0 ; \top\right) \\
& \Rightarrow \underset{\mathrm{CDCL}}{\text { Conflict }} \quad\left(\neg Q^{\neg Q} P^{P \vee Q} ; N ;\{\neg Q\} ; 0 ; \neg P \vee Q\right) \\
& \Rightarrow{ }_{\mathrm{CDCL}}^{\text {Resolve }} \quad\left(\neg Q^{\neg Q} ; N ;\{\neg Q\} ; 0 ; Q\right) \\
& \Rightarrow{ }_{\mathrm{CDCL}}^{\text {Resolve }} \quad(\epsilon ; N ;\{\neg Q\} ; 0 ; \perp)
\end{aligned}
\]

For the clause set \(N \backslash\{\neg P \vee Q\}\) the fourth last state \(\left(\neg Q^{\neg Q} P^{P \vee Q} ; N ;\{\neg Q\} ; 0 ; \top\right)\) is terminal, representing the model \(\neg Q P\).

Example 9 (CDCL Stuck). The CDCL calculus can even get stuck, i.e., a sequence of rule applications leads to a state where no rule is applicable anymore, but the state does neither indicate satisfiability, nor unsatisfiability. Consider a clause set \(N=\{Q \vee P, \neg P \vee \neg R, \ldots\}\) and the derivation
\[
\begin{aligned}
& (\epsilon ; N ; \emptyset ; 0 ; \top) \\
& \Rightarrow \text { CDCLide } \quad\left(P^{1} ; N ; \emptyset ; 1 ; \top\right) \\
& \Rightarrow{ }_{\text {CDCide }}^{\text {CDCL }} \quad\left(P^{1} R^{2} ; N ; \emptyset ; 2 ; \top\right) \\
& \Rightarrow{ }_{\text {CDCL }}^{\text {Decide }}\left(P^{1} R^{2} Q^{3} ; N ; \emptyset ; 3 ; \top\right) \\
& \Rightarrow{ }_{\text {CDCL }}^{\text {Conflict }}\left(P^{1} R^{2} Q^{3} ; N ; \emptyset ; 3 ; \neg P \vee \neg R\right) .
\end{aligned}
\]

Obviously, neither Skip nor Resolve are applicable to the final state. Backtracking is not applicable as well because \(\neg P \vee \neg R\) is of level 2 and the actual level of the final state is 3 .

Example 10 (CDCL Redundancy). The CDCL calculus can also produce redundant clauses, in particular learn a clause that is already contained in \(N \cup U\). Consider again a clause set \(N=\{Q \vee P, \neg P \vee \neg R, \ldots\}\) and the derivation
\[
\begin{array}{ll}
(\epsilon ; N ; \emptyset ; 0 ; \top) \\
\Rightarrow \text { CDCL } & \left(P^{1} ; N ; \emptyset ; 1 ; \top\right) \\
\Rightarrow \text { CDCide } & \left(P^{1} R^{2} ; N ; \emptyset ; 2 ; \top\right) \\
\Rightarrow \text { CDCL } \\
\Rightarrow \text { CDCL } & \left(P^{1} R^{2} ; N ; \emptyset ; 2 ; \neg P \vee \neg R\right) . \\
\Rightarrow{ }_{\text {CDCL }}^{\text {Backtrack }} & \left(P^{1} \neg R^{2} \neg P \vee \neg R ; N ;\{\neg P \vee \neg R\} ; 1 ; \top\right)
\end{array}
\]
where the clause \(\neg P \vee \neg R\) is learned although it is already contained in \(N\).
In an implementation the rule Conflict is preferred over the rule Propagate and both over all other rules. Exactly this strategy has been used in Example 8 and is called reasonable below. A further ingredient of a state-of-the-art implementation is a dynamic heuristic suggesting which literal is actually used by the rule Decide. This heuristic typically depends on the literals resolved by the rule Resolve or that are contained in an eventually learned clause. All these literals "get a bonus", e.g., see [6].

Definition 11 (Reasonable CDCL Strategy). A CDCL strategy is reasonable if the rule Conflict is always preferred over the rule Propagate which is always preferred over all other rules.

Proposition 12 (CDCL Basic Properties). Consider a CDCL state \((M ; N ; U ; k ; C)\) derived from a start state \((\epsilon, N, \emptyset, 0, \top)\) by any strategy but without using the rules Restart and Forget. Then the following properties hold:
1. \(M\) is consistent.
2. All \(C\) is entailed by \(N\).
3. If \(C \notin\{\top, \perp\}\) then \(M \models \neg C\).
4. If \(C=\top\) and \(M\) contains only propagated literals then for each interpretation \(\mathcal{I}\) with \(\mathcal{I} \models N\) it holds that \(\mathcal{I} \models M\), i.e., \(M \subseteq \mathcal{I}\).
5. If \(C=\top, M\) contains only propagated literals and \(M \models \neg D\) for some \(D \in(N \cup U)\) then \(N\) is unsatisfiable.
6. If \(C=\perp\) then \(C D C L\) terminates and \(N\) is unsatisfiable.
7. \(k\) is the maximal level of a literal in \(M\).
8. Each infinite derivation
\[
(\epsilon ; N ; \emptyset ; 0 ; \top) \Rightarrow_{C D C L}\left(M_{1} ; N ; U_{1} ; k_{1} ; D_{1}\right) \Rightarrow_{C D C L} \ldots
\]
contains an infinite number of Backtrack applications.
Lemma 13 (CDCL Redundancy). Consider a CDCL derivation by a reasonable strategy. Then CDCL never learns a clause contained in \(N \cup U\).

Proof. By contradiction. Assume CDCL learns the same clause twice, i.e., it reaches a state \((M ; N ; U ; k ; D \vee L)\) where Backtracking is applicable and \(D \vee L \in(N \cup U)\). More precisely, the state has the form \(\left(M_{1} K^{i+1} M_{2}^{\prime} K_{1}^{k} K_{2} \ldots K_{n} ; N ; U ; k ; D \vee L\right)\) where the \(K_{i}, i>1\) are propagated literals that do not occur complemented in \(D\), as for otherwise \(D\) cannot be of level \(i\). Furthermore, one of the \(K_{i}\) is the complement of \(L\). But now, because \(D \vee L\) is false in \(M_{1} K^{i+1} M_{2}^{\prime} K_{1}^{k} K_{2} \ldots K_{n}\) and \(D \vee L \in(N \cup U)\) instead of deciding \(K^{k}\) the literal \(L\) should have been propagated by a reasonable strategy. A contradiction.

Lemma 14 (CDCL Soundness). In a reasonable CDCL derivation, \(C D C L\) can only terminate in two different final states: \((M ; N ; U ; k ; \top)\) where \(M \models N\) and \((M ; N ; U ; k ; \perp)\) where \(N\) is unsatisfiable.

Proof. If CDCL terminates with \((M ; N ; U ; k ; \top)\) then all literals of \(N\) are defined in \(M\) and Conflict is not applicable, i.e., for all clauses \(C \in N\) it holds \(M \models\) \(C\), so \(M \models N\). In addition if CDCL terminates with ( \(M ; N ; U ; k ; \perp\) ) then by Proposition 12.2 the clause set \(N\) is unsatisfiable.

What remains is to show that with a reasonable strategy CDCL cannot get stuck, see Example 9. I prove that no stuck state can be reached by contradiction. Assume that CDCL terminates in a state \(\left(M_{1} K^{i+1} M_{2}^{\prime} K_{1}^{k} K_{2} \ldots K_{n} ; N ; U ; k ; D \vee\right.\) \(L\) ), where the \(K_{i}, i>1\), are propagated literals. If \(\operatorname{comp}\left(K_{n}\right) \neq L\) and \(n>1\) then Skip is applicable. If \(\operatorname{comp}\left(K_{n}\right)=L\) then either Resolve or Backtrack is applicable. Since neither Skip, Resolve, or Backtrack are applicable, it holds \(n=1\) and the complement of \(K_{1}^{k}\) does not occur in \(D \vee L\). But then \(M_{1} K^{i+1} M_{2}^{\prime} \models\) \(\neg(D \vee L)\) so the decision on \(K_{1}^{k}\) contradicts a reasonable strategy.

Proposition 15 (CDCL Strong Completeness). The CDCL rule set is strongly complete: for any interpretation \(M\) restricted to the variables occurring in \(N\) with \(M \models N\), there is a reasonable sequence of rule applications generating ( \(M^{\prime} ; N ; U ; k ; \top\) ) as a final state, where \(M\) and \(M^{\prime}\) only differ in the order of literals.

Proof. By induction on the length of \(M\). Assume we have already reached a state ( \(M^{\prime} ; N ; U ; k ; \top\) ) where \(M^{\prime} \subset M\). If Propagate is applicable to ( \(M^{\prime} ; N ; U ; k ; \top\) ) extending it to ( \(M^{\prime} L^{C \vee L} ; N ; U ; k ; \top\) ) then \(L \in M\). For otherwise, I pick a literal \(L \in M\) that is not defined in \(M^{\prime}\) and apply Decide yielding ( \(M^{\prime} L^{k+1} ; N ; U ; k+\) \(1 ; \top)\). The rule Conflict is not applicable, because \(M \models N\) and \(M^{\prime} \subset M\).

Proposition 16 (CDCL Termination). Assume the algorithm CDCL with all rules except Restart and Forget is applied using a reasonable strategy. Then it terminates in a state \((M ; N ; U ; k ; D)\) with \(D \in\{\top, \perp\}\).

Proof. By Lemma 14 if CDCL terminates using a reasonable strategy then \(D \in\{\top, \perp\}\). I show termination by contradiction. By Proposition 12.8 an infinite run includes infinitely many Backtrack applications. By Lemma 13 each learned clause does not occur in \(N \cup U\). But there are only finitely many different condensed clauses with respect to the finite signature contained in \(N\). A contradiction.

\section*{5 Superposition and CDCL}

At the time of this writing it is often believed that the superposition (resolution) calculus is not a good choice on SAT problems in practice. Most of the successful SAT solvers implemented in 2015 are based on CDCL. In this section I will develop some relationships between superposition and CDCL. Actually, CDCL can be considered as a superposition calculus with respect to a generalized model operator.

The goal of the original superposition model operator, Definition 4, is to create minimal models with respect to positive literals, see Proposition 5.5. However, if the goal of generating minimal models is dropped, then there is more freedom to construct models while preserving the general properties of the superposition calculus, in particular, the notion of redundancy. The gained freedom can be used to be more flexible when generating a partial model with respect to a given set of clauses. For example, consider the two clauses in the clause set
\[
N=\{P \vee Q, \neg P \vee R\}
\]
with precedence \(R \prec Q \prec P\). The superposition model operator generates \(N_{\mathcal{I}}=\{P\}\) which is not a model for \(N\). However, this model can be extended to a model for \(N\) by adding \(R\) to it. The superposition model operator does not include \(R\) because it is not maximal in the second clause. Starting with a decision on \(P\), the CDCL calculus derives the model \(P R\) via propagation. In the sequel, I show that a generalized superposition model operator can in fact generate this model as well.

In addition to an ordering \(\prec \mathrm{I}\) assume a decision heuristic \(H\) that selects whether a literal should be productive, i.e., included in the model, or not.

Definition 17 (Heuristic-Based Partial Model Construction). Given a clause set \(N\), an ordering \(\prec\) and a variable heuristic \(H: \Sigma \rightarrow\{0,1\}\), the (partial)
model \(N_{\Sigma}^{H}\) for \(N\) and signature \(\Sigma\), with \(P, Q \in \Sigma\) is inductively constructed as follows:
\[
\left.\begin{array}{l}
N_{P}^{H}:=\bigcup_{Q \prec P} \delta_{Q}^{H} \\
\delta_{P}^{H}:= \begin{cases}\{P\} \text { if there is a clause }(D \vee P) \in N, \text { such that } N_{P}^{H} \models \neg D \\
\text { and either } P \text { is strictly maximal or } \\
H(P)=1 \text { and there is no clause }\left(D^{\prime} \vee \neg P\right) \in N, D^{\prime} \prec P \\
\text { such that } N_{P}^{H} \models \neg D^{\prime}\end{cases} \\
\emptyset \quad \text { otherwise }
\end{array}\right\}
\]

Please note that \(N_{\mathcal{I}}\) is defined inductively over the clause ordering \(\prec\) whereas \(N_{\Sigma}^{H}\) is defined inductively over the atom ordering \(\prec\). For each atom \(P\), the heuristic model construction \(N_{\Sigma}^{H}\) considers all clauses with maximal \(P\), and clauses with maximal \(\neg P\) at once.

Lemma \(18\left(N_{\Sigma}^{H}\right.\) generalizes \(\left.N_{\mathcal{I}}\right)\). If \(H(P)=0\) for all \(P \in \Sigma\) then \(N_{\mathcal{I}}=N_{\Sigma}^{H}\) for any \(N\).

Proof. The proof is by contradiction. Assume \(N_{\mathcal{I}} \neq N_{\Sigma}^{H}\), i.e., there is a minimal \(P \in \Sigma\) such that \(P\) occurs only in one set out of \(N_{\mathcal{I}}\) and \(N_{\Sigma}^{H}\).
Case 1: \(P \in N_{\mathcal{I}}\) but \(P \notin N_{\Sigma}^{H}\).
Then there is a productive clause \(D=D^{\prime} \vee P \in N\) such that \(P\) is strictly maximal in this clause and \(N_{D} \models \neg D^{\prime}\). Since \(P\) is strictly maximal in \(D\) the clause \(D^{\prime}\) only contains literals strictly smaller than \(P\). Since both interpretations agree on all literals smaller than \(P\) from \(N_{D} \models \neg D^{\prime}\) it follows \(N_{P}^{H} \models \neg D^{\prime}\) and therefore \(\delta_{P}^{H}=\{P\}\) contradicting \(P \notin N_{\Sigma}^{H}\).
Case 2: \(P \notin N_{\mathcal{I}}\) but \(P \in N_{\Sigma}^{H}\).
Then there is a minimal productive clause \(D=D^{\prime} \vee P \in N\) such that \(P\) is strictly maximal in this clause and \(N_{P}^{H} \models \neg D^{\prime}\) because \(H(P)=0\). The atom \(P\) is strictly maximal in \(D\), so the clause \(D^{\prime}\) only contains literals strictly smaller than \(P\). Since both interpretations agree on all literals smaller than \(P\) from \(N_{P}^{H} \models \neg D^{\prime}\) it follows \(N_{D} \models \neg D^{\prime}\) and therefore \(\delta_{D}=\{P\}\) contradicting \(P \notin N_{\mathcal{I}}\).

So the new model operator \(N_{\Sigma}^{H}\) is a generalization of \(N_{\mathcal{I}}\). Next, I will show that with the help of \(N_{\Sigma}^{H}\) a close relationship between the model assumptions generated by the CDCL calculus and the superposition model operator can be established. This result can then further be used to apply the abstract superposition redundancy criteria to CDCL. But before going into the relationship I first show that the generalized superposition partial model operator \(N_{\Sigma}^{H}\) supports the standard superposition completeness result, analogous to Theorem 7. Recall that the same notion of redundancy, Definition 3, is used.

Theorem 19. If \(N\) is saturated up to redundancy with eager Condensation and \(\perp \notin N\) then \(N\) is satisfiable and \(N_{\Sigma}^{H} \models N\).

Proof. The proof is by contradiction. So I assume: (i) any clause \(C\) derived by Superposition Left or Factoring from \(N\) is redundant, i.e., \(N^{\prec C} \models C\), (ii) \(\perp \notin N\) and (iii) \(N_{\Sigma}^{H} \not \models N\). Then there is a minimal, with respect to \(\prec\), clause \(C_{1} \vee L \in N\) such that \(N_{\Sigma}^{H} \notin C_{1} \vee L\) and \(L\) is a maximal literal in \(C_{1} \vee L\). This clause must exist because \(\perp \notin N\).

The clause \(C_{1} \vee L\) is not redundant. For otherwise, \(N_{\text {atom }(L)}^{H} \cup \delta_{P}^{H} \models C_{1} \vee L\) and hence \(N_{\Sigma}^{H} \models C_{1} \vee L\), a contradiction.

I distinguish the case whether \(L\) is a positive or a negative literal. Firstly, assume \(L\) is positive, i.e., \(L=P\) for some propositional variable \(P\). Now if \(P\) is strictly maximal in \(C_{1} \vee P\) then actually \(\delta_{P}^{H}=\{P\}\) and hence \(N_{\Sigma}^{H} \vDash C_{1} \vee P\), a contradiction. So \(P\) is not strictly maximal. But then actually \(C_{1} \vee P\) has the form \(C_{1}^{\prime} \vee P \vee P\) and Factoring derives \(C_{1}^{\prime} \vee P\) where \(\left(C_{1}^{\prime} \vee P\right) \prec\left(C_{1}^{\prime} \vee P \vee P\right)\). The clause \(C_{1}^{\prime} \vee P\) is not redundant, strictly smaller than \(C_{1} \vee L\), we have \(C_{1}^{\prime} \vee P \in N\) and \(N_{\Sigma}^{H} \not \vDash C_{1}^{\prime} \vee P\), a contradiction against the choice that \(C_{1} \vee L\) is minimal.

Secondly, assume \(L\) is negative, i.e., \(L=\neg P\) for some propositional variable \(P\). Then, since \(N_{\Sigma}^{H} \not \vDash C_{1} \vee \neg P\) we know \(P \in N_{\Sigma}^{H}\), i.e., \(\delta_{P}^{H}=\{P\}\). There are two cases to distinguish. Firstly, there is a clause \(C_{2} \vee P \in N\) where \(P\) is strictly maximal, \(N_{P}^{H} \models \neg C_{2}\), and by definition \(\left(C_{2} \vee P\right) \prec\left(C_{1} \vee \neg P\right)\). Since \(C_{1} \prec \neg P\) and \(C_{1} \vee \neg P\) is not a tautology, it holds \(C_{1} \prec P\). So a Superposition Left inference derives \(C_{1} \vee C_{2}\) where \(\left(C_{1} \vee C_{2}\right) \prec\left(C_{1} \vee \neg P\right)\). The derived clause \(C_{1} \vee C_{2}\) cannot be redundant, because for otherwise either \(N_{P}^{H} \models C_{2}\) or \(N_{P}^{H} \models C_{1}\). So \(C_{1} \vee C_{2} \in N\) and \(N_{\Sigma}^{H} \not \vDash C_{1} \vee C_{2}\), a contradiction against the choice that \(C_{1} \vee L\) is minimal. Secondly, there is no clause \(C_{2} \vee P \in N\) where \(P\) is strictly maximal but \(H(P)=1\). But a further condition for this case is that there is no clause \(\left(C_{1} \vee \neg P\right) \in N, \neg P\) strictly maximal in \(C_{1} \vee \neg P\), because the clause is condensed, such that \(N_{P}^{H} \not \models C_{1}\) contradicting the above choice of \(C_{1} \vee \neg P\).

Recalling Section 3, Superposition is based on an ordering \(\prec\). It relies on a model assumption \(N_{\mathcal{I}}\), Definition 4 , or its generalization \(N_{\Sigma}^{H}\), Definition 17. Given a set \(N\) of clauses, either \(N_{\mathcal{I}}\left(N_{\Sigma}^{H}\right)\) is a model for \(N, N\) contains the empty clause, or there is a superposition inference on the minimal false clause with respect to \(\prec\), see the proof of Theorem 7 or Theorem 19 , respectively.

CDCL is based on a variable decision heuristic. It computes a model assumption via decision variables and propagation. Either this assumption is a model of \(N, N\) contains the empty clause, or there is a backjump clause that is learned.

For a CDCL state \((M, N, U, k, D)\) generated by an application of the rule Conflict, where \(M=L_{1}, \ldots, L_{n}\), the subsequent Resolve step actually corresponds to a superposition step between a minimal false clause and its productive counterpart, with respect to the atom ordering atom \(\left(L_{1}\right) \prec\) atom \(\left(L_{2}\right) \prec \ldots \prec\) \(\operatorname{atom}\left(L_{n}\right)\). The decision heuristic \(H\) is defined by \(H\left(\operatorname{atom}\left(L_{m}\right)\right)=1\) if there is a positive decision literal \(L_{m}^{i}\) occurring in \(M\) and \(H\left(\operatorname{atom}\left(L_{m}\right)\right)=0\) otherwise. Then the learned CDCL clause is in fact generated by a superposition inference with respect to the model operator \(N_{\Sigma}^{H}\). The below theorem presents this relationship between Superposition and CDCL in full detail.

Theorem 20. Let \((M, N, U, k, C \vee K)\) be a \(C D C L\) state generated by rule Conflict and a reasonable strategy where \(M=L_{1}, \ldots, L_{n}\). Let \(H\left(\operatorname{atom}\left(L_{m}\right)\right)=1\) for any positive decision literal \(L_{m}^{i}\) occurring in \(M\) and \(H\left(\operatorname{atom}\left(L_{m}\right)\right)=0\) otherwise. Furthermore, I assume that if CDCL could propagate both \(P\) and \(\neg P\) in some state, then \(P\) is propagated. The superposition precedence is atom \(\left(L_{1}\right) \prec \operatorname{atom}\left(L_{2}\right) \prec \ldots \prec\) atom \(\left(L_{n}\right)\). Let \(K\) be maximal in \(C \vee K\) and \(C \vee K\) be the minimal false clause with respect to \(\prec\). Then
1. \(L_{n}\) is a propagated literal and \(K=\operatorname{comp}\left(L_{n}\right)\).
2. The clause generated by \(C \vee K\) and the clause propagating \(L_{n}\) is the result of a Superposition Left inference between the clauses and it is not redundant.
3. \(N_{\left\{L_{1}, \ldots, L_{n}\right\}}^{H}=\{P \mid P \in M\}\)

Proof. 1. Assume \(K \neq \operatorname{comp}\left(L_{n}\right)\). Since \(C \vee K\) was derived by rule Conflict it is false with respect to \(M\). Since \(K\) is maximal in \(C \vee K\) it is the complement of some \(L_{i}\) from \(M\) with \(i<n\) contradicting a reasonable strategy. So \(K=\operatorname{comp}\left(L_{n}\right)\). Assume \(L_{n}\) is a decision literal. But then at trail \(L_{1}, \ldots, L_{n-1}\) the clause \(C \vee K\) propagates \(K\) with respect to \(L_{1} \ldots L_{n-1}\), so with a reasonable strategy, the literal \(L_{n}\) cannot be a decision literal but its complement was propagated by the clause \(C \vee K\).
2. Let \(D \vee L_{n}\) be the clause propagating \(L_{n}\). Both \(C\) and \(D\) only contain literals with variables from atom \(\left(L_{1}\right), \ldots, \operatorname{atom}\left(L_{n-1}\right)\). Since in CDCL duplicate literals are (silently) removed, the literal \(L_{n}\) is strictly maximal in \(D \vee L_{n}\) and \(\operatorname{comp}\left(L_{n}\right)\) is strictly maximal in \(C \vee K\). So resolving on \(L_{n}\) is a superposition inference with respect to the atom ordering \(\operatorname{atom}\left(L_{1}\right) \prec \operatorname{atom}\left(L_{2}\right) \ldots \prec\) \(\operatorname{atom}\left(L_{n}\right)\). Now assume \(C \vee D\) is redundant, i.e., there are clauses \(D_{1}, \ldots, D_{n}\) from \(N \cup U\) with \(D_{i} \prec C \vee D\) and \(D_{1}, \ldots, D_{n} \models C \vee D\). Since \(C \vee K\) is the minimal false clause, the resolvent \(C \vee D\) is false in \(L_{1} \ldots L_{n-1}\) and there is at least one \(D_{i}\) that is also false in \(L_{1} \ldots L_{n-1}\). A contradiction against the assumption that \(L_{1} \ldots L_{n-1}\) does not falsify any clause in \(N \cup U\), i.e., rule Conflict was not applied eagerly contradicting a reasonable strategy.
3. Firstly, note that if CDCL can propagate both \(P\) and \(\neg P\) then either way the next applicable reasonable rule is Conflict, so propagating \(P\) in favor of \(\neg P\) is not a restriction on the propagation order. I prove the equality of the atom sets by induction on \(n\).
" \(\supseteq\) " For \(n=1\) and \(L_{1}=[\neg] P\) propagated in \(M\), there are two cases: (i) \(L_{1}=P\), so \(P \in N\) and \(\delta_{P}^{H}=\{P\}\); (ii) \(L_{1}=\neg P\), so \(\neg P \in N\) and \(P \notin N\), therefore \(\delta_{P}^{H}=\emptyset\). If \(L_{1}=[\neg] P\) is a decision literal then \(\neg P \notin N\) and \(P \notin N\). Again there are two cases: (i) \(L_{1}=P\), so \(H(P)=1\) and hence \(\delta_{P}^{H}=\{P\}\); (ii) \(L_{1}=\neg P\), so \(H(P)=0\) and hence \(\delta_{P}^{H}=\emptyset\).

For the step \((n-1) \rightarrow n\), I do the same case analysis as for the base case \(n=1\). If \(L_{n}=[\neg] P\) is propagated in \(M\), there are two cases: (i) \(L_{n}=P\), so \(D \vee P \in N\) and \(L_{1} \ldots L_{n-1} \models \neg D\). By induction hypothesis \(N_{\left\{L_{1}, \ldots, L_{n-1}\right\}}^{H} \models \neg D\), \(L_{i} \prec P\), so \(\delta_{P}^{H}=\{P\}\); (ii) \(L_{n}=\neg P\), so \(D \vee \neg P \in N, H(P)=0\) and there is no clause \(D^{\prime} \vee P \in N\) propagating \(P\), hence \(\delta_{P}^{H}=\emptyset\). If \(L_{n}=[\neg] P\) is a decision literal in \(M\) then due to the reasonable strategy, there is no clause propagating \(L_{n}\) on
the basis of the trail \(L_{1} \ldots L_{n-1}\). Again two cases: (i) \(L_{n}=P\), so \(H(P)=1\) and there is no clause \(C_{1} \vee \neg P\) such that \(L_{1}, \ldots, L_{n-1} \models \neg C_{1}\), hence \(\delta_{P}^{H}=\{P\}\); (ii) if \(L_{n}=\neg P, H(P)=0\), and there is no clause \(C_{1} \vee P\) such that \(L_{1} \ldots L_{n-1} \models \neg C_{1}\), so \(\delta_{P}^{H}=\emptyset\).
" \(\subseteq\) " By construction.
Theorem 20 is actually a nice explanation for the efficiency of the CDCL procedure: a learned clause is never redundant. Recall that redundancy here means that the learned clause \(C\) is not entailed by smaller clauses in \(N \cup U\). Furthermore, the ordering underlying Theorem 20 is based on the trail, i.e., it changes during a CDCL run. For superposition it is well known that changing the ordering is not compatible with the notion of redundancy, i.e., superposition is incomplete when the ordering may be changed infinitely often and the superposition redundancy notion is applied.

Example 21. Consider the Superposition Left inference between the clauses \(P \vee Q\) and \(R \vee \neg Q\) with ordering \(P \prec R \prec Q\) generating \(P \vee R\). Changing the ordering to \(Q \prec P \prec R\) the inference \(P \vee R\) becomes redundant. So flipping infinitely often between \(P \prec R \prec Q\) and \(Q \prec P \prec R\) is already sufficient to prevent any saturation progress.

\section*{6 Conclusion}

Although Example 21 shows that changing the ordering is not compatible with redundancy and superposition completeness, Theorem 20 proves that any CDCL learned clause is not redundant in the superposition sense. This relationship shows the power of reasoning with respect to a (partial) model assumption. The model assumption actually prevents the generation of redundant clauses. Nevertheless, also in the CDCL framework completeness would be lost if redundant clauses are eagerly removed, in general. Either the ordering is not changed and the superposition redundancy notion can be eagerly applied or only a weaker notion of redundancy is possible while keeping completeness for both calculi.

The crucial point is that for the superposition calculus the ordering is the basis for redundancy, termination and completeness. If the completeness proof can be decoupled from the ordering, then the ordering might be changed infinitely often and other notions of redundancy become available. However, these new notions of redundancy need to be compatible with the completeness and termination proof. For example, if the redundancy ordering requires in addition a length restriction, i.e., \(C\) is redundant if \(D_{1}, \ldots, D_{n} \vDash C\) for \(D_{i} \prec C\) and \(\left|D_{i}\right|<|C|\) then CDCL and superposition remain complete with respect to this weaker notion of redundancy, even if the atom ordering or the heuristics \(H\) are dynamically changed. The ordering \(<\) is already well-founded on clauses independently from the choice of \(\prec\). Eager application of Forget on redundant clauses preserves completeness for CDCL. However, the above length restriction is very strong and as said the redundancy ordering is not the only parameter that can be adjusted. An interesting future research question is to investigate
further the relationship between decoupled orderings, redundancy, termination, and completeness.

A "slightly" more expressive logic than propositional logic is the first-order logic Bernays-Schönfinkel (BS) fragment. Satisfiability of a BS clause set remains decidable, because the problem can be actually reduced, with a worst-case exponential blow up, to propositional satisfiability. The overall worst-case complexity moves from NP-completeness (propositional) to NEXPTIME-completeness (BS). A natural question is what happens if the principles developed in this paper are applied to calculi for the Bernays-Schönfinkel fragment. Actually, the calculi of all systems developed in particular for the BS fragment apply inferences with respect to a (partial) model assumption [5,8,14], partly in the spirit of this paper. Recently, we have shown [1] that the principles of this paper can be lifted to the BS fragment, but not in a straightforward way. An explicit Factoring inference is needed. The model assumption gets far more complicated, in order to receive compact representations of models and to guarantee non-redundant learned clauses. Actually, I see this as an important direction of future research. For all model assumption representations we know today, there are BS clause sets where the model representation becomes exponential in the size of the clause set. An important difference to SAT.

Finally, if aiming at full first-order logic available results are at a very early stage. A key operation with respect to a model representation is deciding whether a clause is false. It is open how the known representations providing decidability of this operation for first-order models can be integrated in an overall automated reasoning approach in the style of this paper, although some steps have been done into this direction \([2,9,18]\). The situation becomes even more difficult if first-order logic with equality is considered. Here no "expressive" representations with the above property is known.
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\begin{abstract}
We introduce a new way of reasoning about invariance in terms of foot-prints in a Hoare logic for recursive programs with (unbounded) arrays. A foot-print of a statement is a predicate that describes that part of the state that can be changed by the statement. We define invariance of an assertion with respect to a foot-print by means of a logical operation. This new Hoare logic is applied in a new simpler and modular proof of correctness of the well-known Quicksort sorting algorithm.
\end{abstract}

\section*{1 Introduction}

During a visit of Ernst-Ruediger Olderog at the CWI in 2014, together with Krzysztof R. Apt we discussed different alternative proofs of correctness of the well-known Quicksort sorting algorithm [Hoa62]. These discussions resulted in various proof strategies which have been further detailed by Ernst-Ruediger and which form the starting point of this paper.

Proving correctness of (imperative) programs in Hoare logic is in general a challenging task, even for what seem to be relatively simple programs (measured for example in terms of the lines of code). Most of the complications are due to the basic fact that an imperative program specifies what changes, whereas an assertion describes what is. Consequently, most of the effort in proving correctness goes in specifying and verifying what does not change, i.e., what is invariant.

Proving correctness of recursive programs in Hoare logic requires special auxiliary rules (axioms) for reasoning about invariance [AdBO09], the so-called adaptation rules. These rules are used to adapt a given correctness formula, for example by adding to the pre- and postcondition an invariant. Hoare introduced in [Hoa71] one rule, the adaptation rule, which generalizes these rules. In his seminal paper [Old83] Ernst-Ruediger Olderog studied the expressiveness and the completeness of the adaptation rule.

Programs with, for example, array variables give rise to aliasing, i.e., the phenomenon of two syntactically different expressions which refer to the same memory location. In the presence of aliasing we cannot determine statically anymore general invariant properties, whereas the standard adaptation rules are based on such a static determination, namely checking syntactically whether a given assertion contains occurrences of variables changed in the given program.

The adaptation rules, including Hoare's rule, therefore are of limited use in proving invariant properties of (recursive) programs with arrays. This limitation in general greatly complicates the correctness proofs because it does not fully support modularity: invariant properties in general are verified in terms of the internal control structure of a given program.

For recursive programs with array variables we extend in this paper the standard pre-postcondition specification with a footprint. A footprint is a set of predicates indexed by an array name. The arity of the predicate equals that of the array (interpreted as a function). Such a predicate associated with an array describes that subset of the domain of the array which can be changed by the program. We show how to extend the syntactic characterization of invariance to these footprints by means of a logical operation. We prove soundness of this logical operation and apply the logic to the verification of the well-known Quicksort sorting algorithm, which results in a simpler and modular proof.

Related Work. A large body of related work focuses on reasoning about invariant properties of object-oriented programs. For example, dynamic frames [Wei11] have been introduced as an extension of Hoare logic where invariant properties are specified and verified in terms of an explicit heap representation. Such a representation however in general does not match the abstraction level of objectoriented languages like Java. In separation logic [Rey05] invariant properties of object-oriented programs are specified and verified in terms of a logical operation of separation conjunction which allows to split the heap into two disjoint parts. The resulting logic however is undecidable for its propositional subset [BK14]. Moreover, in [CYO01] it is shown that validity of the first-order language restricted to so-called "points to" predicate is not recursively enumerable, and as such not axiomatizable. In general, such axiomatizations are needed to prove formally the verification conditions which establish program correctness.

In contrast our approach, which can be extended to object-oriented programs (see Section 5), is based on standard predicate logic which allows established theorem proving techniques/engines. Further it allows reasoning at an abstraction level which coincides with the programming language, i.e., it does not require special predicates like the "points to" predicate.

\section*{2 Adaptation Rules}

To allow for modular reasoning in Hoare logic, adaptation rules are needed to adapt the specifications in correctness formulas to a specific context. This section discusses four such adaptation rules [AdBO09], abstracting from the programming language: a conjunction rule, an existential introduction rule, an invariance rule, and a substitution rule. The invariance rule provides a basic form to reason about invariance using a simple syntactic test. A more precise semantic form, introduced in the next section, is needed for arrays. The adaptation rules are amenable to this extension; the next section shows that a modest addition to these rules suffices. In this section we clarify the relation between these adaptation rules and Hoare's single rule of adaptation [Hoa71], which was analyzed
by Olderog in [Old83]. The precise definitions of the adaptation rules are given below (for details about the standard logical operations used, like substitution \(p[z:=x]\) of \(z\) for \(x\) in \(p\), we refer to [AdBO09]):

RULE A1: CONJUNCTION
\[
\frac{\left\{p_{1}\right\} S\left\{q_{1}\right\},\left\{p_{2}\right\} S\left\{q_{2}\right\}}{\left\{p_{1} \wedge p_{2}\right\} S\left\{q_{1} \wedge q_{2}\right\}}
\]

RULE A2: \(\exists\)-INTRODUCTION
\[
\frac{\{p\} S\{q\}}{\{\exists z: p\} S\{q\}}
\]
where \(z\) does not occur in \(S\) or \(q\).
RULE A3: INVARIANCE
\[
\frac{\{p\} S\{q\}}{\{r \wedge p\} S\{r \wedge q\}}
\]
where \(S\) does not assign to the variables in the formula \(r\).

\section*{RULE A4: SUBSTITUTION}
\[
\frac{\{p\} S\{q\}}{\{p[z:=t]\} S\{q[z:=t]\}}
\]
where \(z\) does not occur in \(S\), and \(S\) does not assign the variables in the term \(t\).

The invariance rule above provides a basic way to reason about assertions whose truth remains invariant under execution of \(S\). However, in the presence of arrays, the invariance rule is rather crude. Due to the syntactic check in the side-condition, if any array element is assigned to, any assertion that mentions the array cannot be used with the invariance rule, even if the assertion accesses only those indices that are not assigned. The next section shows how to address this problem.

Hoare's rule of adaptation is:
RULE (H) : HOARE-ADAPT
\[
\frac{\{p\} S\{q\}}{\{\exists z:(p \wedge \forall y:(q[x:=y] \rightarrow r[x:=y]))\} S\{r\}}
\]
where \(z\) does not occur in \(S\) or \(r, x\) is the list of all variables occurring in \(S\) and \(y\) is a list of fresh variables.

The question arises: what is the relation between Hoare's rule \((\mathrm{H})\) and the other adaptation rules? The next example by Olderog [Old83] shows that they differ in proof strength.

Lemma 1. Let \(k\) be a variable that does not occur in \(S\). From the correctness formula \(\{x=k\} S\{x=k\}\) we can derive \(\{x=k+1\} S\{x=k+1\}\) by A4, but not by rule ( \(H\) ).

Proof: To derive \(\{x=k+1\} S\{x=k+1\}\) simply apply A4, substituting \(k+1\) for \(k\). To see that this is not derivable with (H), note that the precondition \(\exists z: x=k \wedge \forall y: y=k \rightarrow y=k+1\) given by (H) simplifies to false.

Theorem 1. In the presence of the consequence rule, \((H)\) is derivable by A2, A3.

Proof: we show that from \(\{p\} S\{q\}\), we can derive
\[
\{\exists z:(p \wedge \forall y:(q[x:=y] \rightarrow r[x:=y]))\} S\{r\}
\]
where \(z\) does not occur in \(S\) or \(r, x\) is the list of all variables occurring in \(S\) and \(y\) is a list of fresh variables. Assume
\[
\{p\} S\{q\}
\]

From A3:
\[
\{p \wedge \forall y:(q[x:=y] \rightarrow r[x:=y])\} S\{q \wedge \forall y:(q[x:=y] \rightarrow r[x:=y])\}
\]

Consequence rule:
\[
\{p \wedge \forall y:(q[x:=y] \rightarrow r[x:=y])\} S\{r\}
\]

From A2:
\[
\{\exists z:(p \wedge \forall y:(q[x:=y] \rightarrow r[x:=y]))\} S\{r\}
\]

Thus, in the presence of the consequence rule, theorem 1 and lemma 1 show that A1, A2, A3 and A4 are strictly stronger than rule (H).

\section*{3 Reasoning About Invariance}

The Programming Language. We assume a basic imperative programming language featuring the usual sequential control structures. We distinguish between two kinds of (typed) variables: simple variables like \(x, y, u, v, \ldots\) which range over elements of the included basic types integer or Boolean, and array variables like \(a, b, \ldots\) of a higher type \(T_{1} \times \ldots \times T_{n} \rightarrow T\), where the argument types and the result type are basic types. Semantically arrays are functions, e.g., an array of type integer \(\rightarrow\) integer is unbounded. Expressions are side-effect free (every operator in the language is semantically interpreted as a total function, e.g., division by zero results by definition in, for example, zero). A subscripted variable of type \(T\) is of the form \(a\left[s_{1}, \ldots, s_{n}\right]\), where \(a\) is of some type \(T_{1} \times \ldots \times T_{n} \rightarrow T\) and
\(s_{i}\) is an expression of type \(T_{i}\), for \(i=1, \ldots, n\). For technical convenience only we restrict here to array assignments of the form \(a\left[s_{1}, \ldots, s_{n}\right]:=t\), where the argument expressions \(s_{1}, \ldots, s_{n}\) do not contain subscripted variables. A program consists of a statement \(S\) and a set of procedure declarations \(P\left(u_{1}, \ldots, u_{n}\right)::=S\), with formal parameters \(u_{1}, \ldots, u_{n}\) of a basic type and body \(S\). A procedure call is of the form \(P\left(t_{1}, \ldots, t_{n}\right)\), where \(t_{i}\) is an expression of a basic type which equals that of the corresponding formal parameter.

Correctness Formulas. Assertions \(p, q, \ldots\) are logical formula, defined as usual (as in [AdBO09]) (in contrast to program assignments, in assertions we do allow nested subscripted variables). By
\[
F:\{p\} S\{q\}
\]
we denote a correctness formula with a footprint \(F\). A footprint \(F\) is a (finite) set of uniquely labeled formulas \(a: p\left(x_{1}, \ldots, x_{n}\right)\), where \(n\) is the arity of array \(a\). All the formulas of the footprint \(F\) are syntactically invariant in that they do not contain any program variables which can be affected by an execution of \(S\)

The partial correctness interpretation of \(F:\{p\} S\{q\}\) (we assume an implicitly given set of procedure declarations \(D\) ) extends that of \(\{p\} S\{q\}\) with the following clause:
\[
\begin{aligned}
& \sigma \models p \text { and } \\
& <S, \sigma>\rightarrow^{*}<a\left[s_{1}, \ldots, s_{n}\right]:=t ; S^{\prime}, \sigma^{\prime}>\text { and } a: r\left(x_{1}, \ldots, x_{n}\right) \in F \\
& \text { implies } \\
& \sigma^{\prime} \models r\left(s_{1}, \ldots, s_{n}\right) .
\end{aligned}
\]

Here \(\rightarrow^{*}\) denotes the reflexive, transitive closure of the transition system for recursive programs (see Section 5.2 in [AdBO09]). In words, the above additional clause states that whenever an assignment to an array is executed the corresponding footprint should hold.

The Hoare Logic of Footprints. The footprint of an array assignment is captured by the following rule:

\section*{RULE 1: ARRAY ASSIGNMENT}
\[
\frac{q\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right] \rightarrow p\left(s_{1}, \ldots, s_{n}\right)}{\left\{a: p\left(x_{1}, \ldots, x_{n}\right)\right\}:\left\{q\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right]\right\} a\left[s_{1}, \ldots, s_{n}\right]:=t\{q\}}
\]

Here the weakest precondition \(q\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right]\) is calculated by means of a substitution operation \(\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right]\) which takes into account aliasing (see Section 2.7 in [AdBO09]). For the soundness of this rule, we refer to [AdBO09] to a proof that \(\sigma \models q\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right]\) if and only if \(\sigma\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right] \models\) \(q\), where \(\sigma\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right]\) denotes the result of executing the assignment \(a\left[s_{1}, \ldots, s_{n}\right]:=t\) in \(\sigma\). It remains to show that the above additional clause
defining the semantics of a foot-print is valid, i.e., \(\sigma \not \models q\left[a\left[s_{1}, \ldots, s_{n}\right]:=t\right]\) implies \(\sigma \models p\left(s_{1}, \ldots, s_{n}\right)\). This follows immediately from the premise.

As a very simple example, it is trivial to derive
\[
\{a: x=j\}:\{\text { true }\} a[j]:=1\{\text { true }\}
\]

In order to reason semantically about invariance in terms of footprints we introduce the restriction \(q \uparrow F\) of a formula \(q\) which "talks" only about that part of the state disjoint from the footprint. First we transform \(q\) in a formula \(q^{\prime}\) in prenex normal form such that its matrix \(r\) is in disjunctive normal form. For technical convenience only and without loss of generality we assume that \(r\) contains no nested subscripted variables. The formula \(q \uparrow F\) then can be obtained from \(q^{\prime}\) by simply adding for each subscripted variable \(a\left[s_{1}, \ldots, s_{n}\right]\) appearing as an argument in a literal the formula \(\neg p_{a}\left(s_{1}, \ldots, s_{n}\right)\) to the conjunct in which the literal appears, where \(p_{a}\left(x_{1}, \ldots, x_{n}\right) \in F\). More formally, we replace every literal \(l\left(s_{1}, \ldots, s_{n}\right)\) in \(q^{\prime}\) by \(l\left(s_{1}, \ldots, s_{n}\right) \wedge \bigwedge_{i} \neg p_{a_{i}}\left(\bar{t}_{i}\right)\), where \(i\) ranges over those indices such that \(s_{i} \equiv a_{i}\left(\bar{t}_{i}\right)\).

Given the above we can now introduce the following rule:
RULE 2: SEMANTIC INVARIANCE
\[
\frac{F:\{p\} S\{q\}}{F:\{p \wedge r \uparrow F\} S\{q \wedge r \uparrow F\}}
\]
where none of the simple variables which appear free in \(r\) appear in \(S\) at the left-hand-side of an assignment.

Let us illustrate the use of this latter rule by a very simple example. We want to prove
\[
\{\forall i: i \neq j \rightarrow a[i]=0\} a[j]:=1\{\forall i: i \neq j \rightarrow a[i]=0\}
\]

As already stated above it is trivial to derive from the above array assignment rule that
\[
\{a: x=j\}:\{\text { true }\} a[j]:=1\{\text { true }\}
\]

Calculating next
\[
(\forall i: i \neq j \rightarrow a[i]=0) \uparrow x \neq j
\]
yields the formula
\[
\forall i: i=j \vee(a[i]=0 \wedge i \neq j)
\]

Clearly this latter formula is logically equivalent to \(\forall i: i \neq j \rightarrow a[i]=0\) itself. So we can apply the above RULE 2 which gives us the desired result.

Soundness of the above proof system derives in a straightforward manner from the following lemma (soundness proofs of the remaining rules are standard, see [AdBO09]).

Lemma 2. (Soundness): Let a be an array variable that does not appear (free) in the formulas of the footprint \(F\). Further, let \(\sigma^{\prime}=\sigma[a[\bar{s}]:=u]\) and \(\sigma \models p_{a}(\bar{s})\). It follows that \(\sigma \models r \uparrow F\) iff \(\sigma^{\prime} \models r \uparrow F\).

Proof: By definition of \(r \uparrow F\) it suffices to show the above for any literal \(l\). By definition of \(\sigma^{\prime}\), we have that \(\sigma(t)=\sigma^{\prime}(t)\), for any term \(t\) which does not involve the array variable \(a\). So it suffices to show that \(\sigma \models l \uparrow F\) or \(\sigma^{\prime} \models l \uparrow F\) implies that \(\sigma(a[t])=\sigma^{\prime}(a[t])\), for any subscripted variable \(a[t]\) appearing as argument of \(l\). By definition of \(l \uparrow F\), we have that \(l \uparrow F\) implies \(\neg p_{a}(\bar{t})\). Consequently, since \(\sigma \models p_{a}(\bar{s})\), we have that \(\sigma(\bar{s}) \neq \sigma(\bar{t})\), which in turn implies that \(\sigma(a[\bar{t}])=\sigma[a[\bar{t}]:=u](a[\bar{t}])=\sigma^{\prime}(a[\bar{t}])\).

We have the following extension of the consequence rule.

\section*{RULE 3: CONSEQUENCE}
\[
\frac{p \rightarrow p^{\prime} \quad F:\left\{p^{\prime}\right\} S\left\{q^{\prime}\right\} \quad q^{\prime} \rightarrow q}{F:\{p\} S\{q\}}
\]

The following two rules deal with recursion. For technical convenience only we restrict to procedure declarations with read-only formal parameters and procedure calls with actual parameters which are not affected by the call. In Rule 5 " \(\vdash\) " denotes the derivability in the proof system itself. It allows to introduce assumptions about recursive calls (see [AdBO09]).

\section*{RULE 4: INSTANTIATION}
\[
\frac{F:\{p\} P(\bar{u})\{q\}}{F[\bar{u}:=\bar{t}]:\{p[\bar{u}:=\bar{t}]\} P(\bar{t})\{q[\bar{u}:=\bar{t}]\}}
\]
where \(P(\bar{u})::=S \in D\) and \(S\) does not assign to the variables appearing \(\bar{t}\).
RULE 5: RECURSION
\[
\begin{aligned}
& F:\left\{p_{1}\right\} P_{1}\left(\bar{u}_{1}\right)\left\{q_{1}\right\}, \ldots, F:\left\{p_{n}\right\} P_{n}\left(\bar{u}_{n}\right)\left\{q_{n}\right\} \vdash F:\{p\} S\{q\}, \\
& F:\left\{p_{1}\right\} P_{1}\left(\bar{u}_{1}\right)\left\{q_{1}\right\}, \ldots, F:\left\{p_{n}\right\} P_{n}\left(\bar{u}_{n}\right)\left\{q_{n}\right\} \vdash \\
& \quad F:\left\{p_{i}\right\} S_{i}\left\{q_{i}\right\}, i \in\{1, \ldots, n\} \\
& \bar{F}:\{p\} S\{q\}
\end{aligned}
\]
where \(P_{i}\left(\bar{u}_{i}\right):: S_{i} \in D\) for \(i \in\{1, \ldots, n\}\).
To extend the standard auxiliary rules (as discussed in the previous section) to footprints is straightforward (we omit the similar straightforward extensions of the standard axiom and rules, e.g., the axiom for assignments to simple variables, the conditional rule, the while rule, and the rule for sequential composition).

\section*{RULE A5: CONJUNCTION}
\[
\frac{F:\left\{p_{1}\right\} S\left\{q_{1}\right\}, F:\left\{p_{2}\right\} S\left\{q_{2}\right\}}{F:\left\{p_{1} \wedge p_{2}\right\} S\left\{q_{1} \wedge q_{2}\right\}}
\]

\section*{RULE A6: \(\exists\)-INTRODUCTION}
\[
\frac{F:\{p\} S\{q\}}{F:\{\exists z: p\} S\{q\}}
\]
where \(z\) does not occur in \(F, S\) or \(q\).

\section*{RULE A7: SUBSTITUTION}
\[
\frac{F:\{p\} S\{q\}}{F[z:=t]:\{p[z:=t]\} S\{q[z:=t]\}}
\]
where \(z\) does not occur in \(S\) and \(S\) does not change any of the variables in the term \(t\).

The following invariance rule additionally allows to adjust the footprint.

\section*{RULE A8: INVARIANCE}
\[
\frac{(r \wedge F) \rightarrow F^{\prime} \quad F:\{p\} S\{q\}}{F^{\prime}:\{p \wedge r\} S\{q \wedge r\}}
\]
where \(S\) does not assign to the variables in the formula \(r\). Further, \((r \wedge F) \rightarrow F^{\prime}\) holds if for every \(a: p^{\prime}(\bar{x}) \in F\) there exists \(a: p^{\prime \prime}(\bar{x}) \in F^{\prime}\) such that ( \(r \wedge\) \(\left.p^{\prime}(\bar{x})\right) \rightarrow p^{\prime \prime}(\bar{x})\).

\section*{4 Case Study: Quicksort}

We illustrate the use of footprints in a proof of correctness of the well-known quicksort sorting algorithm [Hoa62,FH71]:
```

QS(l,r) ::
if l<r
then P(l,r);
begin
local }u:=m\mathrm{ ;
QS(l,u-1);
QS(u,r)
end
fi

```

Here \(P(l, r)\) calls the partitioning algorithm which operates on an array \(a\) : integer \(\rightarrow\) integer and generates a value for the global integer variable \(m\). The partitioning algorithm satisfies the following contracts.
\[
\begin{aligned}
& -A_{1} \equiv x \in[l: r]:\{l<r\} P(l, r)\{m \in(l: r] \wedge a[l: m-1] \leq a[m: r]\} \\
& -A_{2} \equiv x \in[l: r]:\left\{a=a_{0}\right\} P(l, r)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\}
\end{aligned}
\]
where \(m \in(l: r]\) abbreviates \(l<m \wedge m \leq r\) and \(a[l: m-1] \leq a[m: r]\) abbreviates \(\forall i \in[l: m-1]: \forall j \in[m: r]: a[i] \leq a[j]\). The postcondition of the first contract thus states that the array segment \(a[l: r]\) can be split into two segments \(a[l: m-1]\) and \(a[m: r]\) such that all numbers in \(a[l: m-1]\) are smaller or equal to all numbers in \(a[m: r]\). The predicate \(\operatorname{perm}\left(a, a_{0}, l, r\right)\) states that the array \(a\) is a permutation of \(a_{0}\) on the interval \([l: r]\), which can be expressed by the assertion
\[
\exists b: \forall i, j \in[l: r]: \exists k \in[l: r]:(i \neq j \rightarrow b[i] \neq b[j]) \wedge b[i]=k \wedge a[i]=a_{0}[b[i]]
\]
where \(b\) is an array of type integer \(\rightarrow\) integer. Finally, the footprint \(x \in[l: r]\) of the array \(a\) states that the array \(a\) is only changed on the interval \([l: r]\) (we thus omit for notational convenience the label " \(a\) ").

Given these contracts we want to prove the following specifications of Quicksort:
\[
\begin{aligned}
& -B_{1} \equiv x \in[l: r]:\{\text { true }\} Q S(l, r)\{\operatorname{sorted}(a[l: r])\} \\
& -B_{2} \equiv x \in[l: r]:\left\{a=a_{0}\right\} Q S(l, r)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\}
\end{aligned}
\]
where \(\operatorname{sorted}(a[l: r])\) abbreviates the assertion
\[
\forall i \in[l: r-1]: a[i] \leq a[i+1]
\]

Let \(S_{Q S}\) denote the body of the procedure \(Q S\). By the recursion rule it suffices to prove (assuming the contracts \(A_{1}\) and \(A_{2}\) )
\[
\begin{gather*}
A_{1}, A_{2}, B_{1}, B_{2} \vdash \\
x \in[l: r]:\{\text { true }\} S_{Q S}\{\operatorname{sorted}(a[l: r])\} \tag{1}
\end{gather*}
\]
and
\[
\begin{gather*}
A_{1}, A_{2}, B_{2} \vdash \\
x \in[l: r]:\left\{a=a_{0}\right\} S_{Q S}\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\} \tag{2}
\end{gather*}
\]

Proof of Obligation (1). By the conditional rule it suffices to prove that
\[
\begin{equation*}
x \in[l: r]:\{l \geq r\} \text { skip }\{\operatorname{sorted}(a[l: r])\} \tag{3}
\end{equation*}
\]
and
\[
\begin{equation*}
A_{1}, B_{1}, B_{2} \vdash x \in[l: r]:\{l<r\} T\{\operatorname{sorted}(a[l: r])\} \tag{4}
\end{equation*}
\]
where \(T\) denotes the then-branch of \(S\).
The first follows directly from a trivial application of the consequence rule. Using \(A_{1}\), the (standard) assignment axiom, the block [AdBO09] and sequential composition rule, it is straightforward to establish proof obligation (4) from
\[
x \in[l: r]: \begin{gather*}
\{u \in(l: r] \wedge a[l: u-1] \leq a[u: r]\} \\
Q S(l, u-1) ; Q S(u, r)  \tag{5}\\
\{\operatorname{sorted}(a[l: r])\}
\end{gather*}
\]

In order to establish this proof obligation, we first instantiate \(l\) and \(r\) by \(u\) and \(r\), respectively, in \(B_{1}\) :
\[
x \in[u: r]:\{\text { true }\} Q S(u, r)\{\operatorname{sorted}(a[u: r])\}
\]

By instantiating \(l\) and \(r\) by \(u\) and \(r\), respectively, in \(B_{2}\), and the conjunction rule:
\[
x \in[u: r]:\left\{a=a_{0}\right\} Q S(u, r)\left\{\operatorname{sorted}(a[u: r]) \wedge \operatorname{perm}\left(a, a_{0}, u, r\right)\right\}
\]

It is straightforward to check that
\[
\begin{aligned}
& \left(\operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a_{0}[u: r]\right) \uparrow x \in[u: r] \leftrightarrow \\
& \left(\operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a_{0}[u: r]\right)
\end{aligned}
\]

Thus applying the footprint rule 2 :
\[
x \in[u: r]: \begin{aligned}
\{a & \left.=a_{0} \wedge \operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a_{0}[u: r]\right\} \\
& Q S(u, r) \\
\{\operatorname{sorted}(a[u: r]) & \left.\wedge \operatorname{perm}\left(a, a_{0}, u, r\right) \wedge \operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a_{0}[u: r]\right\}
\end{aligned}
\]

Next observe that
- \(\operatorname{perm}\left(a, a_{0}, u, r\right) \wedge a[l: u-1] \leq a_{0}[u: r]\) implies \(a[l: u-1] \leq a[u: r]\), and
\(-\operatorname{sorted}(a[l: u-1]) \wedge \operatorname{sorted}(a[u: r]) \wedge a[l: u-1] \leq a[u: r]\) implies \(\operatorname{sorted}(a[l: r])\).

Thus by the consequence rule:
\[
x \in[u: r]: \begin{gathered}
\left\{a=a_{0} \wedge \operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a_{0}[u: r]\right\} \\
Q S(u, r) \\
\{\operatorname{sorted}(a[l: r])\}
\end{gathered}
\]

Existential elimination (of \(a_{0}\) ) and consequence rule:
\[
x \in[u: r]: \begin{gathered}
\{\operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a[u: r]\} \\
Q S(u, r) \\
\{\operatorname{sorted}(a[l: r])\}
\end{gathered}
\]

Invariance rule A8 (adjusting the footprint: \(u \in(l: r] \wedge x \in[u: r]\) implies \(x \in[l: r])\) :
\[
x \in[l: r]: \begin{gathered}
\{u \in(l: r] \wedge \operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a[u: r]\} \\
Q S(u, r)
\end{gathered}
\]

Consequence rule:
\[
x \in[l: r]: \begin{gather*}
\{u \in(l: r] \wedge \operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a[u: r]\} \\
Q S(u, r)  \tag{6}\\
\{\operatorname{sorted}(a[l: r])\}
\end{gather*}
\]

Following a similar pattern as above, from assumption \(B_{1}\) we obtain by instantiation
\[
x \in[l: u-1]:\{\text { true }\} Q S(l, u-1)\{\operatorname{sorted}(a[l: u-1])\}
\]

By instantiating assumption \(B_{2}\) and the conjunction rule:
\(x \in[l: u-1]:\left\{a=a_{0}\right\} Q S(l, u-1)\left\{\operatorname{sorted}(a[l: u-1]) \wedge \operatorname{perm}\left(a, a_{0}, l, u-1\right)\right\}\)
It is straightforward to check that
\[
\left(a_{0}[l: u-1] \leq a[u: r]\right) \uparrow x \in[l: u-1] \leftrightarrow\left(a_{0}[l: u-1] \leq a[u: r]\right)
\]

Thus applying the footprint rule 2 :
\[
\begin{gathered}
\left\{a=a_{0} \wedge a_{0}[l: u-1] \leq a[u: r]\right\} \\
Q S(l, u-1) \\
\left\{\operatorname{sorted}(a[l: u-1]) \wedge \operatorname{perm}\left(a, a_{0}, l, u-1\right) \wedge a_{0}[l: u-1] \leq a[u: r]\right\}
\end{gathered}
\]

Since
\[
\operatorname{perm}\left(a, a_{0}, l, u-1\right) \wedge a_{0}[l: u-1] \leq a[u: r]
\]
implies \(a[l: u-1] \leq a[u: r]\), we obtain by the consequence rule:
\[
x \in[l: u-1]: \begin{gathered}
\left\{a=a_{0} \wedge a_{0}[l: u-1] \leq a[u: r]\right\} \\
Q S(l, u-1) \\
\{\operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a[u: r]\}
\end{gathered}
\]

Existential elimination (of \(a_{0}\) ) and consequence rule:
\[
\left.x \in[l: u-1]: \begin{array}{c}
\{a[l: u-1] \leq a[u: r]\} \\
Q S(l, u-1)
\end{array}\right\}
\]

Invariance rule A8 (adjusting the footprint: \(u \in(l: r] \wedge x \in[l: u-1]\) implies \(x \in[l: r])\) :
\[
x \in[l: r]: \begin{gather*}
\{u \in(l: r] \wedge a[l: u-1] \leq a[u: r]\} \\
Q S(l, u-1)  \tag{7}\\
\{u \in(l: r] \wedge \operatorname{sorted}(a[l: u-1]) \wedge a[l: u-1] \leq a[u: r]\}
\end{gather*}
\]

Sequential composition applied to the correctness formulas (6) and (7) finally establishes proof obligation (5).

Proof of Obligation (2). In this proof we use the next lemma.
Lemma 3. Suppose \(z\) does not occur in \(S\) and let \(p\) be a binary transitive relation. From \(F:\{x=z\} S\{p(x, z)\}\) we can derive \(F:\{p(x, z)\} S\{p(x, z)\}\).

Proof: Assume \(F:\{x=z\} S\{p(x, z)\}\). Apply the standard invariance rule, where \(y\) is a fresh variable:
\[
F:\{x=z \wedge p(z, y)\} S\{p(x, z) \wedge p(z, y)\}
\]

Consequence (rule 3):
\[
F:\{x=z \wedge p(z, y)\} S\{p(x, y)\}
\]

Existential elimination (rule A6) and consequence (rule 3):
\[
F:\{p(x, y)\} S\{p(x, y)\}
\]

Substitution (rule A7):
\[
F:\{p(x, z)\} S\{p(x, z)\}
\]

We are now ready to establish proof obligation (2). By the conditional rule it suffices to prove
\[
\begin{equation*}
x \in[l: r]:\left\{l \geq r \wedge a=a_{0}\right\} \text { skip }\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\} \tag{8}
\end{equation*}
\]
and
\[
\begin{equation*}
B_{2} \vdash x \in[l: r]:\left\{l<r \wedge a=a_{0}\right\} T\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\} \tag{9}
\end{equation*}
\]
where \(T\) denotes the then-branch of \(S\). The first follows trivially by the consequence rule. To establish proof obligation (9), we obtain from assumption \(B_{2}\) by instantiation
\[
x \in[u: r]:\left\{a=a_{0}\right\} Q S(u, r)\left\{\operatorname{perm}\left(a, a_{0}, u, r\right)\right\}
\]

Note that \(\operatorname{perm}\left(a, a_{0}, l, u-1\right) \uparrow x \in[u: r]\) is logically equivalent to \(\operatorname{perm}\left(a, a_{0}, l, u-1\right)\) itself. Thus applying the footprint rule 2 :
\[
\begin{gathered}
x \in[u: r]: \\
\left\{a=a_{0} \wedge \operatorname{perm}\left(a, a_{0}, l, u-1\right)\right\} \quad Q S(u, r)\left\{\operatorname{perm}\left(a, a_{0}, l, u-1\right) \wedge \operatorname{perm}\left(a, a_{0}, u, r\right)\right\}
\end{gathered}
\]

Consequence rule:
\[
x \in[u: r]:\left\{a=a_{0}\right\} Q S(u, r)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\}
\]

Note that perm is a binary, transitive predicate in the first two arguments. Thus lemma 3 gives:
\[
x \in[u: r]:\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\} Q S(u, r)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\}
\]

Invariance rule A8 (adjusting the footprint) and consequence rule (weakening the postcondition):
\[
\begin{equation*}
x \in[l: r]:\left\{u \in(l: r] \wedge \operatorname{perm}\left(a, a_{0}, l, r\right)\right\} Q S(u, r)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\} \tag{10}
\end{equation*}
\]

As above, we can derive
\[
x \in[l: u-1]:\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\} Q S(l, u-1)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\}
\]

Invariance rule A8 (adjusting the footprint again):
\[
\begin{gather*}
x \in[l: r]: \\
\left\{u \in(l: r] \wedge \operatorname{perm}\left(a, a_{0}, l, r\right)\right\} \underset{Q S(l, u-1)}{ }\left\{u \in(l: r] \wedge \operatorname{perm}\left(a, a_{0}, l, r\right)\right\} \tag{11}
\end{gather*}
\]

Sequential composition (applied to the correctness formulas (10) and (11)):
\[
\begin{gathered}
x \in[l: r]: \\
\left\{u \in(l: r] \wedge \operatorname{perm}\left(a, a_{0}, l, r\right)\right\} Q S(l, u-1) ; Q S(r, u)\left\{\operatorname{perm}\left(a, a_{0}, l, r\right)\right\}
\end{gathered}
\]

The remainder of the proof follows in a straightforward manner by instantiating \(A_{1}\) and \(A_{2}\), and applying the conjunction rule, the block rule (for \(u:=m\) ), and the rule for sequential composition.

\section*{5 Future Work}

First we want to prove (relative) completeness of the Hoare logic extended with footprints. We conjecture that this requires a straightforward extension of the usual Gorelick (relative) completeness proof (see [Apt84]).

It is not difficult to extend the notion of footprints to reasoning about invariant properties of object-oriented programs. The basic idea is simply to include for each field \(f\) a monadic predicate \(p_{f}\) : Object \(\rightarrow\) Boolean which holds for all those objects which have updated their field \(f\). This extension we want to integrate with our proof theory of abstract object creation [AdBG09] which allows specification and verification of dynamic heap structures at an abstraction level that coincides with the Java programming language and which already has been implemented in the KeY theorem prover [BHS07].
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\begin{abstract}
Hard real-time systems require programs to react on time. Static timing analysis derives timing guarantees by analyzing the behavior of programs running on the underlying execution platform. Efficient abstractions have been found for the analysis of caches. Unfortunately, this is not the case for the analysis of processor pipelines. Pipeline analysis typically uses an expensive powerset domain of concrete pipeline states. Therefore, pipeline analysis is the most complex part of timing analysis. We propose a compact abstract domain for pipeline analysis. This pipeline analysis determines the minimal progress of instructions in the program through the pipeline.

We give a concrete semantics for an in-order pipeline, which forms the basis for an abstract semantics. On the way, we found out that in-order pipelines are not guaranteed to be free of timing anomalies, i.e. local worst decisions do not lead to the global worst case. We prove this by giving an example. A major problem is how to find an abstract semantics that guarantees progress on the abstract side. It turns out that monotonicity on the partial progress order is sufficient to guarantee this.
\end{abstract}

\section*{1 Introduction}

In state-of-the-art timing analysis, microarchitectural analysis, i.e. the part dealing with the influence of the underlying hardware platform on the execution time behavior, is the most complex part. There are two main reasons for this.

The first one is the complexity of modern microprocessors, which feature (cyclic) interdependencies between components. These interdependencies make it hard to impossible to decompose the analysis into several more efficient subanalyses. Additionally, they often result in so called timing anomalies (i.e. following local worst cases does not lead to global worst cases) that complicate the analysis.

This work was supported by the Deutsche Forschungsgemeinschaft (DFG) as part of the Transregional Collaborative Research Centre SFB/TR 14 (AVACS) and by the Saarbrücken Graduate School of Computer Science which receives funding from the DFG as part of the Excellence Initiative of the German Federal and State Governments.

The second, not quite independent, reason is that no compact abstract domain for pipeline analysis has been found, yet, making it necessary to fall-back to a very expensive powerset domain of concrete pipeline states. The resulting state space exploration has to investigate all possible transitions of instructions through the microarchitecture in order not to miss the worst-case behavior. In this context, the aforementioned timing anomalies prevent state space reduction based on local decisions.

There are approaches that tackle the efficiency problem. Wilhelm [11] uses a symbolic representation of the elements of the powerset domain. Other approaches almost exclusively try to overcome the complexity of modern microprocessors. They range from stepping-back towards very simplistic pipeline designs [7] to limiting processor features such that decomposition into more efficient analyses are possible. One example is the PRET architecture [5] that features a thread-interleaved pipeline basically leading to sequential execution w.r.t. a single thread.

Not much research has so far been undertaken to develop compact abstract domain for pipelines. In the following, we present (speculative) ideas and thoughts on how such a compact domain could look like. We also determine sufficient conditions on the concrete pipeline behavior that admit compact domains while leading to precise results. Enforcing these conditions in hardware can lead to degradation of the system's overall performance. Although it cannot be expected that the efficiency problem is ultimately "solved", i.e. compact domains for arbitrarily complex architectures are found, it is a step in this new direction. In any case, it will provide a better understanding of how to model the microarchitectural timing behavior.

\section*{2 Background}

\subsection*{2.1 Pipelines}

We consider a normal RISC-like 5-stage in-order pipeline as depicted in Figure 1, i.e. program instructions are executed in an overlapped fashion, but in the order they occur in the program. First, an instruction is fetched from memory. Second, the instruction is decoded and operands are fetched from the register file. Next, the instruction is executed and potentially a memory address is generated and the corresponding memory access is initiated. In the next stage, pending data memory operations are finished. Last, the results computed by the instruction are written back to the register file. The fetch stage and the memory stage access a common background memory, possibly via separate instruction and data caches. The progress of an instruction in the pipeline is stalled when data dependencies would be violated or when an instruction is waiting for a memory access to be serviced.

Definition 1. We call a pipeline in-order if each stage processes the instructions in the order they occur in the program.


Fig. 1. 5-stage RISC pipeline. Fetch and memory stage access a common background memory through separate caches.
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { IF } \\
& \text { ID }
\end{aligned}
\]} & ( \(\left.i_{8}, m l\right)\) & \multirow{5}{*}{\(\lambda i_{j} \in \mathcal{I} .\{\)} & (pre, 0) & \(j>8\) \\
\hline & & & (IF, ml) & \(j=8\) \\
\hline EX & \(\left(i_{7}, 2\right)\) & & \((E X, 2)\) & \(j=7\) \\
\hline MEM & \(\left(i_{6}, 0\right)\) & & (MEM, 0) & \(j=6\) \\
\hline WB & & & (post, 0) & \(j<6\) \\
\hline
\end{tabular}

Fig. 2. A concrete pipeline state in stage-centric and instruction-centric representation. The numbers denote the individual latencies, i.e. the cycles needed for the instruction to become ready in its current stage.

There are more advanced pipelining techniques that feature dynamic scheduling to reorder instruction and execute them out-of-(program)-order, speculation across branches, and additional buffers to decouple the pipeline and the memory hierarchy. We discuss the influence of these features on a compact representation for pipeline analysis in Section 5. For the remainder of this article, we focus on the presented in-order processor architecture.

\subsection*{2.2 Concrete Semantics of an In-Order Pipeline}

In the following, we give a concrete semantics of an in-order pipeline. The remainder of this article is based on this concrete semantics.

As depicted in Figure 2, there are two equivalent views of a concrete pipeline state: A stage-centric view describing which stage is occupied by which instruction and an instruction-centric view describing which instruction occupies which stage. We select the second view because the abstract semantics, to be presented later, will represent the guaranteed progress of instructions through the pipeline. We use the first view for visualization purposes only.

Domain. An instruction in the pipeline can occupy one of the stages IF, ID, EX, MEM, and WB. We further distinguish between instructions that have not yet entered the pipeline, which are in the conceptual stage "pre", and instructions that have already left the pipeline, which are in the conceptual stage "post". Together, we obtain the following set of stages:
\[
\mathcal{S}:=\{p r e, I F, I D, E X, M E M, W B, p o s t\} .
\]

Some of the pipeline stages are multi-cycle, e.g. IF and MEM in case of a cache miss and EX in the case of expensive arithmetic operations like floating point division. Thus, we introduce counters that capture how many cycles an instruction needs to remain in its current stage until being able to advance to the next stage.

The concrete domain is then defined as
\[
\text { Pipe }:=\mathcal{I} \rightarrow \mathcal{S} \times \mathbb{N} \text {, }
\]
where \(\mathcal{I}\) denotes the set of instruction instances that form the instruction sequence \(i_{1}, i_{2}, \ldots, i_{n}\) occurring during program execution.

Cycle Update. The cycle update cycle : Pipe \(\rightarrow\) Pipe describes the concrete behavior of the pipeline informally described above, i.e. how a pipeline state changes during the execution of one processor cycle. The structure is quite generic and can be adapted to different pipeline designs: An instruction can advance in the pipeline if the instruction is ready to move to the next pipeline stage and this next pipeline stage would be free in the next cycle. An instruction might not be ready if there are unsatisfied data dependencies or it needs to wait for a memory transfer. In this case the instruction stays in the same stage, but its counter of remaining wait cycles might be decremented. If the next pipeline stage is still occupied in the next cycle, the instruction is stalled and stays unmodified in its current stage.

The next pipeline stage will be free in the next cycle if it is already free or if the instruction occupying it can move on to the next stage. An instruction in the WB stage is considered to always find its (fictive) next stage in the next cycle.
\[
\begin{aligned}
& \text { cycle( } p \text { : Pipe) }:= \\
& \lambda i \in \mathcal{I} . \begin{cases}\left.\left(\operatorname{stage}^{( }\right), \operatorname{cnt}^{\prime}(i)\right) & : \neg \operatorname{ready}(i) \\
\left(\operatorname{stage}^{\prime}(i), \operatorname{latency}\left(\text { stage }^{\prime}(i), i\right)\right) & \left.: \operatorname{ready}(i) \wedge{\text { willbefree }\left(\text { stage }^{\prime}(i)\right)}_{(\operatorname{stage}(i), \operatorname{cnt}(i))}\right) \\
: \operatorname{ready}(i) \wedge \neg \operatorname{willbefree}\left(\operatorname{stage}^{\prime}(i)\right)\end{cases}
\end{aligned}
\]
where \((\operatorname{stage}(i), \operatorname{cnt}(i)):=p(i)\) and \(\operatorname{cnt}^{\prime}(i)\), stage \(^{\prime}(i)\), ready \((i)\), willbefree \((s)\), and latency \((s, i)\) are defined as follows:
\[
\begin{aligned}
\operatorname{cnt}^{\prime}(i):= & \begin{cases}\operatorname{cnt}(i)-1 & : \operatorname{cnt}(i)>0 \\
0 & : \operatorname{cnt}(i)=0\end{cases} \\
\operatorname{stage}^{\prime}(i):= & \begin{cases}\operatorname{post} \quad & : \operatorname{stage}(i)=W B \vee(\operatorname{stage}(i)=I D \wedge i=n o p) \\
W B & : \operatorname{stage}(i)=M E M \\
M E M & : \operatorname{stage}(i)=E X \\
E X & : \operatorname{stage}(i)=I D \\
I D & : \operatorname{stage}(i)=I F \\
I F & : \operatorname{stage}(i)=\operatorname{pre} \wedge \operatorname{tofetch}(i) \\
\operatorname{pre} & : \operatorname{stage}(i)=\operatorname{pre} \wedge \neg \operatorname{tofetch}(i)\end{cases}
\end{aligned}
\]
\[
\begin{aligned}
\text { busfree } & :=\neg \exists i .(\text { stage }(i)=I F \vee \text { stage }(i)=M E M) \wedge \text { cnt }(i)>0 \\
\text { ready }(i) & :=(\text { cnt }(i)=0) \wedge(\text { stage }(i)=I D \Rightarrow \text { data dependencies satisfied }) \\
& \wedge(\text { stage }(i)=E X \wedge i=\text { load } / \text { store } \Rightarrow(\text { dcachehit } \vee \text { busfree }) \\
& \wedge(\text { stage }(i)=\text { pre } \Rightarrow(\text { icachehit } \vee(\text { busfree } \wedge \neg d \text { cachemiss })) \\
\text { willbefree }(s) & :=(s=\text { post }) \vee(\neg \exists \text { i.stage }(i)=s) \\
& \vee(\exists \text { i.stage }(i)=s \wedge \text { ready }(i) \wedge \text { willbefree }(\text { stage }(i))) \\
\text { latency }(s, i) & := \begin{cases}0 & : s \in\{I D, W B, \text { pre }, \text { post }\} \\
\text { lat }(i) & : s=E X \\
0 & :(s=I F \wedge \text { icachehit }) \vee(s=M E M \wedge \text { dcachehit }) \\
m l & :(s=I F \wedge \text { icachemiss }) \vee(s=M E M \wedge \text { dcachemiss })\end{cases}
\end{aligned}
\]
where \(m l\) denotes the cache miss latency, and lat( \(i\) ) denotes the execution latency of instruction \(i\) that can depend on the operand values (e.g. in case of a division). Some of the values, i.e. lat, icachehit, icachemiss, dcachehit, dcachemiss, and tofetch \((i)\), depend on the environment of the pipeline that is known during an actual execution. A latency of 1 cycle is assumed for the access to an L1 cache. We omitted the state of the environment, such as caches, in this formulation for the sake of readability.

\subsection*{2.3 State-of-the-art Pipeline Analysis}

Current pipeline analyses rely on expensive powerset domains as abstract domains. An abstract state is a set of concrete pipeline states. The abstract domain is thus given by
\[
\text { Pipe }{ }_{p s}^{\#}:=\left(2^{\text {Pipe }}, \subseteq, \cup\right) .
\]

Basically, state-of-the-art pipeline analysis [4,9] computes the so-called collecting semantics of pipeline states, i.e. it computes for each program point the set of concrete pipeline states that reach the program point during execution. The transfer function \(f_{p s}^{\#}:\) Pipe \({ }_{p s}^{\#} \rightarrow\) Pipe \(e_{p s}^{\#}\) can thus be defined using the concrete cycle-function applied element-wise. The (abstract) transfer of a single concrete pipeline state can nevertheless lead to several successors due to uncertainty in the environment. E.g. it might be uncertain whether a memory access hits or misses the caches, or what the values of operands are. In these cases, the necessary parts of the environment are concretized resulting in several environments. The cycle of the concrete state is then applied with each such (partially concretized) environment.

\section*{3 Are In-Order Pipelines Interesting? Or: What About Timing Anomalies?}

Microarchitectural analysis has to cope with uncertainty about (components of the) execution states. First, it does not generally know the initial execution state,


Fig. 3. Timing Anomaly: The local worst case does not lead to the global worst case [6].
e.g. the initial occupation of the pipeline stages with old instructions. Secondly, the analysis works with an abstract model of the architecture, potentially omitting some details in a safe way, thereby introducing uncertainty in the pipeline and the environment (e.g. caches). Thirdly, it typically combines information about the execution states resulting from different paths leading to one program point. Uncertainty about some components of the execution state may result in non-deterministic decisions to be made by the analysis based on the powerset domain.

A (timing) anomaly is a scenario where the local worst-case in a nondeterministic decision does not lead to the global worst case. A classical example depicted in Figure 3 is a cache miss (locally worse than a cache hit) that leads to a shorter overall execution time, because in the hit case operations are reordered in a way better suiting the subsequent program. This is often referred to as scheduling anomaly which is typically present in architectures featuring out-of-order execution. These anomalies hinder local state space reductions that would simplify the state-exploring pipeline analysis described in the previous section.

In-order pipelines with timing anomalies have been discussed earlier in literature. The anomalous behavior was exclusively triggered by odd cache behavior such as pseudo round-robin replacement [9] or partial cache line fills [3]. In-order pipelines with LRU caches have (implicitly) been considered anomaly-free as they execute instructions in a very regular fashion. As an example, Wenzel et al [10] identified resource allocation decisions as necessary condition for timing anomalies. A resource allocation decision describes a situation where a latency variation causes instructions to execute in different orders in the functional units of an superscalar processor.

The pipeline described in Section 2.2 does not allow resource allocation decisions, but nevertheless features a timing anomaly. All instructions enter the (sole) functional unit in program order - independent of any latency variation. The definition of a resource allocation decision does not capture, that a latency variation at the beginning of an instruction sequence can have an anomalous impact on


Fig. 4. Left: The program to execute that leads to an anomalous behavior. Middle: The pipeline state serving as starting point for the anomaly. Right: The ongoing execution of the program demonstrating the anomaly.
the latency (not the ordering) of later instructions. We will demonstrate that a timing anomaly is possible anyway and thus the property of in-order execution is not sufficient. However, the definition of Wenzel et al. [10] could be extended to also exclude reorderings of memory accesses.

Let us consider an in-order pipeline with separate caches, but common background memory as described earlier in Figure 1. The anomaly is based on the observation that in-order pipelines still allow the fetch of a instruction to be scheduled before the data access of a preceding instruction. In the following, we discuss the anomaly in more detail.

We make use of the following assumptions on the pipeline behavior that partially extend the formal description in Section 2.2. The pipeline has the ability to eliminate instructions from the pipeline that have no effect, e.g. nop instructions or predicated instructions whose condition is false. Furthermore, the pipeline features a long-lasting instruction such as floating-point division whose latency is at least as long as an L1 cache miss. This seems unrealistic at first glance, however when second-level caches are used to serve first-level misses it might very well be realistic.

Consider the program and (part of) its execution in Figure 3. The division instruction is data-dependent on the second load denoted by the dashed arrow in the right column. The dashed line in the left column denotes the beginning of a new cache line.

The pipeline state depicted in the middle column arises during execution of the program and serves as a starting point for the timing anomaly. We consider the following cache environment: The first load instruction might hit \((\mathrm{H})\) or miss (M) the data cache, resulting in a non-deterministic decision that triggers the anomalous behavior. The second load instruction misses the data cache. The fetch of the return instruction misses the instruction cache. The right column shows the ongoing execution of the program, demonstrating the possibility of a timing anomaly. The stage between the two loads is free resulting from the eliminated nop. The anomaly is due to the fact, that the second load can advance to the \(E X\) stage while waiting for the first load to complete its miss. Thus it can be started before the fetch of the return instruction which suits the execution of the data-dependent division instruction. In the hit case, the second load becomes ready too late and is blocked by the already ongoing instruction fetch.

This example demonstrates that in-order pipelines are not a priori anomalyfree. The existence of timing anomalies thus hinders local state space reductions even for in-order pipelines. So, they are interesting candidates for a compact abstract representation - getting rid of the expensive powerset domain and state space exploration.

\section*{4 Compact Abstract Pipeline Domain Based on Minimal Progress}

One idea for a compact representation of pipelines is inspired by our efficient cache analysis [2]. In this cache analysis, must and may analyses are employed to under-/overapproximate the cache content by tracking the maximal/minimal age of a cache block. In analogy, the idea for pipeline analysis is to track minimal/maximal progress of the instructions in the pipeline. The minimal progress metric can be used to guarantee that an instruction has eventually finished execution. One concern with minimal progress is, that - despite being conservative some progress must be guaranteed for each call of the abstract domain's transfer function. Otherwise no bound can be derived.

\subsection*{4.1 Abstract Domain}

First, we consider the pipeline behavior for one fixed instruction sequence \(i_{1} i_{2} \ldots i_{n}\) with \(i_{j} \in \mathcal{I}\). This eliminates uncertainty about the program's controlflow. We briefly discuss how to handle diverging and merging control-flow later.

Thus, the variation in execution times stems from cache uncertainty and variable-execution-latency instructions.

Minimal Progress. The abstract domain maps each instruction in the sequence to its minimal progress
\[
\text { Pipe }^{\#}:=\mathcal{I} \rightarrow \mathcal{P}_{\min }
\]
where \(\mathcal{P}_{\text {min }}:=\mathcal{S} \times \mathbb{N}\).
Note, that the domain is identical to the concrete domain, however the interpretation of a domain element is different. An element \(a p \in\) Pipe \({ }^{\#}\) describes for each instruction its minimal progress, i.e. the pipeline stage that the instruction reached at least. Thereby, we establish an ordering on concrete pipeline states.

Defining the Partial Order. First, we define a progress order on the stages an instruction can be in. The idea behind the ordering is, that later stages are "better" in the sense that execution should not take longer starting from later

\[
\text { post } \sqsubseteq_{\mathcal{S}} W B \sqsubseteq_{\mathcal{S}} M E M \sqsubseteq_{\mathcal{S}} E X \sqsubseteq_{\mathcal{S}} I D \sqsubseteq_{\mathcal{S}} I F \sqsubseteq \mathcal{s} \text { pre } . ~_{\text {. }}
\]


Fig. 5. Example of minimal-progress based join function. Take the minimum of the progress of individual instructions.

Some of the stages are multi-cycle, so we extend this to an ordering on progress \(\sqsubseteq_{\mathcal{P}_{\text {min }}}\) as follows
\[
(s, n) \sqsubseteq \mathcal{P}_{\text {min }}\left(s^{\prime}, n^{\prime}\right) \Leftrightarrow s \sqsubseteq \mathcal{S} s^{\prime} \vee\left(s=s^{\prime} \wedge n \leq n^{\prime}\right) .
\]

As the ordering \(\sqsubseteq_{\mathcal{P}_{\text {min }}}\) is total, the induced join is
\[
p \sqcup_{\mathcal{P}_{\text {min }}} p^{\prime}=\left(p \sqsubseteq_{\mathcal{P}_{\text {min }}} p^{\prime}\right) ? p^{\prime}: p .
\]

The minimal-progress order on individual pipeline stages can then be extended to whole pipeline states. Two abstract pipeline states are ordered, if the minimal progress of all instructions is ordered:
\[
s \sqsubseteq s^{\prime} \Leftrightarrow \forall i \in \mathcal{I} . s(i) \sqsubseteq \mathcal{P}_{\text {min }} s^{\prime}(i) .
\]

Note, that the order respects the "has left the pipeline" property, i.e. whether an instruction has left the pipeline and thus finished its execution. Formally, if \(s(i)=\) post for \(i \in \mathcal{I}\) and \(s \in\) Pipe \(^{\#}\), then
\[
\forall s^{\prime} \in \text { Pipe }^{\#} . s^{\prime} \sqsubseteq s \Rightarrow s^{\prime}(i)=\text { post. }
\]

The join function \(\sqcup\) is induced by the partial order \(\sqsubseteq\) and corresponds to taking the minimal progress for each instruction:
\[
s \sqcup s^{\prime}=\lambda i \in \mathcal{I} . s(i) \sqcup_{\mathcal{P}_{\text {min }}} s^{\prime}(i) .
\]

As an example consider the illustration in Figure 5.

Concretization/Abstraction Function. As already noted, the concrete domain and the abstract domain based on minimal progress are structurally equivalent, yet their interpretations are different. Therefore, an abstract minimalprogress pipeline state can also be viewed as a concrete state and vice versa. Note, that we can use the partial order and join defined above for concrete pipeline states as well. Exploiting this, we give the concretization function \(\gamma:\) Pipe \({ }^{\#} \rightarrow\) \(2^{\text {Pipe }}\) and abstraction function \(\alpha: 2^{\text {Pipe }} \rightarrow\) Pipe \(\#\) that relate our abstract domain to the collecting semantics domain and vice versa
\[
\begin{aligned}
\gamma(a p) & :=\{c p \in \text { Pipe } \mid c p \sqsubseteq a p\} \\
\alpha(C P) & :=\bigsqcup_{c p \in C P} c p
\end{aligned}
\]

An abstract minimal-progress pipeline state ap thus describes all concrete pipeline states that have at least the progress of \(a p\). The concretization and the abstraction function form a Galois connection [1].

\subsection*{4.2 Transfer Function}

Before we discuss the transfer function, we present the general correctness criterion.

Definition 2 (Local Consistency and Best Abstract Transformer, [1]). Let \(C\) and \(A\) be the concrete and abstract domains, and let \(\gamma: A \rightarrow C\) and \(\alpha: C \rightarrow A\) be the concretization and abstraction functions, and let \(f: C \rightarrow C\) be the concrete transformer. An abstract transformer \(f^{\#}: A \rightarrow A\) is locally consistent if and only if
\[
\forall a \in A . \gamma\left(f^{\#}(a)\right) \sqsupseteq_{C} f(\gamma(a))
\]

Let \(f_{\text {best }}^{\#}=\alpha \circ f \circ \gamma\). If \(\alpha\) and \(\gamma\) form a Galois connection, \(f_{\text {best }}^{\#}\) is the best abstract transformer. The best abstract transformer is locally consistent.

Local consistency implies global consistency of the analysis results, i.e. the correctness of the overall analysis. Thus, it is sufficient to demonstrate local consistency of our abstract transformer as correctness proof.

Next, we try to come up with an abstract transformer for the abstract pipeline domain based on minimal progress.

\section*{The Easy Part}

The transfer function takes a minimal progress abstract pipeline state from Pipe \({ }^{\#}\) and computes the effect of the execution for a certain amount of time, e.g. one cycle. To be useful, the transfer function must always be able to guarantee strict progress in the sense of our partial order \(\sqsubseteq\) defined in Section 4.1.

The question to answer is: On what does the progress of an instruction depend? Clearly, the progress of an instruction depends on whether the next


Fig. 6. How can progress be guaranteed during cycle transfer of this minimal-progress abstract state?
stage will be free - which in turn depends on the progress the instructions in these stages will make in the current cycle. This can be observed directly as the function willbefree in Section 2.2 is recursive. As a consequence, the transfer function should proceed backwards through the pipeline, i.e. the progress of instructions in later stages should be determined first. An instruction at least in stage write back will be at least in stage post after one cycle - no further dependencies.

Next there are data dependencies that cause hazards, so it also matters how far the dependent instructions have at least advanced in the pipeline (see ready in Section 2.2). Most of the data dependencies can be removed by employing techniques like forwarding; however some remain. Consider a load instruction followed by an arithmetic operation depending on the loaded value. If the arithmetic operation is at least in the decode stage, progress can only be guaranteed if the load is at least in the write-back phase. Observe that data dependencies have the same "direction" - upstream instructions depend on downstream instructions - as "resource dependencies" discussed in the previous paragraph.

\section*{The Hard Part}

Unfortunately, the progress dependencies can be bidirectional in general, i.e. the progress of an instruction may also depend on the progress of an instruction further upstream in the pipeline. As an example, consider an instruction in the memory stage just about to request memory as part of a data access that is blocked by an already ongoing instruction fetch. This is caused by the unified background memory with sequential access.

Why are bidirectional dependencies problematic? A downstream instruction may be stalled by an upstream instruction and vice versa. If under the abstraction, it cannot be determined which of the two instructions is progressing and which is stalled, then no progress is guaranteed for either of the two.

Consider the example abstract state in Figure 6. Recall that the positions of the instructions represent their minimal progress, i.e. instructions could be further down the pipeline in a concrete execution. Considering the data access that might just be about to happen: it could be blocked as the instruction fetch could already have started. On the other hand, consider the instruction access that might just be about to happen: it could be blocked as the data access could already have started. Combining these two arguments, it follows that with the
information available in the abstract domain, no progress can be guaranteed out of this state during one cycle. Essentially the pipeline deadlocks under the abstraction and no execution-time bound can be derived at all.

Note, that the uncertainty of whether instruction or data are scheduled for the bus does not exist within the powerset domain since in each concrete state it is always clear whether instruction fetch or data fetch acquire the bus first.

\section*{Monotonicity}

A sufficient criterion to guarantee progress on each call of the transfer function cycle\# is monotonicity of the cycle update cycle. Monotonicity states that the transfer function preserves the ordering of states:

Definition 3 (Monotonicity). Let two states \(s_{1}, s_{2} \in\) Pipe. We call the (concrete) transfer function cycle monotone if and only if
\[
s_{1} \sqsubseteq s_{2} \Rightarrow \operatorname{cycle}\left(s_{1}\right) \sqsubseteq \operatorname{cycle}\left(s_{2}\right) .
\]

Theorem 1. The abstract transformer cycle \({ }^{\#}:=\) cycle is the best abstract transformer of the minimal-progress abstract domain if cycle is monotone.

Proof. We have to prove that cycle \({ }^{\#}=\) cycle \(=\alpha \circ\) cycle \(\circ \gamma\). By plugging in the definition of \(\gamma\) and \(\alpha\), the claim becomes
\[
\operatorname{cycle}(a p)=\bigsqcup_{c p \sqsubseteq a p} \operatorname{cycle}(c p) .
\]

Using the monotonicity property of cycle concludes the proof.
Corollary 1. The abstract transformer cycle\# \(:=\) cycle is a sound abstract transfer function of the minimal-progress abstract domain.

Combined with the property that the order \(\sqsubseteq\) respects whether instructions are finished, and given that we start with a correct initial value, it follows that the analysis leads to overall sound results.

However, the transfer function cycle as described in Section 2.2 is not monotone. This can be derived from the timing-anomalous behavior we described in Section 3. After one cycle, the state in the load-hit case made more progress compared to the load-miss case. But at the end, the load-miss case leads to a state that has progressed more.

Proposition 1 (Absence of Timing Anomalies). If the transfer function cycle is monotone, the powerset-domain-based analysis can safely follow local worst-cases.

The terminology local worst-/best-case suggests that, after one cycle, the state following the local best-case should have at least the progress as the state following the local worst-case has. The monotonicity property guarantees, that further cycling will always preserve this progress ordering. Thus, it is safe to follow the
state with the minimal progress (arising from the local worst-case) - if the above characterization of local worst-/best-case is appropriate.

Having completely separate instruction and data memory ensures monotonicity. Then, the progress of an instruction solely depends monotonically on the progress of instructions further down in the pipeline. However, this scenario is unrealistic - applications could rely on self-modifying code or need to load data from the instruction memory (e.g. constant pools).

Another "hardware" attempt to ensure monotonicity is to never start a memory request upon an instruction-cache miss as long as an instruction, potentially accessing data memory, could be blocked by this. This way, we enforce a stronger property than in-order execution as we defined it above. In-order execution for example still allows that the fetch (memory access) of a later instruction can be scheduled before the data access of an earlier execution. In some sense, the execution is not in-order w.r.t. to externally visible events such as the acquisition of the memory bus.

Definition 4 (Strictly In-Order). We call a pipeline strictly in-order if each resource processes the instructions in the order they occur in the program.
These resources include the pipeline stages as well as the common background memory. The definition enforces, that all memory accesses of one instruction (i.e. the instruction fetch and potential data accesses) happen before any memory access of a later instruction.

Recall the definition of the concrete pipeline semantics in Section 2.2 that is not strictly in-order. We modify the underlying pipeline such that it becomes strictly in-order as follows:
\[
\begin{aligned}
\operatorname{ready}(i) & :=\ldots \wedge(\text { stage }(i)=p r e \Rightarrow(\text { icachehit } \vee \\
& (\text { busfree } \wedge \forall p r \in \operatorname{prev}(i) .(p r \neq l d / \operatorname{str} \vee \operatorname{stage}(p r) \notin\{I F, I D, E X\}))) .
\end{aligned}
\]

An instruction miss that could block the bus for earlier data memory accessing instructions is delayed until no such instructions are in the "critical area" any more. In the case of an instruction cache hit, no such actions are necessary as the caches are separated.

Proposition 2. The strictly in-order pipeline just described is monotone in the sense of Definition 3.

The detailed proof of this proposition is quite lengthy and therefore we only present a sketch here. Given two pipeline states \(s_{1}, s_{2}\) such that \(s_{1} \sqsubseteq s_{2}\). The proof uses a case distinction of the progress of an instruction in \(s_{2}\). The cases should be considered in a bottom-up fashion starting with post and ending with pre. This represents the progress dependencies on the progress of instructions further down the pipeline. Then, we exploit that each instruction has at least the same progress in \(s_{1}\). Using the definition of the concrete semantics, it follows that \(\operatorname{cycle}\left(s_{1}\right) \sqsubseteq \operatorname{cycle}\left(s_{2}\right)\).

Note that in general, even a strictly in-order pipeline may feature timing anomalies, e.g., if it contains multiple incomparable functional units as described by Wenzel et al [10].

\section*{Outlook: Enriched Abstraction}

An alternative to enforcing monotonicity of the concrete behavior of the pipeline by hardware modifications is to come up with more expressive abstractions. The idea is to enrich the abstraction with further (instrumented) properties about the time that has been spent at least in a specific stage.

An analogous idea has been successfully used in shape analysis via threevalued logic [8]. Additionally introduced instrumentation predicates made it possible to establish and preserve complex statements about heap-allocated data structures.

Transferred to our domain: To ensure that some progress is always made in the abstraction, one can instrument the semantics, so that every instruction tracks the number of cycles it has spent in a pipeline stage. Independently of the executed instruction, there is an upper bound on the time needed to pass a stage that can be determined from the concrete microarchitectural behavior. As soon as an instruction exceeds this bound, it is guaranteed to have advanced to the next stage.

Another possibility is to employ additional relational information. The example in Figure 6 shows, that progress cannot be guaranteed individually neither for the add nor the load instruction. However, we know that at least one of the two instructions makes progress in each cycle. Thus, an abstraction that tracks the progress of both instructions in a relational manner is eventually able to guarantee that both instructions have progressed to the next stage.

\subsection*{4.3 Diverging and Joining Control Flow}

So far, we considered instruction sequences without branching and joining of control flow. The actual static analysis is performed on a control-flow graph with branches, control joins, and loops. A detailed and formal explanation of the consequences is out of the scope of this article, however we want to give a rough idea of how to extend the domain.

The problem with branching/joining is that one abstract state would need to talk about the behavior of different instruction sequences coming from/going to different branches of the control-flow graph. The obvious solution is to keep several abstract states - namely one per branch/different instruction sequence. After several abstract transformer cycles, the differing instructions will finally leave the pipeline and allow to join the remaining abstract states according to their minimal progress.

An efficient representation could be based on directed, acyclic graphs. Nodes in the graph are the instructions currently processed in the pipeline associated with their minimal progress. An edge points to the preceding instructions. In case of branch, several instructions have the same preceding instruction. In case of a control-flow join, the first common instruction has several preceding instructions and thus several outgoing edges.

\subsection*{4.4 Why Maximal Progress is not so Important}

In this article, we focused on the minimal progress of instructions within a pipeline which is sufficient to derive an upper bound on the execution times of a program. In analogy to must-/may-cache analyses, an abstract domain tracking the maximal progress can be defined. This is needed e.g. for the calculations of lower bounds on the execution times of a program. Furthermore, in the case of non-monotone transformers it might be useful to prune some cases as infeasible.

\section*{5 Open Problems}

So far, we examined in-order pipelines with separate caches which are well-suited candidates for compact abstractions due to their regular behavior. Modern processors, however, invest far more complexity to cleverly predict and optimize the executed instruction sequence. Their behavior is sensitive even to small local changes - leading to large global changes. This complicates the search for compact representations.

Branch Prediction and Speculation. Speculation techniques allow to execute instructions although it is unclear whether they should be executed at all (e.g. due to an unresolved branch). Speculative execution is known to cause timing anomalies [6] and is also problematic from the point of view of guaranteed progress. Corresponding concrete transformers are non-monotone: Speculatively executed instructions that progress further can turn out to be detrimental for the overall progress. Besides direct effects such as unnecessary and expensive memory accesses (see [6] for an example), speculation can pollute the cache leading to indirect effects due to reloads later.

Buffers such as Store Buffers. Additional buffers in the pipeline allow to further decouple the pipeline and the memory. As an example, stores complete to a store buffer such that the pipeline can continue execution while - in parallel the store is actually performed in memory. Such behavior introduces additional dependencies, e.g. instruction fetches, data loads, and stores compete for the exclusive bus resource.

Out-Of-Order Execution. Data dependencies can hinder the execution of the current instruction in a program. Out-of-order execution allows to reorder instructions and thus to execute subsequent instructions whose dependencies are already satisfied. This complicates the dependencies of an instruction's progress - it might depend on the progress of instructions later in the program. Out-oforder execution is also known to cause timing anomalies [6].

\section*{6 Summary and Conclusion}

We introduced design principles for pipelines with compact abstractions. We focus on an abstraction that is based on minimal progress of instructions through the pipeline. Any useful abstract transformer should guarantee some progress in each abstract transition. Otherwise, no execution-time bounds can be derived.

We showed that in-order pipelines are not automatically free of timing anomalies. Further, we found that monotonicity of the concrete transformer is sufficient for the absence of timing anomalies. Then, we defined strictly in-order pipelines and showed that these provide for monotone concrete transformers and thus for compact and effective abstractions.
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\begin{abstract}
Petri games, introduced in recent joint work with ErnstRüdiger Olderog, are an extension of Petri nets for the causality-based synthesis of distributed systems. In a Petri game, each token is a player in a multiplayer game, played between the "environment" and "system" teams. In this paper, we propose a new technique for finding winning strategies for the system players based on the bounded synthesis approach. In bounded synthesis, we limit the size of the strategy. By incrementally increasing the bound, we can focus the search towards small solutions while still eventually finding every finite winning strategy.
\end{abstract}

\section*{1 Introduction}

The ambition to translate formal specifications into executable programs, and to do so automatically, without a human programmer, dates back to the early beginnings of computer science \([1,2,10,19]\). In the area of reactive systems, which includes hardware circuits, communication protocols, and generally all systems that interact continuously with their environment, the first formalization of the problem is generally attributed to Alonzo Church at the Summer Institute of Symbolic Logic in 1957 at Cornell University:

Given a requirement which a circuit is to satisfy [...]. The synthesis problem is then to find recursion equivalences representing a circuit that satisfies the given requirement (or alternatively, to determine that there is no such circuit) [2].

Synthesis algorithms have the potential to dramatically simplify the development of complex systems. Instead of manually writing a program, one only needs to specify the actions available to the system and the objective, or winning condition, that one would like the system to guarantee against all possible behaviors of the system's environment. A strategy that achieves the winning condition by reacting to the actions of the environment with appropriate system actions is then constructed automatically.

Over the years, Church's synthesis problem has been studied in many variations. Of particular interest for the purposes of this paper is the problem of synthesizing distributed systems \([6-9,13,15,16,18,20]\). Many modern reactive
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systems are distributed in the sense that they consist of multiple processes with individual inputs, which they may or may not share with other processes. A key challenge in the design of such systems is to decide how the processes should interact so that each process obtains the information needed to carry out its functionality.

Computationally, the synthesis of distributed systems is a very hard problem, often with nonelementary lower bounds on the complexity [9]. An encouraging observation is, however, that practical specifications often have reasonably small implementations. This observation is exploited by the bounded synthesis approach \([7,20]\), which restricts the space of potential solutions by some (iteratively growing) bound. Despite the uncomfortable lower bounds on the worst-case behavior of the synthesis algorithms, bounded synthesis is often able to find an implementation in reasonable time, as long as the solution is small with respect to a suitable parameter such as the number of states of the implementation.

In this paper, we propose a first bounded synthesis approach for Petri games. Petri games [5], introduced in recent joint work with Ernst-Rüdiger Olderog, are an extension of Petri nets for the causality-based synthesis of distributed systems. In a Petri game, each token is a player in a multiplayer game, played between the "environment" and the "system" team. In the tradition of Zielonka's automata [21], Petri games model distributed systems with causal memory, i.e., the processes memorize their causal histories and learn about each other's histories when synchronizing. The environment tokens represent independent sources of input, such as different users of the system. The system players represent the processes of the system. Each system player is only allowed to act on information it actually knows, either through direct interaction with the environment, or indirectly, through synchronization with other system players. Since the different system players have the same objective but different knowledge about the system state, a winning strategy usually involves an active synchronization between the system players to ensure that every player has the knowledge needed to win the game. A good example for the type of system that can be constructed with Petri games is the distributed burglar alarm system discussed in detail in [5]: a breakin may occur at one of several locations, and the alarm system at that location must inform the other distributed components about this, so that the alarm can be activated in all locations. Petri games have also been used to synthesize controllers for robots in production plants [4], where the Petri net is used to capture the concurrency, usage constraints, and uncertain availability of machines in the plant. The winning condition is to accomplish certain tasks, such as to process a certain number of orders on a certain number of machines, despite the actions of the hostile environment, which may declare a subset of the machines to be defect.

Strategies in a Petri game are, in general, infinite objects, because they are defined in terms of the (infinite) unfolding of the net. The reason for this construction is that different places in the unfolding reflect different causal histories; this enables the strategy to act depending on the individual history of a player. In practice we are, however, mostly interested in winning strategies that can be represented by a finite net. For the special case of a single environment token,


Fig. 1. Example Petri game. Places belonging to the system player are shown in gray, all other places belong to the environment player. The set of bad markings consists of the markings \(\{B, G\}\) and \(\{C, F\}\), where the net has reached a deadlock. The system player can win the game by waiting in place \(D\) until a synchronization with the environment token in places \(B\) or \(C\) becomes possible. The move after the synchronization then depends on whether the synchronization was via transition \(u\) or via transition \(x\). In case of \(u\), the system player takes transition \(v\), thus avoiding \(\{B, G\}\); in case of \(x\), the system player takes \(w\), thus avoiding \(\{C, F\}\).
the existence of a winning strategy can be decided, and a finite representation of the winning strategy can be constructed in single-exponential time via a reduction to two-player games over finite graphs [5]. This synthesis algorithm has been implemented as a BDD-based fixed point iteration in the tool Adam [4]. The bounded synthesis approach of the present paper complements the symbolic algorithm of ADAM with a satisfiability-based approach. We bound the size of the solutions of interest by setting a bound on the number of instances of each place of the Petri game. The existence of a winning strategy is then encoded as a quantified boolean formula, where the choices of the strategy appear as existentially quantified variables. We use a QBF solver to extract a satisfying assignment to these variables, which defines a winning strategy that meets the specified bounds.

The remainder of the paper is structured as follows. We begin in Section 2 with a review of the main notions for Petri games from [5]. In Section 3, we define bounded strategies. Section 4 then presents an encoding of the existence of winning strategies as a quantified boolean formula. In Section 5 we discuss the analysis of trade-offs, in particular the trade-off between the memory allocated to different players, and the trade-off between memory and proof complexity.

\section*{2 Petri Games}

Petri games were introduced in [5] as an extension of Petri nets. In the following we briefly review the main definitions. To simplify the presentation, we consider in this paper only safe nets, where each place can be marked with at most one token. The definitions for the general case are given in [5].

Figure 1 shows a simple Petri game, which will serve as our running example in the following. If we ignore the distinction between gray and white places for the moment, then the net shown in the figure is a standard Petri net. A Petri net \(\mathcal{N}=(\mathcal{P}, \mathcal{T}, \mathcal{F}\), In \()\) consists of disjoint sets \(\mathcal{P}\) of places and \(\mathcal{T}\) of transitions, a flow relation \(\mathcal{F} \subseteq(\mathcal{P} \times \mathcal{T}) \cup(\mathcal{T} \times \mathcal{P})\), and an initial marking In \(\subseteq \mathcal{P}\). We depict places as circles and transitions as rectangles. Note that the flow relation defines a bipartite graph, i.e., the flow relation connects places with transitions and transitions with places. Places and transitions are generically called nodes. A finite Petri net is a Petri net with finitely many nodes. For nodes \(x, y\) we write \(x \mathcal{F} y\) for \((x, y) \in \mathcal{F}\).

The presence of a flow between two nodes models a causal dependency. The preset of a node \(x\), denoted by \({ }^{\bullet} x\), is the set \(\{y \mid y \mathcal{F} x\}\). The postset of \(x\), denoted by \(x^{\bullet}\), is the set \(\{y \mid x \mathcal{F} y\}\).

The behavior of a Petri net is defined in terms of its markings, which are subsets of the places. A transition \(t\) is enabled in a marking \(M \subseteq \mathcal{P}\) if \({ }^{\bullet} t \subseteq M\). A marking \(M^{\prime}\) is reachable from a marking \(M\) in one step, denoted by \(M \rightarrow M^{\prime}\) if there is a transition \(t\) that is enabled in \(M\) and \(M^{\prime}=\left(M \backslash^{\bullet} t\right) \cup t^{\bullet}\). A sequence \(M_{1} M_{2} M_{3} \ldots M_{n}\) such that \(M_{i} \rightarrow M_{i+1}\) for all \(i \in\{1, \ldots, n-1\}\) is a firing sequence of \(\mathcal{N}\). The set of reachable markings is defined as \(\mathcal{R}(\mathcal{N})=\left\{M^{\prime} \mid\right.\) In \(\rightarrow^{*}\) \(\left.M^{\prime}\right\}\) where \(\rightarrow^{*}\) is the reflexive and transitive closure of \(\rightarrow\).

In the example of Fig. 1, the initial marking \(\{A, D\}\) (which is depicted by the black dots on places \(A\) and \(D\) ) has four enabled transitions, namely \(s, t, v\) and \(w\), which result in the successor markings \(\{B, D\},\{C, D\},\{A, F\}\) and \(\{A, G\}\), respectively. An example for a firing sequence is the infinite repetition of the sequence \(\{A, D\}\{B, D\}\{E, D\}\{E, F\}\{A, D\}\). Note that there is no reachable marking that contains both \(B\) and \(C\). Places \(B\) and \(C\) are in conflict: transition \(s\), which adds a token to \(B\), also removes the token from \(A\), which is needed to enable \(t\). We say that two nodes \(x\) and \(y\) are in conflict, denoted by \(x \sharp y\), if there exists a place \(p \in \mathcal{P}\), different from \(x\) and \(y\), from which one can reach \(x\) and \(y\) via the transitive closure \(\mathcal{F}^{+}\)of \(\mathcal{F}\), exiting \(p\) by different transitions.

A Petri game \(\mathcal{G}=\left(\mathcal{P}_{S}, \mathcal{P}_{E}, \mathcal{T}, \mathcal{F}\right.\), In, \(\left.\mathcal{B}\right)\) is a finite Petri net where the set of places has been partitioned into a subset \(\mathcal{P}_{S}\) belonging to the system and a subset \(\mathcal{P}_{E}\) belonging to the environment; additionally, the Petri game identifies a set \(\mathcal{B} \subseteq 2^{\mathcal{P}}\) of bad markings (from the point of view of the system), which indicate a victory for the environment \({ }^{1}\). We call the \(\operatorname{Petri}\) net \(\mathcal{N}=(\mathcal{P}, \mathcal{T}, \mathcal{F}\), In \()\) with \(\mathcal{P}=\mathcal{P}_{S} \cup \mathcal{P}_{E}\) the underlying Petri net of \(\mathcal{G}\).

\footnotetext{
\({ }^{1}\) In [5], the bad markings are given as a set of bad places that must be avoided by the system.
}

We view each token as a player in a multiplayer game. Informally, the tokens on the environment places show the complete, unrestricted behavior, while the tokens on the system places restrict the behavior strategically by forbidding a subset of the transitions in the postset of the currently occupied place.

In the example game of Fig. 1, places belonging to the system are shown in gray, all other places belong to the environment. Let the set of bad markings consist of the markings \(\{B, G\}\) and \(\{C, F\}\), where the net has reached a deadlock. The example has two tokens, one that moves on environment places, one on system places. We will refer to these two tokens as the system player and the environment player, respectively. Note that, in general, there may be more than one token in a team, which means that these players have the same objective, but not necessarily the same knowledge about decisions that have been made by the players of the other team.

Initially, in place \(D\), the system player must choose a subset of the transitions \(u, v, w\) and \(x\). To avoid the bad markings, it is crucial that the system player stays in place \(D\) until it is clear whether the environment player has played transition \(s\) or \(t\). If the system player proceeds with, for example, transition \(v\), and the environment player turns out to be in place \(C\), then the bad marking \(\{C, F\}\) is reached. To win the game, the system player must forbid transitions \(v\) and \(w\) and thus stay in place \(D\) until a synchronization with the environment token in places \(B\) or \(C\) becomes possible. After the synchronization via \(u\) or \(x\), the system player knows whether the environment player is in place \(E\) or \(H\) and can, correspondingly, enable \(v\) if the synchronization was via transition \(u\) or \(w\) if the synchronization was via transition \(x\). Transition \(v\) thus leads to the marking \(\{E, F\}\), transition \(w\) to the marking \(\{G, H\}\) and the bad markings \(\{B, G\}\) and \(\{C, F\}\) are avoided.

The example illustrates that information about other players can be obtained through synchronization. The system player does not know whether the environment player went from place A via \(s\) to \(B\) or via \(t\) to \(C\) until the players synchronize via transitions \(u\) or \(x\). The formalization of this idea is based on the notions of occurrence nets, branching processes, and unfoldings.

Informally, the unfolding of a Petri net is constructed by splitting any places with multiple incoming flows into separate copies that each only have a single incoming flow. Loops are unrolled into an infinite structure. Figure 2 shows the unfolding of the example game from Fig. 1. Note that every place in the unfolding has a unique causal history. Each place thus captures precisely the knowledge of the player when the token reaches the place in a play of the game. This correspondence between nodes and knowledge is exploited in the definition of strategies: a strategy fixes for each place in the unfolding the set of transitions that are not forbidden by any of the players. In Fig. 2, the strategy discussed above is depicted with thick lines. Note that, because there are multiple instances of place \(D\), the system token in \(D\) can choose to forbid different transitions depending on whether transition \(u\), transition \(x\), or neither \(u\) or \(x\) has occurred in the present round of the game.


Fig. 2. Unfolding and winning strategy of the Petri game from Fig. 1. The winning strategy is shown with thick lines.

Formally, an occurrence net is a Petri net where (ON1) each place has at most one incoming transition; (ON2) the inverse flow relation \(\mathcal{F}^{-1}\) is well-founded, i.e., starting from any node of \(\mathcal{N}\) there does not exist an infinite path following the flow relation backwards; (ON3) no transition \(t \in \mathcal{T}\) is in self-conflict, i.e., \(t \sharp t\) does not hold for any transition \(t\), and (ON4) the initial marking is the set of places without incoming transitions.

Two nodes \(x, y\) of an occurrence net are causally related if \(x \mathcal{F}^{*} y\) or \(y \mathcal{F}^{*} x\), where \(\mathcal{F}^{*}\) denotes the reflexive and transitive closure of \(\mathcal{F}\). They are concurrent if they are neither causally related nor in conflict. A homomorphism from a Petri net \(\mathcal{N}_{1}\) to a Petri net \(\mathcal{N}_{2}\) is a mapping \(h: \mathcal{P}_{1} \cup \mathcal{T}_{1} \rightarrow \mathcal{P}_{2} \cup \mathcal{T}_{2}\) that preserves the type of the elements, i.e., \(h\left(\mathcal{P}_{1}\right) \subseteq \mathcal{P}_{2}\) and \(h\left(\mathcal{T}_{1}\right) \subseteq \mathcal{T}_{2}\), and the pre- and postsets of the transitions, i.e., for all transitions \(t \in \mathcal{T}_{1}: h \downarrow{ }^{\bullet} t\) is a bijection from \({ }^{\bullet} t\) onto \({ }^{\bullet} h(t)\) and \(h \downarrow t^{\bullet}\) is a bijection from \(t^{\bullet}\) onto \(h(t)^{\bullet}\), where \(h \downarrow D\) denotes the restriction of \(h\) to the domain \(D\). If additionally the restriction \(h \downarrow I n_{1}\) is a bijection from \(I n_{1}\) onto \(I n_{2}\), then \(h\) is called initial.

A branching process of a net \(\mathcal{N}\) is a pair \(\beta=\left(\mathcal{N}^{B}, \lambda^{B}\right)\), where \(\mathcal{N}^{B}\) is an occurrence net and \(\lambda^{B}\) is a homomorphism from \(\mathcal{N}^{B}\) to \(\mathcal{N}\) that is injective on transitions with the same preset, i.e., for all transitions \(t_{1}\) and \(t_{2}\) of the branching process, if \({ }^{\bullet} t_{1}={ }^{\bullet} t_{2}\) and \(\lambda^{B}\left(t_{1}\right)=\lambda^{B}\left(t_{2}\right)\), then \(t_{1}\) and \(t_{2}\) must be the same transition. If \(\lambda^{B}\) is initial, \(\beta\) is called an initial branching process.

The unfolding of a net \(\mathcal{N}\) is an initial branching process \(\beta_{U}=\left(\mathcal{N}^{U}, \lambda^{U}\right)\) that is complete in the sense that every transition of the net is recorded in the unfolding, i.e., for every transition \(t\) and every set \(C\) of concurrent places, if \(\lambda^{U} \downarrow C\) is a bijection from \(C\) onto \({ }^{\bullet} t\), then there exists a transition \(t^{U} \in \mathcal{T}^{U}\) such that \({ }^{\bullet} t^{U}=C\) and \(\lambda^{U}\left(t^{U}\right)=t\). The unfolding of a game \(\mathcal{G}\) is the unfolding of the underlying net \(\mathcal{N}\).

A branching process \(\beta_{1}\) is a subprocess of a branching process \(\beta_{2}\) if the identity on the nodes of \(\beta_{1}\) is an initial homomorphism from \(\beta_{1}\) to \(\beta_{2}\). A strategy for the system players is a subprocess \(\sigma=\left(\mathcal{N}^{\sigma}, \lambda^{\sigma}\right)\) of the unfolding \(\beta_{U}=\left(\mathcal{N}^{U}, \lambda\right)\) of \(\mathcal{N}\) subject to the following conditions: (S1) \(\sigma\) is deterministic in all system places, i.e., for all reachable markings \(M \in \mathcal{R}\left(\mathcal{N}^{\sigma}\right)\) and all system places \(p\), there is at most one transition \(t \in \mathcal{T}^{\sigma}\) such that \(p \in{ }^{\bullet} t\) and \({ }^{\bullet} t \subseteq M\); (S2) the strategy does not restrict local transitions of the environment, i.e., if, for a transition \(t \in \mathcal{T}^{U}\), \({ }^{\bullet} t \subseteq \mathcal{P}_{E}^{\sigma}\), then \(t \in \mathcal{T}^{\sigma}\); and (S3) if an instance \(t\) of a transition is forbidden by \(\sigma\) there exists a place \(p \in{ }^{\bullet} t\) where \(\sigma\) uniformly forbids all instances \(t^{\prime}\) of this transition.

A strategy \(\sigma\) for the system players is winning if the bad markings are unreachable in the strategy, i.e., \(\mathcal{B} \cap \mathcal{R}\left(\mathcal{N}^{\sigma}\right)=\emptyset\). For example, the strategy shown in Fig. 2 is a winning strategy for the system player of the Petri game in Fig. 1. To avoid trivial solutions, we look for strategies \(\sigma\) that are deadlock avoiding in the sense that for all reachable markings \(M \in \mathcal{R}\left(\mathcal{N}^{\sigma}\right)\), if there exists an enabled transition in the unfolding, i.e., \(t \in \mathcal{T}^{U}\) with \({ }^{\bullet} t \subseteq M\), then there exists an enabled transition in the strategy as well, i.e., \(t \in \mathcal{T}^{\sigma}\) with \({ }^{\bullet} t \subseteq M\). Note that we allow the strategy to produce a deadlock if the deadlock was already present in the game. In such situations we say that the game has terminated. If


Fig. 3. Bounded unfolding und winning strategy of the Petri game from Fig. 1 for a bound \(b\) that allows for three instances of place \(D: b(p)=1\) for \(p \in\{A, B, C, E, H\}\) and \(b(p)=3\) for \(p \in\{D, F, G\}\). The \(b\)-bounded unfolding admits the winning strategy shown with thick lines.
termination is undesired (as in the example of Fig. 1), such markings must be explicitly included in the set of bad markings.

\section*{3 Bounded Strategies}

Since strategies are subprocesses of the unfolding, they are in general infinite objects, even if the state space of an actual controller implementing the strategy turns out to be finite. A strategy \(\sigma=\left(\mathcal{N}^{\sigma}, \lambda^{\sigma}\right)\) is finitely generated if there exists a finite net \(\mathcal{N}^{f}\) and a homomorphism \(\lambda\) from \(\mathcal{N}^{\sigma}\) to \(\mathcal{N}^{f}\) such that \(\left(\mathcal{N}^{\sigma}, \lambda\right)\) is an unfolding of \(\mathcal{N}^{f}\). We say that \(\sigma\) is finitely generated by \(\mathcal{N}^{f}\).

We search for finitely generated strategies by considering bounded unfoldings of the game. A bound \(b: \mathcal{P} \rightarrow \mathbb{N}\) assigns to each place of the game a natural number. A pair \(\left(\mathcal{N}^{b}, \lambda^{b}\right)\) consisting of a finite net \(\mathcal{N}^{b}\) and a homomor\(\operatorname{phism} \lambda^{b}\) from \(\mathcal{N}^{b}\) to \(\mathcal{N}\) is a b-bounded unfolding of the game \(\mathcal{G}\) if there exists a homomorphism \(\lambda\) from the net \(\mathcal{N}^{U}\) of the unfolding \(\left(\mathcal{N}^{U}, \lambda^{U}\right)\) of \(\mathcal{G}\) to \(\mathcal{N}^{b}\) such that \(\lambda^{U}(p)=\lambda^{b}(\lambda(p))\) for all nodes \(p\) of \(\mathcal{N}^{U}\), and, furthermore, each place \(p\) of \(\mathcal{G}\) occurs at most \(b(p)\) times in \(\mathcal{N}^{b}\), i.e., \(\left|\left(\lambda^{b}\right)^{-1}(p)\right| \leq b(n)\) for every \(p \in \mathcal{P}\). Figure 3


Fig. 4. Bounded unfolding of the Petri game from Fig. 1 for a bound \(b^{\prime}\) that allows only two instances of place \(D: b^{\prime}(p)=1\) for \(p \in\{A, B, C, E, H\}\) and \(b^{\prime}(p)=2\) for \(p \in\{D, F, G\}\). The \(b^{\prime}\)-bounded unfolding does not admit a winning strategy.
shows a \(b\)-bounded unfolding of the Petri game from Fig. 1 for the bound \(b\) with \(b(p)=1\) for \(p \in\{A, B, C, E, H\}\) and \(b(p)=3\) for \(p \in\{D, F, G\}\).

We find bounded strategies by restricting the flow of a bounded unfolding. A b-bounded strategy is a finite net \(\mathcal{N}^{f}\) such that there is a \(b\)-bounded unfolding \(\mathcal{N}^{b}\) of \(G\) with \(\mathcal{P}^{f}=\mathcal{P}^{b}, \mathcal{T}^{f}=\mathcal{T}^{b}, I n^{f}=I n^{b}\) and \(\mathcal{F}^{f} \subseteq \mathcal{F}^{b}\), and there is a strategy \(\sigma\) that is finitely generated by \(\mathcal{N}^{f}\). We say that \(\mathcal{N}^{b}\) admits the bounded strategy \(\mathcal{N}^{f}\). The bounded strategy \(\mathcal{N}^{f}\) is winning iff \(\sigma\) is winning.

In Fig. 3, a bounded strategy is depicted as part of the bounded unfolding. The thick lines indicate the flow that is preserved by the strategy. Note that the strategy from Fig. 2 is finitely generated by this bounded strategy. The bounded strategy is thus winning. Obviously, not every bounded unfolding admits a winning strategy. Consider, for example, the \(b^{\prime}\)-bounded unfolding of our game in Fig. 4. The bound \(b^{\prime}\) with \(b^{\prime}(p)=1\) for \(p \in\{A, B, C, E, H\}\) and \(b^{\prime}(p)=2\) for \(p \in\{D, F, G\}\) only allows two instances of \(D\). The transitions \(u\) and \(x\) thus lead to the same instance of place \(D\). As a result, the information whether the environment token is in place \(E\) or \(H\) is not available in the place reached by the two transitions. The strategy cannot forbid both outgoing transitions \(v\) and \(w\), because this would result in a deadlock; however, no matter if the strategy
chooses to enable \(v\) or \(w\), there is always a corresponding choice of \(s\) vs. \(t\) for the environment player that results in a bad marking.

\section*{4 Finding Bounded Strategies}

We look for winnning strategies of a given game by considering bounded unfoldings for a sequence of increasing bounds. For each such bounded unfolding, we check whether it admits a winning strategy. In this section, we describe an efficient method that carries out this check.

Our method is based on an encoding into quantified boolean formula (QBF) satisfiability. Syntactically, the quantified boolean formulas over a set of boolean variables \(\mathcal{V}\) are described by the following grammar:
\[
\begin{aligned}
& \phi::=x|\phi \wedge \phi| \phi \vee \phi|\neg \phi| \phi \Rightarrow \phi|\phi \Leftrightarrow \phi| \text { true } \mid \text { false } \\
& \Phi::=\phi|\Phi \wedge \Phi| \Phi \vee \Phi|\exists x . \Phi| \forall x . \Phi
\end{aligned}
\]
where \(x\) denotes boolean variables from \(\mathcal{V}\) and \(\wedge, \vee, \neg, \Rightarrow, \Leftrightarrow\) are the usual boolean connectives.

QBF satisfiability can be reduced to boolean satisfiability (SAT) by replacing every existentially quantified formula \(\exists x . \phi\) by a disjunction \(\phi[x /\) true \(] \vee \phi[x /\) false \(]\) where the quantified variable is replaced by true and false, respectively, in the two disjuncts, and by replacing every universally quantified formula \(\forall x . \phi\) by a conjunction \(\phi[x /\) true \(] \wedge \phi[x /\) false \(]\). QBF solving is, however, more difficult than SAT, both in theory (PSPACE-complete vs. NP-complete), and in practice [17]. Nevertheless, QBF is increasingly being used for practical applications and several powerful QBF solvers are available (cf. [14]).

Let \(\mathcal{N}^{b}\) be a bounded unfolding. We encode the existence of a winning strategy that is admitted by \(\mathcal{N}^{b}\) as a formula
\[
\Phi_{n}=\exists V_{S} . \forall V_{T, n} . \phi_{n},
\]
where \(V_{S}\) is a set of boolean variables that encode which transitions are chosen by the strategy, \(V_{T, n}\) is a set of boolean variables that encode a sequence of transitions, and \(\phi_{n}\) is a boolean formula that expresses that if the choices of \(V_{S}\) and \(V_{T, n}\) result in a firing sequence in \(\mathcal{N}^{b}\), then the sequence is won by the system players. The index \(n \in \mathbb{N}\) is a natural number that indicates the length of the firing sequence to be considered. We consider firing sequences that end in a repeated marking. Since there are only \(2^{\left|\mathcal{P}^{b}\right|}\) many different markings, such a repetition must occur after at most exponentially many steps, and it suffices to set \(n=2^{\left|\mathcal{P}^{b}\right|}+1\). However, we leave \(n\) as a parameter, which allows us to restrict the encoding to shorter firing sequences.

Our encoding of the existence of a winning strategy as a quantified boolean formula resembles the reduction of the bounded model checking problem to SAT [11]. The main difference is that in model checking, one is interested in finding a single firing sequence that leads from the initial marking to a bad marking, while in synthesis one must ensure that all firing sequences are correct.

We accomplish this by quantifying universally over the variables in \(V_{T, n}\), which select the sequence of transitions, and by requiring that every firing sequence has a loop (unless it ends in a deadlock).

Proposition 1. Let \(\mathcal{N}^{b}\) be a bounded unfolding. There is a family of quantified boolean formulas \(\Phi_{n}\) such that \(\Phi_{n}\) is satisfiable for some \(n \leq 2^{\left|\mathcal{P}^{b}\right|}+1\) iff \(N^{b}\) admits a deadlock-avoiding winning strategy for the system players.

Proof. We define \(\Phi_{n}=\exists V_{S} . \forall V_{T, n} . \phi_{n}\) as follows. The set \(V_{S}=\left\{\left(p, \lambda^{b}(t)\right) \mid p \in\right.\) \(\left.\mathcal{P}_{S}^{b}, t \in \mathcal{T}^{b}, p \in{ }^{\bullet} t\right\}\) consists of boolean variables encoding the system strategy. There is a variable for each pair of a system place and a transition where the preset of some instance of the transition contains the system place \({ }^{2}\). The set \(V_{T, n}=\left\{(p, i) \mid p \in \mathcal{P}^{b}, i \in\{1, \ldots n\}\right\}\) contains one boolean variable for each place and index position between 1 and \(n\), representing a sequence of markings of length \(n\). The formula \(\phi_{n}\) expresses that every sequence up to length \(n\) is winning for the system players. If the sequence reaches the full length \(n\) (i.e., there is no previous deadlock) it must be a loop:
\[
\phi_{n}=\left(\bigwedge_{i \in\{1, \ldots, n\}} \text { sequence }_{i} \Rightarrow \text { winning }_{i}\right) \wedge\left(\text { sequence }_{n} \Rightarrow \text { loop }_{n}\right)
\]

Condition sequence \({ }_{n}\) describes that the sequence of markings encoded by \(V_{T, n}\) is indeed a firing sequence:
\[
\begin{aligned}
\text { sequence }_{i}=\text { initial } \wedge \text { deadlock } \text { den }_{1} \wedge & \text { flow }_{1} \wedge \neg \text { deadlock }_{2} \wedge \text { flow }_{2} \wedge \\
& \ldots \wedge \neg \text { deadlock }_{i-1} \wedge \text { flow }_{i-1}
\end{aligned}
\]
where initial, deadlock \({ }_{i}\), and flow \(_{i}\) encode that the first marking is the initial marking, the occurrence of deadlock in the \(i\) th marking, and the satisfaction of the flow relation from the \(i\) th to the \((i+1)\) st marking, respectively:
\[
\begin{aligned}
& \text { initial }=\left(\bigwedge_{p \in I n^{b}}(p, 1)\right) \wedge\left(\bigwedge_{p \in \mathcal{P}^{b} \backslash I n^{b}} \neg(p, 1)\right) \\
& \text { deadlock }_{i}=\Lambda_{t \in \mathcal{T}^{b}}\left(\bigvee_{p \in \bullet} \neg(p, i)\right) \vee\left(\bigvee_{p \in \bullet \bullet \cap \mathcal{P}_{s}^{b}} \neg\left(p, \lambda^{b}(t)\right)\right) \\
& \text { flow }_{i}=\bigvee_{t \in \mathcal{T}^{b}}\left(\Lambda_{p \in \bullet \bullet}(p, i)\right) \wedge\left(\Lambda_{p \in \bullet \bullet \cap \mathcal{P}_{s}^{b}}\left(p, \lambda^{b}(t)\right)\right) \wedge\left(\Lambda_{p \in t \cdot}(p, i+1)\right) \\
& \wedge\left(\Lambda_{p \in \mathcal{P}^{b} \backslash\left(\bullet \bullet \cup \bullet^{\bullet}\right)}(p, i) \Leftrightarrow(p, i+1)\right) \wedge\left(\Lambda_{p \in \cdot t \backslash t} \neg(p, i+1)\right)
\end{aligned}
\]

Condition winning \({ }_{i}\) ensures that there are no bad markings, that all deadlocks are terminating markings (i.e., the deadlock was already present in the net), and that the strategy is deterministic in all markings (as required by condition (S1)):
\({ }^{2}\) The variable refers to \(\lambda^{b}(t) \in \mathcal{T}\) instead of \(t \in \mathcal{T}^{b}\) because of condition (S3) on strategies, which requires that all instances of a transition must be uniformly forbidden.


Fig. 5. Trade-off between the memory requirements of two players. The Petri game has a single bad marking \(\{C, F\}\). Both the \(b\)-bounded unfolding with \(b(A)=1\) and \(b(B)=2\) and the \(b^{\prime}\)-bounded unfolding with \(b^{\prime}(A)=2\) and \(b^{\prime}(B)=1\) admit a winning strategy, but the \(b^{\prime \prime}\)-bounded unfolding with \(b^{\prime \prime}(A)=1\) and \(b^{\prime \prime}(B)=1\) does not admit a winning strategy.
\[
\begin{aligned}
& \text { winning }_{i}=\text { nobadmarking }_{i} \wedge \text { deadlocksterm }_{i} \wedge \text { deterministic }_{i} \\
& \text { nobadmarking }_{i}=\bigwedge_{M \in \mathcal{B}}\left(\bigvee_{p \in M} \neg(p, i)\right) \vee\left(\bigvee_{p \in \mathcal{P}^{b} \backslash M}(p, i)\right) \\
& \text { deadlocksterm }_{i}=\text { deadlock }_{i} \Rightarrow \text { terminating }_{i} \\
& \text { terminating }_{i}=\bigwedge_{t \in \mathcal{T}^{b}} \bigvee_{p \in \bullet_{t}} \neg(p, i) \\
& \text { deterministic }{ }_{i}=\bigwedge_{t_{1}, t_{2} \in \mathcal{T}^{b}, t_{1} \neq t_{2}, \bullet t_{1} \cap \bullet t_{2} \cap \mathcal{P}_{S}^{b} \neq \emptyset} \\
& \left(\bigvee_{p \in \cdot t_{1} \cup t_{2}} \neg(p, i)\right) \vee\left(\bigvee_{p \in\left(\cdot t_{1} \cup \bullet t_{2}\right) \cap \mathcal{P}_{S}^{b}} \neg\left(p, \lambda^{b}(t)\right)\right)
\end{aligned}
\]

Finally, condition \(\operatorname{loop}_{n}\) ensures that the \(n\)th marking is a repetition of an earlier marking:
\[
\text { loop }_{n}=\bigvee_{i \in\{1, \ldots n-1\}}\left(\bigwedge_{p \in \mathcal{P}^{b}}(p, i) \Leftrightarrow(p, n)\right)
\]

For each choice of \(n\), the formula \(\Phi_{n}\) can be translated into conjunctive normal form by tools like the Boolean circuit tool package (BCpackage) [12] and then solved by a standard QBF solver like DepQBF [14].

\section*{5 Trade-Offs}

An interesting type of analysis made possible by the bounded synthesis approach is to trade different bounds against each other. The Petri game in Fig. 5 illustrates a trade-off between the memory needed in different processes of a system. The bad marking of the game is the combination of the places \(C\) of the first player and \(F\) of the second player. The bad marking is reached if the two players choose their local transitions \(w\) and \(z\). To avoid the bad marking, one of the players must wait for the other player before taking the local transition. For example, the token in \(A\) could initially enable transition \(y\), and, once the token in \(B\) has moved via \(y\) to \(E\), safely take \(w\) to \(C\). This winning strategy requires two instances of \(A\) and only a single instance of \(B\). Symmetrically, the token in \(B\) could first enable \(x\) and then \(z\), provided that two instances of \(B\) are available.


Fig. 6. Trade-off between memory and proof complexity. The Petri game has a single bad marking \(\{C, F\}\). The \(b\)-bounded unfolding with \(b(A)=1\) and \(b(B)=2\), the \(b^{\prime}\) bounded unfolding with \(b^{\prime}(A)=2\) and \(b^{\prime}(B)=1\), and also the \(b^{\prime \prime}\)-bounded unfolding with \(b^{\prime \prime}(A)=1\) and \(b^{\prime \prime}(B)=1\) admit a winning strategy. However, the synthesis of the winning strategy in the \(b^{\prime \prime}\)-bounded unfolding requires a firing sequence of length six, while the firing sequences of the winning strategies in the \(b\)-bounded and \(b^{\prime}\)-bounded unfoldings only have length three.

A winning strategy thus requires either two instances of \(A\) or two instances of \(B\). Both the \(b\)-bounded unfolding with \(b(A)=1\) and \(b(B)=2\) and the \(b^{\prime}\)-bounded unfolding with \(b^{\prime}(A)=2\) and \(b^{\prime}(B)=1\) admit a winning strategy, indicating that the memories allocated to the two players can be traded against each other, while the \(b^{\prime \prime}\)-bounded unfolding with \(b^{\prime \prime}(A)=1\) and \(b^{\prime \prime}(B)=1\) does not admit a winning strategy.

Since the encoding of the bounded synthesis problem in Section 4 is parametric in the length of the firing sequences, i.e., in the complexity of the correctness proof, another interesting trade-off to be analyzed is between memory and proof complexity. This is illustrated by the Petri game in Fig. 6, where, similarly to the previous example, the goal is to avoid the bad marking in places \(C\) and \(F\). This time, however, the players can avoid the synchronization, if the token on place \(A\) takes the local transition to \(C\) and the token on \(B\) moves along the long chain towards the right. While this solution can be implemented within bound \(b^{\prime \prime}(A)=b^{\prime \prime}(B)=1\), the length of the firing sequence corresponds to the length of the chain plus the firing of \(w\), resulting in length six, while the \(b\)-bounded unfolding with \(b(A)=1, b(B)=2\) (and, analogously, the \(b^{\prime}\)-bounded unfolding with \(b^{\prime}(A)=2, b^{\prime}(B)=1\) ) admits a winning strategy where the firing sequence has only three markings.

\section*{6 Conclusions}

We have presented a bounded synthesis method for Petri games. Similarly to the bounded synthesis approach for the synthesis of distributed systems from temporal logic [7,20], our approach limits the size of the solution and therefore finds small solutions fast. Petri games appear to be particularly well-suited for bounded synthesis because the net typically provides more structure than a logical specification. Because specific bounds can be set for individual places
(and, hence, for individual players), bounded synthesis can also be used to analyze trade-offs in the memory needed for different the players, and even trade-offs between memory and proof complexity.

The bounded synthesis approach complements the BDD-based symbolic decision procedure for Petri games implemented in the ADAM tool [4]. In model checking, SAT-based bounded methods often dramatically outperform BDDbased symbolic methods [3]. It will be interesting to see if the situation is similar for the synthesis problem.

It is important to note, however, that the two methods are not directly comparable. While the symbolic decision procedure is limited to games with a single environment token, the bounded approach is universally applicable. On the other hand, the symbolic decision procedure can prove the absence of a strategy (of arbitrary size), while the bounded approach is currently limited to proving the existence of a strategy. Combining the two approaches is an interesting topic for future work.
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\begin{abstract}
We formulate a compositional specification theory for components that interact by directed synchronous communication actions. The theory is an extension of interface automata which is also able to capture both absence of deadlock as well as constraints on data parameters in interactions. We define refinement, parallel composition, and quotient. The quotient is an adjoint of parallel composition, and produces the most general component that makes the components cooperate to satisfy a given system specification. We show how these operations can be used to synthesize mediators that allow components in networked systems to interoperate. This is illustrated by application to the synthesis of mediators in e-commerce applications.
\end{abstract}

\section*{1 Introduction}

Modern software-intensive systems are increasingly composed of independently developed and network-connected software components. In many cases, these components exhibit heterogeneous behaviour, e.g., employing different protocols, which prevents them from cooperating to achieve user-level goals. Such cases call for the synthesis of mediators, which are intermediary software entities that allow software components to interact by coordinating their behaviours. Mediator synthesis has many different applications, including protocol converters [22], web service composition [4], and driver synthesis [20].

Component-based development, including mediator synthesis, should be performed within a specification theory. The theory should express how specifications capture the requirements for a component to function in an intended system context, while operators and refinement relations allow the composition and comparison of specifications, in analogy with how components are composed and refined towards an overall system design. Several such theories have been proposed, one of the earliest by Olderog and Hoare for Hoare-style specifications of Communicating Sequential Processes [14]. A more recent theory is that of interface automata of de Alfaro and Henzinger [7], in which components are assumed to communicate by synchronisation of input and output (I/O) actions, with the understanding that outputs are non-blocking. If an output is issued when another component
is unwilling to receive it, a communication mismatch is said to occur. This allows to capture assumptions on the behaviour of a component's environment.

The theory of interface automata is formulated in a finite-state, finitealphabet setting. This falls short of adequately capturing the behavior of realistic systems, where communicating components exchange messages containing data values (e.g., header information or payload) ranging over large or infinite domains, and the overall control flow depends crucially on these values. Furthermore, the theory does not have any facilities for modeling progress or deadlock properties.

In this paper, we address the aforementioned issues by extending the formalism of interface automata to model both progress and constraints on data parameters. The constraints on data parameters are restricted to equalities and negated equalities between data values; this still allows to use the formalism in many interesting applications. We define refinement, parallel composition for structural composition of components, and quotient for synthesizing new components to satisfy partial requirements. The quotient is an adjoint of parallel composition, and produces the most general component that makes the system components cooperate to satisfy a given system specification.

Thereafter, we demonstrate how our specification theory and its operators can be used to automatically synthesize mediators in component-based systems. Several previous approaches to mediator synthesis require the user to supply a specification of the overall system functionality. However, the facilities of our theory allow to automatically generate such a system specification in many situations. More precisely, the ability to model constraints on data allows to capture data flow properties of a system, which in turn induces constraints on the control flow that result in a specification. We further show how the ability to specify progress properties results in the pruning of unproductive behavior from the resulting mediator. We have implemented the computation of quotients, and show the applicability of our approach by synthesizing mediators in e-commerce applications.

Related Work. Our component algebra is rooted in the theory of interface automata, which was developed for finite-state specifications, without covering data or progress [7]. The extension to progress was developed in our previous work [6]. Another related theory is the trace theory of Dill [8], which is based on the same distinction between inputs and outputs, and a notion of progress based on infinite traces. Another variation of this theory is the modal interfaces by Raclet and others [15-18], and the modal specifications by Larsen et al. [12], where must and may transitions play the role of input and output transitions. Yet another related theory is the ioco theory for model based testing due to Tretmans [21], which has a notion of deadlock that is very similar to ours.

For finite-state specifications, several works have presented a construction for computing quotients. Bhaduri and Ramesh [5] showed that for finite-state interface automata, which do not capture progress properties, quotient can be reformulated by combining parallel composition and renaming of interface actions:
this reformulation does not hold when deadlock and progress are considered. In our previous work [2], we used finite-state quotient to synthesize mediators. In the absence of facilities for modeling data, it was necessary to use an ontology for correlating different actions. In the current paper, the ability to specify constraints on data makes the use of ontologies unnecessary.

All works mentioned in the preceding paragraph are developed for the finitestate case, not covering data. There is one work that extends the theory of modal specifications with data [1]. It is based on a different model of interaction between processes, where data values are communicated via shared variables rather than as parameters in synchronization primitives. Moreover, the theory of modal specifications is based on a semantic foundation different from ours, in which specifications are compared in terms of the sets of transition systems that implement them. Our theory is based on notions of simulation between specifications, which allows mainstream techniques from controller synthesis to be adapted to the extension with data.

The synthesis of mediators has been addressed in works that target web service composition, e.g., in \([3,4,9,10]\). The authors of these works model components, representing web services, using automata extended with data. Mediators are synthesized using planning techniques, typically by a forward search in the space of possible mediators. The synthesized mediators are not required to be "best" or "most general" in a sense provided by some speficiation theory. In [4], loop-free controllers are synthesized that guarantee that the composed system reaches a target state while avoiding unsafe states. In contrast, our specification is a combination of a safety condition and a deadlock-freeness condition; these two kinds of specifications are of incomparable expressive power. Further difference include that our synthesized controllers may contain loops, and [4] under-approximates infinite data domains by finite ones.

\section*{2 Processes}

In this section, we define our model of processs with data.
We assume an unbounded domain \(\mathcal{D}\) of data values and a set of actions. Each action has a certain arity, which is the number of data parameters it takes. A symbol is a term of the form \(\alpha\left(d_{1}, \ldots, d_{n}\right)\), where \(\alpha\) is an action of arity \(n\), and \(d_{1}, \ldots, d_{n}\) are data values in \(\mathcal{D}\). We further assume a set of variables, ranged over by \(x, y, z\), etc., and a set of formal parameters ranged over by \(p_{i}\) for \(i \in \mathbb{N}\). A parameterized symbol is of form \(\alpha\left(p_{1}, \ldots, p_{n}\right)\), where \(\alpha\) is an action of arity \(n\), and \(p_{1}, \ldots, p_{n}\) are distinct formal parameters. A guard is a conjunction of equalities and negated equalities over variables and formal parameters.

Definition 1. A process \(\mathcal{P}\) is a tuple \(\mathcal{P}=\left(I_{\mathcal{P}}, O_{\mathcal{P}}, L_{\mathcal{P}}, \ell_{\mathcal{P}}^{0}, X_{\mathcal{P}}, \sigma_{\mathcal{P}}^{0}, \delta_{\mathcal{P}}\right.\), Quie \(\left._{\mathcal{P}}\right)\), where
- \(I_{\mathcal{P}}\) is a finite set of input actions,
- \(O_{\mathcal{P}}\) is a finite set of output actions,
- \(L_{\mathcal{P}}\) is a finite set of locations,
\(-\ell_{\mathcal{P}}^{0} \in L_{\mathcal{P}}\) is the initial location,
- \(X_{\mathcal{P}}\) is a tuple \(x_{1}, \ldots, x_{k}\) of variables,
\(-\sigma_{\mathcal{P}}^{0}: X_{\mathcal{P}} \rightarrow \mathcal{D}\) is the initial valuation, assigning to each variable in \(X_{\mathcal{P}}\) an initial value,
\(-\delta_{\mathcal{P}}\) is a finite set of transitions, each of which is of form \(\left\langle\ell\right.\), stmt, \(\left.\ell^{\prime}\right\rangle\) where \(\ell, \ell^{\prime} \in L_{\mathcal{P}}\) are locations, and stmt is a statement of form
\[
\alpha\left(p_{1}, \ldots, p_{n}\right) ; g ; x_{1}, \ldots, x_{k}:=e_{1}, \ldots, e_{k}
\]
where
- \(\alpha\left(p_{1}, \ldots, p_{n}\right)\) is a parameterized symbol with \(\alpha \in\left(I_{\mathcal{P}} \cup O_{\mathcal{P}}\right)\),
- \(g\) is a guard over \(X_{\mathcal{P}}\) and \(p_{1}, \ldots, p_{n}\),
- \(x_{1}, \ldots, x_{k}:=e_{1}, \ldots, e_{k}\) assigns to each variable \(x_{i} \in X_{\mathcal{P}}\) an expression \(e_{i}\) over variables in \(X_{\mathcal{P}}\) and formal parameters in \(p_{1}, \ldots, p_{n}\).
- Quie \(e_{\mathcal{P}}\) maps each location in \(L_{\mathcal{P}}\) to a predicate over \(X_{\mathcal{P}}\).

We write \(\bar{p}\) for \(p_{1}, \ldots, p_{n}, \bar{d}\) for \(d_{1}, \ldots, d_{n}, \bar{x}\) for \(x_{1}, \ldots, x_{k}\), and similarly for \(\bar{e}\). We write \(A_{\mathcal{P}}\) for \(I_{\mathcal{P}} \cup O_{\mathcal{P}}\). We use the term \(\alpha\)-transition for a transition \(\left\langle\ell, \alpha(\bar{p}) ; g ; \bar{x}:=\bar{e}, \ell^{\prime}\right\rangle\) with the action \(\alpha\). For an action \(\alpha\) and a location \(\ell \in L_{P}\), let \(g_{\ell}^{\alpha}\) denote the disjunction of the guards of the outgoing \(\alpha\)-transitions from \(\ell\); if there is no such statement, then \(g_{\ell}^{\alpha}\) is defined as false.

Intuitively, a process is at any point in time in a state, given by a location and a valuation of its variables. The process can change its state by performing a transition \(\left\langle\ell, \alpha(\bar{p}) ; g ; \bar{x}:=\bar{e}, \ell^{\prime}\right\rangle\), provided that its current location is \(\ell\), and that there is some \(\alpha(\bar{d})\) that makes the guard \(g[\bar{d} / \bar{p}]\) evaluate to true under the current valuation. It synchronizes via the symbol \(\alpha(\bar{d})\), binds the formal parameters \(\bar{p}\) to data values \(\bar{d}\), and simultaneously assigns new values to the variables according to \(\bar{x}:=\bar{e}\).

The distinction between input and output actions is interpreted as follows. When in a state \(\langle\ell, \sigma\rangle\), a process \(\mathcal{P}\) is willing to receive any input \(\alpha(\bar{d})\) that is enabled in the current state. Some input symbols may not be enabled: this expresses the assumption that the environment never generates these inputs when \(\mathcal{P}\) is in \(\langle\ell, \sigma\rangle\). This is in contrast to I/O-automata [11,13], which in every state must be prepared to receive any input. A process \(\mathcal{P}\) can also emit any output symbol that is enabled. The predicate Quie \(_{\mathcal{P}}(\ell)\) constrains when \(\mathcal{P}\) can be quiescent, in the sense that if no input is received, the system must eventually emit some output symbol, unless the predicate Quie \(_{\mathcal{P}}(\ell)\) is satisfied under the current valuation \(\sigma\). Quiescence can be used to model termination or deadlock. We require that any process \(\mathcal{P}\) is consistent with Quie \(_{\mathcal{P}}\) in the sense that for any location \(\ell\) of \(\mathcal{P}\), the formula
\[
\text { Quie }_{\mathcal{P}}(\ell) \vee \bigvee_{\alpha \in O_{\mathcal{P}}} \exists \bar{p} \cdot g_{\ell}^{\alpha}
\]
is universally valid. Here, \(\bar{p}\) refers to the formal parameters of the respective action \(\alpha\).

Determinism. We assume that processes are deterministic, i.e., if \(g_{1}\) and \(g_{2}\) are the guards of two outgoing \(\alpha\)-statements from a location \(\ell\), then \(g_{1}\) and \(g_{2}\) are mutually exclusive. Note that this still allows to express non-determinism on the level of data values. Consider, for instance, a process which nondeterministically selects an identifier, assigns it to a variable \(i d\) and then transmits it in an action \(\operatorname{showid}(p)\), where \(p\) is \(i d\). We can represent this behavior by a single transition labeled by the statement
\[
\operatorname{showid}(p) ; \text { true } ; i d:=p
\]

Since this transition has the guard true, the parameter of showid can be an arbitrary identifier. We have just slightly remodeled the process so that \(i d\) is assigned in connection with the transition, rather than before the transition; the external behavior remains the same. We use this modeling idiom in several of the examples in Section 6.

Underlying Theory. In this paper, we have restricted the relations in guards and predicates to equalities and negated equalities, and avoided functions in expressions (i.e., each \(e_{i}\) in an assignment \(\bar{x}:=\bar{e}\) is either a formal parameter or a variable). Under these restrictions, the elimination of existential quantifiers is fairly simple (as described at the end of this section). Our solution to the synthesis problem does not inherently rely on these restrictions. In principle, the set of relations and functions could be extended to include other theories as well. Our constructions would still work under restrictions that guarantee termination of concerned algorithms. We leave the precise formulation of such restrictions as future work.

Semantics of Processes. For a set \(X\) of variables, an \(X\)-valuation is a partial mapping from \(X\) to \(\mathcal{D}\). For an \(X\)-valuation \(\sigma\) and a guard \(g\) over \(X\), we let \(\sigma \models g\) denote that \(g\) evaluates to true under the valuation \(\sigma\). A state of \(\mathcal{P}\) is a pair \(\langle\ell, \sigma\rangle\) where \(\ell \in L_{\mathcal{P}}\) and \(\sigma\) is an \(X_{\mathcal{P}}\)-valuation. The initial state of \(\mathcal{P}\) is \(\left\langle\ell_{\mathcal{P}}^{0}, \sigma_{\mathcal{P}}^{0}\right\rangle\), where \(\ell_{\mathcal{P}}^{0}\) is the initial location and \(\sigma_{\mathcal{P}}^{0}\) is the initial valuation. A step of \(\mathcal{P}\), denoted by \(\langle\ell, \sigma\rangle \xrightarrow{\alpha(\bar{d})} \mathcal{P}\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\), transfers \(\mathcal{P}\) from \(\langle\ell, \sigma\rangle\) to \(\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\) while performing the symbol \(\alpha(\bar{d})\). According to whether \(\alpha\) is in \(I_{\mathcal{P}}\) or \(O_{\mathcal{P}}\), we call \(\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\) an input or output successor of \(\langle\ell, \sigma\rangle\). It is derived from a transition \(\left\langle\ell, s t m t, \ell^{\prime}\right\rangle \in \delta_{\mathcal{P}}\), with stmt of the form \(\alpha\left(p_{1}, \ldots, p_{n}\right) ; g ; x_{1}, \ldots, x_{k}:=e_{1}, \ldots, e_{k}\), such that \(\sigma \models g[\bar{d} / \bar{p}]\), and for each \(x_{i} \in X_{\mathcal{P}}\), we have
1. \(\sigma^{\prime}\left(x_{i}\right)=\sigma\left(e_{i}\right)\) when \(e_{i} \in X_{\mathcal{P}}\), and
2. \(\sigma^{\prime}\left(x_{i}\right)=d_{j}\) when \(e_{i}\) is formal parameter \(p_{j}\).

For a sequence of symbols \(w=\alpha_{1}\left(\bar{d}_{1}\right) \cdots \alpha_{m}\left(\bar{d}_{m}\right)\), we write \(\langle\ell, \sigma\rangle \stackrel{w}{\mathcal{P}}\) \(\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\) to denote that there is a sequence of steps \(\langle\ell, \sigma\rangle \xrightarrow{\alpha_{1}\left(\bar{d}_{1}\right)} \mathcal{P}\) \(\left\langle\ell_{1}, \sigma_{1}\right\rangle \cdots\left\langle\ell_{m-1}, \sigma_{m-1}\right\rangle \xrightarrow{\alpha_{m}\left(\bar{d}_{m}\right)} \mathcal{P}\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\). We write \(\langle\ell, \sigma\rangle \Longrightarrow \mathcal{P}\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\) to express that there exists a \(w\) such that \(\langle\ell, \sigma\rangle \stackrel{w}{\Longrightarrow} \mathcal{P}\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\). A state \(\langle\ell, \sigma\rangle\) is
reachable if \(\left\langle\ell_{\mathcal{P}}^{0}, \sigma_{\mathcal{P}}^{0}\right\rangle \stackrel{w}{\Longrightarrow}\langle\ell, \sigma\rangle\) for some \(w\). A trace of \(\mathcal{P}\) is a sequence \(w\) such that \(\left\langle\ell_{\mathcal{P}}^{0}, \sigma_{\mathcal{P}}^{0}\right\rangle \stackrel{w}{\Longrightarrow}{ }_{\mathcal{P}}\langle\ell, \sigma\rangle\) for some \(\langle\ell, \sigma\rangle\). The trace is quiescent if \(\sigma \models\) Quie \(_{\mathcal{P}}(\ell)\). We let \(T_{\mathcal{P}}\) denote the set of traces of \(\mathcal{P}\), and let \(Q_{\mathcal{P}}\) denote the set of quiescent traces of \(\mathcal{P}\).

A symbol \(\alpha(\bar{d})\) is enabled in a state \(\langle\ell, \sigma\rangle\) if there is a step \(\langle\ell, \sigma\rangle \xrightarrow{\alpha(\bar{d})} \mathcal{P}\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\) for some state \(\left\langle\ell^{\prime}, \sigma^{\prime}\right\rangle\). Intuitively, \(\sigma \models g_{\ell}^{\alpha}[\bar{d} / \bar{p}]\) iff \(\alpha(\bar{d})\) is enabled in \(\langle\ell, \sigma\rangle\).

Computing Pre- and Postconditions. The algorithms in later sections use, as a basic building block, the computation of pre- and postconditions of statements. Let us first consider postconditions. Let \(\varphi\) be a formula and let \(g\) be a guard. Let \(\bar{x}^{\prime}\) be a vector of the same length as \(\bar{x}\), containing fresh variables. The postcondition with respect to an assignment and a guard, respectively, are computed in the standard way as
\[
\operatorname{post}(\bar{x}:=\bar{e} ; \varphi):=\exists \bar{x}^{\prime} .\left(\varphi\left[\bar{x}^{\prime} / \bar{x}\right] \wedge \bar{x}=\bar{e}\left[\bar{x}^{\prime} / \bar{x}\right]\right) \quad \text { and } \quad \operatorname{post}(g ; \varphi):=\varphi \wedge g .
\]

Putting the above rules together, we derive the postcondition of a statement as follows.
\[
\operatorname{post}(\alpha(\bar{p}) ; g ; \bar{x}:=\bar{e} ; \varphi):=\exists \bar{p} . \exists \bar{x}^{\prime} .\left((g \wedge \varphi)\left[\bar{x}^{\prime} / \bar{x}\right] \wedge \bar{x}=\bar{e}\left[\bar{x}^{\prime} / \bar{x}\right]\right)
\]

Let us next consider preconditions in the analogous way. The precondition of an assignment and a guard, respectively, is defined as
\[
\operatorname{pre}(\bar{x}:=\bar{e} ; \varphi):=\varphi[\bar{e} / \bar{x}] \quad \text { and } \quad \operatorname{pre}(g ; \varphi):=g \wedge \varphi,
\]
and a precondition of a whole statement is obtained by putting these together:
\[
\operatorname{pre}(\alpha(\bar{p}) ; g ; \bar{x}:=\bar{e} ; \varphi)=\exists \bar{p} .(g \wedge \varphi[\bar{e} / \bar{x}])
\]

The existential quantifiers that arise in both the post- and precondition computation can, in the equality domain, be eliminated by a procedure involving two steps, saturation and elimination. Assume that \(\varphi\) is a formula in disjunctive normal form (DNF) over equalities and negated equalities over a set of variables. Formula \(\exists\left(x_{1}, \ldots, x_{n}\right) . \varphi\) is obtained by transforming every clause of \(\varphi\) in the following way:
1. Saturation: compute the reflexive, transitive and symmetric closure of the equality relation \(=\) as partially given by the respective clause. This induces a partition on the set of variables. Let \([x]_{=}\)denote the class of this partition containing \(x\). Then, transform \(\varphi\) by replacing every conjunct \(x=y\) with

2. Elimination: from the saturated predicate, remove all conjuncts involving some of \(x_{1}, \ldots, x_{n}\). Thus, the conjunct \(x=y(x \neq y)\) is removed (or replaced with true) if \(x\) or \(y\) (or both) are in \(\left\{x_{1}, \ldots, x_{n}\right\}\).

Example. Let \(\varphi\) be the predicate \(x=y \wedge y \neq z\). For eliminating the existential quantifier in \(\exists(y, z) . \varphi\), we first saturate \(\varphi\), which yields \(x=y \wedge y \neq z \wedge x \neq z\). Since every conjunct in the saturated formula involves either \(y\) or \(z\) (or both), elimination leaves us with the empty conjunction, which is equivalent to true.

\section*{3 Refinement}

We adapt the refinement relation between interface automata [7] to our processes with data, and at the same time we extend the definition to include quiescence.

Definition 2. Let \(\mathcal{S}\) and \(\mathcal{P}\) be processes. We say that \(\mathcal{S}\) is refined by \(\mathcal{P}\), denoted \(\mathcal{P} \sqsubseteq \mathcal{S}\), if \(I_{\mathcal{S}} \subseteq I_{\mathcal{P}}, O_{\mathcal{P}} \subseteq O_{\mathcal{S}}\), and whenever \(t\) is a trace of both \(\mathcal{S}\) and \(\mathcal{P}\) (i.e., \(t \in T_{\mathcal{S}} \cap T_{\mathcal{P}}\) ), then
1. for any input symbol \(i\), if \(t i \in T_{\mathcal{S}}\) then \(t i \in T_{\mathcal{P}}\),
2. for any output symbol \(o\), if \(t o \in T_{\mathcal{P}}\) then to \(\in T_{\mathcal{S}}\),
3. if \(t\) is quiescent in \(\mathcal{P}\), then it is also quiescent in \(\mathcal{S}\) (i.e., \(Q_{\mathcal{P}} \cap T_{\mathcal{S}} \subseteq Q_{\mathcal{S}}\) ).

Condition 1 reflects the assumption that the environment does not supply unenabled input symbols. This assumption must not be strengthened by refinement; hence \(\mathcal{P}\) must be prepared to accept any input that \(\mathcal{S}\) can accept. Condition 2 reflects that the set of enabled output symbols constrains what the process may produce, which must not be weakened by refinement: hence \(\mathcal{P}\) may at most produce the outputs that may be produced by \(\mathcal{S}\). Condition 3 similarly reflects the view that allowed quiescence is viewed as a constraint on a process.

Given two processes, refinement can be checked by first computing the set of pairs of states of \(\mathcal{S}\) and \(\mathcal{P}\) which can be reached by the same trace, and thereafter checking the conditions in Definition 2 on these states. As the state space is infinite due to the unboundedness of \(\mathcal{D}\), the set of reachable states has to be computed symbolically.

Let us assume (without loss of generality) that \(X_{\mathcal{S}} \cap X_{\mathcal{P}}=\emptyset\). To check whether \(\mathcal{P} \sqsubseteq \mathcal{S}\), we compute for each pair \(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\) of locations a predicate Reach \(\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\) over \(X_{\mathcal{S}} \cup X_{\mathcal{P}}\) such that for an \(X_{\mathcal{S}}\)-valuation \(\sigma_{\mathcal{S}}\) and \(X_{\mathcal{P}}\) valuation \(\sigma_{\mathcal{P}}\), we have \(\sigma_{\mathcal{S}} \cup \sigma_{\mathcal{P}} \vDash \operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\) iff there is a trace \(w \in T_{\mathcal{S}} \cap T_{\mathcal{P}}\) such that \(\left\langle\ell_{\mathcal{S}}^{0}, \sigma_{\mathcal{S}}^{0}\right\rangle \stackrel{w}{\Longrightarrow} \mathcal{S}\left\langle\ell_{\mathcal{S}}, \sigma_{\mathcal{S}}\right\rangle\) and \(\left\langle\ell_{\mathcal{P}}^{0}, \sigma_{\mathcal{P}}^{0}\right\rangle \stackrel{w}{\Longrightarrow}\left\langle\ell_{\mathcal{P}}, \sigma_{\mathcal{P}}\right\rangle\).

We compute values of Reach by a repeated postcondition computation, starting from the strongest condition that holds for the pair of initial states of \(\mathcal{S}\) and \(\mathcal{P}\). Let \(\varphi_{0}\) be the strongest predicate satisfied by the union of the initial valuations \(\sigma_{\mathcal{S}}^{0} \cup \sigma_{\mathcal{P}}^{0}\) of \(\mathcal{S}\) and \(\mathcal{P}\). This predicate expresses precisely that all variables have their initial values. The computation of Reach is then carried out by a standard fixpoint procedure, shown in Algorithm 1.

It is initialized by letting \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}^{0}, \ell_{\mathcal{P}}^{0}\right\rangle\right)\) be \(\varphi_{0}\), and letting any other \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\) be false. Therafter the predicates \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\) are iteratively extended: for each pair of transitions \(\left\langle\ell_{\mathcal{S}}, s t m t_{\mathcal{S}}, \ell_{\mathcal{S}}^{\prime}\right\rangle\) and \(\left\langle\ell_{\mathcal{P}}, s t m t_{\mathcal{P}}, \ell_{\mathcal{P}}^{\prime}\right\rangle\) with the same action, we calculate the postcondition \(\phi\) of the joint transition, in which \(\mathcal{S}\) and \(\mathcal{P}\) synchronize on a common symbol \(\alpha(\bar{d})\). More precisely, letting stmt \(\mathcal{S}_{\mathcal{S}}\) be \(\alpha(\bar{p}) ; g_{\mathcal{S}} ; \bar{x}_{\mathcal{S}}:=\bar{e}_{\mathcal{S}}\), letting stmt \(\mathcal{P}_{\mathcal{P}}\) be \(\alpha(\bar{p}) ; g_{\mathcal{P}} ; \bar{x}_{\mathcal{P}}:=\bar{e}_{\mathcal{P}}\), and letting \(\varphi\) be a formula over \(\bar{x}_{\mathcal{S}}\) and \(\bar{x}_{\mathcal{P}}\), we define the joint postcondition of stmt \(\mathcal{S}_{\mathcal{S}}\) and stmt \(\mathcal{P}_{\mathcal{P}}\) wrp. to \(\varphi\), denoted jointpost \(\left(\operatorname{stm} t_{\mathcal{S}}, \operatorname{stmt}_{\mathcal{P}} ; \varphi\right.\) ) as
\(j\) ointpost \(\left(\right.\) stmt \(_{\mathcal{S}}\), stmt \(\left._{\mathcal{P}} ; \varphi\right)=\exists \bar{p} . \exists \bar{x}_{\mathcal{S}}^{\prime}, \bar{x}_{\mathcal{P}}^{\prime} .\left[\begin{array}{l}\left(g_{\mathcal{S}} \wedge g_{\mathcal{P}} \wedge \varphi\right)\left[\bar{x}_{\mathcal{S}}^{\prime}, \bar{x}_{\mathcal{P}}^{\prime} / \bar{x}_{\mathcal{S}}, \bar{x}_{\mathcal{P}}\right] \\ \wedge \bar{x}_{\mathcal{S}}=\bar{e}_{\mathcal{S}}\left[\bar{x}_{\mathcal{S}}^{\prime} / \bar{x}_{\mathcal{S}}\right] \\ \wedge \bar{x}_{\mathcal{P}}=\bar{e}_{\mathcal{P}}\left[\bar{x}_{\mathcal{P}}^{\prime} / \bar{x}_{\mathcal{P}}\right]\end{array}\right]\)
```

Algorithm 1. Computing $\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)$ for all $\ell_{\mathcal{S}} \in L_{\mathcal{S}}$ and $\ell_{\mathcal{P}} \in L_{\mathcal{P}}$
Initialise Reach as $\varphi_{0}$ for $\left\langle\ell_{\mathcal{S}}^{0}, \ell_{\mathcal{P}}^{0}\right\rangle$ and false otherwise;
repeat
changed $:=$ false;
forall the $\left\langle\ell_{\mathcal{S}}, s t m t_{\mathcal{S}}, \ell_{\mathcal{S}}^{\prime}\right\rangle \in \delta_{\mathcal{S}}$ and $\left\langle\ell_{\mathcal{P}}, s t m t_{\mathcal{P}}, \ell_{\mathcal{P}}^{\prime}\right\rangle \in \delta_{\mathcal{P}}$ with equal actions
do
$\phi:=j o i n t p o s t\left(s t m t_{\mathcal{S}}, s t m t_{\mathcal{P}} ; \operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\right)$;
if $\operatorname{IsSat}\left(\phi \wedge \neg \operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}^{\prime}, \ell_{\mathcal{P}}^{\prime}\right\rangle\right)\right)$ then
$\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}^{\prime}, \ell_{\mathcal{P}}^{\prime}\right\rangle\right):=\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}^{\prime}, \ell_{\mathcal{P}}^{\prime}\right\rangle\right) \vee \phi ;$
changed $:=$ true;
until $\neg$ changed;

```
where \(\bar{x}_{\mathcal{S}}^{\prime}\) is a tuple containing fresh variables, of the same length as \(\bar{x}_{\mathcal{S}}\), and similarly for \(\bar{x}_{\mathcal{P}}^{\prime}\). In the algorithm, the predicates \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\) are iteratively extended: for each pair of transitions \(\left\langle\ell_{\mathcal{S}}, s t m t_{\mathcal{S}}, \ell_{\mathcal{S}}^{\prime}\right\rangle\) and \(\left\langle\ell_{\mathcal{P}}, s t m t_{\mathcal{P}}, \ell_{\mathcal{P}}^{\prime}\right\rangle\) with the same action, we calculate their joint postcondition in \(\phi:=j\) jointpost \(\left({s t m t_{\mathcal{S}}}, \operatorname{stm} t_{\mathcal{P}} ; \operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\right)\). As long as \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}^{\prime}, \ell_{\mathcal{P}}^{\prime}\right\rangle\right)\) is not weaker than \(\phi\), it is weakened by updating it to the disjunction of its previous value and \(\phi\). This process is repeated until convergence.

The following proposition states that, after Reach has been computed, checking refinement \(\mathcal{P} \sqsubseteq \mathcal{S}\) amounts to checking validity of three conditions for each pair \(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\) of locations.

Proposition 1. \(\mathcal{P} \sqsubseteq \mathcal{S}\) if and only if \(I_{\mathcal{S}} \subseteq I_{\mathcal{P}}, O_{\mathcal{P}} \subseteq O_{\mathcal{S}}\), and for each pair \(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\) of locations of \(\mathcal{S}\) and \(\mathcal{P}\) it holds that
1. Reach \(\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right) \Rightarrow\left(g_{\ell_{\mathcal{S}}}^{\alpha} \Rightarrow g_{\ell_{\mathcal{P}}}^{\alpha}\right)\) for all input actions \(\alpha \in I_{\mathcal{S}}\),
2. Reach \(\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right) \Rightarrow\left(g_{\ell_{\mathcal{P}}}^{\alpha} \Rightarrow g_{\ell_{\mathcal{S}}}^{\alpha}\right)\) for all output actions \(\alpha \in O_{\mathcal{P}}\), and
3. \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right) \Rightarrow\left(\right.\) Quie \(_{\mathcal{P}}\left(\ell_{\mathcal{P}}\right) \Rightarrow\) Quie \(\left._{\mathcal{S}}\left(\ell_{\mathcal{S}}\right)\right)\).

Proof. First, assume that \(\mathcal{P} \sqsubseteq \mathcal{S}\). We exemplify the proof idea focusing on the first condition only. Let \(\sigma_{\mathcal{S}} \cup \sigma_{\mathcal{P}} \models \operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\), i.e., there exists a trace \(w \in T_{\mathcal{S}} \cap T_{\mathcal{P}}\) such that \(\left\langle\ell_{\mathcal{S}}^{0}, \sigma_{\mathcal{S}}^{0}\right\rangle \stackrel{w}{\mathcal{S}}\left\langle\ell_{\mathcal{S}}, \sigma_{\mathcal{S}}\right\rangle\) and \(\left\langle\ell_{\mathcal{P}}^{0}, \sigma_{\mathcal{P}}^{0}\right\rangle \stackrel{w}{\Longrightarrow}\left\langle\ell_{\mathcal{P}}, \sigma_{\mathcal{P}}\right\rangle\). Furthermore, let \(i=\alpha(\bar{d}), \alpha \in I_{\mathcal{S}}\), be any input symbol such that \(\sigma_{\mathcal{S}} \models g_{\ell_{\mathcal{S}}}^{\alpha}[\bar{d} / \bar{p}]\), i.e., \(\alpha(\bar{d})\) is enabled in \(\left\langle\ell_{\mathcal{S}}, \sigma_{\mathcal{S}}\right\rangle\) and hence \(w i \in T_{\mathcal{S}}\). Since \(\mathcal{P} \sqsubseteq \mathcal{S}\) implies that \(w i \in T_{\mathcal{P}}, \alpha(\bar{d})\) is enabled in \(\left\langle\ell_{\mathcal{P}}, \sigma_{\mathcal{P}}\right\rangle\) as well, thus \(\sigma_{\mathcal{P}} \models g_{\ell_{\mathcal{P}}}^{\alpha}[\bar{d} / \bar{p}]\), rendering the implication \(g_{\ell_{\mathcal{S}}}^{\alpha} \Rightarrow g_{\ell_{\mathcal{P}}}^{\alpha}\) true.

For the converse, assume that \(\mathcal{P} \nsubseteq \mathcal{S}\). Then, at least one of the conditions of Definition 2 is violated. Again, we exemplify the proof idea by looking at the third condition only, i.e., assuming that there exists a trace \(w \in T_{\mathcal{S}} \cap T_{\mathcal{P}}\) such that \(w\) is quiescent in \(\mathcal{P}\) but not in \(\mathcal{S}\). Let \(\left\langle\ell_{\mathcal{S}}^{0}, \sigma_{\mathcal{S}}^{0}\right\rangle \stackrel{w}{\mathcal{S}}\left\langle\ell_{\mathcal{S}}, \sigma_{\mathcal{S}}\right\rangle\) and \(\left\langle\ell_{\mathcal{P}}^{0}, \sigma_{\mathcal{P}}^{0}\right\rangle \xrightarrow{w}{ }_{\mathcal{P}}\left\langle\ell_{\mathcal{P}}, \sigma_{\mathcal{P}}\right\rangle\) (thus, \(\sigma_{\mathcal{S}} \cup \sigma_{\mathcal{P}} \models \operatorname{Reach}\left(\left\langle\ell_{\mathcal{S}}, \ell_{\mathcal{P}}\right\rangle\right)\) ). Since \(w\) is quiescent in \(\mathcal{P}\), we have \(\sigma_{\mathcal{P}} \models\) Quie \(_{\mathcal{P}}\left(\ell_{\mathcal{P}}\right)\). Conversely, since \(w\) is not quiescent in \(\mathcal{S}\), we have \(\sigma_{\mathcal{S}} \not \vDash\) Quie \(_{\mathcal{S}}\left(\ell_{\mathcal{S}}\right)\), and thus \(\sigma_{\mathcal{S}} \cup \sigma_{\mathcal{P}} \not \vDash\left(\right.\) Quie \(_{\mathcal{P}}\left(\ell_{\mathcal{P}}\right) \Rightarrow\) Quie \(\left._{\mathcal{S}}\left(\ell_{\mathcal{S}}\right)\right)\).

\section*{4 Parallel Composition}

In this section, we generalize parallel composition of interface automata [7] to our processes with data and quiescence. Intuitively, the parallel composition operator yields the combined effect of its operands running asynchronously, but synchronizing on common actions. We use a broadcast model of communication in which an output from a component can be received by multiple components. An input ? \(a(\bar{d})\) and output \(!a(\bar{d})\) combine to form an output \(!a(\bar{d})\). Here, the attributes? and! on actions (as in !a( \(\bar{d})\) ) are not part of the actions, they serve only to remind that the action in question is an input or output in the considered context.

Product Operation. Before defining parallel composition of processes, we will as an auxiliary building block define the product of two processes as the process obtained by letting them run in parallel, while synchronizing on common actions and ignoring communication mismatches.

Let us define the parallel composition of two statements stmt \({ }_{1}=\) \(\alpha(\bar{p}) ; g_{1} ; \bar{x}_{1}:=\bar{e}_{1}\) and stmt \({ }_{2}=\alpha(\bar{p}) ; g_{2} ; \bar{x}_{2}:=\bar{e}_{2}\) with the same action \(\alpha,{ }^{1}\) in two processes with disjoint sets of variables, as stmt \(_{1} \|\) stmt \(_{2}=\alpha(\bar{p}) ; g_{1} \wedge g_{2} ; \bar{x}_{1}, \bar{x}_{2}:=\) \(\bar{e}_{1}, \bar{e}_{2}\).

We can now define product of two processes.
Definition 3. Let \(\mathcal{P}\) and \(\mathcal{Q}\) be two processes. Then define \(\delta_{\mathcal{P} \otimes \mathcal{Q}}\) as the set of transitions between product locations in \(L_{\mathcal{P}} \times L_{\mathcal{Q}}\), which is obtained from \(\delta_{\mathcal{P}}\) and \(\delta_{\mathcal{Q}}\) as follows.
- If \(\left\langle\ell_{\mathcal{P}}, s t m t, \ell_{\mathcal{P}}^{\prime}\right\rangle \in \delta_{\mathcal{P}}\) has an action which is not an action of \(\mathcal{Q}\), (i.e., it is non-synchronizing), then \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right.\), stmt, \(\left.\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{Q}}\right\rangle\right\rangle \in \delta_{\mathcal{P} \otimes \mathcal{Q}}\) for any location \(\ell_{\mathcal{Q}} \in L_{\mathcal{Q}}\).
- Symmetrically, if \(\left\langle\ell_{\mathcal{Q}}, s t m t, \ell_{\mathcal{Q}}^{\prime}\right\rangle \in \delta_{\mathcal{Q}}\) has an action which is not an action of \(\mathcal{P}\), then \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right.\), stmt, \(\left.\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}^{\prime}\right\rangle\right\rangle \in \delta_{\mathcal{P} \otimes \mathcal{Q}}\) for any location \(\ell_{\mathcal{P}} \in L_{\mathcal{P}}\).
- If \(\left\langle\ell_{\mathcal{P}}, s t m t_{\mathcal{P}}, \ell_{\mathcal{P}}^{\prime}\right\rangle \in \delta_{\mathcal{P}}\) and \(\left\langle\ell_{\mathcal{Q}}, s t m t_{\mathcal{Q}}, \ell_{\mathcal{Q}}^{\prime}\right\rangle \in \delta_{\mathcal{Q}}\) have the same action, i.e., they synchronize, then \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle, \operatorname{stmt}_{\mathcal{P}} \|\right.\) stmt \(\left.\mathcal{Q}_{\mathcal{Q}},\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{Q}}^{\prime}\right\rangle\right\rangle \in \delta_{\mathcal{P} \otimes \mathcal{Q}}\).

Note that while we restrict ourselves to defining a product transition relation \(\delta_{\mathcal{P} \otimes \mathcal{Q}}\) instead of a complete product operation \(\mathcal{P} \otimes \mathcal{Q}\) (mostly because there is no reasonable choice for Quie \(_{\mathcal{P} \otimes \mathcal{Q}}\) ), we nonetheless adapt the notation \(\xlongequal{w} \mathcal{P} \otimes \mathcal{Q}\) for sequences of steps, as established in Section 2.

Parallel Composition. We can now define parallel composition of processes. Note that there does not always exist a parallel composition of two processes. A necessary (but not sufficient, cf. Definition 5) precondition that has to be met is stated in the following definition.

\footnotetext{
\({ }^{1}\) Similarly to many programming languages, we assume that actions only have positional arguments, i.e., their formal parameters are identified solely by their order of occurrence in \(\bar{p}\), not their name (if any).
}

Definition 4. Two processes \(\mathcal{P}\) and \(\mathcal{Q}\) are composable if \(O_{\mathcal{P}} \cap O_{\mathcal{Q}}=\emptyset .{ }^{2}\)
Intuitively, the parallel composition will be obtained from the product by restricting input transitions so that the product cannot reach an illegal state. A state of the product is illegal if one of the processes can generate an output symbol in their joint set of symbols which the other cannot receive. We say that a state of the product is unsafe if the product can reach an illegal state by a sequence of output steps. The parallel composition is now obtained by restricting input transitions so that they do not reach unsafe states.

Let us now formalize this intuition. First, we define a mapping, denoted Illegal \(_{\mathcal{P} \| \mathcal{Q}}\) from pairs of locations of \(\mathcal{P}\) and \(\mathcal{Q}\) to the formula
\[
\text { Illegal }_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right):=\bigvee_{\alpha \in O_{\mathcal{P}} \cap I_{\mathcal{Q}}} \exists \bar{p} .\left(g_{\ell_{\mathcal{P}}}^{\alpha} \wedge \neg g_{\ell_{\mathcal{Q}}}^{\alpha}\right) \vee \bigvee_{\alpha \in O_{\mathcal{Q}} \cap I_{\mathcal{P}}} \exists \bar{p} .\left(g_{\ell_{\mathcal{Q}}}^{\alpha} \wedge \neg g_{\ell_{\mathcal{P}}}^{\alpha}\right)
\]

Intuitively, Illegal \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right)\) is true if \(\mathcal{P}\) in location \(\ell_{\mathcal{P}}\) can produce a synchronizing output symbol for which \(\mathcal{Q}\) does not have a matching input step, or vice versa. Thereafter, we perform the pruning process, by defining the mapping Unsafe \(_{\mathcal{P} \| \mathcal{Q}}\) from pairs of locations of \(\mathcal{P}\) and \(\mathcal{Q}\) to formulas over \(X_{\mathcal{P}} \cup X_{\mathcal{Q}}\) such that \(\sigma_{\mathcal{P}} \cup \sigma_{\mathcal{Q}} \models\) Unsafe \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right)\) iff there exists a sequence of symbols \(w \in\left(O_{\mathcal{P}} \cup O_{\mathcal{Q}}\right)^{*}\) such that \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle, \sigma_{\mathcal{P}} \cup \sigma_{\mathcal{Q}}\right\rangle \xrightarrow{w}{ }_{\mathcal{P} \otimes \mathcal{Q}}\left\langle\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{Q}}^{\prime}\right\rangle, \sigma_{\mathcal{P}}^{\prime} \cup \sigma_{\mathcal{Q}}^{\prime}\right\rangle\) and \(\sigma_{\mathcal{P}}^{\prime} \cup \sigma_{\mathcal{Q}}^{\prime} \models\) Illegal \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{Q}}^{\prime}\right\rangle\right)\). The mapping Unsafe \(_{\mathcal{P} \| \mathcal{Q}}\) can be computed in a fashion similar to the computation of Reach, as illustrated in Algorithm 2.
```

Algorithm 2. Computing Unsafe $_{\mathcal{P} \| \mathcal{Q}}$ for product of $\mathcal{P}$ and $\mathcal{Q}$
Unsafe $_{\mathcal{P} \| \mathcal{Q}}:=$ Illegal $_{\mathcal{P} \| \mathcal{Q}} ;$
repeat
changed $:=$ false;
forall the output transitions $\left\langle\ell\right.$, stmt, $\left.\ell^{\prime}\right\rangle$ of $\delta_{\mathcal{P} \otimes \mathcal{Q}}$ do
$\phi:=\operatorname{pre}\left(\right.$ stmt $;$ Unsafe $\left._{\mathcal{P} \| \mathcal{Q}}\left(\ell^{\prime}\right)\right) ;$
if $\operatorname{IsSat}\left(\phi \wedge \neg\right.$ Unsafe $\left._{\mathcal{P} \| \mathcal{Q}}(\ell)\right)$ then
Unsafe $_{\mathcal{P} \| \mathcal{Q}}(\ell):=$ Unsafe $_{\mathcal{P} \| \mathcal{Q}}(\ell) \vee \phi ;$
changed $:=$ true;
until $\neg$ changed;

```

Definition 5. Let \(\mathcal{P}\) and \(\mathcal{Q}\) be processes. The parallel composition of \(\mathcal{P}\) and \(\mathcal{Q}\) exists if and only if \(1 . \mathcal{P}\) and \(\mathcal{Q}\) are composable, and 2. \(\sigma_{\mathcal{P}}^{0} \cup \sigma_{\mathcal{Q}}^{0} \quad \neq\) Unsafe \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}^{0}, \ell_{\mathcal{Q}}^{0}\right\rangle\right)\). In this case, it is the process \(\mathcal{P} \| \mathcal{Q}\), obtained as \(\mathcal{P} \| \mathcal{Q}=\left(I_{\mathcal{P} \| \mathcal{Q}}, O_{\mathcal{P} \| \mathcal{Q}}, L_{\mathcal{P} \| \mathcal{Q}}, \ell_{\mathcal{P} \| \mathcal{Q}}^{0}, X_{\mathcal{P} \| \mathcal{Q}}, \sigma_{\mathcal{P} \| \mathcal{Q}}^{0}, \delta_{\mathcal{P} \| \mathcal{Q}}\right.\), Quie \(\left._{\mathcal{P} \| \mathcal{Q}}\right)\), where

\footnotetext{
\({ }^{2}\) Formally, composing \(\mathcal{P}\) and \(\mathcal{Q}\) also requires \(X_{\mathcal{P}}\) and \(X_{\mathcal{Q}}\) to be disjoint. However, this can be assumed without loss of generality (as remarked in Section 3), as renaming variables does not change the behaviour of a process.
}
\(-I_{\mathcal{P} \| \mathcal{Q}}=\left(I_{\mathcal{P}} \cup I_{\mathcal{Q}}\right) \backslash O_{\mathcal{P} \| \mathcal{Q}}\),
\(-O_{\mathcal{P} \| \mathcal{Q}}=O_{\mathcal{P}} \cup O_{\mathcal{Q}}\),
- \(L_{\mathcal{P} \| \mathcal{Q}}=L_{\mathcal{P}} \times L_{\mathcal{Q}}\),
\(-\ell_{\mathcal{P} \| \mathcal{Q}}^{0}=\left\langle\ell_{\mathcal{P}}^{0}, \ell_{\mathcal{Q}}^{0}\right\rangle\),
\(-X_{\mathcal{P} \| \mathcal{Q}}=X_{\mathcal{P}} \cup X_{\mathcal{Q}}\),
\(-\sigma_{\mathcal{P} \| \mathcal{Q}}^{0}=\sigma_{\mathcal{P}}^{0} \cup \sigma_{\mathcal{Q}}^{0}\),
\(-\delta_{\mathcal{P} \| \mathcal{Q}}\) is obtained from \(\delta_{\mathcal{P} \otimes \mathcal{Q}}\) by strengthening every guard \(g\) of every input transitions of form \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle, \alpha(\bar{p}) ; g ; \bar{x}:=\bar{e},\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{Q}}^{\prime}\right\rangle\right\rangle\) in \(\delta_{\mathcal{P} \otimes \mathcal{Q}}\) to
\[
g \wedge \operatorname{pre}\left(\bar{x}:=\bar{e} ; \neg \text { Unsafe }_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{Q}}^{\prime}\right\rangle\right)\right)
\]
- Quie \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right)=\operatorname{Illegal}_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right) \vee\left(\right.\) Quie \(_{\mathcal{P}}\left(\ell_{\mathcal{P}}\right) \wedge\) Quie \(\left._{\mathcal{Q}}\left(\ell_{\mathcal{Q}}\right)\right)\).

An important observation is that parallel composition preserves the consistency requirement introduced in Section 2.

Proposition 2. Let \(\mathcal{P}\) and \(\mathcal{Q}\) be processes such that the parallel composition \(\mathcal{P} \|\) \(\mathcal{Q}\) exists, and that \(\mathcal{P}\) and \(\mathcal{Q}\) are consistent with Quie \(_{\mathcal{P}}\) and Quie \(_{\mathcal{Q}}\), respectively. Then, \(\mathcal{P} \| \mathcal{Q}\) is consistent with Quie \(_{\mathcal{P} \| \mathcal{Q}}\), i.e., for any location \(\ell_{\mathcal{P} \| \mathcal{Q}} \in L_{\mathcal{P} \| \mathcal{Q}}\),
\[
\text { Quie }_{\mathcal{P} \| \mathcal{Q}}\left(\ell_{\mathcal{P} \| \mathcal{Q}}\right) \vee \bigvee_{\alpha \in O_{\mathcal{P} \| \mathcal{Q}}} \exists \bar{p} . g_{\ell_{\mathcal{P} \| \mathcal{Q}}}^{\alpha}
\]
is universally valid.
Proof. Let \(\ell_{\mathcal{P} \| \mathcal{Q}}=\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\), and let \(\sigma_{\mathcal{P} \| \mathcal{Q}}\) be a valuation such that \(\sigma_{\mathcal{P} \| \mathcal{Q}} \not \equiv\) Quie \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right)\), i.e., we have \(\sigma_{\mathcal{P} \| \mathcal{Q}} \not \vDash \operatorname{Illegal}_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right)\) and either of \(\sigma_{\mathcal{P} \| \mathcal{Q}} \not \vDash\) Quie \(_{\mathcal{P}}\left(\ell_{\mathcal{P}}\right)\) or \(\sigma_{\mathcal{P} \| \mathcal{Q}} \not \vDash\) Quie \(_{\mathcal{Q}}\left(\ell_{\mathcal{Q}}\right)\) (or both). Without loss of generality, we only consider the first case. Due to the consistency of \(\mathcal{P}\), there exists an output action \(\alpha \in O_{\mathcal{P}}\) such that \(\sigma_{\mathcal{P} \| \mathcal{Q}} \models \exists \bar{p}\). \(g_{\ell_{\mathcal{P}}}^{\alpha}\). If \(\alpha\) is not an (input) action of \(\mathcal{Q}\), then, by definition of the parallel composition, we have \(g_{\ell_{\mathcal{P} \| \mathcal{Q}}}^{\alpha} \equiv g_{\ell_{\mathcal{P}}}^{\alpha}\) (note that only guards of input transitions are strengthened in Definition 5) and thus \(\sigma_{\mathcal{P} \| \mathcal{Q}} \vDash \exists \bar{p}\). \(g_{\ell_{\mathcal{P} \| \mathcal{Q}}}^{\alpha}\). Otherwise, we have \(g_{\ell_{\mathcal{P} \| \mathcal{Q}}}^{\alpha} \equiv g_{\ell_{\mathcal{P}}}^{\alpha} \wedge g_{\ell_{\mathcal{Q}}}^{\alpha}\). From \(\sigma_{\mathcal{P} \| \mathcal{Q}} \not \vDash\) Illegal \(_{\mathcal{P} \| \mathcal{Q}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{Q}}\right\rangle\right)\) we can conclude that \(\sigma_{\mathcal{P} \| \mathcal{Q}} \models \forall \bar{p}\). \(\left(g_{\ell_{\mathcal{P}}}^{\alpha} \Rightarrow g_{\ell_{\mathcal{Q}}}^{\alpha}\right)\). Combining this with \(\sigma_{\mathcal{P} \| \mathcal{Q}} \models \exists \bar{p}\). \(g_{\ell_{\mathcal{P}}}^{\alpha}\) yields \(\sigma_{\mathcal{P} \| \mathcal{Q}} \vDash \exists \bar{p}\). \(g_{\ell_{\mathcal{Q}}}^{\alpha}\), and thus \(\sigma_{\mathcal{P} \| \mathcal{Q}} \models \exists \bar{p} . g_{\ell_{\mathcal{P} \| \mathcal{Q}}}^{\alpha}\).

The following proposition establishes the important property that refinement is preserved by parallel composition.

Proposition 3. Let \(\mathcal{P}, \mathcal{Q}, \mathcal{S}\) and \(\mathcal{T}\) be processes with \(\mathcal{P} \sqsubseteq \mathcal{S}\) and \(\mathcal{Q} \sqsubseteq \mathcal{T}\), such that the parallel composition \(\mathcal{S} \| \mathcal{T}\) exists. Then the parallel composition \(\mathcal{P} \| \mathcal{Q}\) exists and \(\mathcal{P}\|\mathcal{Q} \sqsubseteq \mathcal{S}\| \mathcal{T}\).

\section*{5 Quotient}

In this section, we introduce the quotient operation, which can be seen as an "inverse" of parallel composition. It is connected to the synthesis problem in the following way: given a specification for a system \(\mathcal{R}\), together with a component \(\mathcal{P}\) implementing part of \(\mathcal{R}\), the quotient, denoted \(\mathcal{R} \backslash \mathcal{P}\), yields the least refined (in the sense of \(\sqsubseteq)\) process for the remaining part of \(\mathcal{R}\), i.e., such that \(\mathcal{P} \|(\mathcal{R} \backslash \mathcal{P}) \sqsubseteq \mathcal{R}\). Therefore, quotient can be thought of as an adjoint of parallel composition.

Looking at the treatment of sets of actions in Definition 5, we see that a necessary requirement for the existence of a quotient is that \(O_{\mathcal{P}} \subseteq O_{\mathcal{R}}\). Then, the set of output actions of the quotient must be \(O_{\mathcal{R}} \backslash O_{\mathcal{P}}\). However, there is some freedom for the set \(I_{\mathcal{R} \backslash \mathcal{P}}\) of input actions of the quotient. From Definition 5 , we take as a natural choice \(I_{\mathcal{R} \backslash \mathcal{P}}\) to be \(\left(O_{\mathcal{P}} \cup I_{\mathcal{R}}\right)\), since a quotient with these actions will always exist if there is one with a smaller set, and since the subsequently presented technique to produce a quotient will not have to consider the difficulties that come with actions that are not visible to the quotient.

Computing the Quotient. Let us provide an algorithmic construction of the quotient. The structure of our construction is the following. We first construct the product of \(\mathcal{P}\) and \(\mathcal{R}\) using the product construction of Definition 3. We thereafter construct \(\mathcal{R} \backslash \mathcal{P}\) so that it ensures that the combination of \(\mathcal{P}\) and \(\mathcal{R}\) does not reach an undesired state. An undesired state occurs if 1. \(\mathcal{P}\) can produce an output which cannot be produced by \(\mathcal{R}\), or 2 . \(\mathcal{R}\) can receive an input which cannot be received by \(\mathcal{P}\), or 3 . the state of \(\mathcal{R}\) is not quiescent, but it is a deadlock, that is, no output transition of \(\mathcal{R}\) can be taken without \(\mathcal{R} \backslash \mathcal{P}\) losing control (i.e., \(\mathcal{R} \backslash \mathcal{P}\) will no longer be able to ensure that an undesired state will not eventually be reached).

To enforce the above criteria, we define a mapping Bad from pairs of locations of \(\mathcal{P}\) and \(\mathcal{R}\) to predicates over \(X_{\mathcal{P}} \cup X_{\mathcal{R}}\) such that \(\sigma \models \operatorname{Bad}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right)\) iff there exists a sequence of symbols \(w \in O_{\mathcal{P}}^{*}\) such that \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle, \sigma\right\rangle \stackrel{w}{w} \mathcal{P} \otimes \mathcal{R}\) \(\left\langle\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{R}}^{\prime}\right\rangle, \sigma^{\prime}\right\rangle\) and \(\left\langle\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{R}}^{\prime}\right\rangle, \sigma^{\prime}\right\rangle\) is an undesired state according to any (or all) of the above criteria. In the following, we describe how Bad can be computed algorithmically. As a first step, we define a mapping NotRefine \({ }_{\mathcal{R} \backslash \mathcal{P}}\) from pairs of locations of \(\mathcal{P}\) and \(\mathcal{R}\) to predicates such that NotRefine \({ }_{\mathcal{R} \backslash \mathcal{P}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right)\) is true in the situations that should be avoided according to Criterion 1 or 2 above. We can represent NotRefine \({ }_{\mathcal{R} \backslash \mathcal{P}}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right)\) as the formula
\[
\bigvee_{\alpha \in I_{\mathcal{R}} \cap I_{\mathcal{P}}}\left(g_{\ell_{\mathcal{R}}}^{\alpha} \wedge \neg g_{\ell_{\mathcal{P}}}^{\alpha}\right) \quad \vee \bigvee_{\alpha \in O_{\mathcal{P}}}\left(g_{\ell_{\mathcal{P}}}^{\alpha} \wedge \neg g_{\ell_{\mathcal{R}}}^{\alpha}\right)
\]

To formalize Criterion 3, we first define deadlock as a predicate parameterized by the set of states which are uncontrollable (represented by the predicate Bad), i.e., from which \(\mathcal{R} \backslash \mathcal{P}\) cannot guarantee avoiding undesired states. We define Deadlock \({ }^{\text {Bad }}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right)\) as
\[
\neg \bigvee_{\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle, \operatorname{stmt},\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{R}}^{\prime}\right\rangle\right\rangle \in \delta_{\mathcal{P} \otimes \mathcal{R}}^{o_{\mathcal{R}}}} \operatorname{pre}\left(\text { stmt } ; \neg \operatorname{Bad}\left(\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{R}}^{\prime}\right\rangle\right)\right)
\]
```

Algorithm 3. Computing Bad
Bad $:=$ NotRefine $_{\mathcal{R} \backslash \mathcal{P}} ;$
repeat
changed $:=$ false;
forall the $O_{\mathcal{P}}$-transitions $\left\langle\ell\right.$, stmt, $\left.\ell^{\prime}\right\rangle$ of $\delta_{\mathcal{P} \otimes \mathcal{R}}$ do
$\phi:=\operatorname{pre}\left(s t m t ; \operatorname{Bad}\left(\ell^{\prime}\right)\right)$;
if $\operatorname{IsSat}(\phi \wedge \neg \operatorname{Bad}(\ell))$ then
$\operatorname{Bad}(\ell):=\operatorname{Bad}(\ell) \vee \phi ;$
changed $:=$ true;
forall the $\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle \in L_{\mathcal{P}} \times L_{\mathcal{R}}$ do
$\phi:=$ Deadlock $^{\text {Bad }}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right) \wedge \neg$ Quie $_{\mathcal{R}}\left(\ell_{\mathcal{R}}\right) ;$
if $\operatorname{IsSat}\left(\phi \wedge \neg \operatorname{Bad}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right)\right)$ then
$\operatorname{Bad}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right):=\operatorname{Bad}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right) \vee \phi ;$
changed $:=$ true;
until $\neg$ changed;

```
where \(\delta_{\mathcal{P} \otimes \mathcal{R}}^{O_{\mathcal{R}}}\) are the \(O_{\mathcal{R}}\)-transitions of \(\delta_{\mathcal{P} \otimes \mathcal{R}}\). Notice that Deadlock \({ }^{\text {Bad }}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right)\) is automatically true if \(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\) has no output transitions. A state \(\left\langle\left\langle\ell_{\mathcal{R}}, \ell_{\mathcal{P}}\right\rangle, \sigma\right\rangle\) is undesired according to Criterion 3 above if
\[
\sigma \models \text { Deadlock }^{\text {Bad }}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle\right) \wedge \neg \text { Quie }_{\mathcal{R}}\left(\ell_{\mathcal{R}}\right)
\]

The complete computation of Bad is illustrated in Algorithm 3.
After \(B a d\) is computed, we compute \(\mathcal{R} \backslash \mathcal{P}\) as the process
\(\mathcal{R} \backslash \mathcal{P}=\left(I_{\mathcal{R} \backslash \mathcal{P}}, O_{\mathcal{R} \backslash \mathcal{P}}, L_{\mathcal{R} \backslash \mathcal{P}}, \ell_{\mathcal{R} \backslash \mathcal{P}}^{0}, X_{\mathcal{R} \backslash \mathcal{P}}, \sigma_{\mathcal{R} \backslash \mathcal{P}}^{0}, \delta_{\mathcal{R} \backslash \mathcal{P}}\right.\), Quie \(\left._{\mathcal{R} \backslash \mathcal{P}}\right)\) where
\(-I_{\mathcal{R} \backslash \mathcal{P}}=O_{\mathcal{P}} \cup I_{\mathcal{R}}\),
\(-O_{\mathcal{R} \backslash \mathcal{P}}=O_{\mathcal{R}} \backslash O_{\mathcal{P}}\),
\(-L_{\mathcal{R} \backslash \mathcal{P}}=L_{\mathcal{P}} \times L_{\mathcal{R}}\),
\(-\ell_{\mathcal{R} \backslash \mathcal{P}}^{0}=\left\langle\ell_{\mathcal{P}}^{0}, \ell_{\mathcal{R}}^{0}\right\rangle\),
\(-X_{\mathcal{R} \backslash \mathcal{P}}=X_{\mathcal{P}} \cup X_{\mathcal{R}}\),
\(-\sigma_{\mathcal{R} \backslash \mathcal{P}}^{0}=\sigma_{\mathcal{P}}^{0} \cup \sigma_{\mathcal{Q}}^{0}\),
- \(\delta_{\mathcal{R} \backslash \mathcal{P}}\) is obtained from \(\delta_{\mathcal{P} \otimes \mathcal{R}}\) by strengthening every guard \(g\) of every \(O_{\mathcal{R} \backslash \mathcal{P}^{-}}\) transition of the form \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R}}\right\rangle, \alpha(\bar{p}) ; g ; \bar{x}:=\bar{e},\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{R}}^{\prime}\right\rangle\right\rangle\) in \(\delta_{\mathcal{P} \otimes \mathcal{R}}\) to
\[
g \wedge \operatorname{pre}\left(\bar{x}:=\bar{e} ; \neg \operatorname{Bad}\left(\left\langle\ell_{\mathcal{P}}^{\prime}, \ell_{\mathcal{R}}^{\prime}\right\rangle\right)\right.
\]
- Quie \(_{\mathcal{R} \backslash \mathcal{P}}=\) Quie \(_{\mathcal{P}}\left(\ell_{\mathcal{P}}\right) \Rightarrow\) Quie \(_{\mathcal{R}}\left(\ell_{\mathcal{R}}\right)\)

The input transitions of \(\mathcal{R} \backslash \mathcal{P}\) are the same as the input \(I_{\mathcal{R} \backslash \mathcal{P}}\)-transitions of \(\delta_{\mathcal{P} \otimes \mathcal{R}}\). Output transitions of \(\mathcal{R} \backslash \mathcal{P}\) will be obtained from \(O_{\mathcal{R} \backslash \mathcal{P}}\)-transitions of \(\delta_{\mathcal{P} \otimes \mathcal{R}}\) by equipping them with additional guards which keep computations of \((\mathcal{R} \backslash \mathcal{P}) \| \mathcal{P}\) outside Bad and hence also outside undesired states.

The following proposition states that the quotient, if it exists, is indeed the most general component that can cooperate with \(\mathcal{P}\) to satisfy \(\mathcal{R}\).

Proposition 4. Let \(\mathcal{P}\) and \(\mathcal{R}\) be such that \(O_{\mathcal{P}} \subseteq O_{\mathcal{R}}\) and \(I_{\mathcal{P}} \subseteq\left(I_{\mathcal{R}} \cup O_{\mathcal{R}}\right)\). If \(\mathcal{R} \backslash \mathcal{P}\) as computed in this section exists, then
\[
-\mathcal{P} \|(\mathcal{R} \backslash \mathcal{P}) \sqsubseteq R, \text { and }
\]
- for any \(\mathcal{Q}\) with \(O_{\mathcal{Q}}=O_{\mathcal{R} \backslash \mathcal{P}}\) and \(I_{\mathcal{Q}}=I_{\mathcal{R} \backslash \mathcal{P}}\) such that \(\mathcal{P} \| \mathcal{Q} \sqsubseteq R\), we have \(\mathcal{Q} \sqsubseteq(\mathcal{R} \backslash \mathcal{P})\).

Pruning the Quotient. The quotient obtained by the above method may contain a significant amount of redundancy. Particularly, 1. some of its states may never be reached, 2 . some transitions may never be taken, and 3. some parts of conditions within guards may be true for every computation reaching the source location of the transition.

To obtain a more compact solution, we will prune the redundant parts of \(\mathcal{R} \backslash \mathcal{P}\). Using a procedure analogous to Algorithm 1 in Section 3, we compute for every location \(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R} \backslash \mathcal{P}}\right\rangle\) of \(\mathcal{P} \|(\mathcal{R} \backslash \mathcal{P})\) a predicate \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R} \backslash \mathcal{P}}\right\rangle\right)\) such that a state \(\left\langle\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R} \backslash \mathcal{P}}\right\rangle, \sigma\right\rangle\) is reachable in \(\mathcal{P} \|(\mathcal{R} \backslash \mathcal{P})\) iff \(\sigma\) satisfies \(\operatorname{Reach}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R} \backslash \mathcal{P}}\right\rangle\right)\). As before, we assume (w.l.o.g.) that \(X_{\mathcal{R} \backslash \mathcal{P}} \cap X_{\mathcal{P}}=\emptyset\); further, let us assume that \(X_{\mathcal{P}}\) is the tuple \(x_{1}^{\mathcal{P}}, \ldots, x_{k}^{\mathcal{P}}\). Then, for every location \(\ell_{\mathcal{R} \backslash \mathcal{P}}\) of \(\mathcal{R} \backslash \mathcal{P}\), we will compute
\[
\operatorname{Reach}\left(\ell_{\mathcal{R} \backslash \mathcal{P}}\right)=\exists x_{1}^{\mathcal{P}}, \ldots, x_{k}^{\mathcal{P}} \cdot \bigvee_{\ell_{\mathcal{P}} \in L_{\mathcal{P}}} \operatorname{Reach}\left(\left\langle\ell_{\mathcal{P}}, \ell_{\mathcal{R} \backslash \mathcal{P}}\right\rangle\right)
\]
which characterizes all possible valuations of variables of \(\mathcal{R} \backslash \mathcal{P}\) that can appear in a computation of \(\mathcal{P} \|(\mathcal{R} \backslash \mathcal{P})\) together with \(\ell_{\mathcal{R} \backslash \mathcal{P}}\). We then prune the redundancies of the types \(1-3\) above from \(\mathcal{R} \backslash \mathcal{P}\) as follows:
1. Remove locations \(\ell_{\mathcal{R} \backslash \mathcal{P}}\) where \(\operatorname{IsSat}\left(\operatorname{Reach}\left(\ell_{\mathcal{R} \backslash \mathcal{P}}\right)\right)\) is false.
2. Remove transitions \(\left\langle\ell_{\mathcal{R} \backslash \mathcal{P}}, \alpha(\bar{p}) ; g ; \bar{x}:=\bar{e}, \ell_{\mathcal{R} \backslash \mathcal{P}}^{\prime}\right\rangle\) where \(\operatorname{IsSat}\left(\operatorname{Reach}\left(\ell_{\mathcal{R} \backslash \mathcal{P}}\right) \wedge\right.\) \(g)\) is false.
3. For each remaining transition \(\left\langle\ell_{\mathcal{R} \backslash \mathcal{P}}, \alpha(\bar{p}) ; g ; \bar{x}:=\bar{e}, \ell_{\mathcal{R} \backslash \mathcal{P}}^{\prime}\right\rangle\), we weaken the guard \(g\) to \(\operatorname{Reach}\left(\ell_{\mathcal{R} \backslash \mathcal{P}}\right) \Rightarrow g\), possibly enabling further simplification of the formula (e.g., by transforming it to DNF and removing redundant literals and clauses).

\section*{6 Applications to the Synthesis of Mediators}

We demonstrate our framework and our implementation on examples from mediator synthesis. A mediator is a process that mediates communication between several parties with incompatible interfaces, ensuring that they interact to achieve a certain aim, while preventing any communication mismatches. We demonstrate how this task can be specified as a problem of computing a quotient for a specification \(\mathcal{R}\) which can be automatically generated from this aim. We have implemented the computation of quotient, and illustrate its application on mediator synthesis in e-commerce applications.


Fig. 1. Messaging clients CFRing and \(X M P P\), on the left. The synthesis problem is specified by the process \(\mathcal{R}\) on the right.

Messaging Protocol. In the first example, the scenario consists of two incompatible messaging protocols, CFRing and XMPP, both of which need to communicate with one another through a mediator that we must construct. The two messaging clients are represented by the two processes shown on the left in Figure 1. In the description, we omit guards of transitions that are true. Variables are initialized by a special value \(\perp\).
- The process CFRing has input actions start, output actions msgout and id, variables msg1 and \(i d 1\), and locations \(\left\{l_{0}, l_{1}, l_{2}, l_{3}, l_{4}\right\}\).
- The process XMPP has input actions msgin and who, variables msg2 and \(i d 2\), and locations \(\left\{m_{0}, m_{1}, m_{2}, m_{3}\right\}\).

The goal of the communication is that the two clients agree on the message and the id. That is, the values of variables msg1 and \(i d 1\) of CFRing should on termination be equal to the values of \(m s g 2\) and \(i d 2\) of \(X M P P\). This goal can be captured by adding a special action \(\checkmark\), which is performed at the end, and which reveals the values of the relevant variables of CFRing and XMPP. The specification \(\mathcal{R}\) allows the components to perform any sequence of actions, but requires that quiescence is reached only after jointly performing the \(\checkmark\) action, where the revealed variables satisfy the desired goal constraints. In other words, the communication parties are forced to reveal the values of their variables within action \(\checkmark\), and \(\mathcal{R}\) checks that they correspond. \(\mathcal{R}\) does not specify what exactly happens before, it only states that the trace should begin with start and may continue by any sequence of actions msgout, msgin, id, and who. To ensure that \(\checkmark\) will indeed be performed eventually, that is, that both processes reach their terminal states, Quie \(_{\mathcal{R}}\) is defined to be false for \(r_{0}, r_{1}\) and true for \(r_{2}\).

We follow the scheme of the previous sections, and compute first the process \(\mathcal{P}=\) CFRing \(\| X M P P\) shown in the upper part of Figure 2, which inherits all the transitions of CFRing and XMPP unsynchronized.

We are looking for the least refined process such that its composition with \(\mathcal{P}\) refines \(\mathcal{R}\), that is, we are looking for the quotient \(\mathcal{R} \backslash \mathcal{P}\). The next step is the construction of the transition relation \(\delta_{\mathcal{P} \otimes \mathcal{R}}\) which is shown in Figure 2 (lower part). We proceed by computing the mapping Bad that characterizes



Fig. 2. The process \(\mathcal{P}=\) CFRing \(\| X M P P\) and the transition relation \(\delta_{\mathcal{P} \otimes \mathcal{R}}\). The statements of the transitions marked by vertical arrows are defined by the labels on the left margin of the figure. The statements of the transitions marked by horizontal arrows are defined by the labels on the top margin of the figure.
uncontrollable states of \(\mathcal{R} \backslash \mathcal{P}\) (from where \(\mathcal{R} \backslash \mathcal{P}\) cannot guarantee that no undesired state is reached). This is done by running Algorithm 3.

Let us discuss some steps of the computation of Bad in detail. The undesired states here are only those which deadlock and are not quiescent according to \(\mathcal{R}\), that is, the location of \(\mathcal{R}\) is different from \(r_{2}\). Since \(\operatorname{Bad}(\ell)\) is initially false for all locations of \(\mathcal{R} \backslash \mathcal{P}\), the computation starts by evaluating Deadlock \({ }^{\text {Bad }}\). Let us pick the location \(\ell=\left\langle\left\langle l_{3}, m_{2}\right\rangle, r_{1}\right\rangle\). Deadlock \({ }^{\text {Bad }}(\ell)\) evaluates initially to the disjunction \(\varphi \equiv i d 1 \neq i d 2 \vee m s g 1 \neq m s g 2\), which falsifies the guard of the only output transition of \(\ell\) (leading to \(\left\langle\left\langle l_{4}, m_{3}\right\rangle, r_{2}\right\rangle\) ). We set \(\operatorname{Bad}(\ell)\) to \(\varphi\) and we then propagate \(\operatorname{Bad}(\ell)=\varphi\) backwards via output transitions of \(\mathcal{R}\). The precondition of \(\varphi\) with respect to the transition from \(\ell^{\prime}=\left\langle\left\langle l_{2}, m_{2}\right\rangle, r_{1}\right\rangle\) to \(\ell\) is evaluated as true (particularly, the disjunct \(i d 2 \neq i d 1\) is first transformed into \(i d 2=p\) which is then turned into true by the existential quantification over \(p\) ). Hence, we set \(\operatorname{Bad}\left(\ell^{\prime}\right)\) to true; therefore, \(\mathcal{R} \backslash \mathcal{P}\) must avoid visiting \(\ell^{\prime}\) in all situations. Note that it is indeed the case that if \(\mathcal{R} \backslash \mathcal{P}\) allows \(X M P P\) to reach state \(m_{2}\) (where the value of \(m s g 2\) is already fixed) before \(m s g 1\) is generated by CFRing, then \(\mathcal{R} \backslash \mathcal{P}\)
\[
\begin{aligned}
& \text { ?msgout (p); true; } \quad \text { ?id }(p) \text {; true; } \\
& \left\langle\left\langle l_{0}, m_{0}\right\rangle, r_{0}\right\rangle \xrightarrow{!\text { start }()}\left\langle\left\langle l_{1}, m_{0}\right\rangle, r_{1}\right\rangle \xrightarrow{m s g 1^{\prime}:=p}\left\langle\left\langle l_{2}, m_{0}\right\rangle, r_{1}\right\rangle \xrightarrow{i d 1^{\prime}:=p}\left\langle\left\langle l_{3}, m_{0}\right\rangle, r_{1}\right\rangle \quad \mathcal{R} \backslash \mathcal{P} \\
& !w h o(p) ; p=i d 1^{\prime} ; i d 2^{\prime}:=p \downarrow \\
& \left\langle\left\langle l_{3}, m_{1}\right\rangle, r_{1}\right\rangle \\
& !m \operatorname{sgin}(p) ; p=m s g 1^{\prime} ; m s g 2^{\prime}:=p \downarrow \\
& \left\langle\left\langle l_{3}, m_{2}\right\rangle, r_{1}\right\rangle \\
& !\checkmark\left(i d 1^{\prime}, m s g 1^{\prime}, i d 2^{\prime}, m s g 2^{\prime}\right) \quad\left\langle\left\langle l_{4}, m_{3}\right\rangle, r_{2}\right\rangle
\end{aligned}
\]

Fig. 3. The resulting mediator \(\mathcal{R} \backslash \mathcal{P}\) for the application with messaging.
cannot guarantee \(m s g 1=m s g 2\) at the end of the communication which may lead to an undesired deadlock. Let us now look at the precondition of \(\varphi\) wrt. the transition from \(\left\langle\left\langle l_{3}, m_{1}\right\rangle, r_{1}\right\rangle\). Since \(\ell\) is its successor and we have set \(\operatorname{Bad}(\ell)=\varphi\), Deadlock \({ }^{\text {Bad }}\left(\left\langle\left\langle l_{3}, m_{1}\right\rangle, r_{1}\right\rangle\right)\) evaluates to \(i d 2 \neq i d 1\) (particularly, the disjunct \(m s g 1 \neq m s g 2\) turns into \(m s g 1 \neq p\) which after the universal quantification over \(p\) becomes false). (Particularly, \(\neg B a d(\ell) \equiv i d 1=i d 2 \wedge m s g 1=m s g 2\), \(\operatorname{pre}(\neg \varphi, \operatorname{msgin}(p) ; m s g 2:=p)\) evaluates to \(i d 1=i d 2\) which is then negated.) Intuitively, this reflects the fact that when CFRing is in state \(l_{3}\) and XMPP in state \(m_{1}\), the values of \(i d 1\) and \(i d 2\) should be already equal since they cannot become equal otherwise. The rest of the symbolic backward computation of Bad is carried out analogously.

The construction of \(\mathcal{R} \backslash \mathcal{P}\) continues by adding guards to the transitions of \(\delta_{\mathcal{P} \otimes \mathcal{R}}\) to guarantee that any computation stays outside of Bad. Finally, we prune unreachable states, useless transitions, and redundant guard conditions, as described in Section 14. The resulting quotient \(\mathcal{R} \backslash \mathcal{P}\) is shown in Figure 3.

E-Commerce. The next example is a more realistic and larger system. Due to its size, we only explain the specification and the functionality of the system and the synthesized mediator. We are given both a client and a customer service application, shown in Figure 4, that together are supposed to realize an e-commerce workflow, but are incompatible. The client Blue starts by sending a StartOrder message containing its id and expects to receive an id of a new order. It then orders a number of items in some quantities using the AddToOrder action, provides its payment information via the PlaceOrder action, and expects all items together with their quantities to be confirmed by the customer service. It blocks in case that it does not receive the right confirmation. Blue then announces that it is ready to quit the transaction and expects to receive the result of the payment transaction, Result (indicating whether or not the payment transaction was successful).

The customer service Moon expects to receive the client's id, then it sends a confirmation and sends an id of a new order, together with a client verification. It is then prepared to repeat a loop in which it 1) receives an order of an item, 2)


Fig. 4. Client Blue and service Moon, parameterized by maximum number of ordered items \(n\).
receives a quantity in which the item is ordered, and 3) confirms that the item in the given quantity is ordered. After that, it receives payment information, arranges the payment via a third-party service (which is invisible to the client and not modelled here), and sends the result of the payment transaction.

Ideally, we would like to model the scenario where the client can order any number of items. However, our modelling mechanism allows only processes with a finite number of variables. This scenario would require processes with an unbounded number of variables, both for the Blue and Moon services and for the specification, as well as for mediator. We therefore restrict ourselves to the case
where the number of ordered items is bounded by a constant \(n\), which becomes a parameter of the synthesis problem.

The specification (parameterized by the maximum number of ordered items \(n\) ) is given by the process \(\mathcal{R}(n)\) in Figure 5. Quie \(_{\mathcal{R}}\) is defined as true for \(r_{2}\) and false otherwise. Similar to the previous examples, \(\mathcal{R}\) specifies that both sides finish the transaction and that at the end of the transaction, both sides agree on all the important values.

A mediator for a fixed number of ordered items \(n\) can be synthesized analogously to the previous example. We construct the process \(\mathcal{P}=\operatorname{Blue}(n) \| \operatorname{Moon}(n)\) and synthesize the mediator in the form of the quotient \(\mathcal{R} \backslash \mathcal{P}\) by: 1. computing the predicate Bad characterizing uncontrollable states of the product of \(\mathcal{P}\) and \(\mathcal{R}\), using Algorithm 3, 2. strengthening guards in \(\delta_{\mathcal{P} \otimes \mathcal{R}}\) so that no uncontrollable state (and hence no undesirable state) can be reached, and 3. pruning the useless states and transitions, utilizing Algorithm 1.
The synthesized mediator for the case \(n=2\) is shown in Figure 6. For simplicity, the figure displays only the \(\mathcal{P}\)-component of locations of \(\mathcal{R} \backslash \mathcal{P}\), i.e., the locations of Blue (2) \| Moon(2). The location \(\left\langle b_{0}, m_{0}\right\rangle\) is coupled with \(r_{0}\), the location \(\left\langle b_{6}, m_{6}\right\rangle\) with \(r_{2}\), and all the other displayed locations with \(r_{1}\).

The functionality of the synthesized mediator can be explained as follows. It first brings the system to the point when Blue has ordered its first item (the state \(\left\langle b_{2}^{1}, m_{3 a}^{0}\right\rangle\) ). It can now decide to start forwarding the first order to Moon (vertical transitions). At the same time, it has to be ready to receive either the second order or the credit card details from Blue (the horizontal transitions). If Blue ordered also the second item, the mediator will forward the second order to Moon after it has forwarded the first one. The mediator will send the payment credit card details to Moon only after it has received it from Blue and after it has forwarded all orders of Blue (this is taken care of by the guard of the statement stmt \({ }_{d}^{*}\) ). It waits for Blue to confirm all orders. Sending confirmations to Blue is independent from receiving confirmations from Moon since to send the right confirmations, the mediator only needs to know what was ordered by Blue. The mediator can therefore choose from many variants of interleaving the communication with Blue and Moon.


Fig. 5. Specification of the synthesis problem where the number of ordered items is bounded by \(n\) is given by the process \(\mathcal{R}(n)\).


Fig. 6. Resulting mediator \(\mathcal{R} \backslash \mathcal{P}\) for the e-commerce service with \(n=2\). The labels of the vertical edges in a row agree with the label of the right-most edge in the row, the labels of the horizontal edges in a column agree with the label of the bottom edge of the column.

\section*{7 Summary and Future Work}

We have extended the theory of interface automata [7] with data and progress, using mechanisms that have been naturally adapted from similar other works in the literature. The resulting theory allows to capture data-flow behaviour at the modelling level, and can also be used to formulate the mediator synthesis problem. Further extensions can be done along several dimensions. One is to extend the theory to richer sets of relations and functions over the data domain. Another dimension is to handle non-deterministic processes, which brings the
problem of uncertainty - the mediator cannot be completely sure about the state of the systems it controls. A further dimension is to extend the specification framework to cover liveness properties. Such extensions have been considered for the finite-state case in the literature (see, e.g., [19]), but their adaption to handle data appears nontrivial.
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\begin{abstract}
In a series of contributions Olderog et al. have formulated and verified safety controllers for a number of lane-maneuvers on multilane roads. Their work is characterized by great clarity and elegance partly due to the introduction of a special-purpose Multi-Lane Spatial Logic. In this paper, we want to illustrate the potential of current modelchecking technology for automatic synthesis of optimal yet safe (collisionfree) controllers. We demonstrate this potential on an Adaptive Cruise Control problem, being a small part of the overall safety problem considered by Olderog \({ }^{1}\).
\end{abstract}

\section*{1 Introduction}

These days the Google Self-Driving car is about to become a reality: legislation has been passed in several U.S. states allowing driverless cars, in April 2014, Google announced that their vehicles had been logging nearly 1.1 million km, and it is forecast that Google's self-driving cars will hit the roads this summer \({ }^{1}\).

Also in Europe driverless cars have been actively pursued, both by the automotive industry itself and within a number of national and European research projects (e.g. FP7 and Horizon2020). With more and more traffic, European roads are becoming increasingly congested, polluted and unsafe. One potential solution to this growing problem is seen to be the use of small, automated, lowpolluting vehicles for driverless transport in (and between) cities. Within the last decade, a number of European projects have been launched for making transport systems capable of fully automated driving, energy efficient and environmentally friendly while performing.

In addition, many individual driving assistant systems based on suitable sensors have been developed for cars. Moreover, car-to-car communication is considered to combine individual cars into more advanced assistance functionality. One particular class of such functionality considered by several researchers from the formal methods and verification community is that of driver assistance on multi-lane roads, with lane-changing and overtaking maneuvers. Overall this constitutes a hybrid systems verification problem, where the car dynamics, discrete

\footnotetext{
This paper is partially sponsored by the EU FET projects SENSATION and CASSTING as well as the Sino-Danish Basic Research Center IDEA4CPS.
\({ }^{1}\) http://recode.net/2015/05/15/googles-homemade-self-driving-cars-are-hitting-the-roads-this-summer/
}
or timed controllers as well as road-specific assumptions should imply safety, i.e. absence of collisions.

The California PATH (Partners for Advanced Transit and Highways) project has spurred a series of research towards provable safe lane-maneuvers by developing advancing technologies that connect vehicles to surrounding infrastructure and other vehicles or automates vehicle processes \({ }^{2}\). For example the work by Lygos et al. [9,14], sketch a safety proof for manoeuvres of car platoons including lane change by taking car dynamics into account, but admitting safe collisions, i.e., collisions at a low speed.

More recently, within the German Transregional Collaborative Research Center AVACS - sponsored by the German Research Council (DFG) - Olderog together with colleagues made significant progress on proving safety of a number of automated maneuvers for overtaking on roads of varying complexity, ranging from highways (with uni-directional traffic) [11] to country roads (with twodirectional traffic) [10]. The main contribution has been to show that (also here) one can separate the purely spatial reasoning from the underlying car dynamics in the safety proof. In particular, the approach taken by Olderog et. al. introduces a Multi-Lane Spatial Logic inspired by Moszkowski's interval temporal logic [16], Zhou, Hoare and Ravn's Duration Calculus [5] and Schäfer's Shape Calculus [17], and may be summarized by the following characteristics:
- The dynamics of cars are separated from the control laws - thus related to work by Raisch et al [15] and Van Schuppen et al [8].
- Development of the special-purpose multi-lane spatial logic MLSL to allow for easy formulation and verification.
- Design of controllers for lane-change maneuvers.
- Manual verification for proving safety of proposed controllers under general scenarios.

In addition to the Multi-Lane Spatial Logic (MLSL) [13], the formalism of timed automata [1] were used for specifying the protocol for safe lane-changing. However, though in principle possible, tool-support using a timed automata model-checker was never exploited in the above work. In this paper - celebrating the several contributions by Olderog to the area of the modeling and verification of real-time systems in general - we consider a small part of lane-change manoeuvres, namely the existence of a safe-distance controller (assumed in the above work of Olderog et al.). In particular, we aim at demonstrating how the most recent developments of the real-time model-checking tool UppaAL [12] may be applied. Contrasting with the methodology of Olderog et.al. our method may be characterized as follows:
- Abstract away from dynamics for safety, but reconsidered dynamics for optimization (here to minimize the expected distance between cars).
- Use of a general purpose formalism in terms of various extensions of timed automata and games.

\footnotetext{
\({ }^{2}\) http://www.path.berkeley.edu/
}
- Automatic synthesis of a range of controllers, ranging from safety controllers to optimal controllers, and to optimal yet safe controllers under specific scenarios.
- Extensive use of automated tool support, in terms of model checking, synthesis and optimization as provided by the most recent branch of the UppaAL tool suite, Uppaal Stratego [6, 7].
The outline of the paper is as follows: in Section 2 we describe the Adaptive Cruise Control problem considered. In Section 3, we present the formalism of (weighted and stochastic) timed automata and games as used in UppaAL Stratego by means of a small Route Choosing Problem. Section 4 details our game model of the Adaptive Cruise Control problem, and Section 5 offers our results in terms of synthesis and analysis of safe, optimal and optimal-yet-safe controllers for the Adaptive Cruise Control problem.

Acknowledgement The authors would like to thank Anders P. Ravn for suggesting the Adaptive Cruise Control (or safety distance control) problem to us.

\section*{2 The Problem of Adaptive Cruise Control}

We now define the case we will be analyzing using UppaAl Stratego in the remainder of the paper.

Two cars Ego and Front are driving on a road shown in Figure 1. We are capable of controlling Ego, but not Front. Both cars can drive a maximum of \(20 \mathrm{~m} / \mathrm{s}\) forward and a maximum of \(10 \mathrm{~m} / \mathrm{s}\) backwards. The cars have three different possible accelerations: \(-2 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\) and \(2 \mathrm{~m} / \mathrm{s}^{2}\), between which they can switch instantly.

For the car to be safe there should be a distance of at least 5 m between them. Any distance less than 5 m between the cars is considered unsafe.

Ego's sensors can detect the position of Front only within 200 meters. If the distance between the cars is more than 200 meters then Front is considered to be far away. Front can reenter the scope of Ego's sensor with arbitrary velocity it desires, as long as the velocity is smaller or equal to that of Ego.

We would then like to know the answers to the following questions:
- Is it possible that the cars crash?
- If so, what is the probability of the cars crashing?
- Can we find a strategy for Ego such that the cars can never crash, no matter what Front does?


Fig. 1. Distance, velocity and acceleration between two cars.
- Are there more than one of such strategies?
- Which of the safe strategies lets Ego travel the furthest?
- How does Ego respond to Front's choices under all these different strategies?

\section*{3 Stochastic Priced Timed Games}

For the synthesis of safe and optimal strategies, we will use (weighted and stochastic) timed automata and games, exploiting the tool Uppaal StratEGO [7] being a novel branch of the UppaAL tool suite that allows to generate, optimize, compare and explore consequences and performance of strategies synthesized for stochastic priced timed games (SPTG) in a user-friendly manner. In particular, Uppaal Stratego comes with an extended query language (see Table 1), where strategies are first class objects that may be constructed, compared, optimized and used when performing (statistical) model checking of a game under the constraints of a given synthesized strategy.

To illustrate the features of Uppaal Stratego, let us look at the example in Fig. 2, providing an "extended" timed automata based model of a car, that needs to make it from its initial position Start to the final position End. In fact the model constitutes a timed game, where the driver of the car twice needs to make a decision as to whether (s)he wants to use a high road (H1 and H2) or a low road (L1 and L2). The four roads differ in their required travel-time (up to 100

Table 1. Various types of Uppaal Stratego queries: "strategy S =" means strategy assignment and "under \(S\) " is strategy usage via strategy identifier S. Here the variables NS, DS and SS correspond to non-deterministic, deterministic and stochastic strategies respectively; bound is a bound expression on time or cost like \(\mathrm{x}<=100\) and n is the number of simulations.
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{Strategy generators using [6]:} \\
\hline Minimize objective: & strategy DS = minE (expr) [bound] : <> prop \\
\hline Maximize objective: & strategy DS = maxE (expr) [bound]: <> prop under NS \\
\hline \multicolumn{2}{|l|}{Strategy generators using Uppaal Tiga:} \\
\hline \multicolumn{2}{|l|}{Guarantee objective: strategy NS = control: A<> prop} \\
\hline \multicolumn{2}{|l|}{Guarantee objective: strategy NS = control: A [] prop} \\
\hline \multicolumn{2}{|l|}{Statistical Model Checking Queries:} \\
\hline Hypothesis testing: & \(\operatorname{Pr}\) [bound] (<> prop) \(>=0.1\) under SS \\
\hline Evaluation: & \(\operatorname{Pr}\) [bound] (<> prop) under SS \\
\hline Comparison: & \(\operatorname{Pr}\) [bound] (<> prop1) under SS1 >= \(\operatorname{Pr}[<=20]\) (<> prop2) under SS2 \\
\hline Expected value: & value E[bound;n] (min: prop) under SS \\
\hline Simulations & simulate n [bound] \{ expr1, expr2 \} under SS \\
\hline
\end{tabular}

Symbolic model checking queries:
Safety: A[] prop under NS
Liveness: A<> prop under NS
Infimum of value: inf \{ condition \} : expression
Supremum of value: sup \{ condition \} : expression


Fig. 2. The route choice problem for a car.
minutes respectively 50 minutes as reflected by the invariants on the clock x ). Also the roads differ in fuel-consumption reflected by the difference in the rate of the continuous variable fc (representing the total amount of fuel consumed). Whereas the choice of road is up to the driver of the car to control (indicated by the solid transitions), the actual travel-time of the road is uncontrollable (indicated by the dashed transitions) reflecting the uncertainty of the amount of traffic on the particular day. In one scenario, the objective of the car it to choose the combination of roads that will ensure the shortest overall travel-time even in the most hostile traffic situation on the four roads. Under this interpretation, Fig. 2 represents a timed game. However, it may also be seen as a stochastic priced timed game (SPTG), assuming that the travel-times of the four roads are chosen by uniform distributions, and the objective of the control strategy is to minimize the expected overall travel-time, or the expected overall fuelconsumption (e.g. the rate or fuel-consumption \(\mathrm{fc}^{\prime}==3\) on the first high road H1 indicates that the cost variable fc grows with rate 3 in this location).

We are interested in synthesizing strategies for various objectives. Being primarily concerned with fuel-consumption, the query
```

strategy Opt = minE (fc) [<=200] : <> Car.End

```


Fig. 3. Evaluation of strategy Opt via simulation.
will provide (by reinforcement learning \({ }^{3}\) ) the strategy Opt, that minimizes the expected total fuel-consumption, learning from runs which are maximally 200 time units long. The relativized query \(\mathrm{E}[<=200\); 1000] (max: fc) under Opt, generates 1000 runs of length 200 time units and then averages the maximum value of fc from each run. this is used to estimate the expected cost to be 200.39. Figure 3a summarizes 10 random runs according Opt illustrating fuelconsumption. None of the runs had a fuel consumption of 400 indicating that we always choose the energy-efficient roads. In Figure 3b we see that this is actually the case as the simulations always choose to go to locations H1 and H2, which models the energy-efficient roads.

Now, assume that the task must be completed before 150 time-units. From Fig. 3 it can be seen that the strategy Opt unfortunately does not guarantee this, as there are a few runs which exceeds 150 before reaching End. However, the query
```

strategy Safe = control: A<> Car.End and time<=150

```
will generate the most permissive (non-deterministic) strategy Safe that guarantees this bound but unfortunately with a high expected total fuel-consumption of 342.19 . However, the relativized learning query
```

strategy OptSafe = minE (fc) [<=200] : <> Car.End under Safe

```
will provide a sub-strategy OptSafe that minimizes the expected total fuelconsumption - here found to be 279.87 - subject to the constraints of Safe. Figure 4 summarizes 10 random runs according to SafeOpt, incidating that only road L1 is never choosen. Also, the failed model checking of E<> Car.H2 and time>=51 and Car. \(x==0\) under Safe reveals that the high road H2 may only be choosen in case the first phase is completed before 50 time-units, confirming the observations from the simulations.

In general, as shown in the overview Fig. 5, Uppaal Stratego will start from a SPTG \(\mathcal{P}\). It can then abstract \(\mathcal{P}\) into a timed game (TGA) \(\mathcal{G}\) by simply ignoring prices and stochasticity in the model. Using \(\mathcal{G}\), Uppaal Tiga [2] may now be used to (symbolically) synthesize a (most permissive) strategy \(\sigma\) meeting a required safety or (time-bounded) liveness constraint \(\phi\). The TGA \(\mathcal{G}\) under \(\sigma\) (denoted \(\mathcal{G} \mid \sigma\) ) may now be subject to additional (statistical) model checking using classical UppaAl [3] and UppaAl SMC [4]. Similarly, the original STGA \(\mathcal{P}\) under \(\sigma\) may be subject to statistical model checking. Now using reinforcement learning[6], we may synthesize near-optimal strategies that minimizes (maximizes) the expectation of a given cost-expression cost. In case the learning is performed from \(\mathcal{P} \mid \sigma\), we obtain a sub-strategy \(\sigma^{o}\) of \(\sigma\) that optimizes the expected value of cost subject to the hard constraints guaranteed by \(\sigma\). Finally, given \(\sigma^{o}\), one may perform additional statistical model checking of \(\mathcal{P} \mid \sigma^{o}\).

\footnotetext{
\({ }^{3}\) The reinforcement learning uses machine learning techniques to learn strategies from sets of randomly generated runs. See [6] for more details.
}


Fig. 4. Evaluation of strategy OptSafe via simulation.


Fig. 5. Overview of Uppaal Stratego

\section*{4 Modeling the Adaptive Cruise Control}

In this section we introduce a model of the scenario described in Section 2.
We model the velocities and accelerations of the cars, where both cars can choose the acceleration they wish to have in each second. There are two sets of variables modeling the velocity and distance between the cars. The first set is a discrete set of variables. These variables are updated each second using the method updateDiscrete() seen in Listing 1 . Note that when distance > maxSensorDistance we keep the distance constant, as the sensor cannot read how far away Front is anymore.

The second set measures the velocity and distance in a continuous way. The equations in Listing 2 define the rate of growth for continuous variables, we see that these are updated as expected. The rate of rDistance is defined using the function distanceRate, this function is presented in Listing 3.

What we see in Listing 3 is that when Front is far away from Ego we keep the distances between the cars constantly at the maxSensorDistance by setting the rate of rDistance to zero like with the discrete distance. If Front is not far away the rate of the distance is the expected velFront - velEgo, thus the relative velocity of the cars.
```

void updateDiscrete(){
int oldVel, newVel;
oldVel = velocityFront - velocityEgo;
velocityEgo = velocityEgo + accelerationEgo;
velocityFront = velocityFront + accelerationFront;
newVel = velocityFront - velocityEgo;
if (distance > maxSensorDistance) {
distance = maxSensorDistance + 1;
} else {
distance += oldVel + (newVel - oldVel)/2;
}
}

```

Listing 1. The code updating the discrete variables: updateDiscrete().
```

rVelocityEgo' == accelerationEgo \&\& rVelocityFront' ==
accelerationFront \&\& rDistance' ==
distanceRate(rVelocityFront,rVelocityEgo, rDistance) \&\&
D' ==
rDistance

```

Listing 2. The differential equations controlling the continuous variables.

Figure 6 validates by simulation that the discrete distance is correctly tracking the continuous trajectory of rDistance: the updated discrete values lie exactly on the continuous curve; the same applies to the difference of velocities.

Four parallel automata model and control the scenario: the system component, the models of Ego and Front, and the monitor component. The system component controls the system and enforces the discretisation of time, the monitor component monitors the state of the system and updates the hybrid variables correspondingly. We do not show the monitor component here as it is simply one location with the equations in Listing 2 as its invariant.
```

double distanceRate(double velFront, double velEgo,
double dist) {
if (dist > maxSensorDistance) return 0.0;
else return velFront - velEgo;
}

```

Listing 3. The function distanceRate() defining how rDistance grows.


Fig. 6. Continuous and discrete distance (above) and velocity (below).

\subsection*{4.1 System Component}

The System component, seen in Fig. 7 controls the discretisation of time, and also makes sure that Ego chooses its acceleration before Front. This means that when Ego chooses its acceleration for the next second it does not know what the acceleration of Front will be in the next step. It is also responsible for updating the discrete variables via the function updateVelocities().


Fig. 7. The system component of the model: the component first lets Ego choose an acceleration, and then Front, i.e. Ego chooses an acceleration without knowing which acceleration Front will choose. The accelerations are chosen at discrete time instances every second.

Note that the only location in the System component which is not urgent (no time can pass in an urgent location) is the Wait location. Thus the cars have to choose their acceleration urgently.

When the system component has finished a loop and is in the UpdateFront location it will send an update broadcast before going to the Wait location, this signal is used by Front to determine weather it is far away.

\subsection*{4.2 The Model of Ego and Front}

The two cars are modeled with a component each. The basic models of the cars are the same, however Front has extra behavior for the case when it is far away. We describe the model of Ego and in the end we describe the differences in the component for Front.


Fig. 8. Model of Ego.

The component for Ego can be seen in Fig. 8. There are four locations, the three locations which are not committed \({ }^{4}\); No_acc, Positive_acc and Negative_acc denotes the choice of acceleration in the current second, the last, choice is the location from which the choice is made. We also keep track of the acceleration via the variable accelerationEgo.

When the car gets a signal chooseEgo? it will go to the committed location Choose. From this location Ego will choose which acceleration to have in the next round. The location is committed to make sure Ego chooses it's acceleration before Front.

In this component we also enforce that the car cannot go faster than it's top speed (both backwards and forwards). This is done via the guards velocityEgo < maxVelocityEgo and velocityEgo > minVelocityEgo which ensure that it is only possible to have a positive acceleration if the current velocity is less than the top speed, and similarly it is not possible to have a negative acceleration if the current velocity is greater than the maximum negative speed.

The model of Front can be seen in Fig. 9. We see that it has the same set of places as Ego and the same set of variables. In addition to these it has the location Faraway and two committed locations. Front will go to the location Faraway if the distance between the cars is greater than maxSensorDistance, and it gets the update signal from the System component. The next time it gets the chooseFront signal there is fifty percent chance it will stay far away and fifty percent chance it will reenter the sensor distance. If it reenters the sensor distance it will choose which velocity it wants via the select statement i:int [minVelocityFront, maxVelocityFront].

\footnotetext{
\({ }^{4}\) When a component is in a committed location, the next transition must be from this location, without any delay.
}


Fig. 9. Model of Front.

\section*{5 Synthesis and Analysis}

With the model defined we can start analyzing it. UppaAl Stratego offers a set of different analysis tools which view the model in different ways.

Uppaal Stratego can view the model as a game with a number of different players.

Half player game In a half player game all choices are stochastic. The part of Uppaal Stratego concerned with this kind of games is Uppaal SMC. In half player games the kind of questions asked is typically, what is the probability to reach this state?. In UppaAl Stratego there has to be a timebound, so the question is then, what is the probability of reaching this state in time units?
One player game In one player games all choices are nondeterministic. The part of Uppaal Stratego which is concerned with this kind of games is traditional UppaAL. In one player games we ask questions such as is it possible to reach this state?
One and a half player game In one and a half player games some choices are nondeterministic and others are stochastic. Uppaal Stratego is the first version of UppaAL to include support for one and a half player games. A question asked in a one and a half player game could be what is the best strategy to maximize the expected value of \(x\) ?. As with half player games
there has to be a timebound in Uppaal Stratego, so the question will be what is the best strategy to maximize the expected value of \(x\) in time units? Two player game In two player games all choices are nondeterministic, one set of choices are made by the controller, the other set is made by the environment. The part of UppaAL which handles two player games is Uppaal Tiga. Questions in two player games could be does there exist a strategy that makes sure I always reach this state, no matter which choices the environment makes?

\subsection*{5.1 No Strategy}

We can now analyze the model described in Section 4 using Uppaal Stratego. The first question we could ask is if the cars will always be at least five meter from each other no matter what happens. This is a one player question. We can use the following UppaAL query to answer the question:
\[
\text { A[] distance > } 5
\]

This is not true and UppaAL gives us a trace which tells us that if Ego starts by accelerating forward and Front starts by accelerating backwards then the cars will collide.

A next question could then be what the probability that the distance between the two cars is less than five after 100 seconds. This is a half player question and is answered using the UppaAL SMC query:
\[
\operatorname{Pr}[<=100] \quad(<>\text { distance }<=5)
\]

This tells us that the probability of a crash if both cars drive randomly is in the interval \([0.856,0.866]\) with a confidence of \(95 \%\). In Fig. 10 we can see that the probability of a crash is greatest in the beginning of the run and then decreases. We can also see that the average crash happens around 20 seconds after the cars starts moving.

We can also do a set of random simulations of the model to get a more nuanced view on how the model behaves. A set of simulations can be seen in Fig. 11, on the horizontal axis we see the time and on the vertical we see the distance between the cars.


Fig. 10. The cumulative probability and the probability density of a crash.


Fig. 11. A set of ten random simulations over the half player version of the model.

\subsection*{5.2 Safe Strategy}

Clearly a probability of \(85 \%\) for a crash is not acceptable. To remove the risk of a crash we consider the model as a two player game where we control Ego and the antagonistic environment controls Front. We can then ask for a strategy which makes sure that no matter what Front does we will avoid a crash. We can request such a strategy using the query:
```

control: A[] distance > 5

```

With Uppaal Stratego it is possible to save a strategy in a named variable, we will do this as we would like to use the strategy later. The query then looks like this:
```

strategy safe = control: A[] distance > 5

```

This will give us the most permissive strategy which makes sure that the distance between the cars is kept greater than 5 . The most permissive strategy is a strategy which in every state suggests the biggest set of actions possible to the controller. We can now do a set of simulations under this strategy. This is done using the query:
```

simulate 10 [<=100] rDistance under safe

```

This gives us the plot in Fig. 12. What we can see is that here, as opposed to Fig. 11 where there was no strategy, the distances is always greater than five for all ten runs, to be absolutely sure this is always the case we use the query:
```

A[] distance > 5 under safe

```

Which is of course true as the strategy is constructed to ensure exactly that, in the same way we can verify that it is possible to have a distance of 6 .

Another one player query we can ask is:
```

inf{velocityFront-velocityEgo==v}: distance under safe

```


Fig. 12. A set of ten random simulations over the half player version of the model subject to a strategy which guarantees that distance is greater than five.


Fig. 13. Smallest distance possible under the safe strategy as a function of speed difference computed using \(\inf \{v e l o c i t y F r o n t-v e l o c i t y E g o==v\}: ~ d i s t a n c e ~ u n d e r ~\) safe for each \(v\) value. Connecting lines are from linear regression analysis.
this will return the smallest (inf) distance seen in any state where
velocityFront-velocityEgo==v,
thus the smallest distance at the relative velocity v possible under the safe strategy. In Fig. 13 we see the result of running this query with \(v\) at different values. When the velocity difference \(v\) is negative, the safe distance dependency is exactly quadratic: this is the distance the Front car would cover towards Ego if it kept accelerating and Ego were not able to keep up. Thus the faster the cars are driving towards each other the greater the distance should be to ensure the cars are safe. When \(v\) is positive the safe distance slope is not as steep, but it follows a similar worst case scenario that the Front may immediately start accelerating towards Ego, except it will take longer to make the velocity difference negative.

\subsection*{5.3 Safe and Fast Strategy}

In Section 5.2 we generated the most permissive strategy which made sure the cars was safe. However the most permissive strategy is the union of all strategies, thus we have the opportunity of choosing the best strategy according to some measure. In Listing 2 we see that the rate of \(D\) is defined as \(D^{\prime}==r D i s t a n c e\). This means that the value of \(D\) is the accumulated distance during the run. We can choose a strategy which minimizes D, this will mean that Ego will try to stay close to Front, but it will still stay far enough away that it will be safe. We can learn such a strategy using the query
```

strategy safeFast = minE (D) [<=100]: <> time >= 100 under safe

```

This is a one and a half player query, thus we assume the environment to be stochastic. We can then learn a strategy which attempts to minimize the expected value of \(D\), as done in the query.

Using the learned strategy safeFast we can then make a set of simulations with simulate 10 [<=100] rDistance under safeFast, this gives us the plot in Fig. 14.


Fig. 14. A set of ten random simulations over the half player version of the model subjected to the strategy safeFast which optimizes the value of \(D\), while still guaranteeing that the distance is greater than five.

We see that under this strategy the distance between the cars are much smaller, thus we now have a strategy that is not only safe but which also attempts to make the distance between the cars small.

We can also directly compare the two strategies safe and safeFast using the query:
```

Pr[rDistance <= maxSensorDistance + 1] <> time >= 100 under safe.

```

This query asks what the probability of reaching time >= 100 is in runs which are bounded by rDistance. As rDistance never is greater than maxSensorDistance, we know that all runs will reach time \(>=100\). Thus the query reports


Fig. 15. The probability density distribution over rDistance at time \(>=100\) thus after 100 time units under the strategies safe and safeFast. The (dark) red bars for safe and the (light) green bars for safeFast.


Fig. 16. Statistics from 1000 fixed-time-step simulations under safeFast strategy: overall 100000 data points about distance and velocity difference.
correctly that the probability is 1 . However we can then look at what rDistance was when we reached time \(>=100\).

In Fig. 15 we see the probability density distribution for the value of rDistance when time \(>=100\) generated using the query above. The red part shows the distribution under safe and the green part shows the distribution under safeFast.

What we can see is that under safe Ego just stays far away from Front, as this is safe. This is of cause boring as Ego will then never really move forward. Under safeFast on the other hand we see that Ego stays relatively close to Front thus minimizing D just like we intended.

Figure 16 summarizes the characteristics of the safeFast strategy of individual simulation points. The histograms show that the distance is limited by 70 metres and most of the time the cars are close to each other. Interestingly the velocity is also limited to a narrow range meaning that Ego manages to mimic the speed of Front and only rarely the speed difference greater than \(2 \mathrm{~m} / \mathrm{s}\).

\section*{6 Conclusion}

We have demonstrated that safe and optimal distance controllers may be synthesized automatically using the recently emerged Uppaal Stratego branch of the UppaAL tool suite. What remains for future work that we would like to undertake, is to synthesize the complete safe overtaking protocol suggested by Olderog et al in their previous work.
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[^1]:    ${ }^{1}$ As stated in [8], "representing and inferring sets of distributions is more complicated than dealing with a single distribution, and hence there are several technical challenges in adding non-determinism to probabilistic programs".

[^2]:    ${ }^{2}$ Alternatively, one can use random assignments which sample a value from a distribution and assign it to a program variable; see e.g. [8].

