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FOREWORD

Among many great inventions made in the 20th century, electronic circuits,
which later evolved into integrated circuits, are probably the biggest, when
considering their contribution to human society. Entering the 21st century, the
importance of integrated circuits has increased even more. In fact, without the
help of integrated circuits, recent high-technology society with the internet,
cellular phone, car navigation, digital camera, and robot would never have
been realized. Nowadays, integrated circuits are indispensable for almost every
activity of our society.

One of the critical issues for the fabrication of integrated circuits has been
the precise design of the high-speed or high-frequency operation of circuits with
huge number of components. It is quite natural to predict the circuit operation
by computer calculation, and there have been three waves for this, at 15-year
intervals. The first wave came at the beginning of the 1970s when LSIs (Large
Scale Integrated circuits) with more than 1000 components had just been intro-
duced into the market. A mainframe computer was used for the simulation, and
each semiconductor company used its own proprietary simulators and device
models. However, the capability of the computer and accuracy of the model
were far from satisfactory, and there are many cases of the necessity of circuit
re-design after evaluation of the first chip.

The second wave hit us in the middle of 1980s, when the EWS (Engineer-
ing Work Station) was introduced for use by designers. At that time, most of
the simulation tools were already provided by software vendors and standard
device models for public use were being established. The simulation of cir-
cuits became considerably more accurate and the amount of re-design was
significantly reduced. The third wave started to flood us at the beginning of
this century, when the PC provided sufficiently high performance for circuit
simulation. We are facing the front of the third wave now.

The situation for device models for circuits has changed very much during
the past 20 years. Ten years ago, the model was kept in strict secrecy within each
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viii Foreword

semiconductor company, in most cases. Now the semiconductor companies
adopt open public standard models or even common model parameters in order
to provide a familiar design environment to their customers. Recently, very
accurate and complex models have been required to cope with the need to design
extremely high-speed logic circuits with ultra-small transistors – sometimes
even with an SOI substrate. The characteristics of ultra-small CMOS devices
are quite different from those of older larger transistors and the models become
very complicated. Also, the macroscopic treatment of large number of logic
devices with hardware description languages such asVHDL-AMS orVerilog-A
becomes very important, with tremendous increases in integration.

Another aspect is that the market for RF integrated circuits has become very
large, and there are strong demands for an accurate RF model for CMOS and
HBTs. Traditionally, modeling of RF devices was very difficult, because of the
accuracy required not only for the first derivative of the I-V characteristics, but
also for the third derivative. In addition, an accurate three-dimensional model
of the substrate is essential for precise RF simulation of active and also passive
components. The substrate model is also important for noise simulation, which
is a key element in RF devices. Corresponding to the accuracy and complexity
of the model required, the expression of the model has wide variety; empiri-
cal expression, analytical expression, table look-up expression, and numerical
expression obtained by numerical simulation.

The importance of compact modeling for circuits is becoming bigger and
bigger in the third wave, and we expect to see great progress. This book includes
some of the recent important advances in compact modeling. It is our hope that
this book will be useful for designers and modeling scientists facing the front
of the third wave.

Hiroshi Iwai
Tokyo Institute of Technology

December 1, 2005



INTRODUCTION

Wladek Grabinski, Bart Nauwelaers and Dominique Schreurs

The accuracy of the integrated circuit analysis performed in contemporary
design flows is directly correlated to the quality of its fundamental components –
the models. To ensure on-time delivery of these models, characterization and
model generation must be rapid and precise. To be able to take full advan-
tage of the new semiconductor technologies, the designers have to update their
CAD tools regularly with precise definitions of the new device models that
can be implemented into circuit simulators and design flows. The models must
preferably be physics-based to account for complex dependences of the device
properties on dimensions and other process variables. The model parameters
are derived from measurements and characterization of the devices. For RF
CMOS (bulk and SOI) and compound technologies, both modeling and char-
acterization are challenging tasks that will be especially emphasized in this
book.

This book is aimed at radio frequency (RF)/analog and mixed-signal inte-
grated circuit (IC) designers, computer-aided design (CAD) engineers, semi-
conductor physics students, as well as wafer fab process engineers working
on device, compact model level. We can summarize the goals of the book as
follow:

– to give the reader a consistent introduction to the main steps of com-
pact model developments, including advanced 2/3D process and device
simulations, consistent and accurate MOSFET modeling founded on
the physical concepts of the surface potential, charge-based model-
ing, empirical modeling of small and large signal device behavior, and
modeling approaches that are based on linear as well as non-linear
measurements;

– to illustrate the impact of device-level modeling on IC design using
selected examples;
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x W. Grabinski et al.

– to provide a detailed insight into modeling and design flow automa-
tion based on high-level behavioral languages, i.e. VHDL-AMS and
Verilog-A.

We have structured this book to cover the key aspects of compact model
developments, showing consistent flow of the implementation and dissimilation
as well as its standardization tasks. Following that organization, the book is
divided into ten main chapters:

In the first chapter of this book, D. Donoval et al. introduce 2/3D process and
device simulation as an effective tool for better understanding of the internal
behavior of semiconductor structures. Process simulations are used to create a
virtual device with geometry and properties identical to the real structure, and
such basic technology steps as ion implantation, diffusion, epitaxial growth,
oxidation, deposition and etching are presented. Then numerical 2/3D device
simulations are performed. The complete simulation flow is illustrated by three
advanced examples: a bipolar transistor, a CMOS inverter structure and a power
vertical DMOS transistor multi-cell structure. These kinds of virtual device
structures created by 2/3D process and device simulations are often used as
initial inputs for compact model development and validation.

Bulk CMOS models make up the main stream of the compact models. Next,
two chapters discuss two concepts of the physics-based models for CMOS
devices.

R. van Langevelde et al. present PSP: an advanced surface-potential-based
MOSFET. The PSP compact model jointly developed by Philips Research and
Pennsylvania State University is based on fundamental physics (the surface
potential approach) over the entire MOSFET device operating regime. Such
effects as gate leakage, noise, non-quasistatic (NQS) and quantum-mechanical
effects, which become increasingly important with the downscaling of CMOS
technology, are physically modeled within PSP and have been verified experi-
mentally. The model also provides a better description of high-frequency behav-
ior. The PSP model enables improved simulations of a wide class of circuits
including analog/RF modules that are important in the mobile communication
technology and other advanced designs. The PSP compact model is supported
by professional software environments, including Verilog-A, which allow it
to be directly coupled to many popular circuit simulators. The PSP model
has been submitted to the Compact Model Council (CMC) as a candidate for
standardization.

M. Bucher et al. present EKV3.0: an advanced charge-based MOSFET tran-
sistor model which is design-oriented towards next-generation CMOS tech-
nologies and IC designs. Historically, the development of the EKV model
is driven by the needs of analog IC designers. This chapter presents the
physical foundation of the EKV charge model, which is itself based on a
surface-potential analysis. The basic charge modeling approach allows not only
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physically consistent and accurate modeling of current, terminal charges and
noise, but also offers a unique set of suitable expressions for hand-calculation
of analog/RF circuits. The fully-featured EKV3.0 compact MOST model for
circuit simulation is presented and validated using advanced RF application
examples down to sub-100 nm CMOS technologies. Finally, the parameter
extraction procedure and implementation in the Verilog-A language are briefly
discussed.

The next two chapters describe empirical models, and also include infor-
mation on measurement techniques used for model extraction or creation.

Reliable measurements are a prerequisite for any sensible device modeling
work, in particular for RF applications where the silicon or III–V compound
material-based device models are required to predict their subtlest behavior.
D. Schreurs focuses on MOSFET modeling using direct high-frequency mea-
surements. After explaining the theoretical background of two high-frequency
modeling approaches, the author discusses the main characterization steps,
i.e. linear and non-linear vector measurements and the importance of de-
embedding, as well as equivalent circuit and behavioral modeling. Both linear
and non-linear measurement-based modeling approaches are explained and
their different implementations are illustrated by examples.

I. Angelov discusses empirical FET models. Experimental static current,
S-parameter and capacitance characteristics are linked with small and con-
sistent large signal equivalent circuit modeling, leading to an empirical FET
model. This creates a basis for reviewing Standard and Extended Curtice Mod-
els, the Materka-Kacprzak Model, the Triquint Model, the EESOF Model, and
the Chalmers FET Model. The author also shows an extended empirical model
to incorporate physical phenomena such as thermal effects and dispersion.

The following three chapters bring some specific physical aspects into the
modelling arena: SOI with its special substrate build-up, effects of very small
dimension MOSFETs, and quantum effects that are observable in some circuits.

Silicon-on-insulator (SOI) CMOS technologies offer exceptional advan-
tages not only for digital designs but also for RF, low-GHz telecommunication
and microwave IC designs. B. Parvais and A. Siligaris present an empirical
approach to modeling the SOI MOSFET nonlinearities. The analytical model
is introduced to describe the nonlinear behavior of the SOI device from DC
to RF coherently, and to account for the dispersive character of some physical
phenomena, such as floating body (FB) effects in the SOI device. The simu-
lations of a new model were validated by measurements and explained by a
simple analytical model, based on the Volterra series approach.

Some of the models might not properly describe some physical effects
presented in aggressively down-scaled CMOS technologies. As the MOSFET
models are critical for reliable RF designs, new physical effects must be incor-
porated and alternative modeling techniques must be proposed. N. Itoh focuses
on and describes some insufficiently modeled phenomena in the recent small
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geometry MOSFETs, i.e. mobility degradation due to STI stress and channel
noise enhancement due to hot carrier effects. His model accounts for physical
effects associated with STI stress, scalable parasitic components and channel
thermal noise allowing the reduction of both the cost and design period of
advanced RF/analog IC design.

F. Felgenhauer et al. discuss incorporation of parasitic quantum effects in
classical circuit simulations. The performance of a state-of-art CMOS device is
influenced by an increasing number of parasitic effects associated with recent
down-scaling of integrated semiconductor devices. Beside semi-classical par-
asitic effects and leakage currents such as sub-threshold current, DIBL and
GIBL, further parasitic effects of quantum mechanical origin must be included
in device modeling. The discussion covers the physics and the simulation of
coherent charge transport with a successful attempt to include quantum effects
in high-level circuit simulations such as SPICE. The simulation model devel-
opments are illustrated by three different circuit examples, which explicitly
exhibit the influence of quantum effects on circuit functionality.

The two final chapters provide detailed insight into how modeling and
design flow automation can be supported and enhanced by analog hardware
description languages (AHDLs) such as VHDL-AMS and Verilog-A.

C. Lallement et al. present the capabilities of the VHDL-AMS hardware
description language for compact model development. The chapter is a case
study and shows that VHDL-AMS can be successful used for implementation
of such models as EKV 2.6 and MM11 MOSFETs. The authors also show that
the basic models can be easily enhanced to include major physical effects like
self-heating, extrinsic aspects and quantum effects, since the VHDL-AMS lan-
guage naturally supports multi-domain. VHDL-AMS is not limited to single
device compact modelling but also can be used to describe innovative integrated
devices, like Micro-Opto-Electro-Mechanical Systems (MOEMS) integrating
different application-field parts on the very same chip (e.g. mechanical, elec-
trical, thermal, and fluidic parts). Similarly to Verilog-A, discussed in the next
chapter, application of VHDL-AMS to compact modeling is an attempt to stan-
dardize the compact modeling development environment.

B. Troyanovsky et al. present Verilog-A, a behavioral language for com-
pact modeling of MOSFET developments, as a platform-independent software
tool. The authors introduce Verilog-A, a general-purpose modeling language,
by examples guiding the reader through language elements, operators, func-
tions and structure, with particular emphasis on the constructs important to the
compact model developer. The recent Verilog-A release of the language stan-
dard has added several features of interest to compact model developers. The
main language extensions are discussed in the chapter. It is important to note
that several academic and industrial model development groups, i.e. PSP and
EKV teams, now use Verilog-A as a main and a platform-independent language
of their development methodology.
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From this summary of the contents of the book, the reader can see that
a broad overview of modelling techniques in the MOS arena is described by
a select group of authors. Very fine contributions regarding the best compact
models are complemented with equally good work regarding measurement-
based modeling.Additionally a number of specific topics on SOI, small devices,
quantum effects and hardware description languages (VHDL-AMS,Verilog-A)
further increase the usefulness of this book.

Bringing together such a notable group of authors is a very visible result
of the ongoing effort of the MOS-AK group, behind which one of the edi-
tors, W. Grabinski, is a driving force, to bring all European researchers in
the advanced MOS field together and to keep them talking about their mutual
research interests, and more specifically about the modeling aspects of MOS
devices and circuits.

It was just after the MOS-AK workshop organized in September 2004 at
the University of Leuven that the co-operation between the publisher and the
editors to create this book was initiated. The editors would like to thank the
authors of the various chapters and the publishers’ staff for bringing this project
to a successful conclusion.



Chapter 1

2/3-D PROCESS AND DEVICE SIMULATION

An effective tool for better understanding of internal
behavior of semiconductor structures

Daniel Donoval1, Andrej Vrbicky1, Ales Chvala1, and Peter Beno2

1Department of Microelectronics FEI, Slovak University of Technology in Bratislava,
Ilkovicova 3, 812 19 Bratislava, Slovakia
E-mail: daniel.donoval@stuba.sk
2ON Semiconductor Slovakia

Abstract: 2/3-D numerical process and device simulation is presented as an extremely
useful tool for the analysis and characterization of fabrication processes and cor-
responding electro-thermal behavior of semiconductor structures and devices
standing alone and/or coupled in integrated circuits. In the introductory part of
this chapter, a brief description is given of the basic features, processes, and struc-
tures implemented in the numerical process and device simulation. Visualization
of the internal properties (electrical, thermal, optical, magnetic, and mechanical)
allows comprehensive analysis of the critical regions and weak points of the
analyzed structures. The presented examples illustrate the potential, power and
beauty of numerical simulation of processes and devices for the identification
and analysis of the behavior of parasitic devices that exist as inevitable parts of
active devices and which degrade the normal operation and reliability of inte-
grated circuits. Commercially available TCAD process and device simulators
with verified calibrated complex electro-physical models, advanced numerical
solvers securing stable calculations, and user friendly interactive environment
provide a unique insight into the internal operation of the analyzed structure.
They can be efficiently used for comprehensive physical interpretation of exper-
imentally obtained results and/or particularly for prediction of the properties
and behavior of new semiconductor structures and devices as well as for further
development and optimization of new technologies and fabrication steps.

W. Grabinski, B. Nauwelaers and D. Schreurs (eds.),
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Key words: process and device simulation; structure (mesh) definition; boundary condi-
tions; electro-physical models; steady state and transient simulation; bipolar and
CMOS technology; DMOS technology – power devices; parasitic devices; latch-
up effect; electro-thermal interaction.

1. Introduction

Enormous advances in the microelectronics technology with an exponen-
tial growth of the complexity and speed following the Moore law [1] and SIA
Roadmap [2] are required to secure a continuous development of new tech-
nologies, structures, devices, circuits and systems. The better understanding
of the electro-physical behavior and potential of new structures and devices
with dimensions scaled down to deep submicron range and operating at their
physical limits put stringent requirements on modeling and simulation. Since
trial manufacturing of highly dense IC with minimal dimensions of individual
devices in deep submicron region costs a great deal, modeling and simula-
tion play an increasingly important role in the development and prediction of
the properties of modern technologies. By means of simulation, microscopic
physical phenomena and effects occurring on very small length scales and in
very short time periods can be visualized in macroscopic dimensions and, thus,
perceivable to our eyes and mind.

Over the past thirty years, Technology CAD (TCAD) has evolved into a
well-accepted branch of the global electronic design automation environment
(EDA) characterized for example by a recent acquisition of TCAD tools devel-
oper and vendor ISE AG Zurich by Synopsys. Single simulators for process
simulation, device simulation, parameters extraction and circuit simulation are
integrated by interactive user friendly graphical environments and provide the
virtual wafer fab GENESISe-ISE [3] and VWF of Silvaco [4] allowing cost
and yield estimation as well as comprehensive parametric analysis of semi-
conductor processing. Introduction and integration of new physical models for
thermo-opto-electro-mechanical effects into advanced simulators enables the
simulation of the properties and behavior of microtransducers and very complex
micro-opto-electro-mechanical systems (MOEMS). Comprehensive surveys of
different physical models, methods of mathematical treatment, features of data
compatibility and handling, their visualization and examples of applications
of numerical process and device simulation can be found in a large number of
books and proceedings [5–7].

The increasing on-chip circuit and system integration allowed by continuing
miniaturization of individual semiconductor devices, which are approaching
their physical limits, generates a strong pressure on a better understanding of
the electro-physical behavior of individual semiconductor structures integrated
in IC technology [8]. Design of advanced semiconductor devices with minimum
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dimensions at nm scale working in high frequency applications, however, calls
for new advanced complex physical models including quantum-mechanical
effects for a wide variety of semiconductors, insulators and metals (Si, SiGe,
GaAs and other III–V compounds, high k-oxides, silicides) [9]. Mixed mode
device and small signal circuit simulators including numerical simulation of
2/3-dimensional structures predicting their behavior, properties and reliability
are unavoidable tools of any research team working in the development and
optimization of new fabrication processes. There is a continuous need for new
experts with complex knowledge and skills who will be able to solve the global
problems [10, 11].

In spite of that, most system engineers working in IC design laboratories
with EDA tools work on higher abstraction levels with limited knowledge of the
internal behavior of individual devices including their parasitic components.
Therefore the main aim of this chapter is a presentation of the potential, power
and beauty of numerical process and device simulation with its unique insight
into the internal semiconductor structure operation for a better understanding
of the integrated circuit behavior under various stress conditions in different
environments. The reader who is interested in the state of the art numerical
process and device simulations including the most advanced physical models
with quantum-mechanical effects for deep submicron structures and devices is
referred for example to [12] for more details.

A brief description of process and device simulators, their structures,
required input parameters, used physical models, format and visualization of
output data, and potential applications will be presented. The given examples
will characterize the big potential of numerical process and device simulation
for a unique insight into the analyzed structure and for identification and anal-
ysis of the behavior of parasitic devices that are inevitable parts of almost all
active devices in various technologies of IC’s.

2. Process Simulation

The behavior and properties of all semiconductor devices are defined by
their three geometrical dimensions and concentration profile of impurities. The
main goal of process simulation is to model a virtual device with geometry
and properties identical with the real structure. The lateral dimensions which
specify the active parts of the devices are defined by lithography masks, while
the vertical depth and concentration of active impurities depend on the used
fabrication processes. Each fabrication process can be modeled usually by a set
of partial differential equations (PDE’s), which can be solved either analytically
and/or numerically. The advanced physical models with calibrated parameters
characterizing individual fabrication steps are integrated into the process sim-
ulators. As technology development continues, the need for new more precise
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process models increases. Continuous calibration of their parameters is based
on the best correlation of simulated results with experimental data acquired on
special test structures by analytical tools such as secondary ion mass spectrom-
etry (SIMS).

Numerical solutions exploit iterative numerical solvers which calculate
the structure properties in a defined region with properly defined boundary
conditions. Dense grids with a high number of nodes, where the individual
unknowns and properties are defined, provide a higher accuracy, the tradeoff
being a longer elapsed time and memory. Therefore, adaptive grid generation in
curved regions with steep profiles of physical entities is a necessity particularly
for more dimensional simulations. The output results are mostly represented
by 2D doping profiles with a 1D cross section, which provides information
about the concentration of impurities in selected cross sections in horizontal
or lateral dimensions. While some years ago 2D models and solutions were
fully sufficient, nowadays only 3D simulation can take into account the global
complexity and variety of various phenomena occurring in miniaturized deep
sub µm and nano-structures. However, due to the enormous requirements on
the computing resources and computing time (full 3D simulation of complete
technological process is in general still beyond the capabilities of most today’s
software tools and computers) they will not supersede the 2D simulations in the
near future. To solve the tradeoff between the grid with an increased number
of nodes and computation time and memory requirements the simulators allow
simulating one half of a symmetrical structure, which is then reflected across
the selected boundary.

The current commercially available simulators provide an interactive envi-
ronment with high a degree of flexibility for input commands, implement
advanced physical models with calibrated parameters and numerical solvers
with efficient meshing for robust and stable simulation.

The input commands of individual steps make accessible all parameters
which characterize the real fabrication processes. They comprise:

Ion implantation – the process by which impurity atoms are implanted
into active parts of the substrate material defined by a mask with a given dose,
energy and tilt angle, which prevents creation of impurity tails due to the chan-
neling effect. The resulted doping profiles correspond to analytical distribution
functions (Gaussian, Pearson, dual Pearson) with tabulated parameters such as
the projected range and lateral straggle depending on the collision mechanisms
of specific implanted species with the substrate material [13]. If the tables are
not available, Monte Carlo simulators for ab initio calculation of interactions
of implanted atoms with the substrate atoms can be used [14]. As the projected
range in general increases with smaller atoms, BF2 molecules are used for
implantation of shallow junctions to prevent deep penetration of light mate-
rials like boron (B). The process of ion implantation creates a big amount of
defects and amorphization of Si single crystal occurs when using high doses.



2/3-D process and device simulation 5

To activate the implanted impurities to the lattice positions and recrystallize the
damaged and/or amorphous regions, high temperature annealing should follow
the ion implantation process.

Diffusion – is a high temperature process of diffusion of impurities due to
the existing concentration gradient, which depends on temperature and time of
diffusion, boundary conditions characterizing the surface (interface) concen-
tration of diffusion species at the Si substrate and gas interface. The time and
position dependent concentration of impurities are the solution of PDE’s (Fick
diffusion equations). Various physical models with different levels of com-
plexity depending on the type of impurity (its temperature and concentration
dependent diffusion coefficient), point defects and electric field effects imple-
mented in advanced simulators are very well described in [15]. For example, the
simplest constant diffusion model which neglects the interactions between the
dopants and point defects and electric field effects is used mainly for dopant dif-
fusion in oxides. The pair diffusion model assumes that the gradient of dopant
concentration and dopant-defect pairs with the electric field are the driving force
of diffusion in active Si regions predefined by the mask. As processing pro-
ceeds through various annealing cycles and the concentration gradient exists,
the dopants diffuse and redistribute through the structure, therefore the tem-
perature budget should be minimized to ensure very steep and shallow doping
profiles for miniaturized structures and devices.

Epitaxial growth – is a growth of single crystalline Si layers on top of the Si
substrate at temperatures slightly lower than the melting point. The thickness of
the growing epitaxial layer is characterized by the growth rate and time.Various
impurities, different in concentration or species from substrate impurities, can
be incorporated into the epitaxial layer. As it is a high temperature process,
redistribution of impurities occurs at the interface due to the concentration
gradient.

Oxidation – is a process of growth of thermal silicon dioxide (SiO2) at the
silicon surface depending on temperature, time and oxidation ambient charac-
terizing the diffusion of oxidants from the gas-oxide interface to Si-SiO2 inter-
face and its reaction with Si.As the process of thermal oxidation is accompanied
by volume expansion, which invokes strong mechanical stresses and materials
motion, the ramping up and down temperature cycles with slow temperature
changes are used to prevent structure damage. Due to various segregation coef-
ficients of impurities, segregation of dopants occurs at the interface.

Deposition and Etching – are the processes of deposition and etching of
different layers (insulators, metals, poly Si). The deposition may be isotropic,
anisotropic, polygonal and fill step. The etching means removing of material
which is in contact with gas and may be also isotropic, anisotropic and direc-
tional. The thickness of a deposited and/or etched layer is defined by the mask
and growth/etching rate and time. As the simulated region (volume) is changed,
remeshing of the analyzed structure is required.
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The input file for the 2D simulation of 0.18 µm NMOSFET with a lightly
doped drain in DIOS [15] contains the following commands and parameters:

(1) TITLE(“180nm NMOS”)
(2) # Initial definitions
(3) grid( x=(-0.4, 0.4) y=(-10.0, 0.0), nx=2)
(4) substrate (orientation=100, element=B, concentration=5.0E14, ysubs=0.0)
(5) replace (control(maxtrl=9, refineboundary=-6, refinejunction=-7)
(6) #Start simulation of Process Steps
(7) implant (element=B, dose=5.0E13, energy=300keV, tilt=0)
(8) diff (time=8, temper=900, atmo=O2 )
(9) deposit (material=po, thickness=180nm) ;poly gate deposition
(10) mask (material=re, thickness=800nm, x(-0.09, 0.09)) ;poly gate pattern
(11) etching (material=po, stop=oxgas, rate(aniso=100)) ;poly gate etch
(12) etching (material=ox, stop=sigas, rate(aniso=10))
(13) etching ()
(14) implant (element=As, dose=4.0E14, energy=10keV, tilt=0) ;LDD implantation
(15) deposit (material=ni, thickness=60nm) ;nitride spacer
(16) etching (material=ni, remove=60nm, rate(a1=100), over=40)
(17) etching (material=ox, stop=(pogas), rate(aniso=100))
(18) implant (element=As, dose=5E15, energy=40keV, tilt=0) ;N+ implantation
(19) diff (time=@rta time@sec, temper=1050, atmo=N2) ;final RTA
(20) mask (material=al, thick=0.03, x(-0.5, -0.2, 0.2, 0.5)) ;metal contacts
(21) save (file=‘180nm nmos’, type=DFISE) ;save final structure

The results of numerical process simulation by DIOS-ISE are presented in
Figure 1. The generated grid with adapted denser grid points in a curved and
steep profile region related to 2D doping profile is shown in Figure 1a.

Corresponding 1D doping profile in A-A cross section designated in a is
shown in Figure 1b. The influence of different thermal budget on the lateral dis-
tribution of N-type impurities and corresponding shortening of channel length
can be clearly seen.

Figure 1. Simulated (a) 2D doping profile with mesh definition, (b) 1D doping profile in A-A
cross section for different process temperature budgets.
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The simulated results – distribution of dopants in Si are stored in formatted
data files and visualization tools are used for quick presentation of the obtained
1D and particularly 2D concentration profiles.

Another important resulted parameter of process simulation is mechanical
stress which may induce defects or damage at different layers and interfaces
and subsequently influence the electrical properties (interface states density,
mobility) of the analyzed structure.

3. Device Simulation

The main goal of device simulation is to provide electrical steady state, tran-
sient and small AC signal behavior and characteristics of the studied semicon-
ductor structures for predictive analyses of the properties of new technologies
and devices and simultaneously a unique insight into the internal process and
structure operation, thus enlarging the users knowledge and expertise. A real
semiconductor device, such as transistors, is represented by a virtual device
defined by 2/3D structure (output of process simulator) whose electrophysical
properties are discretized onto a nonuniform mesh of nodes. The input files for
device simulations contain the types of materials, doping profiles of impurities
in the given region associated with the discrete nodes, starting temperature, and
properly defined boundary conditions with applied external electrical, optical,
mechanical, magnetic, and thermal field. An extensive set of advanced elec-
trophysical models with calibrated parameters which characterize the behavior
and various effects present in semiconductor structures and interfaces at various
applied stresses are incorporated into the advanced device simulators.

The output electrical characteristics are calculated by numerical solution of
a set of partial differential equations.

∇ε∇ψ = −q (p − n + N+
d − N−

a

)

∇ �Jn = qR + q dn
dt − ∇ �Jp = qR + q

dp
dt

For isothermal simulation, the simplest drift-diffusion model comprises
three basic semiconductor equations, which are the Poisson and current con-
tinuity equations for electrons and holes with potential ψ , free electron and
hole concentrations n and p as unknowns. The mobility of free electrons and
holesµn,p, electric field −∇ψ , generation-recombination rate R and others are
considered as variable parameters. They are dependent on the actual values of
individual unknowns and therefore an iterative and coupled mode of solution
should be used. The total current J in any point of the analyzed structure is then
calculated as a sum of electron and hole currents Jn,p

J = Jn + Jp Jn = −qnµn∇φn Jp = −qpµp∇φp
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whereµn,p are the mobilities andφn,p are the quasi-Fermi potentials of electrons
and holes, respectively.

For analysis of devices in which the self-heating effects are not negligi-
ble the non-isothermal simulation using a thermodynamic model [16] should
be involved. The thermodynamic model assumes that the electrons and holes
(their temperatures) are in thermal equilibrium with the lattice temperature
and an additional partial differential equation characterizing the influence of
self-heating effects and non-isothermal temperature distribution on structure
behavior should be coupled and calculated with three basic semiconductor
equations.

With continuous miniaturization of semiconductor devices operating in the
deep submicron regime the more complex hydrodynamic model [17] should
be used for simulation of state of the art devices. In hydrodynamic or energy
balance model six PDE’s (three basic semiconductor equations and three energy
balance equations) should be solved in the coupled mode. The individual free
electron and hole temperatures Tn and Tp not equal to the lattice temperature
Tl are assumed and calculated from the energy balance equations.

For improvement of the simulation results, particularly for deep submi-
cron devices the Schrödinger equation, which implements the most physi-
cally sophisticated quantization model characterizing the tunneling and other
quantum-mechanical effects in analyzed structures, should be calculated self-
consistently for a more precise evaluation of the potential and free carriers
distribution.

A comprehensive review of advanced electrophysical models which com-
plexly characterize the properties and behavior of semiconductor structures and
devices can be found in the user manual of simulator DESSIS [18]. Its user
friendly interactive graphical environment allows continuous improvement and
modification of models and their parameters.

To enlarge the capability, the most advanced simulators provide a mixed
mode support for simulation of single or multiple mesh based structures in
a circuit with devices defined by SPICE models. For the transient mode of
simulation, the device properties are re-solved at any increment of time.

They in general support different device geometries and contain sophisti-
cated nonlinear solvers for numerical simulation. The mesh of nodes should
be optimized for any given device structure and type of simulation to get a
desired accuracy and efficiency of simulation. The adaptive mesh generators
provide densest meshes in the regions with the high gradients of impurities,
potential, high current density and curved structures. For example, the simu-
lation of MOSFET requires a very dense mesh in the channel under the gate
oxide interface, particularly in the drain region, where the electric field has its
highest value (Figure 2).

The influence of the used model (drift-diffusion, thermodynamic, and
hydrodynamic) on the output and transfer characteristics of the 1 µm and
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Figure 2. Mesh with non-homogeneous density of nodes of a 0.18 µm NMOSFET.

Figure 3. (a) Transfer and (b) output characteristics of a 1 µm and 0.18 µm NMOSFET cal-
culated by drift-diffusion, thermodynamic and hydrodynamic models.

0.18 µm transistors are shown in Figure 3. While the simulated results are
similar for all models for 1 µm structure, we can see a big discrepancy for
0.18 µm structure, particularly for a high electrical field, where impact ion-
ization for the drift-diffusion model is overestimated. Therefore the use of the
hydrodynamic model for a deep submicron structure is a must.

A unique advantage of process and device simulation is the possibility of
simultaneous presentation of output electrical characteristics with visualized
internal properties of the analyzed semiconductor structure. Although they can
be shown in 1D, 2D or 3D representation, the 2D graphs are most widely
used profiles for visualization of different entities. Their correlation with the
output characteristics allows analyzing the critical points and regions in the
structure depending on the device layout and fabrication design and extract
the parasitic devices, which are inevitable parts of many semiconductor struc-
tures and devices. Such identified parasitics can be then attributed to the non-
standard malfunction behavior of semiconductor devices and IC’s. Therefore,
reverse engineering based on the interpretation of experimentally obtained data
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supported by process and device modeling and simulation is very important
not only for the design and optimization of the layout and technology for new
devices but also for a better understanding of their properties and behavior.

The 3D simulations require an enormous computer capacity and also 3D
visualization of the obtained data, particularly in black & white representation,
is not a trivial problem. Therefore, a high degree of user expertise is a must.
Nowadays the 3D process and device simulations are still subjects of interest
and evaluation in advanced research laboratories, more than the widely applied
tools in industrial settings.

An example of 3D thermal simulation for analysis of the temperature dis-
tribution in a silicon die is illustrated in Figure 4. Thermal Shut Down (TSD) is
a common device in SMART power IC’s protecting the whole device against
overheating. If the temperature of TSD overcomes a critical value, the power
transistor is switched off and no heat is generated any more. The knowledge
of the temperature distribution within the die allows the designers to locate
TSD close to the hot spots and adjust the appropriate switch off temperature.
3D simulation is necessary to model properly the thermal behavior of a real Si
block and 2D and 1D cross sections provide the actual temperature in a selected
position.

Figure 4. 3D simulation of thermal distribution within a Si block.
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4. Examples

Three examples of an efficient use of 2D numerical process and device
simulation in the analysis of the output electrical characteristics and extraction
of parasitic devices supported by the knowledge of internal properties and
behavior of the analyzed structure will be presented.

The first example shows the analysis of a bipolar transistor cell with a
buried collector and reverse biased PN junction isolation, where a parasitic
lateral bipolar transistor induces a steep increase of the substrate current which
contributes to the base current and correspondingly degrades the transistor
current gain β.

Analysis of the origin of the latch-up effect and modifications of the fabri-
cation process and design layout of a CMOS inverter structure to increase its
robustness against degradation is presented in the second example.

In the third example the complex electro-thermal behavior of a power ver-
tical DMOS transistor multi-cell structure is analyzed, where a parasitic NPN
bipolar transistor created under some circumstances generates excessive heat
and due to a positive feedback degrades the power transistor.

4.1. Parasitic Lateral Bipolar Transistor in Bipolar
Technology

Although the classical bipolar technology is not a mainstream of advanced
semiconductor technology, it is still very popular among the designers. The use
of 2D numerical process and device simulation for the analysis and interpre-
tation of the measured static I–V characteristics of the bipolar NPN transistor
and its behavior in the common emitter configuration, namely base, collector,
and substrate currents Ib, Ic, and Is (Gummel plot) and the extracted value of
the common emitter current gain β will be presented.

Process simulation by DIOS [15] generating the structure and its doping
profile (see Figure 5) and subsequent numerical solution of basic semiconduc-
tor equations using the complex physical models implemented in the device
simulator DESSIS [18] is used for simulation of static I–V characteristics of the
bipolar NPN transistor in the common emitter configuration at room tempera-
ture (Figure 6). The substrate potential kept atVs = −2V during all simulations
ensures reverse biasing of the N-type collector and P-type substrate isolation
junction.

An almost ideal exponential growth is clearly seen of the base and collec-
tor currents within many orders of magnitude with corresponding negligible
substrate current flowing through a reverse biased PN junction to the substrate.
At high values of the base voltage, a sudden super-exponential increase of the
substrate current contributes to the total base current and a kink effect in the
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Figure 5. (a) Structure and corresponding (b) 2D doping profile of a bipolar transistor
structure cell.

Figure 6. (a) Measured and (b) simulated base, collector and substrate currents Ib, Ic, and Is
in common emitter configuration for different collector voltages Vc = 1,11 and 21V.

base current is observed. For a proper physical interpretation of this effect, a
thorough understanding of the internal behavior of the bipolar transistor cell
structure is necessary.

The increasing voltage drop on the series collector resistance decreases
the reverse bias of the collector-base junction located on the right side of the
analyzed structure far from the collector contact (Figure 7).

For the base voltage of Vb = 0.86V the collector junction is reverse biased
in the whole cross section of the analyzed structure. With increasing the base
voltage to Vb = 0.88V the collector current and corresponding voltage drop on
the series collector resistance increase. There is only a small reverse bias on
the collector-base junction, which completely vanishes with a further increase
of the base voltage (Vb = 0.9V). The collector-base junction which is reverse
biased during normal operation of the NPN bipolar transistor becomes open and
the holes are injected from the P-type base to N-type collector at the left side of
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Figure 7. Visualization of the internal properties of a bipolar transistor cell.

Figure 8. Structure of the bipolar transistor cell and equivalent circuit model for SPICE
simulation.

the structure far from the external ohmic contact to the collector (Figure 7b). The
holes injected from P-type base to N-type collector are swept by the electric field
of the reverse biased junction of the P-type isolation guard ring and the N-type
collector and a large hole current starts to flow into the substrate. The described
behavior corresponds to the negligible substrate current for Vb = 0.86V, its
small increase forVb = 0.88V and finally large increase of the substrate current
for Vb = 0.9V (Figure 7c).

Based on the above analysis, the equivalent circuit model for SPICE
simulation attributed to the corresponding structure regions was derived
(Figure 8) [19]. The bipolar technology with a buried collector and reverse
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vce 1 0 DC {vc} 
Rc 1 2 1000 
vb1 4 0 DC 0 
Rb 4 3 100 
q1 2 3 0 q172 
qp 5 2 3 q173 
vs 5 0 DC -2 
.model q172 npn bf={200+vc*2} 
 + is=1e-16 ise=1e-15 
.model q173 pnp bf=20  
 + is=1e-16 isc=1e-10 
.param vc=1 
.step param vc list 1 11 21 31 
.DC vb1 0 1 0.01  
.print dc I (Rb) I(Rc) IC(qp) 
.PROBE 

Figure 9. Input netlist and I–V characteristics simulated by SPICE.

biased P-type junction isolation may be characterized by a vertical active NPN
bipolar transistor with its base and collector series resistances Rb and Rc, and
a lateral parasitic PNP bipolar transistor merged with the active transistor.
The P-type base and N-type collector of the active vertical transistor create a
P-type emitter and N-type base of the parasitic lateral transistor, respectively.
The amplifying effect of this parasitic lateral PNP bipolar transistor can be
then considered as the origin of the sudden super-exponential growth of the
substrate current at a high base voltage, when the large collector current and
corresponding voltage drop on the collector series resistance for a given con-
figuration opens the normally reverse biased collector junction of the active
bipolar transistor.

The individual components and parameters of the equivalent circuit model
(input netlist) for circuit simulation were estimated from 2D device simulation
(Figure 9). The obtained I–V characteristics simulated by SPICE are in very
good agreement with the results of numerical process and device simulation of
the corresponding structure of the bipolar transistor as well as with the experi-
mental results, which confirms the validity of the derived model and approach.

4.2. Latch-up Effect in CMOS Technology

The traditional scaling factor (1/
√

2) between successive technology gen-
erations allows unprecedented down-shrink of unipolar transistors. which has
followed the Moore law [1] for more than 30 years. The key MOSFET design
goal is to maximize the transistor speed, and the tradeoff is a relatively high leak-
age current, corresponding high power consumption and heat dissipation. Also,
with MOSFET scaling it will become increasingly difficult to simultaneously
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achieve a low sheet resistance for a shallow junction to ensure acceptable series
resistances.

Down shrinking of the critical dimensions allows a closer location of NMOS
and PMOS transistors. This invokes another problem from which the CMOS
technology suffers. Particularly, the big output CMOS inverters and structures
for switching applications with an inductive load are sensitive to the so-called
latch up effect. We illustrate the origin of latch up on the CMOS inverter struc-
ture shown in Figure 10. The two parasitic NPN and PNP bipolar transistors
created by N+-source, P−-substrate and N−-well, and P+-source, N−-well and
P−-substrate, respectively, are clearly seen.

If the output is on logic one and the voltage drop on the series resistance
Rn is high enough, the emitter of the parasitic PNP bipolar transistor becomes
forward biased and injects holes to the N−-well. These holes are then swept by
the electric field of the reverse biased collector junction towards the grounded
substrate contactVss (Figure 11a). The hole current through the series resistance
Rp can cause a voltage drop sufficient to open the emitter junction of the parasitic
NPN bipolar transistor which injects the electrons to the P−-substrate (base).
The injected electrons are then attracted by the electric field towards the N−-
well and finally to Vdd contact pad (Figure 11b). The electron current increases

Figure 10. Cross section of CMOS inverter structure A with parasitic bipolar transistors which
create a parasitic thyristor.

(b)(a)

Figure 11. (a) Hole Jp and (b) electron Jn current density in a CMOS inverter structure sensitive
to latch up during the trigger current pulse test.
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the voltage drop on Rn resistance, which subsequently increases the forward
bias of the emitter junction of the parasitic PNP bipolar transistor injecting
more holes towards the ground pad Vss. The created positive feedback then
leads to a further increase of the total current. A high current continues to flow
through structure A also when the trigger pulse is off, which may destroy the
device thermally (Figure 12).

In Figure 13 the time dependent response of the output voltage, NMOS and
PMOS source currents as well as N−-well and NMOS drain current to input
trigger test current impulse I = 20mA are shown. We can clearly see that the
output voltage falls down to the thyristor hold voltage and will not recover to
the output high value after the trigger impulse is over.

Based on the previous analysis it is clear that the layout design and dop-
ing profile should be tuned carefully to protect the device against the latch up.

Figure 12. Total current J in a CMOS inverter structure (a) at the beginning (0,1 ms), (b) during
(3 ms) and (c) after (7 ms) the trigger current pulse test.

Figure 13. Resulted characteristics of latch up test with trigger current pulse I = 20mA and
corresponding output voltage for original structure.
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Although there exist different approaches how to avoid or at least minimize
the latch up sensitivity [20, 21], two modified structures were analyzed. The
analysis followed the test procedure defined by EIA/JEDEC Standard [22],
where the devices under test should survive the triggering applied current
pulse I = 100mA. Interpretation of the obtained results is supported by the 2D
numerical process and device simulation with visualized internal properties.

In the first modified structure B we changed the layout and added a P+-guard
ring surrounding the N-channel MOSFET and N+-guard ring surrounding the
P-channel MOSFET (Figure 14a). These guard rings act as additional base
contacts of parasitic bipolar transistors and sink the collector currents without
a further increase of the open emitter voltage. Although the resistivity of such
a structure to the latch up effect is highly improved, it suffers from large area
consumption that decreases the density of integration.

To prevent the larger area consumption the concentration profile of impuri-
ties was changed in the second modified structure C with the same layout as the
original structure A. The latch up robustness was improved by introducing a
highly conductive P++-buried layer created on the Si substrate before epitaxial
growth of the active layer (Figure 14b).

The resulting characteristics of the latch up test with a trigger current pulse
I = 100mA for modified structure C are shown in Figure 15. The output volt-
age is at its constant high value during the whole test except for two spikes
corresponding to the times when the trigger pulse was switch on and off. Sim-
ilar results were obtained for structure B. It is clear that the resistivity of both
structures to latch up was increased considerably and both structures pass the
EIA/JEDEC Standard current latch up test.

The internal properties of both structures during and after the trigger pulse
are presented in Figure 16. The additional base contacts in structure B sink
the hole and electron currents and inhibit creation of the parasitic thyristor.
A similar situation is in structure C, where the hole current flows through the
highly conductive buried layer and the resulted voltage drop is not sufficient
to open and forward bias the NP emitter junction, which prevents formation of

Figure 14. Cross section of the modified structure with (a) guard rings (structure B) and
(b) highly conductive buried layer (structure C).
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Figure 15. Resulted characteristics of latch up test with trigger current pulse I = 100mA and
corresponding output voltage for modified structure C.

(a)

(b)

(c)

Figure 16. Total current J in a CMOS inverter for structure B (left) and structure C (right) at
different time of applied trigger current pulse: (a) t = 0,1ms, (b) t = 3ms and (c) t = 7ms.

the positive feedback leading to device failure. We can see that after the trigger
pulse the total current drops down to its steady state value for both modified
structures.

The presented results of the electrical behavior of three analyzed CMOS
inverter structures under latch up test confirm that the 2D process and device
modeling and simulation are very efficient, time and cost effective tools for
predictive parametric analysis of the sensitivity and robustness of new structures
and fabrication processes to the latch up effect.
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4.3. Parasitic Bipolar Transistor in Power DMOSFET
Technology and its Influence on its Reliability

Many power MOSFETs applications, such as power supplies, DC-DC con-
verters, motor drives and others require devices with a specified breakdown
voltage, low on-resistance and high switching speed. For most of these appli-
cations, there is a strong demand for devices which should withstand the cru-
cial conditions related to their implementation in switching circuits with an
inductive load [23, 24]. Under such extremely harsh switching conditions,
the MOSFETs must sustain a great deal of stress without causing destruc-
tive failure. The unclamped inductive switching (UIS) condition represents
the circuit switching operation for evaluating the “ruggedness”, which char-
acterizes the device capability to handle high avalanche currents during the
applied stress [25, 26]. We present an experimental analysis of the ruggedness
of power DMOSFETs devices. The analysis is supported by the advanced 2D
mixed mode device and circuit simulation, which provides a unique insight into
the multicell DMOS structure operation and allows to identify the mechanism
of current flow through the transistor in its off-state. Finally, creation of a par-
asitic bipolar transistor and electrothermal behavior of the studied structures
are discussed.

The power DMOS transistor contains a large number of individual cells
connected in parallel. For our analysis we used numerical simulation of the
multicell structure with five adjacent cells (Figure 17). To study the device per-
formance and energy capability, when the transistor is in off state and most
of the heat is generated, we set the drain and gate voltages Vds = Vg = 0
and assume room temperature T = 300K at the beginning of transient sim-
ulation. Hence, for studying the parasitic behavior dependent on self-heating
effects, non-isothermal equations using the thermodynamic model must be

(b)(a)

Figure 17. Multicell DMOSFET structure: (a) 2D cross-section, (b) individual cell with high-
lighted parasitic devices.
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incorporated into the device simulation. For transient simulation the drain cur-
rent Id was ramped up to 4 mA within 1 µs and the whole simulation period
is 100 µs. To obtain realistic electro-thermal characteristics we used a 18 µm
wide and 300 µm thick Si block with reflecting boundary conditions at side-
walls and a thermal contact at the device bottom. We modeled the bad cell by a
higher series resistance to the P-type well in 2D mixed mode simulation [27].
Such a series resistance characterizes the ohmic contact resistance to the P-well
and series resistance of the current path in the P-well as in the real structure the
ohmic contact is located in a distance of few µm in the 3rd direction from the
analyzed 2D device cross section.

The results of 2D numerical electro-thermal simulation using the thermo-
dynamic model are shown in Figure 18. At the very early stage of the tran-
sient simulation (t = 0.25µs) the drain current was homogeneously distributed
within all the cells, a slightly smaller current flowed through cell No. 1 due to
its higher series resistance Rp1 = 2k� in comparison with other cells, where
the resistances were set to Rp2−4 = 1.25k� (Figure 17a). The highest current
flowed through the fifth cell with Rp5 = 0.625k�. The current flows predomi-
nantly through the reverse biased PN junction at the bottom of the P-wells in the
avalanche regime (Figure 19a). The highest voltage drop created at theRp1 (see
inset of Figure 18b) at t = 0.5µs was sufficient to forward bias the N-emitter
and P-well junction which acts as the emitter of a parasitic bipolar NPN transis-
tor. Thus, the conductance of the bad cell was enhanced due to the change of the
mechanism and location of the current flow. The original current caused by the
avalanche current of the reverse biased PN junction at the bottom of P-well was
overtaken by the current of the open parasitic NPN transistor under the channel.
Such a cell sinks most of the total current which generated significant Joule
heat and resulted in a local temperature growth (Figure 19b). As the avalanche
breakdown has a positive temperature coefficient, the drain voltage in the bad

(b)(a)

Figure 18. Transient simulation of (a) drain voltage and maximum temperature; (b) inner
voltage at emitter junction of parasitic bipolar transistor.
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(b) 

(a) 

(c) 

(d) 

Figure 19. Current and temperature distribution in the analyzed multicell structure at
(a) 0.25 µs; (b) 8 µs; (c) 21 µs, and (d) 40 µs.

cell increased further, which was followed by a further temperature growth.
The temperature gradient resulted in the heat flow and the closest neighbor
cell was heated up above the critical temperature when the second parasitic
bipolar transistor in cell No. 2 was opened due to the decrease of the built-in
voltage Vbi of the emitter-base PN junction with increasing temperature. The
non-negligible current started to flow through cell No. 2, which reduced the
current via cell No. 1. As a consequence, the generated Joule heat in cell No. 1
decreased and a kink in the drain voltage and maximum temperature can be
seen in Figure 2 at elapsed time t = 21µs (Figure 19c). Later, a process similar
to that described above took place in cell No. 2, which resulted in a further
increase of the drain voltage and local maximum temperature. Due to the heat
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transfer the next cells were also heated up and started to conduct higher currents
(Figure 19d), which again slightly decreased the total maximum temperature
and particularly the drain voltage (Figure 18a). Although oscillations in the
drain voltage and maximum temperature appeared during transient simulation
of the multicell structure, their physical significance is questionable because the
maximum temperature already reached T ≈ 900K, which should be assumed
as a critical temperature for the local destruction of the device [28].

Formation of the parasitic NPN bipolar transistor is a serious concern of
the device performance during UIS test. In case the current flowing through an
inductance is quickly turned off, the magnetic field induces a counter electro-
magnetic force (EMF) that can build up surprisingly high potentials across the
switch (device under test). The total buildup voltage of this induced potential
may far exceed the nominal breakdown voltage V(BR)DSS and energy capability
of the transistor, thus resulting in a catastrophic failure [29, 30]. Figure 20 shows
a simplified UIS test circuit and corresponding current and voltage waveforms
of the tested device under UIS conditions.

The device under test was a conventional vertical DMOS transis-
tor with breakdown voltage V(BR)DSS = 25V and single pulse drain-to-
source avalanche energy E = 733mJ. Standard test conditions VDD = 20V,
L = 1mH, VG = 10V, and RG = 25� were used for measurement and mixed
mode electro-thermal simulations. As the behavior of the DMOS transistor
under stress is very complex and depends on combined electro-thermal effects,
it is necessary to model correctly the experimental device for non-isothermal
simulations. While a few µm thick structure is sufficient for electrical simu-
lations, much thicker silicon substrates (≈ 100µm) must be used for thermal
simulations and a tradeoff is a relatively long CPU elapsed time and memory.
As the time of the UIS test is very short in ms range, we neglected the ther-
mal conductivity of the package and set the constant boundary temperature
T = 300K at the bottom of the structure.

Figure 20. Simple UIS test circuit and corresponding voltage and current waveforms.
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Figure 21. UIS test: (a) measured and simulated waveforms, (b) temperature evolution.

Figure 21 shows the measured and simulated device output current and volt-
age waveforms and maximum device temperature under UIS test with applied
energy of 160 mJ for two structures. They differ in the thickness of the sili-
con block, the first one had the Si thickness of 100 µm and the second one
was 300 µm thick. The experimental device temperature was calculated from
the temperature dependence of the static drain-to-source avalanche breakdown
voltage VBR(DSS) [31]. Hence, a relatively high noise in the temperature curve
can be seen and we have information about the device temperature only during
the avalanche regime. However, during the switch-off phase, a high voltage
appeared across the device and high current flowed through the device, which
caused a great deal of self-heating. It can be seen from the device drain voltage
waveform (Figure 21) that the breakdown voltage rises above the starting break-
down voltage value. We can clearly see how important is a proper definition of
the geometry of the analyzed structure for non-isothermal simulation. While the
simulated electrical characteristics are almost similar for both structures, only
a small difference in V(BR)DSS is observable, there is a considerable discrepancy
between experimental and simulated maximum temperature dependences with
time for the 100 µm thick structure while the agreement for 300 µm structure
is excellent.

Figure 22 shows the simulated current, voltage, and temperature wave-
forms for two different energies during the off state phase of UIS test when
the inductor was discharged. For energy E = 800mJ the current related to the
reverse biased PN junction at the bottom of the P-well (see Figure 17b) flowed
predominantly through the P-well contact, while the current flow through the
N-source contact was negligible. However, for energy E = 1000mJ the volt-
age drop of the drain voltage during the avalanche breakdown can be clearly
seen. This voltage drop was caused by opening of the parasitic BJT as indicated
by the increased current through N-source and correspondingly decreased cur-
rent through P-well (Figure 22b). The continuous decrease of the drain current
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Figure 22. Simulated waveforms of UIS test for different energies (left), detail of the current
flow pass in device structure under avalanche breakdown at t = 0.4ms (right): (a) 800 mJ and
(b) 1000 mJ.

generated less heat, which resulted in a decrease of the maximum device temper-
ature. Consequently, the parasitic BJT was switched off and the current flowed
again through the P-well contact until all energy accumulated in the induc-
tor was dissipated. Numerical simulations with different energies can help to
determine the maximum energy which the device can sustain in an ideal case
of operation and the behavior and properties of various new structures can be
predicted [32, 33].

5. Conclusions

The presented three examples of 2D process and device simulation show
how extremely useful tools they are for the analysis, characterization and opti-
mization of fabrication processes and corresponding electro-thermal properties
of semiconductor structures and devices. The results of the process and device
simulations based on the numerical solution of basic semiconductor equations
with complex electro-physical models provide a unique insight into the inter-
nal operation of the analyzed devices. Visualization of the internal electrical,
thermal, optical, magnetic and mechanical properties allows comprehensive
analysis of the critical regions and weak points of the analyzed structures.
2/3D modeling and simulation considerably contribute to a better understand-
ing of the physics of the formation and behavior of parasitic devices that exist
as inevitable parts of active devices and degrade their normal operation and
reliability. Based on the obtained knowledge, new structures and devices with
a modified layout and concentration profiles can be designed and verified.
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We report on excellent agreement between the measured and simulated
results. Hence, TCAD simulators with properly selected calibrated physical
models and defined structures are very fast and cost effective tools for paramet-
ric predictive analysis of new technologies, structures and devices integrated
in IC’s, and also for the physical interpretation of their properties and behavior.
The user friendly interactive environment of commercially available TCAD
process and device simulators supports their wide use by anybody who is inter-
ested in a better understanding of the complex structure and device behavior
under various stress conditions.

The key goal of the further development of TCAD tools is to get a time and
cost effective vehicle which will provide true simulated results based on more
complex physical implemented models, denser structures and/or 3D simula-
tions, and the tradeoff is relatively high CPU time and memory consumption.
The problem of getting results with acceptable precision by selection of appro-
priate models and structures in adequate time must be resolved and optimized
for each specific situation.
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Abstract: PSP is the latest and the most advanced compact MOSFET model. It was
developed by merging and enhancing the best features of the two surface-
potential-based models SP (developed at The Pennsylvania State Univer-
sity) and MOS Model 11 (developed by Philips Research). PSP has been
selected as a new industry standard for the next generation compact MOS-
FET model by the Compact Modeling Council. This chapter presents the main
ideas enabling the development of PSP, the model structure and its general
features.

Key words: compact model; MOSFET; surface potential; PSP, JUNCAP2.

1. Introduction

In computer-aided design of integrated circuits, compact models are used
to reproduce electrical characteristics of semiconductor devices. These mod-
els describe the device behavior as a function of bias conditions, temperature,
device geometry and process variations. For IC-design in CMOS, compact
MOSFET models are a critical link in the translation of CMOS process prop-
erties into IC performance. In the IC-industry, state-of-the-art compact MOS
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models in the public domain such as BSIM3 [1], BSIM4 [1] and MOS Model 9
(MM9) [2], are widely used. With the continuous down scaling of CMOS tech-
nologies, however, the demands for compact MOS models have become more
and more stringent:

• As the supply voltage is scaled down, the moderate inversion region
becomes an increasingly larger fraction of the maximum voltage swing.
An accurate, physical description of moderate inversion becomes essen-
tial, and it can be most easily obtained by the use of surface-potential-
based models.

• Modern CMOS technologies are suitable for digital, analog as well as
RF applications. The compact model should thus be accurate for digital,
analog and RF circuit design.This implies that the model should, amongst
others, provide Gummel drain-source symmetry and give an accurate
description of distortion behavior.

• The model should accurately describe all the important physical effects
of contemporary and future CMOS technologies.

State-of-the-art models such as BSIM4 and MM9 are based on threshold
voltage formulations, so-called threshold-voltage-based models, and they fail
to fulfil some or all of the above requirements for advanced modeling. This defi-
ciency has presently resulted in a wide consensus in the compact modeling com-
munity that traditional threshold-voltage-based models have reached the limit
of their usefulness and need to be replaced with more advanced models based
on surface potentialψs or inversion charge density qi formulations [3], referred
to as surface-potential-based or inversion-charge-based models1, respectively.
The development of the SP model at The Pennsylvania State University [4–
17] and MOS Model 11 (MM11) at Philips Research [18–26] has followed
the ψs-based approach. This approach provides for a physics-based modeling
of all regions of operation (including the moderate inversion and the accu-
mulation region) and avoids making additional approximations beyond those
already inherent in the charge-sheet models. While the constitutive equation of
qi-based models such as ACM, EKV and BSIM5 [3] can be derived differently,
in the final analysis it follows from the equation for surface potential intro-
ducing several extra approximations [4]. In addition the ψs-based approach, as
opposed to the qi-based approach, enables the physical modeling of the source-
drain overlap regions where the inversion charge is not a particularly suitable
variable.

The ψs-based approach to modeling MOS transistors dates back to the
Pao-Sah model [27]. The modern ψs-based models are based on the charge-
sheet model (CSM) of Brews [28]. Despite the clear physics and the ability to

1Here we use the model classification suggested in [4].
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provide a single expression for all regions of operation [29] ψs-based models
did not become popular until the last decade due, in part, to their perceived
complexity. Successfulψs-based models became possible only after significant
progress was made in the techniques for computing the surface potential, sim-
plification of the charge equations relative to the original formulation and the
introduction of small-geometry effects. The implementation of these advances
and the overall model structures of SP [4] and MM11 [22] turned out to be com-
patible, enabling the merger of both models into a single new model called PSP
that combines and enhances the best features of SP and MM11. This chapter
provides an overview of PSP.

The PSP core model contains an intrinsic and an extrinsic model. The
intrinsic model describes the electrical behavior of the channel region of the
MOSFET, and includes expressions for the drain-source channel current and the
quasi-static (QS) terminal charges. The extrinsic model describes the electrical
behavior of the gate overlap regions of the MOSFET, and contains expressions
for the substrate current, the gate current and the gate overlap and fringing
capacitances. PSP also includes a noise model which describes the (intrinsic
and extrinsic) noise sources. In addition, PSP provides for two support mod-
ules: a new junction model named JUNCAP2 [30] and the non-quasi-static
(NQS) module [8, 15, 31].

Both MM11 and SP distinguish between local and global model parameters.
This approach is carried over to PSP. Global parameters include geometry
dependencies and before evaluating the MOSFET output characteristics they
are converted into a small number of local parameters actually used in the core
model. The use of local parameters facilitates the model parameter extraction,
as one can extract the local parameters for each device geometry separately
and then use scaling equations to obtain the global parameters for the relevant
range of geometries.

The major features of PSP include the following.

• Physical ψs-based formulation of both intrinsic and extrinsic models
• Physical and accurate description of the accumulation region
• Symmetrical linearization enabling accurate modeling of ratio-based cir-

cuits (e.g., R2R circuits)
• Gummel symmetry
• Coulomb scattering and non-universality in the mobility model
• Non-singular velocity-field relation enabling the accurate modeling of

RF distortion
• Quantum-mechanical corrections
• Correction for polysilicon depletion effects
• Inclusion of all relevant small geometry effects
• modeling of halo implant effects, including the output conductance

degradation in long devices
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• GIDL/GISL model
• Surface-potential-based noise model including flicker noise, and partly

correlated channel thermal noise and channel-induced gate noise.
• Advanced junction model including Shockley-Read-Hall generation/re-

combination, trap-assisted tunneling and band-to-band tunneling
• Spline-collocation-based NQS model including all terminal currents
• STI-induced stress model

This chapter aims at giving a derivation and physical description of the most
important equations used in PSP. Limited space, however, does not allow for
discussing all the features included in PSP in detail. For a complete overview of
all equations and parameters, the reader is referred to the PSP documentation
as can be found on the internet [32]. In Section 2, we will first discuss the
intrinsic model, followed by a discussion of the extrinsic model in Section 3.
Next, the noise model, the junction diode model and the non-quasi-static model
will be treated separately in Sections 4, 5 and 6, respectively. Finally, we will
conclude in Section 7.

2. Intrinsic Model

The intrinsic model contains expressions for the drain-source current and the
terminal charges. These electrical quantities can be most easily written in terms
of the surface potential, hence we start with a discussion of the surface potential
in Section 2.1. Next, an approximate method to include two-dimensional effects
important for small-geometry devices, the lateral field gradient factor, is treated
in Section 2.2. The drain current and the intrinsic charges will be discussed in
Sections 2.3 and 2.4, respectively.

2.1. Surface Potential

The surface potential ψs is the most natural variable for the formulation of
MOS device physics. It is defined as the difference between the electrostatic
potential at the SiO2/Si interface and the potential in the neutral bulk region
due to band bending, see Figure 1 (a). Assuming an ideal gate (i.e., neglecting
the poly-depletion effect), ψs is found using the following derivation [27, 33].

In thep-type substrate, the Poisson equation for the electrostatic potentialψ
(with respect to the neutral bulk) is written as:

∂2ψ

∂x2
+ ∂2ψ

∂y2
= −ρ(x,y)

εSi
= q · NSUB + n(x,y) − p(x,y)

εSi
(1)
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Figure 1. (a) The energy-band diagram (in transversal direction) of an n-MOSFET for VGB >

VFB, where VFB is the flat-band voltage,ψs is the surface potential, V is the difference between
electron and hole quasi-Fermi potentials, and φF is the intrinsic Fermi-potential (φF = φT ·
ln(pb/nb)). (b) The surface potential as a function of gate bias for different values of quasi-Fermi
potential V as calculated from (3).

where x and y are the transversal and lateral coordinates, respectively, ρ is the
space charge, and NSUB is the net acceptor doping concentration. The electron
and hole density, n and p, are given by Maxwell-Boltzmann statistics:

n(x,y) = nb · exp
(
ψ(x,y)−V (x)

φT

)

p(x,y) = pb · exp
(
−ψ(x,y)

φT

) (2)

where nb and pb denote the electron and hole concentration in the neutral
bulk, respectively, φT (= k · T/q) is the thermal voltage, and V (x) denotes the
difference between electron and hole quasi-Fermi potentials. This so-called
channel voltage V (x) ranges from VSB at the source side (y = 0) to VDB at
the drain side (y = L). Charge neutrality in the bulk sets NSUB = pb − nb. In
order to obtain an approximate analytical solution of (1), the impact of the
lateral field gradient is neglected, i.e., it is assumed that ∂2ψ/∂y2 � ∂2ψ/∂x2.
This is commonly refered to as the gradual channel approximation (GCA).
Next, the surface potential ψs can be obtained using the first integral of the
1-D Poisson equation and applying Gauss’ theorem at the SiO2/Si interface,
where both ψ and ∂ψ/∂y are taken to be equal to zero deep in the neutral
bulk. The resulting equation is the so-called surface potential equation (SPE),
which provides ψs as an implicit function of the terminal voltage VGB and
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the channel voltage V :
(
VGB − VFB − ψs

γ · √
φT

)2

= exp(−u) + u − 1

+ nb

pb
· kn · [exp(u) − m(u)

] (3)

Here, γ is the body factor given by
√

2 · q · εSi · NSUB/Cox,VFB is the flat-band
voltage, u = ψs/φT , and kn = exp(−V/φT ). Following the above derivation,
the termm(u) is equal to 1 + u/kn. Using (3), the surface potential at the source
side (ψss) and at the drain side (ψsd) are given implicitly by setting V equal to
VSB and VDB, respectively, see Figure 1 (b). It should be pointed out here that
the SPE is not only the basis of ψs-based models, but also forms the basis of
threshold-voltage-based models [33] and inversion-charge-based models [4].

In the SPE, the term m(u) merely affects the ψs(VGB,V ) dependence in a
narrow region near flat band. Nevertheless, the above specific form of m(u)
is problematic very near the flat-band voltage where it results in a negative
right-hand side of (3) [34]. This has been traced in [14] to the variation of the
electron carrier quasi-Fermi potential across the space charge layer2 neglected
in the original formulation [27]. Several different empirical forms of m(u)
have been proposed in literature [7, 14, 17, 34] to provide well-conditioned
SPE in all regions of operation. In PSP, the expression for m(u) developed for
SP-SOI [17] is adopted:

m(u) = u + 1 + u2

u2 + 1
(4)

This expression has the following advantages: (i) in contrast to [27], it ensures
that the right-hand side of (3) is always positive, (ii) in contrast to [34], it ensures
that ∂ψss/∂VGB = ∂ψsd/∂VGB at flat-band allowing one to simply setψss = ψsd

in accumulation without encountering any discontinuities in the derivatives, and
(iii) in contrast to [7, 14], it is valid even for very negative values of channel
voltage (V < −0.5V). Eq. (4) produces well-behaved ψs(VGB,V ) dependence
without any differences in the output device characteristics relative to the orig-
inal formulation. The above modification of the original m(u) does not affect
the output device characteristics and is, essentially, invisible to the model user.

Computation of the surface potential as a function of terminal voltages
requires the solution of the implicit Eq. (3) and represents a long-standing
problem of the MOS device modeling. Almost from the beginning it was
addressed both through iterative computations and via analytical approxi-
mations3. Initially, it was thought that the need for evaluation of the sur-
face potential would negatively affect the model performance. In today’s

2In other words, the channel voltage V is not only a function of coordinate y but of coordinate x as well.
3Look-up tables were used as well.
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sophisticated models [4, 25, 38] computation of ψs takes only 5–10% of the
model execution time and is easily performed using one of several powerful
algorithms [4, 25, 32].

The iterative solution ofψs was originally pursued in [36], and significantly
improved in [25] and [37]. An iterative approach is used efficiently in some of
today’s surface-potential-based models [3, 25, 37, 38]. On the other hand, the
analytical approximation of ψs initially pursued in [39] was found to be insuf-
ficient for the purpose of transcapacitance modeling (a much more demand-
ing task than modeling of current-voltage characteristics [40]) and abandoned.
This approach – based on obtaining the asymptotic approximations of the sur-
face potential in different regions of MOSFET operation and joining them via
smoothing functions – has been further developed in [41] and brought into its
most successful form with about 1mV accuracy in MM11 [18] (where it was
later replaced by iterative calculations [25]).

A different approach in which the surface potential is obtained by an approx-
imate solution of the SPE was developed in [5, 4, 16]. The analytical approxi-
mation in [4] is based on a specific form of m(u) [7, 14] and as such is limited
to V > −0.5V. In PSP we use an even more powerful analytical approxima-
tion based on (4) [17, 32] which is accurate under all bias conditions. Typ-
ical results are shown in Figure 2 for both positive and negative bias on the
source-drain pn junction. The accuracy of this approximation is better than
1nV, which is sufficient for even the most demanding MOSFET modeling

Figure 2. Absolute error of the analytical approximation for the surface potential at source side
ψss for different values of bulk-source bias VBS.
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applications. The approximations of this type are slightly slower than the more
simple approximation in [18], but the overall effect on the model execution
time is minimal (about 0.4%).

In this section we have discussed the computation of the surface potential in
the active region of the device. In the source-drain overlap regions the problem
is even simpler and it is addressed in Section 3.1.

2.2. Lateral Field Gradient Factor

As discussed in the previous section, the derivation of the SPE is based on the
gradual channel approximation. This approximation neglects the lateral field
gradient, and as a result, short-channel effects such as drain-induced barrier
lowering (DIBL) and threshold-voltage roll-off are not accurately incorporated
in any model based on the GCA.

To extend the model formulation beyond the gradual channel approximation
PSP relies on the lateral field gradient factor f introduced in [42]. In weak
inversion where n,p � NSUB, Eq. (1) at the SiO2/Si interface is rewritten to:

∂2ψs

∂x2
= q · NSUB

εSi
·
(

1 − εSi

q · NSUB
· ∂

2ψs

∂y2

)

= q · NSUB

εSi
· f (5)

The use of factor f allows the introduction of an effective doping concentration
NSUB · f . The application of this method to threshold voltage was reported
in [43]. The initial application f this method to surface potential used the bias-
independent approximation f = f (L,W) [44], but in PSP, as in SP [4], a
bias-dependent approximation is used for f .

An elementary expression for f can be obtained by the following general-
ization of the analysis in [43, 44]. A parabolic dependence ofψs(y) is assumed,
which is equivalent to a position-independent f . The boundary conditions are
ψs(0) = VSB + VBI andψs(L) = ψs(0) + VDS, where VBI is the built-in poten-
tial of the n+/p source-bulk and drain-bulk junctions. Linearizing the result,
one finds the generic expression:

f = F0 · (1 − Af · VSB − Cf · VDS
) + Bf · ψf = f0 + Bf · ψf (6)

where ψf is the surface potential without lateral field gradient, and F0, Af , Bf

and Cf are geometry-dependent factors. Despite its simplicity Eq. (6) contains
the essential physics: a linear dependence of f on the surface potential ψf and
a decrease of f with VSB and VDS. The latter can be effectively regarded as the
drain-induced barrier lowering (DIBL) effect.

The above derivation serves as a motivation for the actual expression for
the lateral gradient factor used in PSP. While the linear dependence of f (ψf )
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has been retained, the dependence on VSB and VDS has been modified in order
to assure f0 > 0 for all terminal biases. The result is still Eq. (6) but with

f0 = F0

1 + FSB (VSB) + FDIBL (VDS)
(7)

where F0 is a geometry dependent factor and functions FSB, and FDIBL, as well
as the surface potentialψf , are selected in a manner consistent with the Gummel
symmetry of the model. Complete expressions and further details can be found
in [32].

2.3. Drain Current

An important objective of the PSP project is to incorporate essential device
physics without a prohibitive increase in the model complexity in the framework
ofψs-based models. To a large extent this is accomplished using the symmetric
linearization technique developed in [4, 6] and similarly in [20, 24]. To simplify
the exposition of this key idea we start by reformulating Brews’ charge-sheet
model (CSM) [28], while neglecting all short-channel effects (which, of course,
are included in the complete PSP model equations, see below). There are several
ways to arrive at the CSM equations.A particularly simple derivation [29] starts
with equation

IDS = µ · W ·
(
qi · dψs

dy
− φT · dqi

dy

)
(8)

where µ denotes the effective channel mobility and qi is the inversion charge
per unit area. There are numerous issues that need to be discussed in connection
with the validity of this equation. References [35, 46] and those cited therein
are quite useful in this regard. The bottom line is that (8) leads to the original
CSM [28] that is justified by comparison with the Pao-Sah model [27]. Our task
here is to further simplify (8) in order to make it conducive to the development
of a compact MOSFET model.

The symmetric linearization method is based on the approximation

qi = qim − α · (ψs − ψm) (9)

where qim is the inversion charge density at the potential midpoint ψs = ψm:

ψm = ψss + ψsd

2
(10)

In the above α denotes the linearization coefficient easily obtained using stan-
dard CSM equations [4, 6]. In the full PSP equations the expression for α is
slightly more complex in order to provide smooth behavior in all modes of
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operations including the region ψs < 3 · φT where equations of the original
CSM model do not apply. Using (9), Eq. (8) reduces to

IDS = µ · W · q∗
i · dψs

dy
(11)

where q∗
i is the effective inversion charge density modified to account for the

diffusion current component

q∗
i = qi + α · φT (12)

Integrating from source to drain yields [6]

IDS = µ · W
L

· q∗
im · �ψ (13)

where q∗
im is the effective inversion charge density at the surface potential mid-

point ψm, and �ψ is given by:

�ψ = ψsd − ψss (14)

The above equation for the drain current is numerically equivalent to the one
in the original CSM [28] but is significantly simpler. In particular, fractional
powers that are present in the drain current expression in [28] are eliminated,
while both drift and diffusion components of the drain current are retained
and simplified. Typical results are shown in Figures 3 and 4 indicating that
the difference between (13) and the original CSM is less than 1–2% and is
inconsequential for the purpose of compact modeling.

Note that Eq. (13) is also accurate in the subthreshold region. In this
operation region where qim � α · φT and �ψ is an exponential function of
the gate bias [9] one can easily recover the classic subthreshold approxima-
tion [28, 29, 33].

Up till this point in the derivation of drain current, the carrier mobility in the
inversion layer has been assumed constant. In reality, however, this is not true.
Carriers in the channel undergo increased scattering with increasing fields,
when they move under the influence of the normal electric field and the lateral
electric field due to the gate bias VGS and the drain bias VDS, respectively. The
former is referred to as mobility reduction, whereas the latter is referred to as
velocity saturation.

Mobility Reduction: In a MOS structure the normal electric field restricts
the channel to a sheet layer in which two-dimensional confinement effects and
scattering cause the mobility to depend on bias conditions. Mobile carriers in the
inversion layer can be scattered by ionized doping atoms (so-called Coulomb
scattering), by vibrations of the crystal lattice (so-called phonon scattering) and
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Figure 3. Comparison between the symmetrically linearized and original charge-sheet model;
NSUB = 5 · 1023 m−3, tox = 2 nm,VBS = 0V,µ = 5 · 10−2 m2/Vs,W/L = 1,VFB = −0.9V,
VGS varies between 0.5 and 2V with 0.5V steps.

Figure 4. Ratio of the drain currents in symmetrically linearized (IDLIN) and original (ID)
charge-sheet model; NSUB = 5 · 1023 m−3, tox = 2 nm, VBS = 0V, VFB = −0.8V.
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by the SiO2/Si interface roughness (so-called surface roughness scattering). The
mobility expression used in PSP takes all this into account and is given by:

µ = µeff = MU0 · µx

1 + (MUE · Eeff)
THEMU + CS ·

(
qbm

qbm + qim

)2

+ GR

(15)

where MU0 is the low-field mobility, and parameters MUE and THEMU
account for the mobility degradation caused by the surface roughness and
phonon scattering by the effective vertical field Eeff :

Eeff = qbm + η · qim

εSi
(16)

with η = 1/2 for electrons and η = 1/3 for holes. Coulomb scattering is intro-
duced as in [47] using parameter CS, qbm is the bulk charge per unit channel
area at the surface potential midpoint [4] and the factor µx describes non-
universality effects and also accounts (empirically) for doping non-uniformity.
The term GR accounts for the series resistance:

GR = MU0 · W
L

· qim · RS (17)

where RS is the source/drain series resistance. When series resistance is
included externally GR can be set to zero.

Velocity Saturation: With an increase in lateral electric field, carriers gain
sufficient energy to be scattered by optical phonons, resulting in a decrease
of mobility and eventually resulting in the saturation of drift velocity. Velocity
saturation is critical not only for the accurate modeling of the saturation region,
but also to ensure nonsingular behavior of the model at zero drain bias [45, 48].
The saturation velocity model used in PSP is that of MM11 [22], which is based
on the Scharfetter-Gummel expression [49]. For n-channel devices:

vd = µeff · Ey√

1 +
(
µeff

vsat
· Ey

)2
(18)

where Ey is the lateral component of the electric field and vsat denotes the
saturation velocity. Using (18) in the derivation of drain current leads to an
implicit expression for IDS, linearizing this expression leads to the following
explicit expression [25]:

IDS = µeff · W
L

· q
∗
i · �ψ
Gvsat

(19)



PSP: An advanced surface-potential-based MOSFET model 41

where θsat = µeff/(vsat · L) and:

Gvsat = 1

2
+ 1

2
·
√

1 + 2 · (θsat · �ψ)2 (20)

For p-channel devices, the velocity saturation is accurately described by [49]:

vd = µeff · Ey√√
√
√1 +

(
µeff · Ey/vc

)2

G + µeff · Ey/vc

(21)

where vc is a parameter corresponding to the velocity of the longitudinal acous-
tic phonons and G is a fitting parameter. In this case, the integration along the
channel is less straightforward. For simplicity’s sake, we approximate the term
G + µeff · Ey/vc by G + θsat · �ψ where θsat = µeff/(vc · L). The parame-
ter G has been found to be of minor influence, and is set equal to 1. In other
words, all equations derived for n-channel devices can simply be re-used for
p-channel devices by replacing θsat by θsat/

√
1 + θsat · �ψ .

The resulting expressions for n- and p-channel devices are non-singular,
enabling for example the modeling of passive RF mixers [48]. As shown in [19]
they also enable accurate modeling of RF distortion in the saturation region.

Long-channel surface-potential-based models automatically include the
pinch-off behavior in the saturation region. Pinch-off implies that the channel
at the drain end is forced into weak inversion and that the mobile charge density
at the drain approaches zero. In reality, however, the description of pinch-off is
not realistic, since carriers reach velocity saturation at the drain end before the
pinch-off condition is fulfilled. As a result the drain-source saturation voltage
Vdsat may differ significantly from the pinch-off voltage, and this difference
needs to be taken into account in the model. This is a general problem for any
compact MOSFET model based on the gradual channel approximation.

In PSP, the saturation voltageVdsat is calculated from setting ∂IDS/∂�ψ = 0.
Next, the drain-source voltage VDS is replaced by an effective drain-source
voltage Vdse, which changes smoothly from VDS in the linear region (i.e., for
VDS � Vdsat) to Vdsat in the saturation region (i.e., for VDS ≥ Vdsat). The smooth
transition is obtained by [45]:

Vdse = VDS
[
1 + (VDS/Vdsat)

ax
]1/ax

(22)

where ax (≥ 2) is a local parameter which determines the smoothness of
the transition. The use of (22) ensures preservation of Gummel drain-source
symmetry [45].

For an accurate description of output conductancegDS = ∂ID/∂VDS PSP also
includes detailed description of channel length modulation. This description is
based on [50] and has been extended to include the impact of pocket implants
similar to [51].



42 R. van Langevelde and G. Gildenblat

The incorporation of mobility reduction, velocity saturation, saturation volt-
age and channel length modulation as described above results in an accurate
description of the output characteristics as shown in Figure 5. In addition,
the linearization scheme adopted in PSP (as well as those in SP and MM11)
enables accurate modeling of ratio-based circuits. A detailed discussion includ-
ing applications to R2R circuits can be found in [26].

2.4. Intrinsic Charges

In a quasi-static approximation, charges can be attributed to the four ter-
minals of the MOSFET: QG, QD, QS and QB. Using these charges, one can
define 16 transcapacitances Cij (9 of which are independent):

Cij =






∂qi

∂Vj
for: i = j

− ∂qi

∂Vj
for: i �= j

(23)

where i and j denote the terminal S, D, G or B. The total gate charge QG is
calculated by integrating the gate charge density qg along the channel:

QG =W ·
∫ L

0
qg · dy (24)

where qg = qi + qb = Cox · (VGB − VFB − ψs). Note that qg is a simple func-
tion of ψs, and as a result the calculation of QG is quite straight-forward in
ψs-based models. In threshold-voltage-based and inversion-charge-based mod-
els, on the other hand, the surface potential is not readily available and the
calculation of QG is more elaborate.

The total inversion-layer charge is split up into a sourceQS and a drainQD

charge. For MOSFETs with a homogeneous doping concentration the Ward-
Dutton charge partitioning scheme [52] is valid, and QS and QD are given by:

QS = −W ·
∫ L

0
(1 − y/L) · qi · dy (25)

QD = −W ·
∫ L

0
y/L · qi · dy (26)

This partitioning scheme results in bias-dependent or dynamic charge parti-
tioning. Finally, since charge neutrality holds for the complete transistor, the
total bulk charge QB is simply given by −QS − QD − QG.

Since inversion charge qi and gate charge qg are functions of the surface
potential ψs, calculation of these integrals requires y (ψs) dependence. For the
charge-sheet model explicit expressions for the terminal charges have been
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Figure 5. Drain current ID (a) and corresponding conductance gDS (b) versus drain-source
bias VDS for aW/L = 360 nm/90 nm n-channel MOSFET; VGS varies between 0.5 and 1V and
VSB = 0V. Symbols denote measurements and lines represent modeled results using PSP.
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given in [34] and, subsequently, in an equivalent but less singular form in [8].
These equations are extremely complex and hence unsuitable for compact mod-
eling purposes. However, just as in the case of the drain current, the symmetric
linearization method allows one to derive extremely simple yet accurate expres-
sions numerically indistinguishable from the expressions given in [8, 34]. To
simplify the exposition and verification of the technique we first consider the
long-channel case and later indicate how the resulting equations can be modi-
fied to account for velocity saturation.

From Eqs. (9) through (12), we find:

dy

ds
= µ · W

IDS
· (H − s) (27)

where s = ψs − ψm and H = q∗
im/α. Separating variables and integrating, we

finds [6, 8]:

ψs(y) = ψm + H ·


1 −
√

1 − 2 · �ψ
H

· y − ym

L



 (28)

where ym denotes the coordinate of the surface potential midpoint ψm:

ym = L

2
·
(

1 + �ψ

4 · H
)

(29)

This result of the symmetric linearization method can be compared with the
y (ψs) dependence obtained from the charge-sheet model. Typical plots shown
in Figure 6 and given in [6, 8] indicate the high accuracy of (27) and (28).

With (27) available it is a simple matter to compute the integrals for the
terminal charges by changing variables from y to s. For example, Eq. (26) for
QD results in:

QD = qim

2
+ α · �ψ

12
·
(

1 − �ψ

2 · H − �ψ2

20 · H 2

)

(30)

To verify the accuracy of expression (30) and similar expressions for other
terminal charges, they are compared with the exact results in [8, 34]. To make
this comparison particularly stringent we evaluate the transcapacitances Cij.

The results shown in Figure 7 indicate that symmetric linearization is
extremely accurate. Two comments can be made concerning this conclusion.
Firstly, the integration along the channel is a common task in the develop-
ment of a compact MOSFET model. It is involved in the evaluation of the gate
current, the noise spectral densities, etc. In all cases symmetric linearization
allows one to obtain manageable equations without compromising the device
physics. Secondly, all compact models (even the older threshold-voltage based
ones [33, 53]) include some form of linearization of the inversion charge as
a function of the surface potential in order to escape complicated expressions
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Figure 6. Comparison of the position dependence of surface potential for symmetrically
linearized and original charge-sheet models; NSUB = 5 · 1023 m−3, tox = 2 nm, VBS = 0V,
VFB = −0.9V.

Figure 7. Comparison of transcapacitances for linearized and original charge-sheet models;
NSUB = 5 · 1023 m−3, tox = 2.5 nm, VFB = −0.8V, VBS = 0V, VDS = 2V.
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for the terminal charges. In many of the traditional models this results in the
loss of Gummel symmetry [26, 33, 45, 48]. In addition, the complexity of
the charge expressions may necessitate decoupling the charge and the current
expressions with the well-known unfortunate consequences for circuit simula-
tions described, e.g., in [54]. The symmetric linearization method solves both of
these problems without complicating the model structure. In fact, the resulting
expressions are simpler than in the traditional approach.

The key to the merger of SP and MM11 is the inclusion of the different
expression for the drift velocity (18) and the drain current (19) within the
context of symmetric linearization. The initial version of this technique was
developed for long-channel devices to verify the concept. It was later shown
that the flexibility of the symmetric linearization method is such that Eqs. (27)
through (30) remain unchanged when the velocity saturation model in SP is
included; the only difference being the change in the expression forH [4]. This
approach is carried over to PSP where the position dependence of ψs is still
given by (28), but in order to accommodate the different expression for the drift
velocity and the drain current, it can be derived that:

HPSP = q∗
i

α′ · Gvsat
(31)

where

α′ = α ·
[

1 + 1

2
·
(
θsat · �ψ
Gvsat

)2
]

(32)

With this in mind the quasi-static terminal charges can be evaluated as
in [4, 6, 8], the only difference being that now H = HPSP. For example, the
normalized drain charge given in the Ward-Dutton partition is still given by
(30). The expressions for the current and terminal charges obtained in this
manner are continuous and smooth in all regions of operation from accumula-
tion to strong inversion.

3. Extrinsic Model

The extrinsic model includes contributions of the gate/source and gate/drain
overlap regions, and the gate and bulk current. As is the case for the intrin-
sic model, the electrical behavior in the overlap regions can be most easily
described in terms of the surface potential. Consequently, we will start with a
discussion of the surface potential in the overlap regions in Section 3.1. Next,
the bulk current will be discussed in Section 3.2, followed by a discussion
of gate current in 3.3. Finally, the extrinsic charges and capacitances will be
treated in Section 3.4.
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3.1. Surface Potential in the Overlap Regions

For a quantitative description of the gate/source and gate/drain overlap
regions, the overlap regions are treated as n+-gate/oxide/n+-bulk MOS capac-
itances, where the source (or drain) acts as bulk terminal. Assuming the doping
profile in the n+-source extension can be approximated by a uniform constant
doping concentration NOV , we can define a body factor γov and a flat-band
voltage VFBov in this region. A surface potential ψov can be calculated (both at
source and drain side) using the SPE (3), which can be further simplified by
neglecting the minority carrier contribution to the space charge4:

(
VGX − VFBov − ψov

γov · √
φT

)2

= exp(−uov) + uov − 1 (33)

where uov = ψov/φT and VGX denotes either VGS or VGD. Note that to facilitate
the comparison with (3), Eq. (33) is written for the p+ overlap region, i.e., for
the case of p-channel transistors. In n-channel devices with n+ overlap regions
one needs to make obvious sign changes in (33).

Analytical approximation for the non-iterative solution of this equation has
been initially given in [12] and the final version can be found in [32]. Typical
results are shown in Figure 8 for the cases of high and moderate doping, respec-
tively. While the high doping levels are more important for the modeling of the
overlap regions, this analytical approximation appears (in a totally different
physical context) in the problem of dynamic varactor modeling [55] and in the
development of the non-quasi-static model [15]. Hence, it is essential that the
accuracy of the approximation is quite high regardless of the doping level.

The derivation of currents and charges in the overlap regions is most easily
performed in terms of the oxide voltage in the overlap region Vov, which is
simply given by:

Vov = VGX − VFBov − ψov (34)

This quantity is extensively used in the following sections on bulk current, gate
current and extrinsic charges.

3.2. Bulk Current

Up to this point, it has been assumed that the bulk current in a MOSFET
is equal to zero. Bulk current may, however, be generated between drain and
bulk or between source and bulk by impact ionization and gate-induced drain

4This approach disallows description of the inversion channel but since the source/drain extension is highly
doped, the inversion channel can only be formed at unrealistically negative gate-source or gate-drain bias.
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(a)

(b)

Figure 8. Absolute error of the analytical approximation for the surface potential neglecting
the minority carrier contribution in (a) a highly doped the source/drain overlap region and
(b) a moderately doped region.

leakage (GIDL). These effects are all included in PSP and are briefly discussed
in this section.

Impact Ionization: Subjected to a high lateral electric field, electrons in the
channel will accelerate traveling from source to drain and gain so much energy
that they can create extra electron-hole pairs by exciting electrons from the
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valence band into the conduction band. This effect is generally referred to as
impact ionization, and it results in a current Iii between drain and bulk. The
impact-ionization current is conventionally written as [33]:

Iii ∝ IDS · Em · exp
(−b/Em

)
(35)

where b is a parameter and Em is the maximum lateral field in the channel.
In PSP, this conventional description has been extended with an accurate
description of the subthreshold region and the impact of back bias [9].

Gate-Induced Drain Leakage: When the MOSFET is in off-state, a signif-
icant leakage current flowing from drain to bulk can be detected at a drain
voltage much lower than the breakdown voltage [56]. This drain leakage cur-
rent is caused by the gate-induced high electric field in the gate-to-drain overlap
region, and as a result it has been named gate-induced drain leakage (GIDL).
For negative gate-drain bias VGD, a high transversal field is created in the
depletion region formed in the gate-to-drain overlap region. Electron-hole pairs
are generated by the band-to-band tunneling5 of valence band electrons into
the conduction band and collected by the drain and bulk separately. A simple
expression for GIDL current based on [57] is given by:

JGIDL ∝ Etov
2 · exp

(−B∗
GIDL/Etov

)
(36)

where B∗
GIDL is a physical parameter and Etov is the maximum electric field

at the Si/SiO2-interface in the drain overlap region. The latter consists of a
(dominant) transversal component (equal to Cox · Vov/εSi) and a lateral com-
ponent empirically proportional to VDB. The maximum electric field Etov can
be written as:

Etov = Cox

εSi
·
√
Vov

2 + (CGIDL · VDB)
2 = Cox

εSi
· Vtov (37)

where CGIDL is an empirical parameter. Using (36) and (37), we can write for
the total GIDL current:

IGIDL = AGIDL · VDB · Vtov
2 · exp(−BGIDL/Vtov) (38)

where AGIDL ∝W · �Lov · Cox/εSi and BGIDL = εSi · B∗
GIDL/Cox, but they are

both considered as local parameters. The VDB term in (38) is empirical and
has been added in order to ensure that IGIDL = 0 for VDB = 0 and that IGIDL

changes sign when VDB changes sign.
In the above derivation we have focussed on the gate-induced drain leakage.

The same phenomenon, however, can also occur at the source side, in which
case it is referred to as gate-induced source leakage (GISL). The electric field

5Trap-assisted tunneling may also occur, but it is neglected in the calculation of GIDL.
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in the overlapped source region is typically not as high as the field in the
drain region, and as a result, GISL will not really impact the source leakage.
Nonetheless, GISL has been incorporated in the PSP model in order to preserve
Gummel drain-source symmetry.

3.3. Gate Current

From a classical point of view, gate current in a MOSFET is non-existent,
since carriers in the inversion layer cannot cross the potential barrier χB of
the gate oxide, see Figure 9 (where χB = χBN for electrons and χB = χBP for
holes). From a quantum-mechanical point of view, however, carriers may tun-
nel through the potential barrier resulting in a non-zero gate current density
JG. The probability of tunneling increases exponentially with decreasing oxide
thickness tox, resulting in an exponentially increasing JG. With CMOS tech-
nology scaling, tox is continuously scaled down, and consequently gate current
can no longer be neglected for modern and future CMOS technologies as it
may start to affect circuit performance [60, 61]. PSP provides for a gate current

εV

εCεi

εF

gate oxide substrate 

oxVq ⋅⋅⋅⋅

-

NBχχχχ⋅⋅⋅⋅q

-

+

PBχχχχ⋅⋅⋅⋅q

- JECB

- JEVB

JHVB

Figure 9. Energy-band diagram of an n-MOS in inversion where χBN and χBP are the oxide
potential barriers for electrons and holes, respectively. Carriers may tunnel through the gate
oxide resulting in a non-zero gate current density JG. Three major mechanisms of gate tun-
neling can be distinguished: electron conduction-band tunneling (JECB), electron valence-band
tunneling (JEVB) and hole valence-band tunneling (JHVB). ECB tunneling is important for n-
MOS devices, whereas HVB tunneling is important for p-MOS devices. EVB tunneling only
becomes important for high Vox, and is therefore neglected in the remainder of this section.
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model that accurately describes gate leakage in MOSFETs. This gate current
model is a further development of the gate current model in SP [12], which in
itself is an extension of the gate current model in MM11 [21].

In a typical MOSFET structure, we can distinguish two main gate current
components: the gate-to-channel IGC and the gate overlap component IGov.
In the channel or overlap regions of an n-type MOSFET, mainly conduction
band tunneling (ECB) is important6. The gate current density JG due to direct
tunneling is written as [12]:

JG(y) = J0 · FS(y) · D(y) (39)

where J0 is a physical constant, FS(y) is the supply function [62] and D(y)
is the tunneling transmission coefficient. Based on the WKB approximation
D(y) is given by:

D(y) = exp
[−B · f (zg)

]
(40)

where B is a physical constant, zg is equal to Vox/χB, Vox = qg/Cox, and:

f (zg) = 1 − (
1 − zg

)3/2

zg
≈ −3

2
+ G2 · zg + G3 · z2

g (41)

Ideally, the coefficients G2 = 3/8 and G3 = 1/16 can be obtained from
a second-order Taylor expansion. However, here they have been turned
into adjustable parameters to absorb inaccuracies included in the derivation
of (39)–(40). The supply function [62] is given by:

FS(y) = ln







1 + exp
(
ψs − V − αb − ψt

φT

)

1 + exp
(
ψs − VGB − αb − ψt

φT

)





 (42)

where q · αb is the difference between the conduction band edge and the elec-
tron quasi-Fermi potential, and the variableψt reflects the fact that there are few
electrons having a kinetic energy higher than a few k · T . Specifically, ψt = 0
for Vox ≥ 0 and ψt = −Vox + G0 · φT for Vox < 0, where G0 is an adjustable
parameter accounting for the possibility of a difference between the conduc-
tion band offset at the Si/SiO2 and poly-Si/SiO2 interfaces. In contrast to more
empirical models, the use of the supply function FS automatically ensures that
gate current is zero for zero applied bias.

In the following we briefly discuss the gate-to-channel and the gate-overlap
current components separately.

6In p-type MOSFETs, on the other hand, mainly valence band tunneling is important. In the following, the
same derivation can be used for p-type MOSFETs but a different value for oxide potential barrier χB has
to be used, see Figure 9.
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Gate-to-Channel Current: The total contribution IGC of the channel region
to the gate-tunneling current is given by:

IGC =W ·
∫ L

0
JG(y) · dy (43)

In order to calculate the above integral, the current continuity equation has to
be solved:

∂IDS(y)

∂y
= −W · JGC(y) (44)

where IDS is given by (11) and is no longer constant along the channel. Eq. (44)
cannot be solved explicitly, and as a consequence it needs to be approximated
for compact modeling purposes. The current continuity equation is solved under
the assumption that JGC only induces a small perturbation of the potential dis-
tribution along the channel (i.e., ∂IDS/∂x ≈ 0). We note in passing that this
assumption implies that IDS is (approximately) constant along the channel and
all equations derived in Section 2 are still valid. For this case, using the sym-
metric linearization method described in Section 2.4, Eq. (43) results in:

IGC = IGINV · FS(ym) · D(ym) · pgc (45)

where IGINV is theoretically given by J0 · W · L but is considered as an empir-
ical parameter, ym is the lateral coordinate of the surface potential midpoint as
given by (29), and pgc is a function of ψm and �ψ . The latter can be found in
the PSP documentation [32].

The total gate-to-channel current IGC partitions into a source (IGCS) and a
drain component (IGCD). Following [21]

IGCD = W

L
·
∫ L

0
y · JG(y) · dy (46)

and IGCS = IGC − IGCD. Again using the symmetric linearization method, the
above integral results in

IGCD = IGINV · FS(ym) · D(ym) · pgd (47)

where pgd is a function of ψm and �ψ , which can be found in the PSP
documentation [32].

Gate-Overlap Current: Essentially the same model for the tunneling current
is used in both the channel and the overlap regions. However, in the latter
case the position dependence of the surface potential is negligible, and hence
the tunneling current density is approximately uniform. As a consequence, the
gate-overlap current IGov in an overlap region with applied gate bias VGX and
surface potential ψov is written as:

IGov = IGOV · FS(ψov,VGX) · D(zgov) (48)



PSP: An advanced surface-potential-based MOSFET model 53

where IGOV is theoretically equal to J0 · W · Lov, Lov is the length of the
gate/source or gate/drain overlap region, and zgov is equal to Vov/χB. The above
equation is used for both gate-source and gate-drain overlap current by making
VGX equal to VGS or VGD, respectively.

Including the above components, the model gives an accurate description of
gate current over the whole operation region for both n- and p-channel devices,
see Figure 10. The gate current model provides Gummel symmetry as well.

3.4. Extrinsic Charges

For short-channel transistors, a major part of the total input capacitanceCGG

is determined by the gate-to-source and gate-to-drain overlap capacitances.
An accurate modeling of these bias-dependent overlap capacitances is thus
important. Using Gauss’ law and (34), the total charge in the overlap region is
simply given by:

Qxov = CGOV · Vov (49)

where CGOV is a model parameter accounting for the geometry of the over-
lap region. Here again, X denotes either source or drain (with correspond-
ing changes in ψov). Taken together with the analytical approximation of ψov

-1.0 -0.5 0.0 0.5 1.010-13

10-12

10-11

10-10

10-9

VGS (V)

I G
(A

)

VDS = 25mV

VDS = 1V

Figure 10. Gate current IG versus gate-source biasVGS atVSB = 0V and different drain-source
bias VDS for aW/L = 360 nm/90 nm n-channel MOSFET. Symbols denote measurements and
lines represent modeled results using PSP.
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illustrated in Figure 8, this expression provides a physical and computationally
efficient description of the bias-dependent overlap charges eliminating the need
for the mostly empirical modeling of Qxov in older compact models.

In addition to the bias dependence of the overlap capacitance, the PSP
model includes both the outer and inner-fringing charges (capacitances). The
bias-independent outer fringing capacitance is a model parameter CFR and
the outer fringing charge is simply CFR · VGX . As described in [53] the inner
fringing phenomena is strongly affected by the formation of the inversion layer
and is consequently bias-dependent. In PSP inner fringing is modeled as the
reduction of the source and drain terminal charges by �QS and �QD and
corresponding change in the gate charge �QG = −�QS − �QD required to
maintain the charge neutrality. Physically this reduction represents the devia-
tion from the gradual-channel approximation inevitable in strong lateral-field
regions close to the source and drain. Availability of ψov enables formulation
of the physically motivated semi-empirical expressions for �QS and �QD

sufficient in engineering applications. Typical results for the extrinsic capac-
itances are shown in Figures 11. Further details including comparison with
experimental data and two-dimensional simulations can be found in [11].
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Figure 11. Channel-to-gate capacitance CCG (= CSG + CDG) versus gate-source bias VGS
for short-channel n-type MOSFET; VSB = VDS = 0V,W/L = 800µm/90 nm. Symbols denote
measurements, solid line denotes modeled extrinsic and intrinsic capacitances using PSP and
dashed line denotes modeled extrinsic capacitance using PSP.
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4. Noise Model

The circuit performance in analog and RF circuits is often limited by noise,
and accurate modeling of noise behavior in circuit simulation is thus essential.
In a MOSFET, generally three different types of noise can be observed: 1/f or
flicker noise, thermal noise and induced gate noise. These types of noise are all
related to the channel current. In reality, the gate tunnel current and the bulk
current will also exhibit noisy behavior due to shot noise [63]. This has been
taken into account in PSP as well, but is not further elaborated in this chapter.

In Section 4.1, the 1/f or flicker noise, as implemented in PSP, is briefly
discussed. Since thermal noise and induced gate noise in a MOSFET stem from
the same physical origin, they will both be treated in Section 4.2.

4.1. Flicker or 1/f Noise

At low frequencies, flicker or 1/f -noise becomes dominant in MOSFETs. In
the past, this type of noise was interpreted either in terms of trapping and detrap-
ping of charge carriers in the gate oxide or in terms of mobility fluctuations.
A general 1/f -noise model by Hung et al. which combines both number and
mobility fluctuations [64, 65], has found wide acceptance in the field of MOS
modeling. The model assumes that the carrier number in the channel fluctuates
due to trapping/detrapping of carriers in the gate oxide, and that these number
fluctuations also affect the carrier mobility resulting in (correlated) mobility
fluctuations. The model was originally formulated for VT -based models. The
PSP flicker noise model is obtained by developing a surface-potential-based
version of the general model in [64, 65] resulting in an accurate expression for
all operating regions. This formulation further develops an earlier version of
the surface-potential-based adaption of [64, 65] given in [11, 22].

4.2. Thermal Noise and Induced Gate Noise

Thermal (or Nyquist) noise is caused by the random thermal (or Brownian)
motion of carriers. In a MOSFET, the random motion of carriers in the channel
translate to a fluctuation in the channel current IDS flowing between drain and
source. The channel current thus exhibits a frequency-independent (or white)
noise spectral density Sid . In addition, owing to capacitive coupling between
gate and channel, the fluctuations in the channel also induce a noise current in
the gate terminal at high frequencies. Hence, apart from the channel current
thermal noise spectral density Sid , the high-frequency noise also consists of the
induced gate noise spectral density Sig, which increases with f 2. Since both
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Sid and Sig stem from the same noise origin, they are partly correlated with
correlation coefficient c.

Most available noise models for MOSFETs such as, e.g., the well-
known Van der Ziel model [66], make use of the so-called Klaassen-Prins
approach [67]. This approach, however, does not accurately account for veloc-
ity saturation [68]. As a result these models are inaccurate for short-channel
devices [24, 69], where in particular Sig is underestimated. An improved
Klaassen-Prins approach, which accurately accounts for velocity saturation,
was developed in [24, 69] and is used in MM11, level 1102, and in PSP.

In this approach, the channel current spectral density can be written as:

Sid = Nd ·
∫ VDB

VSB

g2
c (V ) · dV (50)

where Nd = 4 · k · T · I−1
DS · L−2

c , and gc and Lc denote the corrected chan-
nel conductivity and channel length, respectively. For the velocity saturation
expression (18) used in PSP:

gc (V ) = g2
0 (V )

g (V )
(51)

Lc = L ·
∫ VDB
VSB

gc (V ) · dV
∫ VDB
VSB

g (V ) · dV
(52)

Here g0 (V ) is the channel conductivity without velocity saturation:

g0 (V ) = µeff · W · qi (V ) (53)

and g (V ) is the channel conductivity (including velocity saturation):

g (V ) = g0 (V )√
1 + (

µeff · Ey/vsat
)2

(54)

Note that the channel current IDS is a simple function of channel conductivity:
IDS = g(V ) · dV/dy.

The gate current spectral density can be written as [24, 69]:

Sig = Ng ·
∫ VDB

VSB

g2
c (V )

·
(∫ V

VSB

gc

(
V

′) ·
[
qg

(
V

′) − qg (V )
]

· dV
′
)2

· dV

(55)

whereNg = Nd · ω2 · W 2/I 4
DS. The cross-correlation spectral density between

gate and drain current is given by [24]:

Sigid = Ngd ·
∫ VDB

VSB

g2
c (V )

·
(∫ V

VSB

gc

(
V

′) ·
[
qg

(
V

′) − qg (V )
]

· dV
′
)

· dV
(56)
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Figure 12. Drain (Sid) and gate (Sig) current noise spectral density versus gate-source bias for
an L = 90 nm n-channel device. Symbols denote measurements and lines represent modeled
results using PSP.

where Ngd = −j · Nd · ω · W/I 2
DS. Finally, the correlation coefficient c is

given by:

c = Sigid√
Sig · Sid

(57)

Using the symmetric linearization method, the improved Klaassen-Prins
approach can be straightforwardly included in the ψs-framework. The
corresponding expressions for Sid , Sig and c can be found in the PSP doc-
umentation [32]. The resulting noise model gives an accurate description of
high-frequency noise in MOSFETs down to deep-submicron dimensions, see
Figure 12. The model is in good agreement with measurement data without
using any additional noise parameters.

5. Junction Diode Model

In a MOS device, the drain/bulk and source/bulk junctions act as diodes, and
as a result they will also contribute to the bulk current and capacitance. Due to
the ever increasing junction steepness and pocket implantations, junction leak-
age is an increasing concern in CMOS technology scaling. The physical phe-
nomena responsible for the increasing junction leakage are Shockley-Read-Hall
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generation/recombination (SRH), trap-assisted tunneling (TAT) and band-to-
band tunneling (BBT). Present-day compact models [1, 58] lack accurate phys-
ical descriptions of these effects. The PSP model contains a new junction diode
model named JUNCAP2 [30], that is also available in stand-alone format. In
contrast to earlier models [1, 58, 59], this model (i) gives single-piece expres-
sions for SRH and TAT, valid in both forward and reverse mode of operation,
(ii) removes the need for introducing an unphysical ideality factor, (iii) extends
the existing model for TAT, valid at low fields, to the high-field regime encoun-
tered in modern MOS junctions, and (iv) is valid for junctions of arbitrary
grading coefficient. In addition, the model incorporates shot noise in the junc-
tion current.

For the accurate modeling of a typical drain/bulk or source/bulk junction
region, JUNCAP2 distinguishes three components: the bottom-edge, the STI-
edge and the gate-edge component. These components scale differently with
geometry, and, due to different junction steepness and doping concentrations at
the different edges, these components show different electrical behavior. This is
incorporated in JUNCAP2.As a result, JUNCAP2 gives an accurate description
of the electrical behavior of junctions in modern CMOS technologies over a
wide range of bias, geometry and temperature [30], see Figure 13.
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Figure 13. Junction leakage current Ijunction versus applied junction bias Vjunction at differ-
ent temperatures for a typical n+/p junction in 0.12 µm CMOS technology. Symbols denote
measurements and lines represent modeled results using JUNCAP2.
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6. Non-Quasi-Static Model

The intrinsic charge model described in Section 2.4 is quasi-static (QS).
The QS approach assumes that a charge QX can be attributed to a terminal
X and that QX changes instantaneously with a changing terminal voltage. In
other words, it assumes that carriers travel at infinite velocity, which is not
physical. A finite carrier velocity results, for example, in a phase shift (or
delay) between the channel current and the gate voltage. This phase shift is not
taken into account in the QS approach. This implies that for applications at high
frequencies (approaching the cut-off frequency of the device) or for applications
subject to fast transients, errors have to be expected in the QS approach due to
non-quasi-static (NQS) effects.An NQS model of the MOSFET is thus essential
for these applications.

Of the several NQS models developed at present, two allow an arbitrary
trade-off between model accuracy and complexity: the channel segmentation
method [70] and the spline-collocation technique [8, 15, 31]. The latter is more
calculation-time efficient and is adopted in PSP after careful verification based
in part on the channel segmentation method [31].

The spline collocation technique converts the partial differential equation
expressing channel current continuity into a system of coupled ordinary differ-
ential equations that can be readily solved by circuit simulators. This is done
as follows. Using (8) the continuity equation for the channel current i(y, t)

∂i(y, t)

∂y
=W · ∂qi(y, t)

∂t
(58)

is brought into a form [71] R(y, t) = 0 where:

R(y, t) = ∂qi

∂t
+ ∂

∂y
·
[
µ ·

(
qi

dqi/dψs

)
− φT

]
· ∂qi

∂y
(59)

This automatically includes both drift and diffusion components of the current
in the NQS model and with a proper choice of theqi(ψs)dependence includes all
regions of MOSFET operation [15]. The collocation method is a particular form
of the weighted residuals technique in which qi(y, t) dependence is approxi-
mated by a simpler function qa(y, t) and instead of demandingR(y, t) = 0 one
imposes a weaker set of N conditions:

∫ L

0
wk(y) · Ra(y, t) · dy = 0; k = 1,2, . . . ,N (60)

where wk(y) are appropriately chosen weighting factors and Ra is obtained
from R by changing qi into qa. Specifically, for the collocation method

wk = δ(y − yk) (61)
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where yk = k/(N + 1). This is equivalent to requiring the continuity equation
to be satisfied at N equidistant collocation points yk rather than at any point
along the channel.

A simple choice for qa is a polynomial

qa =
m∑

n=1

an(t) · yn (62)

with time-dependent coefficients. This approach (with N = 1 and m = 2) has
been used in the first successful application of the collocation method to
the MOSFET NQS modeling [72]. Unfortunately, for m > 2 the polynomial
approximation introduces unphysical oscillations of the inversion charge as
a function of distance. This limits the technique to a single collocation point
(N = 1) which is not sufficient, for example, for RF simulations and some fast
transients.

A more powerful technique, the so-called spline collocation method, is to
approximate the inversion charge by cubic splines with time-dependent coef-
ficients selected as to provide continuity of qa and its first two derivatives with
respect to coordinate y. In this case qa is oscillation-free for an arbitrary num-
ber of collocation points. Using Eqs. (60) and (61) one obtains a system of N
ordinary first degree differential equations of the type

dzk

dt
= fk (z1, . . . ,zk) (63)

where zk = qa(yk, t) and fk are known functions. Equations (63) are easily
solved by circuit simulators (e.g., using coupled RC subcircuits) and the termi-
nal currents are evaluated in terms of zk and their time derivatives. Complete
details are given in [8, 15, 31]. Here we note only that all terminal cur-
rents are automatically included in this approach. The NQS model used in
PSP directly includes mobility reduction, velocity saturation and other small-
geometry effects [31].

An important advantage of the spline collocation method is the arbitrary
number of collocation points that translates into an arbitrary precision of the cal-
culations (naturally, increasing N requires longer simulation times). Typically
N = 2 is sufficient for transient simulations whileN = 5 is used in RF applica-
tions. The latter also requires inclusion of the substrate subcircuit as described
in [70]. Typical results for transient simulations are shown in Figure 14.

In addition to the overall reduction of the current, mobility reduction length-
ens the transients. An example of RF simulations is shown in Figure 15 indicat-
ing a good agreement with measured results and channel segmentation method.
In addition, PSP NQS model has been verified by comparison with the direct
numerical solution ofR(y, t) = 0. Since both the large-signal and small-signal
NQS models use the same set of equations (63), they are consistent with each
other and with quasi-static simulations, which appear as a proper limiting case
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Figure 14. Transient response ofW/L = 5µm/5 µm MOSFET with and without short-channel
effects (SCE). The gate voltage is ramped from 0 to 3V in 0.5 ns.
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Figure 15. Real part of input admittance Y11 versus frequency f for different bias conditions
for an n-channel MOSFET; VSB = 0V, W/L = 120µm/3 µm. Symbols denote measurements,
dotted lines denote modeled results using PSP QS-model, solid lines denote modeled results
using PSP NQS-model with N = 5, and dashed lines denote modeled results using N = 5
segmentation model [70] based on MM11. In the simulations bulk and gate resistances have
also been taken into account.
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of slow transients or in the low-frequency limit. This is not necessarily true for
other NQS models.

7. Conclusions

The PSP model is a new compact MOSFET model which combines and
extends the best features of the SP and MM11 models. The merger of SP
and MM11 into PSP was facilitated by the compatibility of SP and MM11;
both models are surface-potential-based, make use of some sort of symmetric
linearization and make a distinction between local and global parameter level.

PSP is based on the formulation of surface potential and makes use of an
analytical approximation of surface potential with an accuracy better than 1nV
for both positive and negative bias on the source-bulk drain-bulk junctions. The
derivation of the model expressions is considerably facilitated by the use of the
symmetric linearization method. This method was developed in the framework
of the SP model, and it has been expanded for PSP in order to include the
velocity saturation model of MM11. It results in simple yet accurate expressions
for the electrical quantities of the intrinsic MOS device, such as drain-source
current, gate current, terminal charges and noise.

The extrinsic model in PSP includes accurate expressions for the gate cur-
rent, the bulk current due to impact-ionization and gate-induced drain leakage,
and the bias-dependent overlap capacitances. For this purpose, PSP uses a
description of surface potential in the overlap regions, which is simpler than
the above surface-potential description in the intrinsic region.

The noise model in PSP includes flicker noise, thermal noise, induced gate
noise, and shot noise in the gate and bulk currents. The thermal noise and
induced gate noise are partly correlated, and, in contrast to other models, their
description accurately incorporates the impact of velocity saturation. The result-
ing noise model gives an accurate description of noise in MOS devices down
to deep submicron devices without the use hot electron effects.

In addition, PSP contains a new junction diode model JUNCAP2, which is
more accurate than state-of-the-art junction diode models. JUNCAP2 includes
an accurate description of the Shockley-Read-Hall generation/recombination,
trap-assisted tunneling and band-to-band tunneling phenomena, which are
important in present-day and future CMOS technologies.

PSP incorporates a support module for the modeling of non-quasi-static
(NQS) effects, which is important for high-frequency IC-design. The NQS-
model in PSP makes use of the spline-collocation technique, which allows for
a trade-off between complexity and model accuracy by changing the number of
collocation points. In contrast to other NQS-models, this technique is suitable
for both small-signal and large-signal simulations, and it is compatible with the
quasi-static description in the limiting cases of slow transient and low-frequency
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operation. The spline-collocation technique is less computation-time intensive
than the channel segmentation method.

The PSP model has been subjected to the standard convergence tests and
verified by comparison with data obtained from several 90 nm and 65 nm node
processes. PSP has been selected as a new industry standard for the next genera-
tion compact MOSFET model by the Compact Modeling Council (CMC) [73].
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Abstract: The EKV3.0 MOS transistor compact model addresses the design and circuit
simulation of analog, digital and RF integrated circuits using advanced sub-
100 nm CMOS technologies. This chapter presents the physical foundation of
the charge model, as well as its extensions to account for geometrical effects, gate
current, noise etc. The model is compared to data ranging from 0.25 um to 90 nm
CMOS generations. A parameter extraction procedure is outlined. EKV3.0 has
been developed in the Verilog-A behavioral language for reasons of portability
among simulators.
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inversion; moderate inversion; analog/RF circuit design; EKV model; Verilog-A.

1. Introduction

For circuit-level design of CMOS analog and radio frequency inte-
grated circuits (RFICs), the compact MOS transistor (MOST) model is the
key “workhorse” enabling the designer to efficiently achieve design goals.
Recently, the demand from the circuit design community for highly consistent,
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physics-based and full-featured compact models has increased particularly in
view of using sub-100 nm CMOS technologies.

A primary concern for advanced MOST models is its physical basis. The
charge-based model approach taken within the EKV model is itself based on a
surface-potential analysis. The basic charge modelling approach [3–12] allows
physically consistent and accurate modelling of current, terminal charges and
noise, without introducing artificial parameters besides the physical parameters
of surface potential modeling (e.g. [13, 14]). Besides supporting full circuit sim-
ulation, the compact model should however also have an efficient counterpart
for circuit design. The development of the EKV model always was driven by
the needs of analog IC design [1, 2]. For many circuit applications, even at RF
frequencies, operation in weak and particularly moderate inversion may offer a
favorable trade-off among power consumption, linearity, matching, noise and
bandwidth. The charge-based approach offers suitable expressions for hand-
calculation, which a surface-potential only model cannot offer.

For advanced CMOS generations, new effects have appeared which have
a significant impact on circuit design, such as undesirable gate tunneling cur-
rents, layout-dependent stress effects affecting each device as well as geomet-
rical scaling and many more. Analog circuit design requires particular attention
for accurate modelling of transconductances over all bias ranges and geome-
tries [36, 37]. For applications at radio-frequencies (RF), multi-finger device
layout is commonly used [27, 30, 33, 35], which combines the above-mentioned
effects with the complexity of non-quasistatic (NQS) behavior of the MOS
channel [28, 29, 31]: the traditional quasistatic approach for handling the MOS
channel is insufficient to accurately account for high-frequency effects.Thermal
noise in short-channel transistors is enhanced [34], while at high frequencies,
channel thermal noise is capacitively coupled into gate and substrate (induced
gate and substrate noise) [32].

The present chapter presents the basic approach taken in the context of the
EKV MOST model to implement the above effects. The full-featured EKV3.0
compact MOST model [41–47] for circuit simulation is presented together
with its basic list of parameters. Application examples range from 0.25 um
to 90 nm CMOS. A parameter extraction procedure is outlined [38–41], and
implementation in Verilog-A language [48, 49] is shortly discussed.

2. Ideal Charge-Based Model of the MOS Transistor

2.1. Surface Potential and Inversion Charge Modelling

The total channel charge densityQ′
C in an infinitesimal piece of the channel

is found by applying Gauss’ law,

Q′
C = −C ′

OX · (VG − VFB − �S) (1)
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where �S is the surface potential, C ′
OX = εOX/TOX the oxide capacitance

per unit area, and VFB the flat-band voltage. The bulk depletion charge Q′
B

is given by,

Q′
B = −√2qεsiNsub�S (2)

and εOX and εsi are the permittivities of silicon and silicon dioxide, respectively.
The gate oxide thickness TOX and the substrate doping concentration Nsub,
together with VFB are the main actual physical parameters describing the MOS
technology.

Inversion charge is then expressed as,

Q′
I =Q′

C − Q′
B = −C ′

OX ·
(
VG − VFB − �S − γ

√
�S

)
(3)

where γ = √
2qεsiNsub/C

′
OX is the substrate effect parameter. As can be seen

in Figure 1, the relation among inversion charge and surface potential at fixed
gate voltage is approximately linear. Linearizing the inversion charge versus
surface potential provides the inversion charge linearization factor nq ,

nq ≡ ∂
(
Q′
I /C

′
OX

)

∂�S
= 1 + γ

2
√
�S

(4)

Figure 1. Normalized inversion charge versus surface potential �S for varied, fixed values of
gate voltage VG. Numerically calculated (markers) and approximation by linearization (lines).
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Neglecting, on the other hand, inversion charge density in (3) provides the
pinch-off surface potential �P [5, 10, 12, 15],

�P ≡ �S |QI=0 = VG − VFB + γ ·


γ

2
−
√
γ 2

4
+ VG − VFB



 (5)

We can therefore express the inversion charge as,

Q′
I

∼= nq · C ′
OX · (�S − �P ) (6)

We then define the pinch-off voltage VP as [12],

VP ≡ �P − �0 where �0
∼= 2�F = 2UT ln

(
ni

Nsub

)
(7)

where�F is the quasi-Fermi potential and ni the intrinsic carrier concentration.
A convenient approximation of the pinch-off voltage is [5],

VP ∼= VG − VTO

n
where VTO = VFB + �0 + γ

√
�0 (8)

where n is the slope factor,

n ≡
[
∂�P

∂VG

]−1

= 1 + γ

2
√
�P

(9)

An illustration of pinch-off voltage and slope factor is given in Figure 2.

Figure 2. Pinch-off voltage (left axis) and slope factor (right axis) versus gate voltage,
measurement and EKV3.0 model.
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Figure 3. Surface potential �S versus gate voltage VG and various values of VS . The EKV
model provides an accurate and continuous approximation to numerically calculated surface
potential from accumulation through depletion and inversion.

Note that formally the inversion slope factor nq and the slope factor n
are very close. More detail on the interpretation of both can be found in [].
While nq appears in the normalization quantities for charges and current, the
slope factorn is related to the substrate effect and hence they have a different role
which needs to be kept separate in the model code for computer simulation. For
approximate use in terms of hand calculation, both may be assumed the same.

The surface potential is not used explicitly in the model, but can be recalcu-
lated from the charge expressions. Anticipating the further model expressions
for accumulation-, depletion- and inversion charge (see next section), Figure 3
shows the result of EKV3.0 modelling of surface potential versus gate voltage
and different channel voltages. The model compares well with the numerical
solution for the surface potential, and provides continuity through all modes of
operation.

2.2. Model for Drain Current

The current transport equation in MOS transistors is written,

ID = µ · W ·
(

−Q′
I · ∂�S

∂x
+ UT · ∂Q

′
I

∂x

)
(10)
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whereµ is the carrier mobility. Using the charge linearization scheme [3–8, 10],

∂�s

∂x
∼= 1

nq

∂Q′
i

∂x
(11)

allows us to integrate the channel current ID from source to drain in terms of
source and drain inversion charge densities qs and qd , respectively [10, 12],

ID = 2 · nq · U 2
T · µ · C ′

OX

W

L

[
q2
s + qs − q2

d − qd

]
(12)

Note in the above that the drain current can now be written in symmetric forward
and reverse normalized currents if and ir , [5] respectively,

ID = ISpec · [if − ir
]
{
if = q2

s + qs
ir = q2

d + qd
(13)

where ISpec is the specific current [5],

ISpec = 2 · nq · β · U 2
T where β = µ · C ′

OX

W

L
(14)

The only missing relationship is the one linking charge to applied voltages. It
can be shown that the following relationship among pinch-off voltage, inversion
charge density and channel voltage νch holds throughout the channel [8, 10, 12],

νP − νch = 2qi + ln(qi)
{
νP − νS = 2qs + ln(qs)
νP − νD = 2qd + ln(qd)

(15)

This relationship clarifies the linear relationship among charge and volt-
age corresponding to strong inversion (νP − νS,D > 0), while the logarith-
mic relationship results in weak inversion (νP − νS,D < 0). From these
relationships, it is easy to derive tables of approximate relationships for drain
current and transconductances holding in weak/strong inversion, as well as
saturation/non-saturation according to the relations among νD and νS .

Note that the above relationship is not analytically invertible to express
charge in terms of voltage. This inversion is achieved by an approximation
yielding high accuracy and continuity.

2.3. Transconductances

The relationship among transconductance and inversion charge densities at
source and drain is immediate [5, 10],

gms = YSpec · qs
gmd = YSpec · qd where YSpec = 2 · nq · β · UT (16)
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Figure 4. Normalized transconductance versus normalized current, from different NMOS and
PMOS transistors from various CMOS technologies.

Noting the relationships among normalized current and charge, the
important relationship among transconductance and normalized current is
established [7],

gms · UT
ID

= 1
1
2 +

√
1
4 + if

gmd · UT
ID

= 1
1
2 +

√
1
4 + ir

(17)

Figure 4 shows normalized source transconductance of various transis-
tors versus normalized current in saturation operation, compared to the above
theoretical expression. Measurements coincide with the theory for a wide range
of different CMOS technologies.

Further interesting relationships among different transconductances can be
established [37],

gm = gms − gmd

n
and gmb = n − 1

n
(gms − gmd) (18)

2.4. Integral Charges and Transcapacitances

Integration of local charge densities along the MOS channel provides a
means to express the total inversion and depletion charge. Ward’s charge
partitioning scheme [18] is applied to attribute a part of each channel charge to
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either source or drain,

QI = W ·
L∫

0

Q′
I (x) · dx (19)

QD = W ·
L∫

0

x

L
Q′
I (x) · dx (20)

QS = W ·
L∫

0

(
1 − x

L

)
Q′
I (x) · dx (21)

where we note that QI =QS + QD. The transcapacitances are then obtained
using partial differentiation,

CXY ≡ ±δ ∂QX

∂VY
where δ =

{+1 X = Y

−1 else
(22)

An illustration of total gate capacitance, including polydepletion effect (see
next section) is shown in Figure 5 versus gate and drain voltage. A notable dif-
ficulty is achieving continuous charge and transcapacitance expressions across
the flat-band voltage. Further details can be found in [10, 19].

Figure 5. Normalized total gate transcapacitance CGG.versus gate and drain voltages VG.and
VD , where VS = 0V. The operating regions cover accumulation (left) to depletion and inversion
(right), and linear operation (front) to saturation (back).
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2.5. High-Frequency Model

A general model for high-frequency small-signal operation [28, 31]is shown
in Figure 6. The three voltage controlled current sources (VCCS) are defined as,

Im = Ym · (V (gi) − V (bi))

Ims = Yms · (V (si) − V (bi)) (23)

Imd = Ymd · (V (di) − V (bi))

General relationships hold in all operating regions among transadmittances
and admittances,

Ym = Yms − Ymd

n

Ygbi = n − 1

n
(jω · WLC′

ox − Ygsi − Ygdi) (24)

Ybsi = (n − 1) · Ygsi

Ybdi = (n − 1) · Ygdi

The above transadmittances are governed by a bias-dependent critical nor-
malized frequency 
crit = ωcrit/ωspec defined as [28, 31],

 

Ims

Im
Ygdi

gds

Ybdi

Imd

Ybsi

YgsiYgbi

di

bi

gi

si

bi

NQS

I

I

gi

I

I

gi

Figure 6. Small-signal equivalent circuit for HF application.
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crit = 30 · (qs + qd + 1)3

4q2
s + 4q2

d + 12qsqd + 10qs + 10qd + 5


crit =





15

2
qs SI(sat.)

6 WI(sat.)

(25)

where ωspec = µUT /L
2. The non-quasistatic model reduces to the quasistatic

counterpart at lower frequencies, essentially depending on inversion conditions,
besides mobility and channel length.

The 3 transadmittances and the 5 admittances depend on two general auxil-
iary functions, ξm and ξc, respectively. These are detailed in [28, 31] and further
illustrated in Figure 7.

3. Extensions of Charge-Based Modelling Approach

The ideal MOS transistor model framework as presented in the previous
section needs to be complemented to account for all imperfections related
to high-field effects, high doping concentrations, thin gate dielectric, parasitic
capacitances and leakage, series resistance etc. These effects are summarized in
Table 1. Several among these will be further presented throughout the following
subsections.
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Table 1. Effects covered in the EKV3.0 compact MOS transistor model.

“Long-channel”

Polydepletion (PD) effect

Quantum mechanical (QM) effect

PD effect in accumulation in MOS varactors

Continuous depletion/accumulation
charge/transcapacitances

Vertical/lateral non-uniform doping

Vertical field dependent mobility based on
effective field including Coulomb, phonon-
and surface roughness scattering

Output conductance degradation due to
pocket/halo implants

NQS effects, consistent large- and small
signal approach

Thermal noise, flicker noise

Induced gate- and substrate noise at NQS
conditions.

“Short-/Narrow channel”

Reverse short-channel effect (RSCE)

Inverse narrow width effect (INWE)

Source/drain charge sharing

Drain induced barrier lowering (DIBL)

Weak inversion slope degradation

Velocity saturation (variable order) channel
length modulation

Hot-carrier effects on short-channel thermal
noise

2nd order scaling effects

Matching

Parasitic effects

Bias-dependent series resistance

Bias-dependent overlap & inner fringing
charge/capacitance

Gate tunnelling current

Gate induced source/drain leakage

Edge conduction effect

3.1. Polydepletion and Quantum Effects

Depletion in the polysilicon gate and energy quantization of the mobile
carriers in the channel drastically reduce the performance of deep submicron
CMOS technology. Quantum mechanical (QM) and polydepletion (PD) effects
delay the formation of either accumulation or inversion charge with applied
gate bias. The most immediately observed changes in device characteristics
are increased threshold voltage and decreased gate capacitance, resulting in
reduced drain current. Implementation of both these effects has been presented
in [15–17].

Polydepletion, resulting from insufficient doping of the polysilicon gate,
usually occurs when the MOS channel is inversion for usual type of gate dop-
ing, i.e. opposite to the type of channel doping. The EKV3.0 model provides
however also the possibility of choosing the same doping type for the gate as
for the channel. For further discussion of this point the reader is referred also
to the section on overlap charge/capacitance as well as parameter extraction.
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3.2. Mobility, Velocity Saturation and Channel Length
Modulation

Various scattering mechanisms reduce carrier mobility depending on the
field strength, either vertical field, or longitudinal field in the MOS channel.
In long-channel MOSTs operating in inversion, the mobility of the carriers is
dominated by Coulomb scattering at low vertical field, while phonon scattering
dominates at intermediate and surface roughness scattering at high vertical field
strength. A convenient way to combine these effects is via the Matthiessen rule,

1

µ
= 1

µC
+ 1

µph
+ 1

µsr
(26)

where µC,µph and µsr correspond to the three respective mobility effects.
Coulomb scattering increases at lower temperatures and higher doping den-

sities, and is therefore important at low-temperature operation and/or with
highly doped substrates as in advanced CMOS. Phonon-scattering has a well-
known temperature dependence reducing mobility at higher temperatures also
in less highly doped MOS channels and intermediate vertical field strength,
while surface roughness scattering is only slightly temperature dependent.

Due to the field-dependence of the scattering mechanisms, mobility in the
MOS channel is position dependent due to the change in charge density along
the channel. An integration along the channel provides the integral mobility of
the MOS transistor,

µ̄ = 1

1
L

L∫

0

[
1
µC

+ 1
µph

+ 1
µsr

]
· dx

(27)

where the Coulomb, phonon- and surface roughness scattering limited mobility
terms depend on local charges or vertical fieldE⊥ = ∣

∣Q′
B + ηQ′

I

∣
∣/εsi, respec-

tively, as,

1

µC
∝
[

1

2
+
∣
∣Q′

I

∣
∣

εsi

](−1≥αC≥−2)
1

µph
∝ [E⊥]1/3 1

µsr
∝ [E⊥]2 (28)

The above integration can be carried out resulting in an expression notably
depending on inversion charge densities at source and drain. The integral mobil-
ity is then used in the drain current expression. As a result, vertical field mobil-
ity is naturally dependent not only on gate, but also source and drain voltages,
without introducing artificial dependences or parameters. An illustration of the
resulting mobility for a long-channel transistor is shown in Figure 8.

In short-channel transistors, velocity saturation is the main effect limiting
mobility and therefore available drain current, which is sensible mostly in strong



EKV3.0: An advanced charge based MOS transistor model 79

Figure 8. Integral mobility (arbitrary units) versus gate and drain voltage in a long-channel
MOST, showing the influence of Coulomb- (low VG), phonon- and surface roughness (high
VG) scattering, as well as dependence on drain voltage from linear to saturation operation, at
VS = 0V.

inversion for velocity saturated conditions. Mobility of the channel carriers is
related to drift velocity νd as,

µ = νd/EII (29)

where EII = ∂�s/∂x is the longitudinal field along the channel. The inversion
charge linearization vs. surface potential is again conveniently used, ∂�s ∼=
∂Q′

i/nq . A common approach to relate velocity saturation to mobility is the
well-known 1st-order hyperbolic model

νd = νsat
EII/EC

1 + EII/EC
(30)

where EC ∼= νsat/µ0 is the critical field for velocity saturation usually consid-
ered as a temperature dependent parameter.

The above mobility relationship is easy to handle analytically and is there-
fore often preferred for simplicity. Theoretically, a 2nd-order velocity-field rela-
tionship should be used for electrons. In EKV3.0, a variable-order velocity-field
relationship is used as follows,

νd = νsat
EII/EC√

1 + [2(2 − δ) · (EII/EC)]
2

G + |2(2 − δ) · (EII/EC)| + (EII/EC)
2

(31)

where 1 ≤ δ ≤ 2 is an adjustable parameter defining the order of the velocity-
field-relationship and G is a constant. In Figure 9, the variable-order velocity-
field relationship is compared with 1st- and 2nd-order relationships.
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Figure 9. Variable-order velocity-field relationships compared with 1st- and 2nd-order
relationships.

The final drain current expression including vertical field and velocity sat-
uration is then,

ID =
2nqU 2

T · µ̄⊥C ′
OX

W

L

[
q2
s + qs − q2

d − qd
]

√

1 + [4ε(2 − δ) · (qs − qd)]
2

G + |4ε(2 − δ) · (qs − qd)| + (2ε (qs − qd))
2

(32)

where ε = UT /L · EC . Note that this formulation not only introduces a flexible
handling of the degree of velocity saturation, it also responds to the need of
correctly handling source-drain symmetry at the point VD = VS .

Output conductance in short-channel transistors in saturation is domi-
nated by channel length modulation mostly in strong inversion. A quasi-
two-dimensional approach is used to model the modulation of the channel
length �L,

�L ∼= λ · ln
(

1 + VDS − VDSsat

LC · EC
)

where LC =
√
εsi · XJ
C ′

OX
(33)

whereXJ is the junction depth andλ the adjustable parameter for channel length
modulation. The saturation voltage is related to inversion charge densities,

VDSsat = UT

[
2
(
qs − q ′

d

) + ln
(
qs

q ′
d

)]
(34)

q ′
d

∼= qs + 1

2

(
1

ε
+ 1 −

√
1

4
+ 1

2ε

(
1

2ε
+ 1 + 2qs

))

(35)
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Further details of handling CLM in the context of EKV3.0 may be found
in [10]. Note that mobility expressions are valid for the part of the channel that
is not velocity saturated. In the following, the actual channel length is expressed
as L→ L − �L, and in the previous evaluations, the inversion charge density
at the saturation point is considered instead of the at the drain as qd → q ′

d .
Precautions are again needed so that no discontinuities are created at VD = VS .

3.3. Series Resistance

Source and drain series resistance, if handled as distinct elements, cause
additional internal nodes and therefore increase simulation time of large cir-
cuits.An simple and efficient approach to handle series resistances is to consider
their approximate effect on drain current,

ID ∼= ID0

1 + gms0 · RS + gmd0 · RD (36)

where RS and RD are the source and drain resistances, respectively. In the
above expression, ID,gms0 and gmd0 denote the drain current and source- and
drain transconductances evaluated assuming no series resistances are present.
The direct relation among transconductances and inversion charge densities
gms = YSpec · qs and gmd = YSpec · qd can be conveniently used. Furthermore,
since R ∝ ρsh · Ldif/W , we obtain,

ID ∼= ID0

1 + r · qs0 + r · qd0
where r = 2nUT µρsh

Ldif

L
(37)

where Ldif is the length of the LDD diffusion and ρsh the sheet resistance.
Besides this simple approach to account internally for series resistance, the

model also offers the possibility to add external series resistances, requiring
however two additional nodes. The model user has therefore the choice among
the more efficient, although less accurate, approach of internally accounting for
series resistance, or the external one incurring increased computational effort
in large circuits, however providing higher accuracy.

3.4. Short-Channel Effects: DIBL, Charge Sharing, RSCE

In order to control short-channel effects in ultra-deep submicron CMOS,
halo or pocket implants are commonly used, as is illustrated schematically
in Figure 10. Commonly used techniques are Shallow trench isolation, halo or
pocket implants near source and drain to control short-channel effects, salicided
gate and junction areas and possibly nitrided oxides to reduce gate current.

Drain induced barrier lowering (DIBL), charge sharing and reverse short-
channel effect (RSCE) are the main effects dominating weak inversion opera-
tion. In Figure 11 the effect of an increasing longitudinal field on the surface
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Figure 10. Schematic cross-section of short-channel NMOS and PMOS transistors in an
advanced CMOS technology using shallow trench isolation (STI), oxynitride gate oxide, halo
implantation near source/drain, and salicided gate and junction areas.
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Figure 11. Drain induced barrier lowering effect on surface potential, along the channel, for
a long- (lines) and a short-channel (markers and lines) transistors, for fixed VS and VD and
increasing values of VP .

potential distribution along the channel can be observed. While the drain volt-
age has practically no incidence on the surface potential for a long transistor,
a short channel transistor is affected significantly by the drain. A quasi-two-
dimensional solution of the field distribution near the drain leads to the expres-
sion used in EKV3.0.

The DIBL effect is governed by a characteristic length, L0,

L0 = ηD ·
√
εsi · γ
q · Nsub

√
�0 (38)

where ηD ∼= 1 is the main parameter for DIBL. Note the other implicit depen-
dences of L0 on Nsub and C ′

ox, as well as temperature via �0 – since the latter
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decreases with increased temperature, DIBL tends to have less influence at
higher temperature and vice versa.

The estimated difference ��S of minimum surface potential in the short-
channel case, due to DIBL, with respect to the long-channel case, is propor-
tional to,

��S ∝ e

(
− 1

2
L
L0

)
(39)

and is therefore exponentially dependent on channel length. Note that the expo-
nential is bias-independent and therefore can be evaluated once for each chan-
nel length. The ��S shift is itself approximated by an equivalent shift of the
pinch-off voltage �VP ≈ ��S .

The combination of DIBL, charge-sharing and reverse short-channel effect
in EKV3.0 gives good results for threshold voltage modelling over channel
lengths, as can be seen in Figure 12. Results of threshold voltage modelling

Figure 12. Combined DIBL, charge-sharing and reverse short-channel effect modelling of
threshold voltage in 0.14 um CMOS.

Figure 13. Threshold voltage – relative to long/wide channel – and slope factor n versus channel
length and width. Parameter values are realistic for NMOS transistors of an 0.12 um technology.
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Figure 14. Weak inversion characteristics (left) of a 70 nm n-channel transistor in saturation.
The EKV3.0 model provides accurate modelling of weak inversion slope, and transconductance-
to-current ratio versus normalized drain current. Output characteristics (right) for the same
transistor, measurements and modeled with EKV3.0.

for NMOS and PMOS transistors over channel length of an 0.14 um CMOS
technology is shown.

The combined short-and narrow-channel effects on threshold voltage and
slope factor n are further illustrated in Figure 13. Both characteristics are
notably influenced by RSCE and short-channel roll-off mainly due to DIBL
and charge sharing. In the width dimension, note the influence of INWE.

In the following, drain current characteristics and related transconductance
and output conductance are presented in Figure 14 for an NMOS transistor with
effective channel length of 70 nm. These characteristics are all very strongly
dependent on DIBL, most notably in weak-moderate inversion.

In order to illustrate these short-channel effects further, Figure 15 shows
normalized gate and source transconductance for long- and short-channel
transistors of an 0.14 um CMOS technology. Overall the EKV3.0 model rep-
resents all characteristics very well. Note that the gate transconductance-to-
current ratio in weak/moderate inversion is almost unaffected by channel length,
due to a compensating effect among charge sharing (reducing the substrate
effect and hence improving weak inversion slope) and DIBL (deteriorating the
weak inversion slope).
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Figure 15. Gate (top) and source (bottom) transconductance to current ratio versus normal-
ized drain current, for long-channel (left) and short-channel (right) transistors in 0.14 um CMOS.
DIBL effect is responsible for a reduction ofgms in weak inversion for the short-channel transistor.

Figure 16. Normalized output conductance-to-current ratio in 0.14 um CMOS. Note that nor-
malized output conductance, instead of improving with longer channels, remains stable or even
deteriorates with longer channel lengths (0.3–2 um) in moderate/weak inversion.

Finally, Figure 16 shows normalized output conductance to current ratio
versus normalized current for the same technology. It would be expected that
normalized output conductance should improve steadily with longer channel
lengths. This can be seen not to hold for some intermediate channel lengths,
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Figure 17. Long- and short-channel NMOS CV characteristics from 0.12 um CMOS, normal-
ized to C′

oxWL, versus gate voltage, for different channel voltages.

where normalized output conduction to current ratio even deteriorates. This is
attributed to the presence of pocket or halo doping implants, degrading output
conductance at longer channel lengths.

3.5. Overlap and Fringing Capacitances in Advanced
CMOS

Long- and short-channel CV characteristics of an 0.12 um CMOS process
are illustrated in Figure 17. Note the correct fitting of all capacitances simul-
taneously, as well as good fitting of the crucial overlap capacitances in the
short-channel characteristics. The latter contribute close to 45% of the total
capacitance in (strong) inversion. Overlap and inner fringing capacitances are
formulated as charges – preferred over capacitances [25], which are added to the
intrinsic channel charges. Note that the overlap capacitances may themselves
be affected by polydepletion – just as for MOS varactors in accumulation –
when the channel is inverted.

For fringing charge/capacitances, an approach similar to [26] is used. This
allows to improve inversion related capacitances in moderate inversion and at
the onset of strong inversion significantly as illustrated in Figure 17.

3.6. High-Frequency Application of EKV3.0

One requirement for high-frequency circuit simulation is the consistency
among small-signal AC and large-signal transient simulation. While the NQS
model presented in the previous section is attractive for its analytical simplicity
and its capacity to provide insight in the physics of high-frequency operation
of a MOST, it does not provide a solution for transient large-signal simulation.

A convenient approach to solve this problem is the dividing the intrinsic
MOS channel into segments as is shown in Figure 18. A number of N channel
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Figure 18. Principle of channel segmentation for consistently handling non-quasistatic (NQS)
large-signal and small-signal effects. Real and imaginary part ofY21 for short (L = 80 nm, left)
and long (L = 2 um, right) channel multifinger NMOS transistors operating in saturation and at
3 different gate voltages up to 40 GHz. A qualitatively excellent result is achieved by EKV3.0
with 5 channel segments up to very high frequencies.

segments having an individual length of L/N replace a single transistor with
channel length L. This was similarly used in former Philips’ models (MM11).
A requirement is that the segmented-channel transistor should give the same
static and quasistatic response. This can indeed be achieved in the following
manner: the mobility of the MOS transistor is calculated for the entire channel,
just as if no channel segments existed. Velocity saturation is applied only to
the rightmost transistor at the end of the segments chain. For each intermediate
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node, only the charge densities need to be evaluated to compute the total charges
within each segment.

Figure 18 also presents results on using the above NQS model for small-
signal RF modelling with the example of gate transadmittance Y21 in 90 nm
CMOS. In the short-channel transistor NQS effects are not visible, while a 2 um
transistor shows very significant influence of NQS effects. In the present case,
EKV3.0 with 5 channel segments was used. The user may choose the number of
segments freely from 1 to 10, according to his/her needs in terms of accuracy.

3.7. Further Aspects Accounted for in EKV3.0

It should be noted that further aspects are included in the EKV3.0 MOS
compact model but were not further detailed in the present work. Among these,
the following effects should be specially noted:

• Gate tunneling current. The inversion charge linearization principle is
extended to account for tunneling through thin oxides. This becomes
very significant in 90 nm CMOS technologies and below.

• Substrate current.
• Induced noise in gate and substrate [32].
• Hot-carrier, velocity saturation, mobility and CLM effects on short-

channel thermal noise [34].
• Edge conduction effects, resulting from shallow trench isolation.
• Gate and substrate parasitics network for RF application, scaling of par-

asitics with number of fingers for RF-layout.
• Device matching parameters.
• Temperature effects.

Furthermore, the model is completed with complete sets of extrinsic ele-
ments equations, for gate-induced drain/source leakage, diode junction currents
and capacitances, according to the BSIM4 model.

In future releases of the model, it is expected that the following effects will
be made available:

• Layout-dependent stress effects.
• Matching for gate current.

3.8. Parameters and Principles of Parameter Extraction

Table 2 provides a synoptic overview of the main parameters of EKV3.0.
The parameters, written in SPICE syntax, are grouped according to their role
(compare with Table 1), and include indicative and/or default values, with
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Table 2. List of main parameters (∼ 90) in EKV3.0 with indicative values. Parameters for 2nd
order scaling (∼ 30), extrinsic elements (diodes, gate induced drain leakage, series resistance)
are not included.

• Flags • Vsat & CLM par. • Overlap & fringing
+ SIGN = 1 + UCRIT = 5.0E+6 + LOV = 10.0E-9
+ TG = -1 + DELTA = 1.5 + GAMMAOV = 2.5

• Scale parameters + LAMBDA = 0.5 + VFBOV = 0.0
+ SCALE = 1.0 + ACLM = 0.83 + KJF = 0.0
+ XL = 0.0 • Geometrical par. + CJF = 0.5
+ XW = 0.0 + DL = 0.0 • Gate current

• Cgate parameters + DLC = 0.0 + KG = 30.0E-6
+ COX = 10.0E-3 + WDL = 0.0 + XB = 3.1
+ GAMMAG = 6.0 + LL = 0.0 + EB = 29.0E+9
+ AQMA = 0.5 + LLN = 1.0 + LOVIG = 20.0E-9
+ AQMI = 0.4 + DW = -10.0E-9 • Substrate current
+ ETAQM = 0.75 + DWC = 0.0 + IBA = 100.0E+6

• Nch. parameters + LDW = 0.0 + IBB = 300.0E+6
+ VTO = 200.0E-3 • Charge sharing + IBN = 1.0
+ PHIF = 450.0E-3 + LETA0 = 0.0 • Edge device cond.
+ GAMMA = 300.0E-3 + LETA = 1.0 + WEDGE = 10.0E-9
+ VBI = 1.0 + LETA2 = 0.0 + DGEDGE = 30.0E-3
+ XJ = 20.0E-9 + WETA = 1.0 + DPEDGE = 20.0E-3
+ N0 = 1.0 + NCS = 1.0 • Temperature par.

• Mobility • DIBL + TNOM = 27.0
+ KP = 300.0E-6 + ETAD = 1.0 + TCV = 500.0E-6
+ E0 = 1.0E+9 + SIGMAD = 1.0 + BEX = -1.5
+ E1 = 400.0E+6 • RSCE + TE0EX = 0.0
+ ETA = 0.5 + LR = 40.0E-9 + TE1EX = 1.5
+ ZC = 1.0E-6 + QLR = 2.5E-3 + TETA = 6.0E-3
+ THC = 0.0 + NLR = 100.0E-3 + UCEX = 0.8

• Long-ch. gds degr. + FLR = 0.0 + TLAMBDA = 0.0
+ PDITS = 0.0 • INWE + IBBT = 0.0
+ PDITSD = 0.0 + WR = 60.0E-9 + TCVL = 0.0
+ PDITSL = 0.0 + QWR = 2.0E-3 + TCVW = 0.0
+ FPROUT =10.0E+6 + NWR = 50.0E-3 + TCVWL = 0.0
+ DDITS = 0.3 • Series resistance • Flicker noise

• Matching par. + RLX = 50.0E-6 + AF = 1.0
+ AVTO = 0.0 + LDIF = 100.0E-9 + KF = 1.0E-24
+ AKP = 0.0 + EF = 2.0
+ AGAMMA = 0.0

typical values for an 0.12 um CMOS technology. The reader is cautioned that
this list is not exhaustive and that parameter names might slightly differ in the
actual computer simulation model.

A few comments on the parameters are in order here. NMOS and PMOS
transistors have the same parameter set, with same signs of parameters except
for the flag SIGN=1which denotes an NMOS transistor, and SIGN=-1 a PMOS.
The type of the gate can be chosen opposite to the channel as usual for
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enhancement type transistors with TG=-1 (e.g. N+ poly for p substrate), while
TG=1 denotes similar type of gate as the channel. The latter may be used e.g.
for modeling of MOS varactors, which present polydepletion effect when the
channel is accumulated. The scale of parameters (e.g. meter per default, or
micrometer) may be chosen with SCALE.

In Figure 19, a flowchart for the extraction of the main parameters of EKV3.0
is presented. For simplicity, higher-order effects have been omitted.A set of less
than 25 parameters is sufficient to represent current-voltage and capacitance-
voltage characteristics over channel length for one type of transistor. It should
be noted that such a rough hand parameter extraction can be done even by a
non-expert user. Model users of former versions, e.g. EKV2.6, will find many
similarities with the formerly existing model. Once a rough set of parameters
is obtained including length scaling, refinements need to be done for narrow
width effects, combined short/narrow channel effects and temperature. Further
details of parameter extraction are described e.g. in [38–41]. If necessary, 2nd
order scaling of parameters with geometry can be used to improve the overall
fitting over geometry.

3.9. Implementation in Verilog-A, ADMS and Diffusion
of C-code

The EKV3.0 model has been fully coded inVerilog-AMS [49] and was tested
in several circuit simulators (ADS, ELDO, Spectre). Model implementation
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Figure 19. Extraction flowchart showing a possible sequence of basic parameter extraction for
EKV3.0 model.
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in a Verilog-AMS to C code converter, called ADMS [47], has been com-
pleted at the time of writing this chapter. This allows generation of exe-
cutable C-code for simulators for which XML interfaces in ADMS exist.
Notably, SPICE3F5 of UC Berkeley, but also commercial simulators among
which Cadence’s Spectre, and Synopsys’ HSPICE. Further implementations,
such as direct C-code implementations in Xpedion’s GoldenGate and Mentor
Graphics’ ELDO are either completed or nearing completion at the time of
writing. Therefore, the EKV3.0 code is being made widely available to the
community.

4. Conclusions

In summary, this chapter presents aspects of the EKV3.0 model formula-
tion to address modelling of sub-100 nm CMOS. Basics of model formulation,
namely the charge-based approach to MOST modelling, have been presented.
This provides a consistent approach to model static, quasistatic, non-quaistatic
and noise properties of the ideal long-channel MOS transistor. One advantage
of the inversion charge linearization model lies in its high analytic versatility. It
is therefore particularly suited to advanced analog design. Model extensions to
account for high-field effects in advanced CMOS have been outlined and mod-
elling results on various CMOS technologies ranging from 0.25 um to 90 nm
CMOS presented.

EKV3.0, with approximately 90 main parameters, accounts for most
geometrical, bias and parasitic effects observed in sub-100 nm CMOS tech-
nologies. Moreover, the model can be used with a rather small subset of
parameters and included effects while leaving others inactive. This facilitates
learning as well as teaching, therefore making the model more easily accessi-
ble. EKV3.0 is being made available to a wide community for analog/RF circuit
design.
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Abstract: This chapter focuses on MOSFET modeling methods that are based on high-
frequency measurements directly. Modeling approaches that are based on linear
and on non-linear measurements are both explained in detail. The different imple-
mentations are illustrated by model examples.
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1. Introduction

The non-linear behavior of MOSFETs has traditionally been described by
compact models. This originates from the time that flexible, SPICE compatible,
and widely scalable models were required for the silicon based digital designs.
Nowadays, the RF performance of silicon CMOS is rapidly increasing and is
competing with the III-V compound based devices.As a consequence of which,
more and more microwave modeling and design approaches enter the area of
silicon analogue circuit design. Whereas most other chapters of this book focus
on the latest developments in compact modeling, this and the next two chapters
will discuss MOSFET modeling approaches that are based on high-frequency
measurements directly. It has to be noted that both the direct high-frequency
based and the compact modeling approaches can perform equally well, as recent
extensions of compact models are taking special care of high-frequency effects
(e.g., gate resistance, substrate network, etc.) [1].
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This Chapter is structured as follows. First, the theoretical background of
two high-frequency modeling approaches is explained: equivalent circuit and
behavioral models. A distinction is made between linear and non-linear vector
measurements. Subsequently, examples of the different model representations
are presented.

2. HF Non-linear Modelling Approaches

2.1. Linear Versus Non-linear Microwave Measurements

The basic principle of linear and non-linear microwave measurements is
depicted in Figure 1. In the linear case, a small incident traveling voltage wave
a1 is applied to the device. As response, the device scatters back a scattered
traveling voltage wave towards both its port 1 and port 2, which are denoted as
b1 andb2. If the response has only one spectral component at the same frequency
f0 as the frequency of the excitation signal, then the measurement is linear. In
case of microwave measurements, the incident and scattered traveling voltage
waves are not measured separately, but only their ratios are characterized. If the
non-excited port is loaded by 50 Ohm, we obtain the well-known S-parameters
that are being measured by vector network analyzers. The definitions are:

S11 = b1

a1

∣
∣
∣
∣
a2=0

S12 = b1

a2

∣
∣
∣
∣
a1=0

S21 = b2

a1

∣
∣
∣
∣
a2=0

S22 = b2

a2

∣
∣
∣
∣
a1=0

(1)

Figure 1. Schematic representation of microwave linear vector measurements (top) and
microwave non-linear vector measurements (bottom).
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Note that S-parameters are complex numbers as both their amplitude and phase
are characterized as function of frequency.

In case of non-linear measurements, a larger excitation is applied to the
device. In this case, the spectra of the scattered traveling voltage waves have
spectral components at not only the excitation, or fundamental, frequency, but
also at its harmonics. There exist a variety of instrumentation to measure these
non-linear device characteristics. The most complete instrument in the Large-
Signal Network Analyzer as it can measure the complex spectra of the incident
and scattered traveling voltage waves at both ports simultaneously [2]. On the
other hand, a spectrum analyzer only measures the amplitude of the spectral
components. Whereas an oscilloscope also considers the phase information, as
it measures time domain waveforms, its disadvantages are the difficult calibra-
tion and the fact that common instruments are two-channel only (and thus can
not measure the four waves simultaneously).

Before proceeding to the different modeling approaches that are based
on these measurements, we will first explain why a transistor can behave
nonlinearly.

2.2. (Non-)linear Transistor Behavior

Figure 2 shows an example of an NMOS in a linear operation condition.
The device is biased at a particular DC bias condition and a small excitation is
applied. The device’s response can be deduced from its DC characteristics. As
the excitation is small, the corresponding AC current swing is linear, which is
also reflected by the fact that the output spectrum does not show any harmonics.
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Figure 2. NMOS in linear operation condition (f0 = 1.8 GHz, Vgs0 = 1.1V, Vds0 = 1.5V,
load = 50 Ohm, Pin = −25 dBm).
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Figure 3. NMOS in non-linear operation condition (f0 = 1.8 GHz,Vgs0 = 1.1V,Vds0 = 1.5V,
load = 50 Ohm, Pin = −3 dBm).

If the excitation is large such that the instantaneous current reaches a
non-linear part of the DC characteristics, such as the pinch-off region (as illus-
trated in Figure 3) or the knee region, the response is no longer linear and
harmonics are generated.

The purpose of the modeling approaches that will be explained next is to
represent this non-linear behavior.

2.3. Linear Measurements Based Models

Figure 4 shows the non-linear quasi-static equivalent circuit of a MOSFET.
It is a strongly simplified representation as no extrinsic elements are shown,
and also because no second-order effects like dispersion and thermal heating
are incorporated. We refer to the next Chapters for a detailed description on
the latter, whereas the aim of this Chapter is to explain the general theoretical
background.

The non-linear equivalent circuit consists of a charge source at the gate-
source terminal, and of a charge and current source at the drain-source terminal.
Note that the intrinsic current source Idsi is not the same as the extrinsic DC
current. There is no gate-source current source shown, as the gate current in
MOSFETs is very small. The terminal voltages are the intrinsic voltages, i.e.,
after de-embedding the extrinsic elements. By taking partial derivatives, the
corresponding small-signal representation can be found. In general terms, the
derivative of a charge source is a capacitance, and the derivative of a current
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Figure 4. Simplified non-linear (top) and linear (bottom) quasi-static intrinsic equivalent
scheme of a MOSFET.

source is a conductance, or:
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When considering the drain-source terminal (a similar analysis can be made
at the gate-source terminal), the overall drain-source current is given by the sum
of the current source Idsi and the time derivative of the charge sourceQds. When
taking the derivative at a particular DC bias point

(
Vgsi0,Vdsi0

)
, we obtain:

Ids
(
Vgsi,Vdsi

) = Idsi
(
Vgsi,Vdsi

) + dQds
(
Vgsi,Vdsi

)

dt

↓ derivative @
(
Vgsi0,Vdsi0

)

ids = (G21 + jωC21)vgsi + (G22 + jωC22)vdsi

= Y21vgsi + Y22vdsi

(3)

TheG21 + jωC21 andG22 + jωC22 terms can be replaced by the transad-
mittance Y21 and the outputadmittance Y22, respectively.
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By measuring the Y -parameters, the reverse operation, i.e., integration, can
be performed and the non-linear model is obtained. In practice, it is not possible
to measure directly Y -parameters at microwave frequencies as it is hard to
realize a perfect short. Therefore, the transistor is characterized byS-parameters
at multiple bias points, and subsequently the S-parameters are transformed to
Y -parameters.

Finally, the relationship between the well-known small-signal equivalent
scheme (shown in Figure 4) and the above analysis has to be clarified. The
intrinsic elements have a physical meaning: the capacitances Cgs and Cgd rep-
resent the depletion layer, Cds is the channel capacitance, Rds is the channel
resistance, and gm is the transconductance. The latter models the AC current
response at the drain side caused by an AC voltage fluctuation at the gate side.
The relationships between the (trans)conductances and (trans)capacitances on
one hand, and the intrinsic small-signal equivalent circuit elements on the other
hand, are expressed by the following equations:

C11 = Cgs + Cgd C12 = −Cgd

C21 = −Cgd C22 = Cds + Cgd

G21 = gm G22 = gds

(4)

In summary, the non-linear equivalent circuit based model is mainly based
on high-frequency linear vector measurements. This is as opposed to most
compact models that are largely based on DC and low-frequency C-V mea-
surements. Also, only measurements on one device are required, in contrary to
the need for several devices with various gate length and gate width dimensions
in case of compact models. The reason is that compact models are scalable by
construction. In case of equivalent circuit models, the dependence on channel
width can easily be taken into account, by applying physical knowledge such
as that the charges and current are proportional to the width, and that the ohmic
source and drain resistances are inversely proportional to the width. Moreover,
in analog front-end circuits, mainly devices with minimum channel length are
used for highest performance, which reduces the need for channel-length scal-
able models.

Whereas the small-signal (trans)conductances and (trans)capacitances are
the unknowns in the discussed approach, there exist other variants to determine
the non-linear model, which will be discussed next.

2.4. Non-linear Measurements Based Models

Figure 5 shows the time domain waveforms of the gate-source voltage
and drain-source current at 1 GHz (left) and 30 GHz (right), respectively.
When plotting Ids(t) as function of Vgs(t), the corresponding bottom plots



Modelling using high-frequency measurements 103

Figure 5. (Top) Time domain waveforms of the gate-source voltage Vgs(t) and drain-source
current Ids(t) (top), and Ids(t) versus Vgs(t) trajectory (bottom). The left hand side plots are at
1 GHz and the right hand side plots are at 30 GHz.

are obtained. It is noticed that Ids(t) is in phase with Vgs(t) at low fre-
quencies, whereas there is a time delay at high frequencies. The latter cor-
responds to a trajectory with hysteresis in the Ids–Vgs plane. As Ids is not
a single-valued function of Vgs, there is at least one independent variable
missing.

Eq. (3) can be rewritten as follows:
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)

(5)

This expression confirms that Ids(t) is not only a function of the instanta-
neous terminal voltages, but also of their first order derivatives.

As Figure 5 represents the type of measurements that can be acquired by a
Large-Signal Network Analyzer, several novel modeling approaches become
possible. Instead of that the small-signal equivalent circuit elements are the
unknowns that need to be determined from the (linear) measurements, several
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Figure 6. Overview of modeling approaches making use of large-signal vector measurements.

sets of unknowns can be defined that are to be determined from large-signal
measurements. The general overview is depicted in Figure 6 [3]. As both the
amplitude and phase of the spectral components are characterized, model-
ing procedures can equally well be developed in time domain and frequency
domain [4]. As time domain simulators, such as e.g., SPICE, Spectre, etc.,
are more common when simulating MOSFET circuits, only the time domain
approaches will be addressed in this Chapter.

The two main model representations are the equivalent circuit and the black-
box or behavioral model. The former means that unknowns like Idsi(Vgsi, Vdsi),
C21(Vgsi, Vdsi), and C22(Vgsi,Vdsi) are determined from the large-signal mea-
surements through either extraction or optimization.

In case of a black-box model, no a-priori physical knowledge about the
device is required. The dynamics and thus state variables are determined
from the measurements themselves. When considering Eq. (5), it means that
the function f (.) combined with the set of independent variables are the
unknowns.

The background of this black-box or behavioral model are the well-known
state equations:

�X(t) = Fa

( �X(t), �U(t)
)

�Y(t) = Fb

( �X(t), �U(t)
) (6)

with �X(t) the vector of the state variables, �U(t) the vector of the inputs and
�Y(t) the vector of the outputs. The dot above the symbol is a simplified notation
for time derivative. As the inputs in case of MOSFET transistor modeling are
usually the voltages and the outputs the currents, the previous set of equations
becomes:

�̇X(t) = Fa

( �X(t), �V(t)
)

�I(t) = Fb

( �X(t), �V(t)
) (7)
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In practice, a slightly different formulation based on the output expres-
sion is used. The generalized expressions for Eq. (5), and similarly for
port 1, are:

I1(t) = f1

(
V1(t),V2(t), V̇1(t), V̇2(t), V̈1(t), . . . , İ1(t), İ2(t), . . .

)

I2(t) = f2

(
V1(t),V2(t), V̇1(t), V̇2(t), V̈1(t), . . . , İ1(t), İ2(t), . . .

) (8)

As already indicated above, the unknowns in this modeling approach are
the functions f1(.) and f2(.) combined with the respective sets of independent
variables. This model is determined through optimization [5].

The behavioral modeling approach is very general, in the sense that the
above formulas cannot only be applied to microwave transistors, but also and
even primarily to microwave circuits. The objective in the latter case is to rep-
resent the circuit by a lower-order yet accurate dynamical model, in order to
speed up system-level simulations. As a circuit design is complex, the loss of
physical insight, the major drawback of black-box models, does not really
apply. On the other hand, it is important to have a link between the non-
linear model and the internal physical operation in case of transistors. For
this reason, the modeling examples in next Section are all equivalent circuit
related.

3. HF Non-linear Model Examples

Three non-linear MOSFET models will be presented: a look-up table model,
which is a particular implementation of a small-signal measurements based
equivalent circuit model, and two approaches that determine the equivalent
circuit from large-signal measurements directly, being through optimization
and extraction, respectively.

3.1. Non-linear Look-up Table Model

A look-up table model is a particular way of representing a large-signal
equivalent circuit model. It means that the device’s state functions get tabu-
lated as function of bias, and thus that they are not represented by an empir-
ical function. Empirical models are addressed in large detail in the next two
chapters.

The basic steps of the modeling procedure are as follows [1]: we first
focus on the extraction of the small-signal equivalent circuit. Subsequently,
we proceed to the corresponding non-linear model that is obtained from the
small-signal model through integration, and we finally evaluate its accuracy by
comparing simulations to measurements.
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3.1.1. De-embedding of access transmission lines

The MOSFET belongs to the field-effect device family, which means that the
small-signal and large-signal equivalent circuit topologies are similar to those
of MESFETs and HEMTs [6, 7]. Therefore, an important difference in the non-
linear modeling procedures for different FET types lies in the determination
of the access elements. We make a clear distinction between, on one hand, the
bonding pads and access transmission lines and, on the other hand, the extrinsic,
parasitic device elements, because the aim is to construct a model for a device
as how it would be inserted in an actual circuit design.

The first step in the modeling procedure is hence the de-embedding of the
access transmission lines. Due to the low resistivity of standard silicon sub-
strates, these transmission lines are strongly dispersive. Since EM simulators
are time-consuming and often do not provide the required accuracy for this kind
of structures, on-wafer calibration is often preferred. The drawback however is
that special passive structures need to be foreseen on the mask set.

A possible approach to move the reference plane from the probe tips to
the device plane is the three-step de-embedding method [8]. It assumes that
the pads and access transmission lines can be represented by a network as
shown in Figure 7. Knowing that an elementary section of transmission line
can be represented by the parallel connection of a capacitance and conductance
in series with an inductance and resistance, it can be understood that a good
model for a short section of dispersive transmission line is a parallel complex
conductance (e.g., G1) in series with a complex impedance (e.g., Z1).

To be able to determine the unknown impedances Z1,2,3 and admittances
G1,2,3, it is necessary to have four dummy passive structures on the wafer: an
open, a through, a short-circuit between the gate and source access transmis-
sion lines (‘short 1’), and a short-circuit between the drain and source access

Figure 7. Schematic representing the pads and access transmission lines.
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transmission lines (‘short 2’). From the S-parameter measurements of these
dummy structures, the unknowns can be calculated:

G1 = Y11open + Y12open Z1 = 1

2

{
−1

Y12through

+ 1

Y11short1 − G1

+ −1

Y22short2 − G2

}

G2 = Y22open + Y12open Z2 = 1

2

{
−1

Y12through

+ −1

Y11short1 − G1

+ 1

Y22short2 − G2

}

G3 =
(
−1/Y12open + 1/Y12through

)−1
Z3 = 1

2

{
1

Y12through

+ 1

Y11short1 − G1

+ 1

Y22short2 − G2

}

(9)

Next, the contribution by the impedances Z1,2,3 and admittancesG1,2,3 can
be de-embedded by a sequence of Y -, Z-, and S-parameter transformations.

In case of non-linear measurements, the pads and access transmission lines
need to be de-embedded as well. The formulas can no longer be in terms of
S-parameters, as S-parameters are linear by definition. Therefore, the corre-
sponding equations are expressed in terms of currents and voltages (Figure 8):

i ′gs = igs − vgsG1

i ′ds = ids − vdsG2

v′
gs = vgs − i ′gsZ1

v′
ds = vds − i ′dsZ2

vgs,DUT = v′
gs −

(
i ′gs + i ′ds

)
Z3

vds,DUT = v′
ds −

(
i ′gs + i ′ds

)
Z3

igs,DUT = i ′gs − (
vgs,DUT − vds,DUT

)
G3

ids,DUT = i ′ds − (
vds,DUT − vgs,DUT

)
G3

(10)

3.1.2. Extraction of extrinsic elements

After de-embedding the pads and access transmission lines, the extrinsic
elements have to be determined. A widespread procedure for MESFETs is
the cold method (Vds0 = 0V) developed by Dambrine et al. [9]. This method
requires a non-negligible gate-current to extract the extrinsic resistances and
inductances. Because HEMTs already start to degrade at the required gate
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Figure 8. Three-step de-embedding method in case of non-linear measurements.

current level, a modified cold method to overcome this condition has been
developed [10]. As the gate current level of MOSFETs is very small, the modi-
fied cold method can be applied. In this way, values for the extrinsic resistances
are obtained from the following equations:

Re (Z11) = Rg + Ri

2
+ Rch

4
+ Rs

Re (Z12) = Re (Z21) = Rch

2
+ Rs (11)

Re (Z22) = Rd + Rch + Rs

with Rch the channel resistance and Ri the non-quasi-static resistance in series
with Cgs.

Since both Rch and Ri are inversely proportional to Vgs − VT [11], with VT
the linearly extrapolated threshold voltage, the series resistances Rs , Rd and
Rg can be extracted subsequently from the plots of Z12, Z22, and Z11 versus
1/(Vgs − VT ), respectively. The intercepts yield values for Rs , Rd and Rg.

The values of the extrinsic capacitances and inductances extracted using the
cold method are almost negligible, which is an implication of the three-step
de-embedding method: it is difficult to clearly separate the contribution of the
access parts and the contribution of the device parasitics.

3.1.3. Extraction of intrinsic elements

After de-embedding the extrinsic part, the bias-dependent intrinsic ele-
ments can be extracted. To have a consistent transition between the small-
signal and large-signal equivalent schemes, we use the representation with the
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transcapacitances [6], as explained in Section 2 of this Chapter. The set of
extraction equations is repeated here for completeness:

C11 = Im (Y11)

ω
= Cgs + Cgd C12 = Im (Y12)

ω
= −Cgd

C21 = Im (Y21)

ω
= −Cgd C22 = Im (Y22)

ω
= Cds + Cgd

G21 = Re (Y21) = gm G22 = Re (Y22) = gds

(12)

It has to be reminded that the intrinsic scheme adopted here (Figure 4) is a
simplified representation. To have a full-blown model, non-quasi-static effects
and other physical phenomena such as dispersion and thermal heating should
be accounted for. Examples of such equivalent circuit based models will be
discussed in the next two chapters.

To determine the bias-dependency of the intrinsic elements, S-parameter
measurements are performed at multiple bias points. The bias steps depend on
the application. If the model is aimed for use in the saturation region, the typical
step sizes are 50 mV for Vgs and 100 mV for Vds. In case of a cold application,
such as a resistive mixer, a denser (e.g., 20 mV) and also negative Vds grid is
required.

3.1.4. Non-linear look-up table model

The final step in the non-linear modeling procedure is the integration of the
bias-dependent intrinsic elements towards the corresponding terminal voltages:

Qgs
(
Vgsi,Vdsi

) =
∫ Vgsi

Vgsi0

C11 (V ,Vdsi0)dV +
∫ Vdsi

Vdsi0

C12
(
Vgsi,V

)
dV

Qds
(
Vgsi,Vdsi

) =
∫ Vgsi

Vgsi0

C21 (V ,Vdsi0)dV +
∫ Vdsi

Vdsi0

C22
(
Vgsi,V

)
dV

Idsi
(
Vgsi,Vdsi

) = Idsi
(
Vgsi0,Vdsi0

) +
∫ Vgsi

Vgsi0

G21 (V ,Vdsi0)dV

+
∫ Vdsi

Vdsi0

G22
(
Vgsi,V

)
dV

(13)

where
(
Vgsi0,Vdsi0

)
denotes the starting point for the integration, and the value

of the current at this bias condition, Idsi
(
Vgsi0,Vdsi0

)
, is the corresponding inte-

gration constant. The results should be integration-path independent to ensure
charge conservation [12].

The obtained Qgs, Qds, and Ids are two-dimensional tables as function of
bias. In case of empirical models, there is one additional step in the modeling
procedure: an empirical function is fitted to the values within the tables. If
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the circuit simulator however supports that the tables can be imported and
evaluated during the simulations, the additional step of function fitting can
be omitted. This is what is called a ‘look-up table model’. There is however
a drawback: during a simulation, and especially during a harmonic-balance
simulation, the table may get evaluated outside its range, which often initiates
convergence problems. In case of empirical models, the analytical expressions
can be conceived in such a way that the asymptotes of the functions are smooth.

The non-linear model is completed by adding the lumped components that
represent the bias-independent extrinsic elements. In the next Section, experi-
mental results are shown.

3.1.5. Model verification

The developed procedure has been applied to a 36-finger nMOSFET with
a channel length of 0.18 µm and a total gate width of 146 µm [13]. A complete
model verification consists of a check against DC,S-parameter, and large-signal
measurements. Only the latter will be illustrated in the following.

Non-linear models can be fully verified only by large-signal vector mea-
surements, meaning that not only the accuracy of the simulated magnitude but
also that of the phase of the spectral components of voltages and currents (or
voltage waves) can be evaluated. As clarified in Section 3.1.1, the reference
plane of the large-signal measurements has to be shifted to the device plane by
applying the three-step de-embedding method.

Figure 9 shows the excellent agreement between the measured and simulated
first three harmonics of the output power.

An advantage of the measurement set-up is that models also can be verified
under more complex excitations [1, 14]. This is illustrated in Figure 10, which
shows the Igs and Ids time domain waveforms under a two-tone excitation.

Figure 9. Measured (symbols) and simulated (solid line) magnitude (left) and phase (right) of
the first three harmonics of the output power of a 0.18 µm × 146 µm nMOSFET (Vgs0 = 0.6V,
Vds0 = 1.2V, f0 = 3.6 GHz).
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Figure 10. Measured (x) and simulated (solid line) time domain waveforms of the terminal
currents of a 0.18 µm × 146 µm nMOSFET (Vgs0 = 0.9V, Vds0 = 1.2V, f1 = 3 GHz, f2 =
3.6 GHz, a1 = −10 dBm, a2 = −7 dBm, φ(a2) − φ(a1) = 37◦).

A single-tone signal at 3 GHz is applied at port 1, while another single-tone
signal at 3.6 GHz is applied at port 2. Such an excitation can be of interest for
mixer applications. The phase difference between the two-signals is arbitrarily
chosen and equals 37 deg. In this case as well, an excellent agreement between
simulations and measurements can be observed.

In summary, the construction of a large-signal look-up table model for
MOSFETs has been explained step by step. The basic procedure is similar to
the way that such models are constructed for III–V compound devices, except
for the fact that special attention has to be paid to the accurate de-embedding
of the dispersive silicon access transmission lines. The non-linear model, being
verified by large signal vector measurements, is shown to be accurate in both
frequency and time domain.

3.2. Large-signal Measurements Based Model
Through Optimization

Next, we will discuss two modeling methods that determine the MOSFET
large-signal equivalent circuit directly from high-frequency large-signal vector
measurements and thus eliminate the small-signal detour [15]. This Section will
focus on the optimization-based approach, while the direct extraction approach
will be covered in the next Section.

3.2.1. Model parameter estimation procedure

The model adopted is the intrinsic large-signal equivalent circuit as shown
in Figure 4. It assumes that the pads and access transmission lines, as well
as the bias-independent extrinsic elements have already been calculated, e.g.,
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using the method as described in the previous Section, and de-embedded.
The objective is to determine the charge sources and the current source from
large-signal vector measurements directly.

As explained in Section 2 of this Chapter, the model equations can be written
as follows:

Igs = C11
(
Vgsi,Vdsi

) dVgsi

dt
+ C12

(
Vgsi,Vdsi

) dVdsi

dt

Ids = Idsi
(
Vgsi,Vdsi

) + C21
(
Vgsi,Vdsi

) dVgsi

dt
+ C22

(
Vgsi,Vdsi

) dVdsi

dt

(14)

The unknowns to be determined are the intrinsic drain-source current source
and the (trans)capacitances.As the method described hereafter is not suitable for
look-up table models, only the case whereby the equivalent circuit elements are
represented by analytical functions is considered. Several classes of analytical
functions can be distinguished, such as empirical models and artificial neural
networks. Both are characterized by a number of parameters of which the
values can be estimated by optimization. Whereas these model parameters are
classically determined by optimizing the analytical functions towards the DC
measured drain-source current (after transformation to the intrinsic bias plane)
and the S-parameter measurement based capacitances, it is sufficient to fit the
model parameters to large-signal vector measurements only [16]. The reason
is that this type of measurements contains all necessary information, i.e., both
the amplitude and the phase of the spectral components of the incident and
scattered traveling voltage waves at both device terminals.

The procedure starts by performing a number of large-signal vector mea-
surements, called ‘experiments’, where it is possible to sweep any degree of
freedom, like input power, excitation frequency, DC bias, load impedance,
etc., but depending on the envisaged application one can focus on particular
experiments. Subsequently, the parameters of the non-linear model are esti-
mated during one global harmonic balance optimization process in which all
experiments are combined. The advantage of this approach is that only one
type of measurements, i.e., large-signal vector measurements, and only one
type of simulation, i.e., harmonic balance analysis, are needed. It is possible to
include “DC”- or “S-parameter”-like information by choosing the appropriate
operation conditions, e.g., a low input power, when performing the large-signal
vector measurements. As the instrument captures the data at both device ports
simultaneously, the analytical functions for all equivalent circuit elements can
be optimized at once.

3.2.2. Empirical model

This optimization technique can be applied to both artificial neural networks
and empirical models. As empirical non-linear model, we choose a simple
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version of the Chalmers model [17] (the extended version will be covered in a
separate Chapter). The expression for the drain-source current is:

Idsi = Igmax (1 + tanh (�))(1 + λVdsi) tanh (αVdsi)

� = P1
(
Vgsi − Vgmax

) + P2
(
Vgsi − Vgmax

)2

+ P3
(
Vgsi − Vgmax

)3 + ·· ·
Vgmax = Vgmax0 + γVdsi

(15)

The unknown model parameters to be determined during the optimization
are Igmax, λ, α, Vgmax0, γ , and P1 to P3.

Measurement data have been collected on an nMOSFET [13]. The device
is operated in class A, while the input power is swept. All the model parameters
are simultaneously optimized towards these large-signal vector measurements.

Figure 11 compares the measured and simulated Igs(t) versus Vgs(t) and
Ids(t) versus Vgs(t) at a high input power. This Figure clearly indicates an
excellent agreement and hence high model accuracy.

A general drawback with optimization-based models is that the extrapo-
lation capabilities are limited. In other words, if the above model were to be
used at significantly distinct operation conditions than the ones included in the
optimization, the accuracy will be compromised and will depend on how well
the analytical function represents the overall transistor’s behavior.

3.2.3. Artificial neural network

As second example of the optimization based method, we consider an Arti-
ficial Neural Network (ANN) [18]. A common representation is the three-layer
perceptron, represented in Figure 12. The relationship between the Nx input

Figure 11. Comparison of the measured (x) and Chalmers modeled (solid line) Igs(t) (left) and
Ids(t) (right) versus Vgs(t) for a 0.18 µm × 146 µm nMOSFET (Vgs0 = 0.9V, Vds0 = 1.8V,
f0 = 3.6 GHz, Pin = 3.8 dBm).
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Figure 12. Schematic representation of a three-layer artificial neural network.

and Ny output variables is modeled by means of one hidden layer that has Nz
hidden neurons.

The inputs to the hidden layer are the γk, calculated from the input vari-
ables by:

γk =
(
Nx∑

i=1

xiwki

)

+ θk (16)

with k = 1,2, . . . ,Nz, wki being the weighting factors and θk the bias term.
The base function of the hidden layerf (ζ ) is called the ‘activation function’.

Common activation functions are the sigmoid function f (ζ ) = 1/
(
1 + e−ζ

)

andf (ζ ) = tanh(ζ ). Consequently, the output from the kth neuron of the hidden
layer is zk:

zk = f (γk) (17)

Finally, the output of the jth neuron in the output layer is:

yj =



Nz∑

k=1

zkwjk



 + ηj (18)

with j = 1,2, . . . ,Ny , wjk being the weighting factors and ηj the bias term.
The training process is in fact an optimization problem to find the best values

for wki,θk,wjk,ηj to minimize the objective function, which is the difference
between the output from the ANN and the training data. The latter are the data
collected from the large-signal vector measurements.

As it is the purpose to keep the link with the device physics and thus with
the equivalent circuit, the transistor is not represented by one global artificial
neural network (as it would be in case of behavioral models [19]), but each
large-signal equivalent circuit element gets represent by an ANN.

In the considered example of the nMOSFET, Idsi got represented by an
ANN with five hidden nodes, while three hidden nodes are sufficient to model
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Figure 13. Comparison of the measured (x) and artificial neural network modeled (solid
line) Ids (t) versus Vgs(t) of a 0.25µm × 50 µm nMOSFET (Vgs0 = 0.9V, Vds0 = 1.8V,
f0 = 0.9 GHz, Pin = 3.4 dBm).

Qgs and Qds. Note that this number may have to be increased if the targeted
operation range is larger.

This ANN modeling approach was applied to an nMOSFET operated in
class A. Figure 13 shows the excellent agreement between the measured and
modeled Ids(t) versus Vgs(t).

As already touched upon above, models determined by optimization pro-
cedures often have limited extrapolation capabilities. The choice of a partic-
ular empirical expression or the number of hidden nodes and layers is often
a compromise between simplicity and accuracy. Therefore, this large-signal
measurements based optimization method is preferably used when a device
has to be modeled for a well-defined application. In such cases, the degrees of
freedom of the measurement set-up can be engineered in such a way that the
large-signal vector measurements cover the possible operation conditions that
instantaneously can be reached when the device is inserted in that particular
circuit application.

3.3. Large-signal Measurements Based Model
Through Extraction

The complete information of large-signal vector measurements also allows
the direct extraction of the large-signal equivalent scheme. This can be under-
stood from the Ids(t) versusVgs(t) trajectory in Figure 5.As explained in Section
two of this Chapter, the shown hysteresis is caused by the capacitive effects,
which demonstrates that the contributions of both charge and current sources
are clearly visible in the large-signal vector measurements.
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The procedure is based on the same set of model equations as before:

Igs = C11
(
Vgsi,Vdsi

) dVgsi

dt
+ C12

(
Vgsi,Vdsi

) dVdsi

dt

Ids = Idsi
(
Vgsi,Vdsi

) + C21
(
Vgsi,Vdsi

) dVgsi

dt
+ C22

(
Vgsi,Vdsi

) dVdsi

dt

(19)

In this case, no empirical or artificial neural network representation is
assumed, but the values of the five unknowns are calculated directly from the
large-signal measurements [20]. This is what is called ‘extraction’ as opposed
to ‘optimization’.

There are two equations and five unknowns. When only a single-tone CW
excitation is applied at the gate, this set of equations can be solved by performing
three measurements at three different pulsations. The condition is to have three
time points t1, t2, and t3 where instantaneously the following conditions are
fulfilled:

Vgsi(t1) = Vgsi(t2) = Vgsi(t3)

Vdsi(t1) = Vdsi(t2) = Vdsi(t3)

V̇gsi (t1) �= V̇gsi (t2) �= V̇gsi (t3)

V̇dsi (t1) �= V̇dsi (t2) �= V̇dsi (t3)

(20)

The need for three independent measurements increases significantly the
minimum number of large-signal measurements necessary to generate a com-
plete non-linear model. This minimum number can be optimised by exploiting
all the degrees of freedom of the measurement set-up, such as DC bias, fun-
damental frequency, power level, use of multi-tone excitations, etc. [21, 22].
Not only the measurement conditions, but also the required modeling accuracy
influences the number of necessary measurements. The reason is that there are
several orders of magnitude difference between the elements to be extracted
(device currents are typically in the mA range, while device capacitances are
typically in the fF range), which implies that the three Vgsi and three Vdsi time
derivatives have to be significantly distinct.

This extraction procedure has been applied to an nMOSFET [13]. The anal-
ysis above assumes that the pads and dispersive access transmission lines have
been de-embedded from the measurements. Figure 14 presents the extracted Idsi

and C11 as function of the gate-source voltage. The accuracy of these results
can be assessed by comparing them to results obtained by standard DC and
S-parameter measurement based extractions on the same device. Figure 14
shows a very good agreement, which validates the developed large-signal mea-
surement based non-linear extraction procedure.
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Figure 14. Comparison of S-parameter measurement based (solid line) and large-signal mea-
surement based Idsi (+) and C11 (x) of an 0.18 µm × 146 µm nMOSFET at Vds = 0.8V.

4. Conclusions

In this Chapter, several modeling approaches making use of high-frequency
measurements have been discussed.

It has been explained that typical approaches for III–V compound devices
can be adjusted to MOSFETs. An important change is the more complicated
de-embedding of the pads and access transmission lines due to the resistive
silicon substrate.

It has also been shown that non-linear models can be determined from either
small- or large-signal high-frequency measurements. Concerning the latter,
there is a choice between optimization and extraction based approaches, and
between equivalent circuit and behavioral model representations. The ‘golden’
modeling approach does not exist. Depending on the type of device and on the
application, one or the other method can be preferable. As a rule of thumb, the
following guidelines can be kept in mind:
S-parameter measurement set-ups are common and well spread. If mea-

surement time is not a real issue (i.e., performing an S-parameter sweep across
a dense bias grid takes several hours), the classical small-signal measurement
based method can be considered. Its advantage is that a non-linear model is
obtained that is valid across a wide bias range. Moreover, as both the small-
and large-signal equivalent circuit elements are calculated explicitly, feedback
to device processing is possible.

A drawback however is that the method requires that S-parameters be mea-
sured at all possible biases that can be reached instantaneously during large-
signal operation, which is not always possible due to risk for device degradation.
In case of large-signal measurements, the experimental operation conditions
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can be engineered in such a way that those extreme voltage and current values
are only reached instantaneously, which enlarges the potential operation range
of the model.

Another surplus value of the large-signal measurements based models is
that the number of measurements and the measurement time is usually (sig-
nificantly) less. This is especially the case for the optimization-based method,
which recommended use is to construct quickly a model for a given application.
In case a more general model is targeted, the extraction-based approach can be
suggested.

As all these models are measurement based, the importance of the measure-
ments should not be underestimated. The design of the experimental conditions
at which the measurement data are to be collected is highly important.An exam-
ple is that the quality of model interpolation is directly related to the grid on
which measurements were acquired.
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Chapter 5

EMPIRICAL FET MODELS

Iltcho Angelov
U. Chalmers
E-mail: iltcho.angelov@mc2.chalmers.se

Abstract: This chapter will cover basics of the Empirical FET Models Implementation in
CAD tools. First basic experimental characteristics at DC, like Ids and Igs bias
dependence will be discussed. Experimental S-parameter, capacitance and high
frequency, thermal, power and dispersion characteristics will be shown. They
will be linked with the Small and Large Signal Equivalent circuit of the FET.
Examples will be given with some basic FET models as they are implemented
in CAD tools. It will also be shown how empirical models can be extended
to incorporate physical phenomena like thermal effects and dispersion. Finally,
models for MOSFET devices will be highlighted.

Key words: FET Modeling; HEMT Modeling.

1. Introduction

The RF performance of FET devices has been dramatically improved in
recent years. Today, state of the art FET technology offers very high frequency
of operation with high output power. A significant amount of work has been
done in the field of high frequency FET transistor modelling and parameter
extraction [1–64]. As the output power and operating frequency increase, we
face the problem of how to model the high frequency and high power limitations
in FET performance and how to implement this in software packages.

Physical modelling approach is very important to optimizing the device
structure and to tailor the transistor characteristics for specific application.
Nowadays, physical simulators are much faster and more accurate. In the future
they will become fast enough to be used in directly for circuit design and
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better integrated in the microwave designers software tools. When the device is
finally available from the processing lab quite often characteristics are different
from the simulated. In addition, there are always processing tolerances even
when a good and stable process is used. These tolerances can influence the
accuracy of all simulations including the accuracy of prediction of the output
power, but mainly the accuracy of harmonics and inter-modulation simulations.
A problem with physical simulators is that they need detailed data for the
material and wafer structure and manufacturing details, which are not always
available from the foundries. That is why it is common practice to work with the
measured device characteristics. When using experimentally measured device
characteristics to extract model, there are two approaches:

2. Equivalent Circuit Approach: Evolution

Direct measurement based approach for modelling FET devices was put on
track by D. Root and co-authors [17–20]. Later this approach was refined by
number of researchers [56–62]. Nowadays this approach is implemented and
used in the software packages. The extracted model is very accurate and pro-
vides good description of device characteristics. A problem with this approach
is that the model is difficult to extend beyond the regions of measured operating
voltages and frequencies. The mounting environment should be kept as in the
measurements. When device (or environment) is changed, a complete set of
measurements should be done and the model should be extracted again.

Years ago, modelling of semiconductor devices was started using equivalent
circuit approach. The explanation is simple- software design tools started from
analyzing simple lumped element circuits. When computing power and knowl-
edge were available, it was possible to assemble simple small signal device
models in the CAD tools. Figure 1 shows such a simple FET equivalent cir-
cuit. The model is a set of lumped passive components – resistors, capacitors
and inductances. Their placement and values should correspond to the device
physics and geometry parameters of the device. The output current source with

Cgs Vgsc Gm Cds Gds

LsRs

Rd Ld

Source

Drain

CgdLg RgdRg

Gate
Ri

Figure 1. Small Signal Equivalent Circuit of a FET.
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transconductance gm is controlled by the voltage Vgsc on the input capacitor
Cgs. The equivalent circuit approach gives a possibility to extend the model
prediction well above the measurements range and when some parameter is
changed it is easy to tune the model.

Approximately at the same time several very good works on the small sig-
nal FET model and extraction appeared and their extraction procedure to find
parameters of the equivalent circuit (EC) is in wide use today [14–16]. This is,
because their EC approach is based on the device physics, it is simple and easy
to understand and very accurate. For good quality FET, the small signal (SS)
model extracted in this way is accurate within 2–5% with the measurements.
The extraction is rather simple and when the data are organized in a proper way,
the extraction can be done automatically even using directly the software tool:
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When the small signal model and extraction were established and imple-
mented in the CAD tools, the next step was to integrate the small signal equiva-
lent circuit model into the large signal model (LS). Many of the elements of the
equivalent circuit are bias dependent and the extended, LS equivalent circuit
approach was the simplest way to increase the complexity of the device mod-
els. With LS model is possible to include these bias dependencies of nonlinear
elements. This provides a possibility to do accurately more complicated tasks
like designing nonlinear circuits such as power amplifiers, mixers, oscillators
multipliers etc. First, IV characteristics were added to the simulated parameters
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and the Small Signal S-parameters were generated directly from the LS equiva-
lent circuit. It is natural to expect that S-parameters generated from the LS FET
model with small input power should be equal to the S-parameters generated
from the SS equivalent circuit.

3. Current Models

3.1. Ids Current

Extracting the current part of the model is very important part of creating the
FET large signal model. Before starting any detailed measurements and mod-
eling it is good to evaluate the quality (functionality) of the selected transistor.
It is important to measure or compensate the cable and DC line losses before
any extraction starts, especially with currents above 0.1A. The reason is that, it
is impossible to distinguish the influence of external resistances on the IV from
the influence of intrinsic device resistances. This problem is common for every
kind of device – FET or HBT, that is why, the resistances of the measurement
setup should be evaluated carefully before any model extraction is started.

The drain current is measured in wide range of biases sweeping both Vgs

and Vds as Figure 2. Typically we will need at least 10 gate voltages and 5 to 10
drain voltages depending on the voltage and power range of the transistor.
When measurements and extraction are done properly, we can expect that at
low frequency, where the contribution from reactive components (capacitance
and inductances) is small, the model will be correct. In case low-frequency
dispersion phenomena are present in the device, an extended model is required
(see Section 6.2). Figure 2a shows typical dependencies of Ids,Gmf (Vgs,Vds)

for GaAs FET. Figure 2b shows typical gm dependence vs. Vgs for Vds above

Figure 2. (a) Ids,Gm vs. Vgs, (b) Ids, vs. Vds, FET W = 200µm.
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knee voltage. The gate voltage Vpks,gm and the drain current Ipks at which the
maximum transconductance occurs can be used to link measured and modeled
Ids. Typically, this inflection point occurs at the gate voltage for which we have
the half of the channel current Ipks.

For drain voltage above the knee voltage Vknee and gate voltage Vgs
∼=

0.6–0.8V for GaAs FET the drain current will saturate and reach the maxi-
mum channel current. This maximum channel current depends on the material
structure, doping profile etc. For GaAs FET the maximum channel current is
0.3–0.5A/mm and for new material structures like GaN the maximum channel
current can be as large as 1.6A/mm.

When we change the drain voltage, there is a change of the gate voltage
for which we have maximum of the transconductance Vpk as can be seen on
Figure 2. At low drain voltage Vds = 0.2V, the peak of Gm is at Vgs = −0.1
and at high Vds > Vknee the Vpk = 0.1V. Above Vknee there is some increase of
the drain current, due to the channel opening from the drain voltage influence.
If the drain voltage is further increased, breakdown can occur. Typically, high
power devices are biased for high efficiency operation i.e., at high voltages
and low currents. A properly constructed load line will keep the devices away
from the breakdown area and they will be switched from high voltage and
low current to high currents and low voltages (close to the Vknee). If this is the
case, there is no sense to spend much time making very detailed and accurate
breakdown model. Only if the device will be operated in the breakdown area
it worth spending time to make detailed and accurate breakdown model.

Transconductance and the ratio P1 = Gm/Ids also change when the drain
voltage is changed. This means that the models should have a functional depen-
dence for the peak voltage Vpk = f (Vds),P1 = f (Vds) to describes the changes
of Vpk,Gm due to drain voltage influence. Figure 3 shows the Ids vs. Vgs

dependence when the stepping drain voltage Vds from negative to positive.
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Figure 4. Measured and modeled Ids vs. Vgs Symmetrical model.

Figure 5. (a) Ids vs. Vds with Vgs as a parameter of a GaN FET; (b) Ids vs. Vgs with Vds as a
parameter of a GaN FET.

As can be seen, the device is not completely symmetrical and this is in part due
to the shift of Vpk when Vds is negative.

Often due to large device size, highly dissipated power and dispersive
effects, the modelled IV characteristics are far from ideal, Figures 4, 5. The
self-heating will decrease the drain current at high dissipated power [64]. The
decrease of Ids at high dissipated power will critically depend on the thermal
resistance Rtherm and for high power devices it is important to select a proper
material with a high thermal conductivity, to make a good thermal design of
the transistor – i.e., using properly placed via hols thermal shunts and thin sub-
strate. The technology for the new GaN and SiC devices is very promising, but
still not settled and there is substantial activity to improve these devices. We can
expect that the IV curves and all parameters for these new, high power devices
will gradually become better then for devices with established technology like
GaAs.

The basis for the FET operation are two dependencies- the carrier velocity
and carrier concentration, Figures 6, 7. Their bias and temperature dependencies
will be the main factors which will determine the transistor behavior. The
Ids vs. Vgs dependence is similar to the carrier concentration dependence vs.
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gate voltage, Figure 7 and corresponding modeling function should be selected.
Generally, the solution of the Schrödinger and Poisson equation are erf type of
functions, but erf function is usually not available in circuit simulators. That is
why, it can be replaced with other suitable, like tanh which is accurate enough
for this application [7].

In GaAs FET devices at some electric field (Vds,Vgs) we observe a max-
imum of the carrier velocity and transconductance. In Si we have gradual
increase of the carrier velocity, which will produce quite different shape of
Ids,Gm,Gds as in Figure 8 in comparison with the GaAs Figure 3. The gm for
the Si CMOS device increases with the drain voltage increase and will change
shape Ids vs. Vgs as well. The different shape of gm for Si CMOS will produce
different harmonic content in comparison with the GaAs FET. This means
that in the FET models we should have respective parameters describing these
dependences.

There are some general requirements for the selection of the modeling func-
tions in the empirical models. In FET and HBT the device parameters can
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be considered dependent on two voltages I = f1(Vgs) · f2(Vds) or respective
Vbe,Vce. The best solution from extraction and user understanding point of
view is to make both parts f1 and f2 completely independent – this will greatly
simplify extraction. However, when follows from device physics that we have
inter-coupling between the f1(Vgs) · f2(Vds) parts, this should be implemented
in a proper way. Then, with very small number of additional parameters the
model will describe the device behavior accurately. When proposed modeling
function is correct and the device is ideal, from the measured data we should
obtain a linear function for the extracted argument of f1 or f2. The derivative
will be equal to the measured derivative as in Figure 9. If from the reverse extrac-
tion we can get two values of the argument, as this is shown for the example
function Psi2 (i.e., we have a ∂�2/∂V 2

gs = 0) this is an indication that our choice
for modeling function is not very good. This is because the selected function
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Psi2 will work in the simulations, but will create problems in the extraction. This
is valid also for the sub-functions responsible for the inter-coupling between
f1 and f2. For example, if the function we guess is y = Ax2 this will work well
in the simulation. But obviously there is a problem in the reverse extraction,
because the same value of y can be produced by two values of the argument
x = ±√

y/A.
Often the device is not ideal and we need some flexibility to tune the model.

It seems logical that a complex model is more likely to be accurate. This is
correct, within limits, because we should always keep in mind that there are
processing tolerances and there is no sense making model 1% accurate when
process tolerances are 10%. The representation of the Argument as a Power
Series (APS) will give a possibility to fit variety of devices. Fitting a polynomial
function is rather simple task, but even in this case, parameters of the APS
should be selected properly. For example, when we have a negative second
term in APS we should always add positive 3-rd term and so on. This will
exclude the possibility of a local maximum and dual argument reading and
provide required trimming.

3.2. Gate Current

Sometimes we forget that FET devices have gates and ignore that the FET
can exhibit significant gate current when driven with high input power. A rea-
son users do not like gate models is that gate current Igs dependence vs. Vgs is
exponential and this creates problems with the harmonic balance convergence
when large number of harmonics is considered. For this reasons the gate cur-
rent model should be carefully implemented in the software package, properly
extracted and used.

In the standard diode equation, Igs = Is(exp(Vgs/Vt · Ne) − 1),Is is
extracted at Vgs = −∞, i.e., at very small currents and very negative Vgs for
which we do not operate the device. We can change the reference (extract-
ing) point rearranging the diode equation. In the new definition, parameters are
taken directly at the typical operating point at high gate current. This can be the
knee of Igs vs. Vgs characteristics at Vj = 0.8V which is typical GaAs device.
The exponent can be limited with some limited function like in Eq. (4b):

Igs = Ij (exp(Pbe) − exp(Pbe0)),

Pbe = Pbe1((Vgs − Vj),Pbe0 = −Pbe1(Vj ), (4a)

Pbe1 = qe/Kb · TambK · Ne1 = 1/Vt · Ne1 ∼= 38.695/Ne1,
Igs = Ij (exp(Pbe1 tanh(Vgs − Vj)) − exp(Pbe1 tanh(Pbe0))) (4b)

where qe− is the electron charge,Kb− is the Boltzmann constant,Ne1 is ideality
factor, Ij is measured Igs at Vj [52].
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When the transistor is biased as a low noise or small signal amplifier, the
gate current is small (well below 1µA) and can be ignored.

4. Empirical FET Models: Evolution

4.1. Curtice Quadratic Model [11, 52–54]

4.1.1. Standard model

One of the first MESFET model implemented in the software packages was
the Curtice FET model [11, 52–54]. The model is very simple, but includes all
important transistor parameters – pinch off voltage, transconductance param-
eter β etc, Eqs. (1)–(5). The model describes well the transconductance and
gain with the parameter β, output conductance via parameter λ etc. Due to
simplicity and easy to understand and extract, the model is in wide use un gen-
eral cases, because the model provides a good accuracy predicting gain, output
power etc.

Ids = β(Vgst − Vt0)
2 ∗ tanh(α ∗ Vds) ∗ (1 + λ ∗ Vds); (5)

forVgsi ≥ 0 and Ids = 0 for Vgst < 0;
Vgst = Vgsi(t − T ) − (Vt0 + γ · Vdsi); (6)

Parameter β is transconductance parameter, α define the slope of Ids vs. Vds

in the linear region (Vds < Vkn).λ is the slope in the saturated region (Vds > Vkn).
Vt0 is the pinch-off voltage. In the CAD tool implementation it is important to
set the Ids current equal to 0 for Vgs voltages less then pinch-off voltage Vt0.
There are changes and improvements of the model equations in order to be
implemented in the software packages [52–54].

4.1.2. Extended model: Curtice cubic model [52–54]

Later the model was extended with 3-rd term in the polynomial func-
tion [52–54] to improve fit for the 3-rd harmonic:

Ids = (A0 + A1 · V 2
x + A2 · V 2

x + A3 · V 3
1 ) tanh(γ ∗ Vds); (7)

V1 = Vgs(t − τ)(1 + β · (Vout0 − Vds));
for Vgsi − Vt0 ≥ 0 and Ids = 0 for Vgs − Vt0 < 0;

A0,A1,A2 are polynomial coefficients for the Ids vs. Vgsi dependence,Vout0

is the drain voltage β is extracted.
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4.2. Materka-Kacprzak Model [12, 52–54]

A model implemented in simulators soon after the Curtice model was
Materka-Kacprzak model [12, 52–54], Eq. (10). The model addresses sev-
eral important issues – ability to change the transconductance slope with the
parameters Ee and Ke and change of the slope of the output conductance with
the parameter Ss,Kg.

Ids = Idss(1 − Vgsi(Ss · Vdsi/Idss)

×(1 − Vgsi · (t − T )/Vt0 + γVdsi)
(Ee+Ke·Vgsi(t−τ))

∗ tanh(Sl ∗ Vdsi/(Idss · (1 − Kg · Vgsi(t − T )), (10)

for Vgsi − Vt0 ≥ 0 and Ids = 0 for Vgst − Vt0 < 0;
where Idss is the saturation drain current, Vt0− threshold voltage, Ee exponent
defining the dependence of saturated current,Ke description of dependence on
gate voltage,Kg dependence on Vgs of the drain slope in linear region, Sl linear
slope of Vgs = 0 drain characteristic, Ss saturation region drain slope at Vgs.

4.3. Triquint Model [21, 52–54]

The major companies like Triquint and Agilent also created FET models
and help to extract these models.

In the Triquint model [21] controlling gate voltage is defined as ln (exp
(Vgs)) Eq. (11):

Ids = Ids0/(1 + 
Ids0Vdsi);Vgst = Vgsi(t − T ) − Vt0 + γ ∗Vdsi

Ids0 = (β/1 + UVgsi)Vg · Ktanh

Vg =QVst · ln(exp(Vgst/Q · Vst) + 1);
Vst = (Ng + Nd · Vdsi)Vt

Ktanh = a · Vdsi/(1 + a · V 2
dsi)

0.5

(11)

where Ids0,β is transconductance parameter,Vt0 pinch-off voltage, U mobility
degradation parameter, γ slope of the pinch-off voltage, Q-Power low param-
eter, Ng Sub-threshold drain parameter, Nd , sub-threshold drain parameter,

Ids0 Slope of drain characteristics in the saturated region, α slope of drain
characteristic un the linear region, T-Channel transit time delay.

4.4. EESOF Model [52]

This is very complete model and is frequently used by foundries, it is sup-
ported by complimented extraction programs. Part of model equations is given
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by Eq. (12). The model addresses different issues like changing the shape of the
transconductance Gm, influence of Vds on Gm and output characteristics etc:

Vts = Vch + (Vts0 − Vch)/(1 + γ (Vds0 − Vds);
Ids0 = Gmmax

[
Vch + Vx(Vgs) − ((Vg0 + Vt0)/2)

] ;
gm0 = Gmmax

[
1 + γ (Vds0 − Vds)

] ; (12)

gds0 = −Gmmaxγ (Vgs − Vch);

4.5. Chalmers FET Model [27, 52–54]

The basic idea in this model is to connect and use directly measured param-
eters in order to simplify modeling and extraction Eq. (13a). It is supported by
complimented extraction programs. The model equations are with continuous
derivatives, without poles from −∞ to +∞, without switching or conditioning.
The model is optimized to work in the saturation region for Vds > Vknee and
Vgs for the peak of the transconductance. For saturated Vds and Vgs = Vpk0 the
function tanh(αVds)(1 + λVds) �;(λ� 1), and the drain current is Ids = Ipk

by definition. The parameter P1 = gm/Ipk , will automatically define the FET
transconductance gm at this point. Parameters Vpk0,Ipk,P1 = gm/Ipk are taken
directly from the measurements and as result, the extraction is very simple
i.e., 3 parameters > Ipk,Vpk0,P1 at saturated Vds. The model and derivatives
are strictly defined at Vpk0 and in the vicinity of Vpk0 where the maximum of
the transconductance occurs. For wider range of drain voltages Vds two more
parameters α,λλλ are used:

Ids = Ipk(1 + tanh(P1m((Vgs − Vpk0)) tanh(αVds)(1 + λVds)

� 1;(λ� 1) (13a)

Ids = Ipk at Vpk0,Gm = Ipk ∗ P1; (13b)

The parameterααα together withRd (and all DC transmission line resistances
in the measurement setup) will define the slope of Ids vs. Vds at small drain
voltages Vds < Vknee. The parameter λλλ will define the slope of Ids vs. Vds at
high Vds > Vknee and is extracted at small currents to avoid the influence of the
self-heating. These two parameters are common for many models.

For devices with complicated doping profile more sophisticated model
structure can be used. The gate dependence is described as a power series
using more terms in the power series as P2,P3 to track variety of Ids vs.
Vgs gate dependences. The parameter P2 will introduce asymmetry of the
Ids vs. Vgs and will influence the second harmonic and parameter P3 will trim
drain current at gate voltages close to the pinch off and influence the 3-rd
harmonic. Typically three terms are enough to provide accuracy better then
5%. As it follows from experimental data, some of parameters like Vpk,P1 are
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bias and temperature dependent and in order to have a global model, they are
modeled [27], Eq. (15) as:

Ids = Ipk(1 + tanh(�p)) tanh(αVds)(1 + λVds + λsb · eVdg ); (14)

ψp = P1m((Vgs − Vpk0) + P2(Vgs − Vpk0)
2 + P3(Vgs − Vpk0)

3);
P1m = gmpk/Ipk;
Vpk(Vds) = Vpk0 + 
Vpks tanh(αsVds) − Vsb2(Vdg − Vtr)

2; (15)

α = αr + αs[1 + tanh(ψp)]; P1m = P1s(1 + B1/cosh(B2 · Vds));
Parameter Vpk describes the change of Vpk due to the drain voltage, and

parameters αr and αs change the slope of Ids at small Vds. A good fit in the area
of small or negative drain voltages can be important for circuits working at low
Vds like resistive mixers, switches etc. The parameters are rather independent
in adjusting Ids. For example αr will influence the drain current at small Vds

and small currents, and αr will influence the drain current at small Vds, and
high currents, close to the knee, Figure 2b. Above knee the slope of Ids vs. Vds

is adjusted with parameter λ. Breakdown modeling, if required, can be treated
with parameters Vtr,Lsb and Vsb2 [27, 52–54].

Many of these parameters are typical for all FET. For example, transcon-
ductance parameter P1 for MESFET’s is typically P1 = 1.2–1.5, P1 = 2 > 4
for the HEMT, P1 = 0.3 for GaN, P1 = for 2 for LDMOS etc. High value of
P1 will produce higher gain for the same current, which is good for low noise
and high gain applications. But if P1 is very large, the gate voltage swing (input
power) can be limited and this will influence the linearity and inter-modulation
characteristics. Transistors with low P1 like MESFET’s, GaAs HEMT’s spe-
cially designed for linear applications, SiC and GaN FET will have better
inter-modulation properties, but lower gain. This means that some compromise
should be made if we want to have high efficiency high power and linear ampli-
fier. Depending on the application we can select the best P1 for our application.
Nowadays the physical simulators are fast enough and can help to optimize the
device structure for specific application. In Table 1 are given some basic data
for different FET devices.

Normally we operate the devices at positive drain voltages and it seems
obvious that there is no need to look at negative Vds. When drive level is small
this is correct, but when the device is used as power amplifier, switch or mixer,
the instantaneous drain voltage is swinging into the negative Vds region. i.e., the
drain current model should describe properly the Ids at negative Vds even if the
device is biased with positive Vds. Usually, in the circuit simulators the model
switching at negativeVds is arranged in a simple way.When the drain voltageVds

is positive the gate voltage Vgs controls the drain current. When Vds is negative,
the control voltage is switched to Vgd and Ids current is calculated from the
same equation with reversed sign (Ids is negative). If the device is symmetrical,
this is correct. But at the switching point Vds = 0 will be a singularity and the
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Table 1.

HighGain Linear
Parameter MESFET HEMT HEMT HEMT SiC GaN LDMOS

Ichan 0.3−0.6 0.3−0.6 0.17−0.25 0.3−0.6 0.35 1.5 0.75
[A/mm]
P1 1.1−1.5 2−3 4.5−5.5 1.5 0.1 0.3 2
Vpk −0.5 −0.2 +0.05 −1.4 −9 −3 3.5
Vknee 0.75 0.75 0.75 0.75 9 4 3
αs 1.3−1.5 2−2.5 3.7 1.5 0.14 0.4 1.5
Cap 1 1 1.0 1.3 0.8 0.7 0.6
[pF/mm]

derivative of Ids is not defined.As a consequence, it will be more difficult for the
HB to converge and the results of the simulations can be wrong in the vicinity
of Vds = 0. A solution to this is a continuous, single model equation for Ids

valid for all control voltages from −∞ to +∞.
For cases like switches and resistive mixers applications, operating at low

and negativeVds (as in Figure 4) the drain current equation Eq. (16) is composed
from two sources Idsp and Idsn, and which are controlled respectively by Vgs

and Vgd [52]:

Ids = 0.5(Idsp − Idsn); (16)

Idsp = Ipk(1 + tanh(�p))(1 + tanh(αVds)) · (1 + λVds + λsb.e
Vdg−Vtr ),

Idsn = Ipk(1 + tanh(�n))(1 − tanh(αVds))(1 − λVds),

ψp = P1m((Vgs − Vpk0) + P2(Vgs − Vpk0) + P3(Vgs − Vpk0)
3),

ψn = P1m((Vgd − Vpk0) + P2(Vgd − Vpk0) + P3(Vgd − Vpk0)).

When Vds is 0 the currents Idsp = Idsn and the drain current Ids = 0.
There are cases with when the device has very complicated Ids vs. Vgs,Vds

dependencies and it is very difficult to obtain a good correspondence between
the model and measurements. In this case the power series can be replaced with
a data set calculated from measured data [28] i.e. combining both the empirical
equivalent circuit models with table based models [17–20] or using the Table
Based Model. Using mixed Empirical-Table Approach is possible to combine
and extract the best from both. The Empirical Model is serving as envelope
for the Table Based Model and the problem with spline function selection,
out of the measurement region extension and convergence are solved. This is
because, a correct spline functions i.e., FET model equations are used as a
spline. The derivatives are continuous and correct and the model will converge
well. The linear extrapolation out of the measured data range will be adequate,
because the empirical model will limit the solution. The model will be limited
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Figure 10. Large Signal Equivalent circuit of the transistor.

and valid out of the measured range, because the data set is naturally limited
by using the measured data for the extraction.

Quite often there is spread of parameters and it is important to give the users
some flexibility to tune basic model parameters in the Empirical or mixed
Empirical – Table Based Model. For example there are always some toler-
ances in gm, pinch-off voltage, thermal resistance etc. and the model can be
arranged in such a way that the user, without making complete measurement
and extraction set can change only the required parameter. This can be done
with a proper arrangement of the Mixed Empirical – Table Based Model. The
Mixed Empirical Table Based Model can be arranged to access the basic param-
eters Ipk,Vpk,P1,λ, capacitances combining benefits of the Empirical and the
Table-Based models. The LS Model is extracted for a typical device, but later
it should be possible to trace the process tolerances etc.

The FET large signal equivalent circuit with reactive components included
is rather standard, Figure 10. Linear are considered most of the elements and
nonlinear (bias dependent) are considered Igs,Ids and capacitancesCgs andCgd .
The difference between the simple small signal equivalent circuit Figure 1 and
LS equivalent circuit are diodes at the gate drain current source, thermal and
delay sub-circuit. They are described in more detail in the following sections.

5. Capacitance Models

5.1. Charge Conservation

In multiple extraction and physical simulations on different FET structures
was evaluated that the main device capacitances are bias dependent on both volt-
ages Cgs = f (Vgs,Vds) and Cgd = f (Vgd,Vds), Figures 11, 12. This is normal
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to expect, the problem is how to implement this in the circuit simulators. The
charge implementation and conservation problem is very old, several good
works are devoted on the topic and propose solutions [4, 45–47]. Traditionally
FET total gate charge has been model by two nonlinear charges: gate-source
Qgs and gate-drain chargeQgd . A consequence of the dependence of the capac-
itances on the remote voltage is that we need additional charge control element
which D. Root called transcapacitances [17–20].

There are several ways to implement the gate charges into two individual
components: Division by capacitances, division by Charge [4].

As FET devices have both gate to source capacitance Cgs and gate to drain
Cgd , it seems natural to use them directly. In this case:

Cgs = ∂Qg

∂Vgs
; Cgd = ∂Qg

∂Vgd
(19)

In the case we use capacitances in the implementation, the currents Is and Id
depend only on the time derivative of their own terminal voltage and not on the
changes in any remote voltage. The resulting small signal equivalent circuit is
completely consistent with the large signal equivalent circuit and requires no
transcapacitances.

Another option is to divide the gate chargeQg into two independent charges.
Then:

Qg =Qgs + Qgd (20)
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where both Qgs and Qgd are functions of Vgs and Vgd . Differentiating Qg with
respect to time gives:

Ig = Is + Id

Is = ∂Qgs

∂t
= ∂Qgs

∂Vgs

dVgs

dt
+ ∂Qgs

∂Vgd

dVgd

dt
; (21)

Id = ∂Qgd

∂t
= ∂Qgd

∂Vgs

dVgs

dt
+ ∂Qgd

∂Vgd

dVgd

dt

In this case the reactive source and drain currents result from both capaci-
tances and transcapacitances and both definitions charge and capacitance are
not equivalent.

A common approach to implement the charge part of every transistor model
is to use directly the charge approach. In this case the current of the capacitance
is easy to calculate by taking the time derivative of the charge – i.e., multiply-
ing by jω. This operation is very reliable, because making the derivative will
always produce only one solution. This works very well with capacitance which
depends only on their own terminal voltage. The problem with all FET tran-
sistors is that the gate capacitance depends on the two controlling voltages.
When we multiply by jω we are making in fact the full derivative of the charge
and the end result is not correct if the charge is obtained as integrating the
capacitance equation by the terminal voltage. It is obvious that partial (con-
sidering the remote part constant) and full derivatives are different. This can
be shown with the case of the capacitance model using Eqs. (22–25). Inte-
grating the Cgs capacitance by the terminal voltage Vgs we obtain Eq. (26).
It is assumed that Vds part is constant. If ordinary charge approach is used,
multiplying by jω will bring obviously different results. i.e. we need to com-
pensate the difference due to the partial derivative – we need an extra term the
transcapacitance [4, 17–20, 45–47].

In some advance simulators, for the compiled models, the derivatives of the
charges are calculated analytically using the selected terminal voltage. Then
the problem is solved in a better way in the sense that the CAD tool is making
the derivative vs. respective terminal voltage, considering the remote voltage
constant. In this case we will have the capacitance described as a derivative
of the charge at the terminal voltage and the capacitances calculated by both
methods should be similar.

In the first case we need a correct description of the charge which will
compensate for the difference between the partial and full derivative otherwise
the model will not be charge conservative. The consequence that the model
is not charge conservative is that this difference will create additional current,
solution will become path dependent and the HB of the simulator will have
difficulties to converge [4, 17–20, 45–47].



138 I. Angelov

5.2. Capacitance Expressions

Figure 11 shows the typical shape of the Cgs and Cgd capacitances. When
the device is symmetrical, for Vds = 0 capacitances Cgs and Cgd are equal. For
gate voltage voltages close to pinch off capacitances Cgs and Cgd have their
minimum values Cgspi and Cgdpi and this should be used in the capacitance
models to define the capacitance at the pinch-off. Increasing Vgs will increase
Cgs and Cgd . Generally, when Vds increase Cgs will increase and saturate at
voltages around Vds = 2V. In general, the shape of capacitance dependencies
will depend on the doping profile and material and in some specific cases a
special capacitance model can be developed.

A reasonably good description of the capacitance shape for FET can be
obtained using Eqs. (22)–(25) [28, 52–54]:

ψ1 = P10 + P11 ∗ Vgs + P111 ∗ Vds; ψ2 = P20 + P21 ∗ Vd (22)

ψ3 = P30 − P31 ∗ Vds;ψ4 = P40 + P41 ∗ Vgd − P111 ∗ Vds (23)

Cgd = Cgdp + Cgd0 ∗ (1 − P111 + tanh[ψ3])

∗ (1 + tanh[ψ4] + 2 ∗ P111) (24)

Independently of the implementation (Capacitance or Charge) and the type
of model, in order to have the capacitance model charge conservative it is
mandatory to fulfil following basic requirement:

∂Cgs

∂Vgd
= ∂Cgd

∂Vgs
(25)

This means that the equations for the capacitances Cgs and Cgd should be
symmetrical and model coefficients should be selected properly. In the case
of Eqs. (22)–(24) this means that P11 = P41 and P22 = P33. The consequences
can be non-convergence in the HB. A good test for the consistency of the
capacitance models is to simulate the S-parameters in the small signal case
and S-parameters simulated in the LS case with HB, but with very small input
power. If this difference is small, this means that the capacitance model is
correct and implemented properly. For capacitances described with Eqs. (19),
(20) the charges are:

Qgs =
∫
Cgs ∗ ∂Vgs = Cgsp ∗ Vgs + Cgs0 ∗ (�1 + Lc1 − Qgs0)

∗ (1 + tanh[�2]))/P11

Lc1 = log[cosh (ψ1)] ; Lc10 = log[cosh (P10 + P111 ∗ Vds)] (26)

Qgs0 = P10 + P111 ∗ Vds + Lc10
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Qgd =
∫
Cgd ∗ ∂Vgd = Cgdp ∗ Vgd + Cgd0

∗ (�4 + Lc4 − Qgd0) ∗ (1 − P111 + tanh[�3]))/P41

Lc4 = log[cosh (ψ4)] ; Lc40 = log[cosh (P40 + P111 ∗ Vds)] (27)

Qgd0 = P40 + P111 ∗ Vds + Lc40

The functions for capacitances, charges and their derivatives are symmet-
rical and defined from −∞ < Vgs,Vgd,Vds < +∞. A problem that should be
accounted is the boundary condition problem. – i.e., what will be with the
capacitances (charges) when the capacitance terminal is shorted and there is
a voltage on the remote terminal as in Figures 13, 14. For example, when the
gate source junction is shorted (Vgs = 0) the capacitance Cgs will continue to
exist and the charge Qgs should be Qgs = 0 independent from remote voltage
Vds. This puts additional constraints on the boundary conditions for the charge
definition. For these reasons some circuit simulators use separateQgs,Qgd , but
taking into account the boundary condition with charges Qgs0 and Qgd0. As it
can be seen from Figures 13, 14, when Vgs = 0 the charge Qgs = 0 and when
Vgd = 0 the charge Qgd = 0 independently from the remote voltage Vds.

Generally the most circuit simulators use either standard charge approach
or direct capacitance approach.
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It is important to know that always should be some small difference in
the calculated S(Y)-parameters depending on the implementation type- capac-
itance or charge, even if the same model parameters for the capacitances are
used. The origin of this difference in the calculated S-parameters depending on
the implementations is very well described by S. Maas [4]. As a consequence,
it is important to keep the same tape of the model in extraction and later in
the circuit simulations, because this small difference can be accounted fitting
the S-parameters with the selected capacitance model and fulfilling necessary
condition Eq. (25c).

Possible solution to the problem is to use a single gate chargeQg definition.
The total gate charge Qg is function of Vgs and Vgd(Vds) [28, 49]. When some
of these voltages changes,Qg change as well-the gate current is dQg/dt. In this
case, the total gate chargeQg =Qgs + Qgd and Ig composed by derivatives of
the two charges Qgs and Qgd . It follows from this that Ig = Is + Id .

Where

Is = dQgs

dt
= ∂Qgs

∂Vgs

dVgs

dt
+ ∂Qgs

∂Vgd

dVgd

dt

Id = dQgd

dt
= ∂Qgd

∂Vgs

dVgs

dt
+ ∂Qgd

∂Vgd

dVgd

dt

(28)

This will work well and the only problem is that we cannot extract charges
directly and we need to derive them via capacitances and S-parameters.
Because of these complications with the charge definitions and difficulties
with implementation in the CAD tools, many circuit simulators use capaci-
tance formulation. As explained, when capacitance approach is used the result-
ing small-signal equivalent circuit consists of the small signal capacitances
evaluated at the corresponding DC voltage.

The first step in the Cap implementation is to calculate the time derivatives
dVgs/dt and dVgd/dt of the respective terminal voltage. i.e. the simulator should
calculate the time derivative in reliable way. When the CAD tool is able to make
the transient analysis (as most modern CAD tools do), the capacitance type of
implementation can be done reliably. The respective current is obtained by
multiplying the time derivative with the capacitance equation:

Igsc = Cgs ∗ ∂Vgs

∂t
; Igdc = Cgd ∗ ∂Vgd

∂t
(29)

It is important to arrange the DC component of the time derivative to be equal
to 0 within the accuracy of the HB simulations (typ. less then Idc < 10−15 A).
If implemented in a proper way, this will result in consistent small- and large-
signal models and we don’t need any trans-capacitances. This because, the
time derivatives depend only on their terminal voltage. A problem that can
arise using this approach is the convergence in the HB simulations. This can
happened, in the first step of calculating the time derivatives if the functions for
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the Cgs,Cgd are not continuous with well-defined derivatives. Using smooth
functions with infinite numbers of derivatives without singularities from −∞
to +∞ helps to solve the problem. Another important moment is to implement
these operations Eq. (29) in a proper way.

Generally, the convergence problems are caused by poor numerical condi-
tioning of the Jacobian matrix, caused by a combination of very large and very
small numerical values. In nearly all new circuit simulators the Krylov solvers
are much less robust, when dealing with ill-conditioned matrices, than some of
the older solvers without Krylov solvers. So, in the past, some of these things
were not a problem, but suddenly now they are.

In the capacitance implementation, problems can be caused by poor numer-
ical conditioning of the Jacobian matrix, due to a combination of very large
and very small numerical values.

For example, in the FET model with capacitance formulation we need to
generate dV/dT and C(V ). The derivative dV/dT is very large, but C(V ) is
very small, and when these are put in the Jacobian, the dV/dT entries are much
larger than other entries, so the matrix solution is poor.

The simplest solution proposed by S. Maas [4] and implemented in
Microwave office, AWR is to multiply dV/dT by a small number (for example
1e–9) before passing it to the capacitance expression. Then, C(V) is multiplied
by the inverse of that number (1e9 in this case). It seems simple, but it will
make a lot of difference. It is a good idea to arrange this scaled factor to be
accessed in easy way by the user, because the best performance depends on
the circuit (derivatives of the charge) and the user can find what is best for his
application.

If this is done properly, the FET model with the capacitance implementation
can converge better, specially if we keep the DC current via capacitance Icap = 0
in the HB simulations.

6. Recent Extensions

6.1. Thermal Effects

It is known that solid-state devices are temperature sensitive. There two main
reasons for the change of the transistor parameters vs. the temperature. The first
is the change of carrier concentration vs. the temperature and the second-change
of mobility. Both are reduced when the temperature is increased. The reduction
of the carrier concentration will reduce the channel current and reduced mobil-
ity will produce smaller transconductance at higher temperature for the FET
devices, i.e. negative TcIpk,TcP1. The change of the mobility will also influence
the speed of the device and in turn change (increase) the device capacitances
(positive TcCgs0). This effect is beneficial when the device is used as a small
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signal, low noise amplifier – cooling the amplifier will drastically improve the
gain and noise performance of the FET amplifier. This is due to increased gm
(gain) and reduced channel noise which are strongly dependent on the chan-
nel temperature. The thermal effects are very negative for high power FET
devices. The result is significant reduction of the drain current and gain at high
operating temperatures and when dissipated power is high. In addition to the
effects directly observed (reduction of the current and the transconductance)
the RF and dispersion characteristics are also influenced. This is due to the
increased influence of the traps at higher temperature. To account for the tem-
perature changes the equations for the currents and charges should be extended
with the terms describing the temperature dependencies vs. junction tempera-
ture Tj = Rtherm · Pd + Tamb where Pd is dissipated power Tamb is the ambient
temperature. The thermal resistance is generally nonlinear but for simplicity
can be considered constant In this case the temperature increase can be mod-
elled as a thermo-electrical circuit consisting of the thermal resistance Rtherm

and the thermal capacitance Ctherm. The thermal capacitance models the ther-
mal storage of the structure and the thermal constant is Rtherm ∗ Ctherm. When
thermal equivalent circuit is used, Tj = Vtherm can be treated like any other
control voltage and can be found interactively in the HB simulations. i.e., Tj =
Tamb + Vtherm;Pd = Pdc + Prf . Because the dissipated power contain the RF
powerPrf the junction temperature will be time dependent. The thermal mass of
the chip will filter out the RF temperature variations, but it will not filter the low
frequency modulation signal and we can experience so called memory effects.

To account for the basic effects of self-heating we need to make tempera-
ture dependent at least several parameters like: Ipk , which are connected with
the channel current (approximately Ichan/2), transconductance connected with
mobility (parameter P1 = gm/Ipk), and device junction capacitances Cgs0 and
Cgd0. In addition to these parameters, for high power devices the delay param-
eters Rdel, Cdel and breakdown parameters should be considered temperature
dependent.

If low frequency modulation of the signal is to be considered, dispersion
parameters can be made temperature dependent. The temperature dependencies
of all these parameters are rather linear in the temperature range ±100◦ C and
temperature coefficients are very small. Typically for GaAs FET TcIpk and
TcP1 = −0.025. Because of this, they can be modeled as linear functions:

K = K0(1 + TCK(Tj − Tref)) (30)

whereK = Ipk,P1,Cgs0 and Cgd0. TCK is the temperature coefficient of param-
eter K. The temperature Tj is determined from the total dissipated power and
the thermal resistance.

The change of device parasitic resistances is very small vs. temperature and
it is usually considered that the resistors temperature should be equal to the
device operating temperature.
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6.2. Dispersion Modelling

Years ago when first FET were made, the researchers were unsatisfied to
find that transconductance gm and output resistance (conductance)Rds are quite
different at high frequency in comparison to the DC values. Figure 15 show
typical shape of the gm and gds vs. frequency. It should be noticed that the
effect is concentrated at rather low frequency, typically below 1 kHz and all
the changes are usually settled at frequency 5–10 MHz. The interesting thing
is that in some HEMT devices is possible find even a small increase of the
extracted gm vs. frequency.

It was found that the reasons for these effects are basically the material
and surface defects which are always present. As long as material and device
surface have some defects – we will always have dispersive effects.

From the first glance these changes look rather small and seem that they can
be ignored. This is correct in some cases, but when the device is working as an
oscillator, RF switch, RF modulated high power amplifier these small changes
in the output conductance and transconductance will produce significant effects.
The oscillator will become noisy, the slope of the switched RF power will be
changed and in high power amplifiers memory effects will be visible – i.e., the
output will depend in some way on the modulating signal. As usually, these
effects are becoming more critical at high temperatures – i.e., will be more
critical for high power and high temperature of operation.

Devices which can deliver high power should have high operating current
and high breakdown voltage i.e., rather large device size. Due to this, the dis-
persive effects become more significant, because they are directly proportional
to the surface area [29-41]. Dispersive effects will become more significant
for devices with new material systems like GaN, SiC, but even for GaAs these
effects can be significant. For this reason, a proper implementation of more
accurate dispersion models in circuit simulators is becoming important. An
additional effect of highly dissipated power is that as the device is operating at

Figure 15. (a) Transconductance gm and (b) Rds vs. frequency.
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higher junction temperatures the thermal problems will become more severe,
because power is dissipated in a comparably small volume that can be locally
overheated. Finally, for large devices the intrinsic delay can cause additional
problems. Due to all these effects, at high frequency the high power devices
do not deliver the power their DC and small signal S-parameters predict. This
can be seen when comparing the maximum tuned output power at different
operating frequencies. It is known that this decrease of the maximum tuned
power is not due only to the higher losses in the matching circuit and higher
resistive losses in the transistor, but largely to the more pronounced physical
effects as listed above.

On the topic of correct modeling of the gm and Rds dispersion are devoted
many papers [29-41] and this issue is probably even more important with the
new devices like CMOS, GaN. The best is to use an EC based on the physical
approach as [29] or back gate approach [30–33], but usually in circuit simulators
the simple EC approach is used [34], as shown in Figure 10. In this case a
simple R, C branch is used to model the Rds dispersion. The Rc should be
bias dependent; otherwise the simulator will not produce correct results for Ids,
and Power Added Efficiency at RF. The network with constant Rc will give
additional RF current Irf = Vds/Rc and this will produce an extra DC current
in the simulations. A correction to the problem can be made making Rc bias
dependent and this is the simplest solution implemented in CAD tools:

Rcmin + Rcmax/(1 + tanh[ψ]) (31)

Quite often we forget that the device is symmetrical and dispersion effects
existing on the drain side (Gds) exist on the gate side (gm). Using a similar
network at the inputRcin,Crfin we can model gm dispersion, as shown Figure 10.

The best is to organize the model structure in such a way that four terminals
are available. The fourth terminal can be used to account for dispersion using
the back-gate approach. [30–33]. It is known that this will produce a proper SS
description of the gm and gds dispersion. If implemented in a proper way in the
LS model, this approach works well in both the LS and SS case. This can be
done by injecting the feedback RF signal Vbgate, shown in Figure 10, directly
into the Ids equations, Eq. (15b). From the parasitic coupling, the output RF
voltage viaCrf andRc, the backgate voltageVbgate is fed to the gate and controls
the drain current at RF. Using this approach, the parameters Rc and Crf will
have values close to values we can expect from the device physics.

The modified current equation including the backgate part is [63, 64]:

Vpk(Vds) = Vpks − 
Vpks + 
Vpks ∗ tanh(αsVds + KBG ∗ Vbgate); (15b)

P1m = P1 ∗ [(1 + 
P1)(1 + tanh(αsVds))]; (32a)

P2m = P2 ∗ [(1 + 
P2)(1 + tanh(αsVds))]; (32b)

P3m = P3 ∗ [(1 + 
P 3)(1 + tanh(αsVds))]; (32c)
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where ψp is a power series function centered at Vpk . A new term Kbg is intro-
duced which controls the intrinsic gate voltage at RF. As it was mention param-
eters, like Vpk and P1,P2,P3, . . . exhibit bias dependence and this has been
accounted by Eq. (32) for the general use.

For high voltage devices, or when very accurate fit for Ids and the harmonics
is important, the equations Eq. (32) can provide improved fit, like was already
demonstrated in Figure 5 [63]. This is because Eq. (32) gives the possibility
to handle both positive and negative changes of the harmonic content. The
basic parameters are determined directly from measurements and secondary
parameters likeP2m,P3m,Kbg are optimized with the CAD tool. Such modeling
approach allows to use a simple extraction procedure and extracted parameters
are trimmed using the CAD tool optimizers.

When dissipated power is small (less then 200 mW) then all the measure-
ments can be done in one sequence, sweeping Vgs and stepping Vds and measur-
ing the currents and S-parameters. It is rather important to start measurements
from low frequency in order to track the dispersion effects and to improve the
accuracy of modelling of the current source.

For high power devices, multiple bias S-parameter measurements should
be performed splitting the measurements in two voltage ranges → Vds < Vknee

and high currents and VdsVknee − 30V and small currents as in the example
in Figure 16. This is needed, because the high power devices operating in
class B, C, D, E, F, are usually biased at high voltage and small current, but
during the voltage swing they reach very high currents for Vds around the
knee voltage. That is why, it is important to evaluate the device along the
typical load line. Such a detailed S-parameter evaluation will also provide
information on whether the capacitances and their models are behaving prop-
erly, because most of the capacitance changes are below and around the knee
voltage.
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6.3. Model Evaluation

It is commonly considered that performing a DC and S-parameter measure-
ments is enough to extract a good quality transistor model. If the goal is to
have a model which will predict the gain S-parameters and output power this
is correct. Pulsed IV and S-parameter measurements can provide additional
info, especially for high power or dispersive devices, but even these data is not
enough. If we want to have a model which will predict properly harmonics,
then some kind of LS measurements evaluating the harmonic content should be
used to trim the model. Only in this case we can be confident that the model will
describe the harmonics properly, because the DC and S-parameter evaluation is
not enough. We can make very simple simulation experiment with the current
source. Usually we are satisfied when the modelling accuracy for the current is
better then 5%. We start with a model parameter P1 = 2,P2 = 0,P3 = 1.5. If
we change the parameter P3 which is responsible for Ids characteristics close
to the pinch-off and influencing the 3 harmonic to P3 = 0.5, we will see very
small change – only 3–4% in the drain current. The same small change DIds

will produce nearly 15 dB difference in the simulated 3-rd harmonic Figure 17.
These results are common for every model and every transistor that is why
it is important to evaluate the ability of models to describe harmonics with
additional measurements.
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Figure 17. Change of the harmonic output.

Figure 18. (a) PS measurement results 1 GHz (b) PS measurement results 5 GHz for CMOS
device.
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The simplest way to evaluate the harmonic contents generated from the
device is the direct way to measure harmonics. It is good to evaluate the device
at 2 fundamental frequencies – one low frequency – 0.1–1 Ghz depending on
the device size to evaluate the nonlinearity of the current source and at high
frequency close to the frequency we will operate the device. The masurements
should be made sweepingVgs and having as a parameterVds. Quite often we see
that the people are showing Pout and harmonics vs input power. It can be shown
that nearly every model can be adjusted to give reaonable correspondence, but
later they will be surprised to see that the model is not describing harmonics
accurately. Typically we need 10 measurements ofVgs and severalVds. Figure 18
show some typical results.

6.4. Delay Modelling

The initial hope of researchers that a better model of the dispersion would
solve the problem and provide an accurate prediction of the output power at
high frequency for high power devices turned out to be false. It was found that
even the good fit for the S-parameters does not provide the proper prediction of
the output power at high frequency, i.e., it is not able to predict the significant
drop of the tuned output power vs. frequency.

By using Large Signal Network Analyzer (LSNA) measurements [63] is
possible to observe that the waveforms at high frequency are not efficient any
more. The LSNA data provide very important information about the generated
waveforms at the tuned condition directly at the device terminal. The model is
supposed to reproduce accurately these waveforms.

At low frequency 2 GHz, the waveforms are quite normal, as shown in
Figure 19 and Figure 20, and the device delivers 26 dBm at 10 dBm input
power. At high frequency, the device is not able to swing to the DC values of
the currents, refer to Figure 20b, this phenomenon is called current slump.

For example, at 18 GHz the minimum drain voltage that can be reached at
10 dBm power is 6.3 v, see Figure 20b, in comparison with 0.8V at 1 GHz, and

Figure 19. Time waveforms: (a) 2 GHz, (b) 18 GHz.
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Figure 20. Time waveforms Igs (i1), Ids (i2) vs. Vds (v2) (a) 2 GHz, Vdmin = 0.8V (b) 18 GHz
Vdmin = 6.3V.

see Figure 20a. The fit for the input current is good, which is a sign that the
capacitance are not responsible for this and the capacitance models forCgs,Cgd

are correct. i.e. the capacitances are not responsible for the loss of power in
tuned condition at high frequency.

It can be determined that the voltageVgsc controlling the output current Ids is
reduced and delayed thus causing the output waveforms to not be able to follow
the input. This was found to be one of the reasons for the low output power
(respective low efficiency) at high frequency for high power FET devices.

It is known that in HB simulators is assumed that the model is quasi-static,
nonlinear devices are evaluated in time domain and time (frequency) dependent
equations for the currents will not behave properly [4, 17]. This means that
time-delayed response, explicit frequency dependences of current equations
should be avoided. From device physics, the only elements we can use to
model the intrinsic part of the devices in circuit simulators are capacitances,
resistances and equations connecting the currents and charges. Inductances
and layout parameters can be associated with extrinsic part of the device and
de-embedded.

In addition, the frequency dependence of the maximum output power is
rather complicated and a simple RC network will not provide an adequate fit.
After some trials it was found that a delay network (elements Cdel1,Cdel2,Rdel),
connected at the input (see Figure 10) provides a good description of these
effects [63, 64]. At high frequency, the capacitor Cdel1 shunts the input and
directly decreases the magnitude of the control voltage Vgsc and introduces the
observed delay. The value of the delay capacitance was found by fitting the
S-parameters and turned out to be very low, in the order of 2–3 fF. This is so
low, that it can be the capacitance of the gate footprint. A possible reason for
the delay resistance can be the charging resistance between the 2 Deg. layers
and the buffer. The time constant Cdel − Rdel1 will determine the frequency at
which the high frequency and high power limitations start to work. The fre-
quency dependence of the output power can be fine tuned using the capacitance
Cdel2. Both delay capacitors Cdel1 and Cdel2 are quite similar, that is why, for
simplicity they can be considered equal. The delay network is shunting the
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input capacitance Cgs, but the values of Cdel1,Cdel2 are so small that they do
not significantly influence the input. This means that the ordinary methods to
extract bias dependencies of capacitances Cgs and Cgd can be used.

Thus, the LS model with a back-gate dispersion model and delay and gate
control network will work well for small dissipated power and will describe
the frequency dependence of the tuned maximum power and large signal gain
accurately. Even a simple linear temperature-dependent model for Rc, Rdel

and Cdel improves the fit, but a better fit can be obtained if more complicated
thermal resistance model is arranged from 2 thermal resistorsRtherm1 andRtherm2

connected in series. In this case Rtherm1 will describe the overheating occurring
in a narrow volume, and Rtherm2 will describe the thermal resistance between
the volume in which the power is generated and the heat sink.

The output capacitanceCds will critically influence the output power at high
frequency. That is why the reduction of all parasitic capacitances is important
if the goal is to create a broadband high power amplifier.

7. Empirical CMOS Model

Similar approach can be used to model CMOS devices, taking into account
the specific effects for the CMOS device. For example, the Ids current close to
pinch-off gate voltages (i.e., very small currents) is very close to exponential as
can be seen from logarithmic plot Figure 21. This means that a corresponding
term should be available in the current equation Eqs. (28),(29).

The CMOS devices are inherently symmetric and this means that the sym-
metric Ids model should be used, but modified for CMOS [55]. If it is very
important to have a very good accuracy at small Vds, then it is recommended
to use Vds bias dependent P2 and P3 as in Eq. (32).

Usually for RF application is not required very high accuracy at small Vds

and small currents. If this is important, then the special attention should be paid
for the fit at small currents, using the parameter for the exponentλ1. The number
of parameters for Ids is low and most of them can be determined directly from
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measurements and the remaining parameters are extracted using optimization
default CAD tool optimizers.

Ids = 0.5(Idsp − Idsn) . . . (12)
Idsp = Ipk(1 + tanh(ψp))(1 + tanh(αpVds))

×(1 + λpVds + λ1p exp(((Vds/Vkn) − 1))) (33)
Idsn = Ipk(1 + tanh(ψn))(1 + tanh(αnVds))

×(1 − λnVds − λ1n exp(((Vds/Vkn) − 1))) (34)

where ψp,n are power series functions centered at Vpk .
Typically three terms of the power series are enough to produce Ids model

accuracy of 2–5%. In a similar wayVpk and Ipk are the gate voltage and the drain
current at which the maximum of the trans-conductance occurs, αr,αs are the
saturation parameters, and the parameter λ accounts for channel length modu-
lation. Drain voltage dependence of parameters, like Vpk and λ is described by
Eqs. (15), (33).

The equivalent circuit of the CMOS transistor is much more compli-
cated in comparison with ordinary FET, due to the influence of the bulk.
In the small signal EQ Circuit there are multiple parasitic coupling pairs
Cgbulk,Rgbulk,Rsbulk,Csbulk,Rdbulk, and Cdbulk [55]. These parasitic couplings
will affect the FET behavior mainly at RF frequency. The bulk influence at DC
and low RF is handled using the backgate approach with parameter Kbg in the
equation for Vpk .

The CMOS capacitances are different from the MESFET and HEMT capac-
itances. For this reasons the CMOS capacitance model was proposed which
track closer the measured dependencies [55], Eqs. (35)–(36):

Cgs = Cgsp + Cgs0(1 + Vgs + P10)/

((P11 + (Vgs − P10)
2))0.5)(1 + tanh[P20 + P21Vds]) (35)

Cgd = Cgdp + Cgd0(1 + Vgd + P40)/

((P41 + (Vgd − P40)
2))0.5)(1 + tanh[P30 − P31Vds]), (36)
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The selected functions for Cgs, Cgd are symmetric with well-defined deriva-
tives. This results in good fit in the S-parameters, and very good convergence
behaviour in HB.
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Table of abbreviations

CMOS complementary MOS
MOS(FET) metal oxide semiconductor (field effect transistor)
RF radio frequency
DC direct current
CAD computer aided design
MMIC Monolithic microwave integrated circuit
LSNA Large signal network analyzer
HB Harmonic Balance
I-V current-voltage

Table of symbols

Vgs,Vds,Vgd gate-to-source voltage,
drain-to-source voltage, gate-to-drain voltage

Ids drain-to-source current
Vgsi,Vdsi intrinsic gate-to-source and drain-to-source voltages
gm,gds transconductance, output conductance
Cgs,Cgd,Cds gate-to-source, gate-to-drain, and

drain-to-source capacitances
Cpd,Cpg access capacitances at the drain and gate, resp.
Rg gate resistance
Ri,Rgd resistances for the NQS modeling
Rg,Rs,Rd resistances at the gate, source and drain, resp.
Lg,Ls,Ld inductances at the gate, source and drain, resp.
Qg total gate charge
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Qgs gate-source charge
Qgd gate-drain charge
Ipk,Vpk,Pi,αi,λi , drain current fitting parameters
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1. Introduction

In order to follow Moore’s law, aggressive scaling has been followed for
years, generating high gate leakage and short channel effects [1]. In that context,
silicon-on-insulator (SOI) technology appears as an interesting alternative to
standard planar bulk devices [2, 3]. Indeed, the SOI structure not only kills
the latch-up and improves digital soft-error immunity, but also allows a better
control of the channel, leading to an improved sub-threshold slope and lower
short-channel effects. In particular, the SOI multiple-gate devices consist of
a very promising solution for the fabrication of high performance devices for
low-power applications [4].

The buried oxide permits to reduce the parasitic junction capacitances
between drain (source) and body, allowing higher operating frequencies. More-
over, the crosstalk immunity is improved [5] and a low level of dielectric losses
is achievable – which is a milestone for radio-frequency (RF) applications –
when high resistivity SOI substrates are used [6].

The downscaling of MOS technology led to the integration of analog and
digital functions on a single chip (SoC). Nowadays, CMOS is considered as
the appropriate low cost technology for low GHz telecommunication. In these
applications, the transistor nonlinearity characterization and modeling is crucial
for circuit design, since it can either be a limiting parameter (e.g., distortion in
amplifiers), or a need for good functionality (in mixers for instance).

This chapter is intended to provide SOI MOSFET modeling techniques that
are able to describe these nonlinear properties. In order to model the nonlinear
behavior of the SOI device from DC to RF coherently, it is necessary to account
for the dispersive character of some physical phenomena, such as the floating
body (FB) effects. These SOI particularities are introduced in Section 2. In Sec-
tion 3, a simple and comprehensive analytical model is provided to analyze the
evolution of the MOSFET distortion with the frequency. A more general and
more complete model dedicated to computer-aided design (CAD) is described
in Section 4. Even though several physically based compact models exist [7–
9], an empirical approach is proposed in this chapter to permit a quick model
extraction, which is desirable when the technology evolves rapidly. The ana-
lytical model is introduced to get a comprehensive understanding of the weak
nonlinearities under various frequency ranges, while the slightly more complex
CAD model is shown to be very efficient in commercial CAD tools for MMICs
simulations under both small and large signal analysis.

2. SOI MOSFET Devices

The basic characteristic of SOI technology is the separation of the top active
region from the underlying mechanical substrate by a thick insulator layer.
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Several techniques exist for the fabrication of SOI substrates (Smart Cut�,
SIMOX�, BESOI . . .), however today the Smart-Cut is from far the most com-
monly used [10].

2.1. Partially- and Fully-Depleted Devices

Depending on the thickness of the top active silicon layer, the film may be
fully depleted (FD) or partially depleted (PD) from the majority carriers. In PD
devices, the depletion zones of the front gate and the back gate do not interact
and a neutral zone exists. This zone is called body. When the Si thickness is
small enough, the two depletion zones are connected and the device is fully
depleted from majority carriers. The Figures 1a and 1b sketch the crosssections
respectively of a partially depleted and a fully depleted transistor.

A PD device basically behaves as a bulk device with a floating body. The
SOI structure exhibits some advantages (e.g., improved RF capabilities due to
smaller parasitic capacitances), but special non-ideal behaviors related to the
floating body are experienced. In order to control the body potential, particular
structures can be fabricated: for n-channel devices, a lateral p++ implant may
be used to form an ohmic contact to the transistor body. These implants are
generally connected to the source via the first two metal layers. In common
source configuration, the body potential is thus forced to zero. A schematic top
view of the layout of a PD device with the lateral p++ implants is showed in

Figure 1. a. Schematic lateral cross section of a partially depleted SOI MOSFET. b. Schematic
lateral cross section of a fully depleted SOI MOSFET. c. Schematic top view of multi-finger
gate RF n-MOSFET with lateral p++ body contacts (BC).
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Figure 1c. There are thus two categories in which PD transistors are classified:
floating body (FB) and body tied (BT) devices.

The behavior of FD devices (Figure 1b) is closer to the one of an ideal
MOS transistor since the gate better controls the channel. Indeed, the cou-
pling between the gate potential and the potential of the channel at the Si-SiO2

interface is much higher for a FD than for a PD transistor [10]. This results from
the difference between the gate capacitance of FD transistors (composed of the
series connection of the front gate oxide capacitance), and of PD devices (com-
posed of only the front gate oxide capacitance and the depletion capacitance in
series).

2.2. Floating Body Effects

The SOI circuits suffer from several dynamic FB effects as hysteresis and
history effects, due to the finite time constant of the generation/recombination
mechanisms involved. Two typical physical phenomena are known to induce FB
effects; avalanche current (kink effect) and gate leakage (gate-induced floating
body effect).

Figure 2a shows the measured DC drain current of two PD devices (FB
and BT) having the same technological process and geometrical parameters.
We notice a kink in the output characteristic of the FB PD device. This typical
floating-body effect can be explained as follows [10].

Figure 2. a. Measured drain current versus the drain voltage for various gate bias values.
Symbols: FB. Solid line: BT (60 × 1 µm/0.12 µm). b. Measured drain conductance of the FB
device versus the drain voltage for various applied frequencies. Vgs = 0.6V.
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When the drain voltage of a thick-film PD nMOSFET is high enough,
electrons can acquire sufficient energy in the high electric field zone near the
drain and create electron-hole pairs via the impact ionization mechanism. The
generated electrons rapidly move towards the drain, while the holes (which
are the majority carriers in the p-type body) migrate towards lower potential
i.e., the floating body. The injection of holes into the floating body forward
biases the source-body diode. The body potential increases, decreasing the
threshold voltage. This in turn induces an increase of the drain current.

It is well known that this kink is frequency-dependent. In Figure 2b, the
measured output conductance of a FB device is shown for various applied
frequencies. The kink decreases as frequency arises and tends to disappear over
about 1 MHz. The frequency dependence relies on AC body voltage filtering
through source/body capacitance [11]. This FB effect is known to induce a
Lorentzian like low frequency noise overshoot [12].

The kink effect may be attenuated when using intrinsic doping of the channel
[13]. Such a low doping concentration is favorable for low-voltage and high-
speed applications because it allows to obtain low threshold voltage and slightly
higher mobility.

The kink effect can be (almost) eliminated by two means. On one hand, the
BT structure may be used, as shown in Figure 2a. Indeed, an ideal body contact
can remove the excess majority carriers in the body. In practice, the finite
neutral region underneath the gate results in a resistive discharging path, which
establishes a potential drop when the excess carriers flow to the lateral body
contact. For a finite body resistance, a small kink in the output conductance is
thus still observed, but it presents a dispersive behavior at higher frequency [14].
Indeed, the output characteristic is dominated by the resistive body discharge
at low frequency, while at higher frequency, the capacitive path combines with
this resistance.

On the other hand, the kink effect is not observed in thin-film FD devices
at room temperature. Because the full depletion of the film, the source-to-body
diode is forward biased, and the holes can readily recombine in the source
without raising the body potential.

Finally, gate tunneling intervenes in floating body effects [15, 16]. Indeed,
gate tunneling not only increases the device leakage, but leads to charging and
discharging the PD body region. To understand this, let us consider a n-type
device. Holes are injected into the body through gate tunneling. The body
voltage is then increased, resulting to a kink in the transconducance. The AC
analysis of this effect showed that it could be described as a function of the
frequency by a pole-zero doublet [17]. The pole frequency corresponds to the
product of all the resistances and the capacitances seen by the body towards
the external nodes. According to experimental data, the zero appears at higher
frequency than the pole.
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In summary, several mechanisms are particular to the FB structure of SOI
devices. These mechanisms have in common a low-frequency dispersion of the
transistor output characteristics. While the gate induced FB effect is visible in
the triode region, the avalanche induced kink effect occurs in saturation, i.e., the
operation mode used in RF applications. Therefore, and for the sake of clarity
through this book, only the kink effect will be pointed out. Nevertheless, the
same approach can be followed to model the other FB phenomena. The reader
interested in the nonlinear behavior of SOI devices in triode regime is reported
elsewhere [18].

3. MOSFET Nonlinearities: Figures of Merit and
Analytical Model

In this section, a simplified MOSFET analytical model is presented in order
to get a comprehensive understanding of the SOI transistor nonlinear mech-
anisms. It also allows circuit designers to deal with the different trade-offs
involved in their design.

3.1. Motivation

The origin of the MOSFET nonlinearities is explained by the semiconduc-
tor physics. The DC drain current exhibits a highly nonlinear characteristic
when the drain and gate voltages (Vgs and Vds, respectively) are varied. In
new technologies dedicated to high frequency, the dimensions shrink and other
linearity degradations linked to short channel effects appear [19]. So carrier
velocity saturation, channel length modulation and mobility degradation have
to be carefully described for an accurate large signal modeling of the MOSFET
[20] (see Chapter 2). At high frequency of operation, the transistor behavior
still depends on the DC current characteristics, but in addition, the reactances
affect the behavior of the device.

At low frequency, a Taylor series analysis is generally used to get analytical
expressions of the distortion [21], while the Volterra series are used at high
frequency when inductors and capacitors play an important role [22, 23, 19].
In these cases, the nonlinear elements are described in terms of the Taylor series
expansion of their current-voltage or charge-voltage characteristics. This limits
the validity range of these techniques, as the derivatives of the characteristic
around any bias point must remain constant over the AC voltage and current
swing from that bias point. To ensure the validity of the Taylor series, the
nonlinearity must be weak enough and the excitation signals small enough. We
speak about weak nonlinear systems. This corresponds roughly to the range of
input power for which there is no compression. This means in practice that the
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input voltage amplitude should typically not exceed 0.3V to ensure the weak
nonlinear behavior of the transistor.

Analytical modeling is on the other hand widely used for its predictive capa-
bility. Indeed, while the measurement of the DC current-voltage (I–V ) charac-
teristics is today common, performing nonlinear measurements at microwave
is a complex task. Instrumentation for nonlinear systems must allow simulta-
neous multiple tone measurements and requires a calibration of all separate
incident and reflected waves instead of single frequency measurements and
a relative calibration for linear system. Specific instrumentation setups and
experiment design are required. Measurements results involving spectrum ana-
lyzer, sampling oscilloscopes and vectorial network analyzers are found in the
literature. The recent development of large-signal network analyzers (LSNA)
permits an accurate characterization of devices and systems at microwaves [24]
(see Chapter 4), at the price of an expensive and non-widespread setup.

In the following of this section, a comprehensive explanation of the
MOSFET distortion modeling is provided at both low and high frequencies.

3.2. Simplifying Hypothesis

In order to study the weak nonlinearities of a MOSFET in saturation, let us
consider the equivalent circuit of the intrinsic transistor depicted in Figure 3.
The extrinsic part as well as the non-quasi static effects will be introduced
in Section 4.1. The simplicity of this circuit allows us to establish compact
analytical expression for the distortion figures of merit. The drain current Ids

is represented by a third order polynomial:

Ids = gm1Vgs + gm2V
2
gs + gm3V

3
gs + gd1Vds + gd2V

2
ds + gd3V

3
ds (1)

where the gmi and gdi coefficients (i = 1, . . . ,3) are respectively given by 1/i! ·
∂iIds/∂V

i
gs and 1/i! · ∂iIds/∂V i

ds . Note that the cross-derivatives are not taken

Figure 3. a. MOSFET in common-source configuration. b. Equivalent intrinsic quasi-static
circuit of the transistor in a.



164 B. Parvais and A. Siligaris

into account. Numerical simulations showed that the presence of the cross-
terms improve the accuracy of the model, especially in the triode regime where
they play a crucial role. We restrict us here to saturation.

The main capacitances are included in the model. As capacitive elements
do not generate any significant harmonics in saturation, only the linearized
capacitances are introduced. Only a few percents error is introduced by this
simplification in the frequency band below 25 GHz [25]. Nevertheless, it is
important to introduce these capacitances since Cgd influences the harmonics
by the feedback, Cds reduces the output impedance at high frequency, and
Cgs filters the inputs. Moreover, the relative importance ofCgd increases from a
technological generation to the next one. Compared to BJTs, MOSFETs feature
more linear capacitances, which is an advantage of this technology [26].

3.3. Harmonic Distortion

The long-channel devices distortion is dominated by the transconductance
distortion, since the output conductance gd is almost bias independent in sat-
uration. In that case, at low frequencies when the capacitances are neglected,
the Taylor approach is used, and the harmonic distortion (HD) of order two and
three (HD2 and HD3, respectively) are given by

HD2 = A

2

∣
∣
∣
∣
gm2

gm1

∣
∣
∣
∣ , HD3 = A2

4

∣
∣
∣
∣
gm3

gm1

∣
∣
∣
∣ (2)

where A is the excitation amplitude. From these very simple expressions, it
can already be concluded that a minimum of HD3 exists around the threshold
voltage, independently of short-channel effects. Indeed, this corresponds to the
inflection point of the Ids(Vgs) curve and it can be physically interpreted as fol-
lows. In weak inversion, the drain current has an exponential type behavior with
respect to the gate voltage, as diffusion mechanism dominates. The gm3 coef-
ficient is positive in this region and as a consequence, the device experiences
gain expansion. In the strong inversion region, however, the mechanism for
drain current is mainly due to drift and the drain current characteristics follows
ideally a square-law (in reality, short-channel effects and mobility reduction
affect the current shape). As a result, gm3 is nonzero and negative in strong
inversion. The device experiences then gain compression. An important conse-
quence of this feature is that gm3 passes through zero in the moderate inversion
region. At this point, the device acts as an ideal square-law device and does
not experience any third-order distortion. Higher order distortion components
nevertheless also influence the third-order distortion, and even if HD3 differs
from zero at that bias, it experiences a minimum.
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In submicron MOSFETs, the output conductance cannot be simply modeled
by a constant Early voltage. This affects the HD of the circuit in Figure 3 as
follows:

HD2 ≈ A

2

∣
∣
∣
∣
gm2

gm1
− AvDC

gd2

YL + gd1

∣
∣
∣
∣ ,

HD3 ≈ A2

4

∣
∣
∣
∣
gm3

gm1
− A2

vDC

gd3

YL + gd1

∣
∣
∣
∣

(3)

where YL = 1/ZL is the load admittance and AvDC = −gm1/(YL + gd1) is the
linear DC voltage gain. The relations (3) confirm the intuition that the lower
the load impedance is, the lower the effect of the gd on nonlinearity is.

Even if the Taylor approach is commonly used, it suffers from two main
drawbacks. First, it requires either the evaluation of the I-V derivatives that may
become tricky when measurements data are used, or the addition of specific
measurements. Second, it is limited to weak nonlinear systems. The integral
function method was recently introduced to avoid these drawbacks [27, 28].

A comparison of the results obtained by relations (2) and (3) with measure-
ments performed with LSNA at 900 MHz in a 50� system showed that the
distortion is dominated by the current-voltage characteristics (Figure 4). The
static I-V characteristics are then sufficient to evaluate the distortion of a device
up to a certain frequency. An analytical Volterra model confirms this interesting
property, as it will be explained in the following.

Using the method of nonlinear currents applied to the circuit in Figure 3,
the Volterra kernels are calculated. In this method, each nonlinear element of

Figure 4. Harmonic distortion of order 2 evaluated by relations (2) and (3), compared to LSNA
measurements at 900 MHz. PD FB MOSFET; 12 × 6.6µm/0.25µm; Threshold voltage Vth is
0.54V; Vds = 1.2V; A = 0.2V.
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the circuit is converted into a linear element in parallel with current sources
that represent the nonlinearity of this element. The current at each order of
nonlinearity depends on the element voltages at all lower orders, in such a way
that the currents may be calculated recursively.

From the evaluation of the Volterra kernels in the low GHz frequency range,
the frequency variation of the HD figure-of-merit is accurately represented by
a pole-zero [25] (see inset of Figure 5):

HD2 ≈ HD2DC

∣
∣
∣
∣
∣
1 + jf /fzHD2

1 + jf /fpHD2

∣
∣
∣
∣
∣

(4)

with

HD2DC = A

2

∣
∣
∣
∣
gm2

gm1
− AvDC

gd2

Y ′
L

∣
∣
∣
∣ , (5)

fzHD2 = 1

4π

[

Rg(Cgd +Cgs)+ gm2Y
′
L(Cds +Cgd)−gd2gm1Cgd

gm2Y
′2
L +gd2g

2
m1

]−1

, (6)

fpHD2
= 1

2π

[
3Rg

(
Cgd

(
gm1

Y ′
L

+ 1
)

+ Cgs

)

+ 3
Cds + Cgd

Y ′
L

− Cgd

gm1

]−1

, (7)

Y ′
L = gd1 + 1

ZL
(8)

Figure 5. Dominant poles of HD. PD transistor, 12 × 6.6µm/0.25µm; Vds = Vgs = 1.2V.
Inset: frequency evolution of HD3 for the same device: Eq. (9) versus LSNA measurements;
A = 0.3V.
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and

HD3 ≈ HD3DC

∣
∣
∣
∣
∣
(1 + jf /fz1HD3)(1 + jf /fz2HD3)

(1 + jf /fp1HD3)(1 + jf /fp2HD3)

∣
∣
∣
∣
∣

(9)

with

HD3DC = A2

4

∣
∣
∣
∣
∣
gm3

gm1
+ 2gd2gm2

Y
′2
L

+ g2
m1

Y
′2
L

(
2g2

d2

Y
′2
L

− gd3

Y ′
L

)∣∣
∣
∣
∣
, (10)

fz1HD3

= 2g2
d2 − Y ′

Lgd3

4π
[(

agd3 − 2Rgg2
d2

)
Cgd + gd3Cds + (gd3Y

′
LRg − 2Rgg2

d2

)
Cgs
] , (11)

fz2HD3 = 1

6πRgCgd
, (12)

fp1HD3 = −Y ′
L/2π

7Cgd
(
a − (

Y ′
L/7gm1

)) + 4(Cds + Y ′
LRgCgs)

, (13)

fp2HD3 = −gm1

2πCgd
, (14)

a = 1 + Rg(gm1 + Y ′
L). (15)

From the Eq. (10), it is evident that the third-order distortion is not only gen-
erated by the third-order nonlinear coefficient gm3, but also by the combination
of lower-order terms.

The poles and zeros values depend on the bias point of the MOSFET and on
the load impedance. It was found [25] that for a 0.25µm SOI technology and
for the bias of interest, the zeros in relations (4) and (9) lie at higher frequency
than the poles. Furthermore, in Eq. (9), the dominant pole and zero of HD3

are respectively fp1HD3 and fz1HD3 . In other words, both HD2 and HD3 are
almost constant until the frequency fpHD2

and fp1HD3 is respectively reached.
The dominant poles of a 0.25µm PD MOSFETs, calculated by Eqs. (7) and
(13), are plotted in Figure 5. If the load of the 0.25µm PD transistor is for
instance 200�, the dominant pole of HD3 is around 4.5 GHz.

It is interesting to note that the ratio between the pole of the voltage gain
Av(f ) and the dominant pole of HD2(HD3) is almost constant at relatively high
value of ZL. Furthermore, it can be concluded from relations (7) and (13) that

∣
∣fpHD2

∣
∣ ≥

∣
∣fpAv

∣
∣

3
,
∣
∣fp1HD3

∣
∣ ≥

∣
∣fpAv

∣
∣

7
(16)
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where fpAv is the dominant pole frequency of the voltage gain. Relations (16)
give us a rule of thumb to find the frequency at which the low-frequency analysis
(e.g., Taylor approach) is not valid anymore.

3.4. Intermodulation Distortion

A two-tone analysis is performed using the Volterra nonlinear current
method. In order to simplify the expressions, Cgd was neglected i.e., a per-
fect feedback isolation is supposed. It was further assumed that the tones are
close together with regard to the operation angular frequency ω, and that the
global output admittanceG0(ω) verifiesG∗

0(ω) = G0(−ω). This hypothesis is
verified in our case (Figure 3) sinceG0(ω) = YL + gd1(ω) + jωCds is linearly
related to the frequency. Then, the intermodulation distortion of order 3 is
given by:

IMD3 = 3

4
A2 1

1 + ω2R2
gC

2
gs

|IM3| (17)

where

IM3 = gm3

gm1
−
(
gm1

G0(ω)

)2 gd3

G∗
0(ω)

+ 2

3
gd2gm2

(
1

G0(ω)G
∗
0(2ω)

+ 1

G0(ω)G
∗
0(�ω)

)

+ 2

3

(
gm1

G0(ω)

)2 g2
d2

G∗
0(ω)

(
1

G0(2ω)
+ 1

G∗
0(�ω)

)
. (18)

It follows from these equations that the IMD3 not only depends on the
third-order nonlinearity of the transconductance gm3, but also on the output
conductance at low-frequency G0(�ω) and at the second harmonic G0(2ω).
Also, the only action ofCgs is a lowering of the signal magnitude at the input of
the device.As the output admittance of a PD SOI MOSFET is frequency depen-
dent, we expect from those last relations to measure a variation of IMD3 as a
function of the tones separation for that device [29]. This will be experimentally
discussed in Section 5.

4. SOI MOSFET CAD Modeling

As discussed before, the analytical modeling exhibits some limitations with
respect to the amplitude of the input signal and the degree of linearity of the
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device. It is therefore not suited for circuit design through CAD tools. A non-
linear empirical modeling of SOI MOSFETs adapted to CAD will be presented
in this section. The model is valid in both small and large signal regimes and
from DC to RF. The aim of the approach is to provide a model very helpful
for circuit design, whenever fast modeling is needed. The empirical approach
is adopted for nonlinear current and capacitance modeling in order to reduce
the extraction procedure. Furthermore, the determination of empirical model
parameters does not need any knowledge about technological process as it is
based on observation.

The dedicated electrical circuit model will be presented in Section 4.1.
All the elements of the model are described in details in Section 4.2. Finally,
the validity of the model is investigated through measurements, compared to
simulation results. The extraction procedure of the model parameters is omitted
and the reader must refer to reference [32]. Note that the model is implemented
into the Advanced Design System (ADS, Agilent Technologies) environment,
in which all simulations are performed.

4.1. Electrical Equivalent Circuit

In order to obtain an accurate model valid in a large frequency range, it is
necessary to complete the simple model presented in Figure 3. On the other
hand, the model has to be efficient whenever Harmonic Balance (HB) algo-
rithm is used. For that purpose, two conditions have to be satisfied: first, the
charge conservation principle and second, the continuity and derivability of the
nonlinear equations. The first point is easily achieved if the equations describ-
ing the nonlinear capacitances derive from charge equations. The second point
is achieved if single and continuous nonlinear equations are used for the cur-
rent and charge in the whole regime operation. In our approach, the drain and
source charges are considered as linear and only the charge of the gate is taken
as nonlinear.

Considering the above remarks on the charge and the current, the equivalent
circuit shown in Figure 6 represents the SOI MOSFET electrically. The grey
area denotes the intrinsic part of the device and the arrows show the nonlinear
elements. The resistive elements Ri and Rgd account for the non-quasi static
effects. The Ikink nonlinear current is specific to the floating body devices.
In addition to the active part of the device, the model includes the extrinsic
elements: Rg,Rd and Rs are respectively the gate, the drain and the source
resistances, whileLg,Ld andLs are the access inductances and finally,Cpd and
Cpg are the extrinsic (and access) parasitic capacitances. In order to maintain
the extraction procedure as simple and as quick to implement as possible, this
model is very compact.As a matter of fact, the overlap and fringing capacitances
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Figure 6. Electrical equivalent circuit used for modeling the SOI MOSFET. The grey area
denotes the intrinsic part of the transistor. The arrows show the non linear elements.

between gate and source and drain and source are implicitly included in the
intrinsic Cgs and Cgd .

4.2. Nonlinear Drain Current Equation

The drain to source current is modeled by the empirical equation (19),
which was based on the Angelov’s model [30] (see Chapter 5). Some modifi-
cations [31, 32] were undertaken in order to better describe the current of SOI
MOSFETs.

Ids = Ipk {1 + Pol1 (tanh (�))}Pol2 tanh
{(
α1 + α2Vgsi

)
Vdsi

}

� = P1
(
Vgsi − Vpk

) + P2
(
Vgsi − Vpk

)2 + P3
(
Vgsi − Vpk

)3

Pol1 = K0 + K1Vgsi + K2V
2

gsi + K3V
3

gsi

Pol2 = 1 + λ1Vgdi + λ2V
2

gdi + λ3V
3

gdi (19)

where Vgsi and Vdsi are respectively the intrinsic gate to source and
drain-to-source potentials, and Vgdi is the intrinsic gate-to-drain potential;
Ipk,Vpk,αi,λi,Pi (i = 1, . . . ,3) and Ki (i = 0, . . . ,3) are the fitting parame-
ters of the model.

The (1 + Pol1 tanh(�)) term describes the current control by the gate volt-
age. The polynomialPol2 was developed to model the saturation regime of deep
sub micron MOSFETs. The term tanh((α1 + α2Vgs)Vds) describes the linear
zone and the transition between the linear regime and saturation. Note that the
Eq. (19) describes the DC drain current of FD or PD devices with body ties.
Section 4.3 is dedicated to the kink effect modeling in FB devices.
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4.3. Kink Effect Modeling

In the case of a FB device, the kink effect is modeled by a large signal current
that is frequency dependent. We consider that two currents constitute the total
drain-to-source current: the kink-free DC channel current Ids (Eq. (19)) and a
DC current Ikink specific to the kink. Thus, the total DC drain to source current
IdsT is given by:

IdsT = Ids + Ikink (20)

The current Ikink is given by the empirical Eq. (21) [32, 33], and was obtained
from experimental data on FB and BT FETs and Eq. (20).

Ikink = IksVgsiVdsi (1 + cV dsi)

×
{

1 + tanh

(

a

(

Vdsi − b
√
Vgsi + Vth

))}

(21)

where Vth is the measured threshold voltage at low drain current and the other
symbols (Iks,a,b,c) are the model fitting parameters. Figure 7a shows the
measured current, the simulated kink-free current Ids and the simulated total
current IdsT , while Figure 7b shows the DC Ikink simulated by Eq. (21) after
extraction. The Ids parameters are first extracted in the pre-kink region (i.e.,
Vds < 0.6V in the example). The Ikink parameters are next extracted in all
regime operation.

Figure 7. a. Measured drain current (symbols), simulated kink-free (doted line) and simulated
total drain current (solid line) of a PD FB device versus the drain bias (60 × 1µm/0.12µm).
b. Simulated kink current.



172 B. Parvais and A. Siligaris

Note that Eq. (21) does not give any frequency dependence. In order to
include a frequency dispersion model, Eq. (21) is expressed in the frequency
domain and it is balanced by a frequency dispersion function fdm(ω) = e−|ω|τk :

I ′
kink (ω) = e−|ω|τk

∞∫

−∞
Ikink (t)e

−j2π ftdt (22)

where τk is a time constant defining the cut-off frequency of the kink.
The empirical equation fdm(ω) was obtained by low frequency measure-

ments of the drain conductance. The frequency dependent large signal current
I ′

kink(ω) given by (22) can be expressed in the time domain by applying the
inverse Fourier transform. Hence, Eq. (22) becomes:

I ′
kink (t) = fdm (t) ⊗ Ikink (t) (23)

where fdm(t) is the frequency dispersion model calculated in the time domain.
Its analytical expression is given by:

fdm (t) = F−1 (fdm (ω)) = τk

π
(
τ 2
k + t2

) (24)

To understand how this model acts, let us consider the time domain periodic
kink current Ikink(t) in the case of a single tone excitation at angular frequency
ω0. From Eq. (23), it can be easily shown that

I ′
kink (t) =

∞∑

n=−∞
e−|n|ω0τk Ikink ne

jω0t (25)

with

Ikink n = 1

T0

T0∫

0

Ikink (t)e
−j2π ftdt, and T0 = 2π

ω0
(26)

These equations show that fdm(ω) balances the magnitude of each Fourier
current coefficient Ikink n at each frequency component nω0. Thus, the large
signal kink current is reduced as the frequency increases.

The kink effect in the time domain is depicted in Figure 8a, where the sim-
ulated instantaneous large signal current IdsT (t) is plotted versus the instanta-
neous drain voltage Vds(t). For that simulation, we applied a large signal on
the drain of the device (Vds swing is 0.5V) and the gate to source voltage varia-
tions were suppressed using a DC-block capacitance. We carried out the simu-
lation for various frequencies between 10 Hz and 100 MHz. At low frequencies
the large signal current includes the kink effect, while at high frequency it
disappears.

In Figure 8b, the small signal drain conductance gd1 is simulated as a func-
tion of the drain bias in the inversion regime, for frequencies varying from
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Figure 8. a. Simulated instantaneous large signal drain current versus the instantaneous drain
voltage for various applied frequencies. Vds0 = 0.6V, Vgs0 = 0.6V,A = 0.5V. Inset: schematic
test bench used for simulation. b. Simulated small signal drain conductance versus the drain bias
for various frequencies.

10 Hz to 10 MHz. We observe discrepancies with measured results shown in
Figure 2b. Nevertheless, the kink phenomenon is well reproduced, as well as
its vanishing above 1 MHz.

This technique (Eq. (22) or (23)) allows modeling easily a nonlinear ele-
ment with frequency dispersion due to charge accumulation, without introduc-
ing additional electrical elements (capacitances) in the equivalent circuit. This
implies that additional test elements and time consuming measurements for
extraction can be avoided.

4.4. Charge Modeling

Following the assumptions in the introduction of Section 4, a single gate
charge model Qg is used for calculating the nonlinear intrinsic capacitances
Cgs and Cgd . Because the charge is not directly measurable, it is necessary to
carry out physics based simulation in order to obtain charge data. Accurate
results are easily obtained by drift-diffusion simulation, using for example the
ATLAS-SILVACO simulator. From that data, the following charge equation
was elaborated [32]:

Qg

(
Vgs,Vds

) = C0
(
Lgate − 2Lm

)
Wfnf

{
Cgsf

(
Vgs,Vds

)

+ Cgdf
(
Vgs,Vds

)} + Q0,
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Cgsf
(
Vgs,Vds

) =
(

Cgg0 + tanh

(
V 2

ds

γV 2
gs

))

×
(
Cgg1Vgs + Cgg2V

2
gs + Cgg3V

3
gs

)
,

Cgdf
(
Vgs,Vds

) =
(

Cgd0 + tanh

(

−V
2

gs

Vα

))
(
Cgd1Vgd + Cgd2V

2
gd

)
. (27)

The capacitances Cgs and Cgd are calculated by combining (27) to (28)
and (29).

Cgs
(
Vgs,Vds

) = ∂Qg

∂vgs

∣
∣
∣
∣
∣
vds=cte

+∂Qg

∂vds

∣
∣
∣
∣
vgs=cte

, (28)

Cgd
(
Vgs,Vds

) = − ∂Qg

∂vds

∣
∣
∣
∣
vgs=cte

(29)

whereLgate,Wf and nf are respectively the gate length, the gate width per finger
and the number of fingers; C0,Lm,γ,Vα and Cggi,Cgdi (i = 1, . . . ,3) are the
charge model fitting parameters; and Q0 is the depletion charge in the gate
terminal at Vgs = Vds = 0V.

4.5. Scaling Rules

Empirical modeling is not appropriate for including scaling rules as a func-
tion of the gate length. However, most of the model parameters follow simple
scaling rules as a function of the gate width and the number of fingers. The
scaling rules of the different model parameters are summarized in Table 1.

4.6. Model Validity

The validity of a model needs to be demonstrated through measurements in
large operation conditions. However, the model verification should be limited

Table 1. Scaling rules as a function of the total gate
widthWt (Wt =Wf nf ) and the number of fingers nf .

Parameter Scaling Rule

Cpd ,Cpg,Cgs,Cgd ,Cds,Ids,Ikink Wt
Rs,Rd 1/Wt
Rg Wt/n

2
f
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with regard to its application. For example, the aim of this chapter is to study the
nonlinearities of SOI MOSFETs; for that reason we verify that distortion and
intermodulation are well reproduced by the model. The validity of the model
in small signal operation has been shown elsewere [32].

Figure 7 shows that the DC drain current of devices with and without FB is
accurately described. But, the designer must be aware that the current model is
not accurate in sub-threshold bias operation. This is not a problem, as in MMIC
design the transistors are commonly biased in the strong inversion regime to
reach a high operation frequency.

The nonlinearity of the device at high frequency is also correctly described.
Indeed, a good agreement between measurements and simulations is observed
in Figure 9a for the output power at the fundamental frequency, the second and
the third harmonics for all DC gate biases when a single tone power is applied
on the gate of the device. The result of a two-tones test is shown in Figure 9b.
In that case again, we note an excellent prediction of the nonlinear behaviour
of the device.

5. SOI MOSFET Linearity

In this section, the linearity properties of PD FB and BT devices, as well
as FD MOSFETs are investigated through simulation and measurements. The
simulations are performed in the ADS simulator with the model described in
Section 4 using the Harmonic Balance algorithm, and the results are interpreted

Figure 9. a. Output power of the fundamental, the second and the harmonic versus the gate bias.
Vds = 0.6V,f1 = 2 GHz,Pin = −5 dBm. b. Output power of the fundamental frequency, the 3rd
order and the 5th order intermodulation products. f1 = 2 GHz, f2 = 2.001 GHz Vgs = 0.6V,
Vds = 0.6V. Rload = 50� (60 × 1µm/0.12µm).
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by the analysis presented in Section 2.2. All measurements were performed on-
wafer with the MOSFET source and back-gate grounded.

5.1. Harmonic Distortion

Even if the FD transistor has a higher current drive and transconductance
than a PD transistor with the same technological parameters (cfr. Section 2), the
harmonic distortion factors of merit are not affected since they are defined from
the ratios of the gmi and gdi, as explained before (Eq. (3)). This is depicted in
Figure 10a. Care must be undertaken while the evaluation of the gdi coefficients
in the case of FB devices. Indeed, when these coefficients are extracted at DC
or at very low frequency, and because of the kink effect, these coefficients nullify
at some bias inducing sweet spots. Nevertheless, the kink effect disappearing at
high frequency, these biases are not interesting for improving the linearity of
MMICs. In order to use the analytical formulation presented in Section 2.2,
the coefficients gdi of any FB device should thus be evaluated at the working
frequency.

The comparison between PD FB and BT transistors in 0.12µm technology
is performed in Figure 10b. The total harmonic distortion (THD) of the BT
device is slightly higher (about 3 dB), over the entire frequency range. This is

Figure 10. a. Measured HD3 versus the gate voltage overdrive Vgst of PD and FD devices
(12 × 6.6µm/0.25µm). f0 = 900 MHz,Vds = 1.2V;A = 0.2V; Inset: gmi coefficient of these
two transistors; Vds = 1.2V. b. Simulated Total Harmonic Distortion of PD FB and BT (60 ×
1µm/0.12µm) transistors versus applied frequency. Pin = 0 dBm, Vgs = 0.6V, Vds = 0.6V.
First inset: gmi/gm1(i = 2,3) ratios of both devices versus the gate voltage overdrive Vgst .
f = 20 GHz. Second inset: gdi/gd1 (i = 2,3) ratios of both devices versus Vds. f = 20 GHz.
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explained by somewhat lower ratios of gmi/gm1 and gdi/gd1 (i = 1,2) for the
FB device (insets of Figure 10b). Moreover, the kink effect in the FB device is
totally suppressed in the gd2/gd1 ratio at high frequencies. From these results, it
can be concluded that HD is not much affected by the type of device considered.
This is due to the similar shape of drain current, which is the main source of
nonlinearity, at high frequency where the kink vanishes.

5.2. Intermodulation Distortion

Even though the FB effect does not impact highly the harmonic distortion,
it is expected from Section 3.4 to affect the intermodulation ditortion, even
at RF. Indeed, Eqs. (17) and (18) show that IMD3 is not only dependent on
G0(ω) but also onG0(�ω). TheG0 dependence on frequency was depicted in
Figure 2. This is confirmed by two-tones tests performed on FD and PD devices.
Measurements indicate that IMD3 of the PD FB device is dependent on the tones
separation �f for bias points where the I–V exhibits a kink (Figure 11a).

The model presented in Section 4.4 was used to simulate the third order
output intercept point (OIP3) as a function of the two tones separation and the
load resistance. The simulation results show that the intermodulation properties
of the FB device are modified when the frequency spacing value is inferior to
the kink cut-off frequency, which is around 1 MHz in the example (Figure 11b).
This transition is obvious for of a high load resistance value, while in the case of
a low load resistance, the�f influence is quasi negligible. For low load values,

Figure 11. a. IMD3 measured by LSNA at 900 MHz; Vgs = 1.0V; A = 0.6V. b. Simulated
OIP3 as a function of the frequency offset �f and two different load values. Vds = 0.6V,
Vgs = 0.6V.
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the linearity of the device is mainly influenced by the transconductance gm,
while as the load increases the drain conductance becomes more significant, as
expected from relation (18). This remark also holds for HD, as seen in Eq. (3).
The OIP3 of the BT kink free device is totally independent on the frequency
spacing. The kink effect acts thus as a low frequency memory effect on the
intermodulation properties of a floating body device.

6. Summary

An empirical nonlinear model for SOI devices was presented. The empirical
approach is useful when a rapid extraction is required; however, it is not phys-
ically scalable along the gate length dimension. This model is well suited to
describe the behavior of SOI transistors along the frequencies under small and
large signal operation. The floating body effects were modeled by an indepen-
dent current source that takes the low frequency dispersion into account. The
model was used to calculate different nonlinear figures of merit. The simulations
are confronted to measurements and explained by a simple analytical model,
based on the Volterra series approach. The analytical formulation permits to
determine easily the frequency behavior of these nonlinear figures of merit. It
was also explained that at high frequency, the FB effects do affect the IMD, but
not the HD.
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Abstract: The compact model has been improved due to device scaling and its accuracy
has been going to be acceptable for analog circuit design. However, by view-
point of RF circuit prediction, its accuracy is still poor even if using the recent
MOSFET’s compact model because it is necessary to implement all parasitic
components effects to obtain good accuracy of RF circuit design. Moreover, it
has still some insufficient phenomena in the recent small geometry MOSFET.
One is the mobility degradation due to STI stress and another one is the chan-
nel noise enhancement due to hot carrier effects. This chapter focuses on and
describes these uncovered or insufficient characterizations for MOSFET and
their influence on RF design, especially voltage-controlled oscillator design.

Key words: RF Model; MOSFET; STI Stress; Scalable Parasitic Components Model; Chan-
nel Noise; Voltage-Controlled Oscillator Design

1. Introduction

The downscaling of the design rule of semiconductor technology has real-
ized many features that were unavailable in previous generations of LSIs.
Logic LSIs have come to employ higher-level integration and provide high-
speed functions, leading to realization of high-performance CPUs such as
Pentium-IV. RF-analog LSIs [1] also employ higher-frequency operation such
as 5 GHz front-end and more than 10 GHz building block of radio communi-
cations. Since the cut-off frequency of MOSFET is approximately dependent
on inverse gate length, cut-off frequency of over 200 GHz has already been
achieved using sub 0.1 micron design rule. Although scaling-down is thought
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not to pose problems, for either logic circuit or analog circuit design, there are
drawbacks in the case that part of the circuit is analog. RF circuit designers are
often faced with the inaccuracy and inconvenience of a compact model since
the extraction of the parameter set is not perfect and sometimes the model does
not express many physical phenomena even if it covers them.

The drawbacks are increased flicker noise due to introducing oxynitride in
recent small geometry MOSFETs, current degradation due to shallow trench
isolation (STI) stress, and increasing channel noise due to hot carrier effect in
small geometry MOSFETs. Moreover, the normal MOSFET model is insuffi-
cient for RF circuit design since MOSFET’s parasitic components are not intro-
duced in the Spice model and the RF characteristics are significantly influenced
by parasitic components [2].

The issue of STI stresses [3], basically, mechanical stress induced by STI,
affects the carrier mobility and this influence depends on distance between edge
of STI and channel. In the case of RF-analog circuit, multi-gate finger structure
of MOSFET has been widely used, and MOSFET with such a structure has
many channels. The mobility degradation due to STI stress differs for each
channel. Therefore, drain current and transconductance of MOSFET are not
precisely proportional to the number of gate fingers.

For RF design, substrate network model is one of the most important and it
has often influenced circuit design accuracy, especially noise. There are some
parasitic network models but there is no scalable parasitic network model. The
scalable substrate model is strongly required by almost all designers.

Increases in channel noise due to scaling down of gate length is the most
serious problem and has been the object of a greater deal of study [4–16] since
this phenomenon had not been introduced in any Spice models although its
existence has been known for over ten years.

This chapter, focuses on STI stress, parasitic component network and the
channel noise enhancement of small geometry MOSFET and describe their
influence on current mirror design and RF voltage-controlled oscillator design.

2. STI Stress

2.1. Origin of STI Stress

In the Si integrated circuit process, the isolation region was basically formed
with thermal oxidation process. However, thermal oxidation process such as
LOCOS isolation was limited so as to minimize isolation region due to bird’s
beak. Hence, shallow trench isolation (STI) has been utilized below 0.25µm
process technologies. STI consists of shallow (approximately 0.3 to 0.5µm)
trench isolation etching and oxide is filled in it. These types of trench isolation
had been used in BiCMOS process for over ten years. Of course, in the case
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of BiCMOS process, approximately 5µm depth deep trench isolation (DTI) or
the combination of DTI and STI were used since the depth of collector buried
layer is approximately 3 to 4µm from surface. Also, mechanical stress of DTI
or the combination of DTI and STI has been the object of much study [17, 18].
The determined stress in that work showed compressive stress, which was
observed around trench isolations and it also depended on the distance from
trench isolation. Figure 1 shows compression stress by DTI (left hand) and
leakage current of pn-junction as a function of distance from trench isolation
(right hand).

2.2. STI Stress on Small Geometry MOSFET

Similar to isolation in the case of BiCMOS process [19], the mechanical
stress in the vicinity of active area (AA) is determined by the distance from
STI edge. Thus, the mobility of electron of NMOSFET decreases as a function
of inverse of the distance between them, resulting in −15% at the vicinity of
STI edge. On the other hand, the mobility of hole of PMOSFET increases as
a function of inverse of the distance between them, resulting in +15% at the
vicinity of STI edge, vice versa.

These phenomena make it difficult to keep model scalability of MOSFET.
In the conventional MOSFET’s Spice model scalability ofLg andWg is kept for
both DC and CV parameters. Hence, DC characteristics depend onWg/Lg but
not onAA. However, it is necessary to add some parameter to correct this mobil-
ity dependence of distance on distance from STI. In practice, carrier mobility

Figure 1. Displaced stress simulated mesh (left hand) and junction leakage current as a function
of distance between DTI and active (right hand).
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difference poses little problem for logic circuitry provided characterization for
each gate (inverter, NAND, etc.) is perfect; however, it poses serious problems
for analog circuitry including RF since MOSFET with multi-finger structure
is often used in such circuitry. For multi-finger MOSFET, many gate fingers
(channels) are available in a MOSFET and the edge of gate finger (channel) is
influenced by mobility differences and the inner gate fingers (channels) are not
influenced by them. Therefore, the transistor model of edge channels and that
of inner channels differ. The ratio of stressed gate can be expressed as Eq. (1).

RSTRESS = 2nWf

Wg

= 2nWf

Wf · Mg

= 2n

Mg

(1)

where, Wf is gate width for finger, Mg is number of gate fingers, Wg is total
gate width, Wg =Wf × Mg, and n is number of stressed gate for each side.
Therefore, when number of gate finger is large, stressed gate ratio is small in
other words, when gate finger width is large, stressed gate ratio is large in the
case of constant total gate width.

Figure 2 shows NMOSFET transconductance dependence on gate finger
width for 90 nm process with Lg = 70 nm, and 0.13µm process with Lg =
0.11µm in the case that total gate width = 100µm. As gate finger width is
larger, STI stress appears.

To prevent this phenomenon, multi-finger MOSFET with dummy gate in
both edges will be sufficient as shown in Figure 3. The upper figure of Figure 3

Figure 2. Transconductance degradation as a function of gate finger width.
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Figure 3. Stressed layout (upper) and stress-free layout (lower).

shows multi-finger MOSFET without dummy gate. This MOSFET layout
makes it possible to minimize the layout but accuracy of transistor current
is poor due to stressed channel. On the other hand, the lower figure of Figure 3
shows multi-finger MOSFET with dummy gate. This MOSFET layout makes
it possible to obtain accurate transistor current but the layout is larger than in
the case depicted in the upper figure. Since MOSFET with dummy gate may be
necessary for analog circuit, the layout depicted in the lower figure is preferable
for analog circuit.

2.3. Current Mirror Circuit Characteristics

The influence of STI stress was studied by using current mirror circuitry.
Usually, a current mirror circuit consists of a pair of MOSFETs, one having
a small number of gate fingers and the other having a large number of gate
fingers and their mirror ratio is determined by only the ratio of the numbers
of gate fingers. The mirror ratio is always constant except in the lower early
voltage region. However, when STI stress exists, the mirror ratio is different
from ideal gate finger ratio and it may depend on the difference of RSTRESS as
represented by Eq. (1). The calculated mirror ratio as a function of RSTRESS is
shown in Figure 4.

The designed mirror ratio of this circuitry is ten but when the stressed gate
ratio increases, the accuracy of mirror ratio of current mirror circuit degrades.
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Figure 4. Mirror ratio as a function of stressed finger ratio (RSTRESS).

There may be a 10% difference from the designed mirror ratio in the case that
RSTRESS is one. This difference is significantly large for analog circuit.

2.4. Summary

STI stress induced mobility degradation is on one of the most serious issues
for RF circuit design and especially so in regard to transistor matching require-
ments with multi-finger MOSFET. Designers have to implement a dummy-gate
structure or a model parameter set to cover each channel’s parameter so as to
prevent inaccuracy.

3. Parasitic Network Model for MOSFET

The available SPICE model of CMOS does not include parasitic compo-
nents perfectly such as gate resistance, well resistance, substrate resistance, and
capacitance between well and substrate. It is well known that the RF charac-
teristic of MOSFET is strongly influenced by these parasitic components, and
the influences of these components are investigated in some reports [20–24].
New types of SPICE model such as BSIM4 and/or EKV3 include the substrate
network; however, the parameter values of components are set for individual
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transistors even if onlyLg,Wg, andMg change. This is difficult and complicates
the work of circuit designers, because many circuit designers are unfamiliar
with process technology and they use a lot of MOSFETs in their circuit designs.

In this section, the scalable model of parasitic components for MOSFET is
described. Each parasitic component’s value can be calculated using only three
basic parameters, Lg,Wf , and Mg, and the model adaptable to transistors of
any size [25].

3.1. Equations for Parasitic Components

The equation for parasitic components was determined by equivalent circuit
as shown in Figure 5 and target layout of MOSFET as shown in Figure 6.

The core transistor model is the normal BISM3v3 model [26] without
source/drain junction capacitance (set Cj and Cjsw equal zero) and gate-
bulk capacitance (also set Cgbo equal zero). The source/drain junction capac-
itance, gate-bulk capacitance, gate resistance, substrate resistance underlying
source/drain junction, substrate resistance underlying gate-bulk capacitance,
and parasitic inductance of each terminal were added to the intrinsic BSIM3v3
in this model.

Multi-finger MOSFET is commonly used in RF application to improve
parasitic effects as shown in Figure 6. The present work focuses on a MOSFET
that has this structure. In the case of a multi finger-MOSEFT, all finger structures
are the same and the structure is repeated except at the edge part of transistors.
It means some parameters, such as the distance between center of gate and back

Figure 5. Equivalent circuit MOSFET for RF.
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Figure 6. Target plain view of NMOS and PMOS.

gate contact and that between center of gate and substrate contact, are also the
same in each fingers. Hence, the finger structure MOSFET was divided into
intrinsic unit transistors for simple calculation.

3.1.1. Area and perimeter of source/drain diffusion

The source/drain diffusion of multi-finger MOSFET is common with that
of the next transistor as shown in Figure 6. Thus, the number of source/drain
diffusions is almost halved in this structure compared to that in a one-finger
transistor. The calculated value of numbers of source/drain diffusions is shown
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in Table 1, where Ms is number of source diffusion, Md is number of drain
diffusion, andMg is number of gate fingers. In the case of an even number of gate
multiples, it is possible to treat two structures of source/drain diffusion order,
SDS or DSD, and the number of source/drain diffusions is different in each case.
One case of the edge diffusion is source (SDS), and the other case of the edge
diffusion is drain (DSD). On the other hand in the case of an odd number of gate
fingers, the number of source diffusions and that of drain diffusions are the same.

The calculated equations of the area and perimeter of source/drain diffusion
are shown in Table 2.

3.1.2. Gate resistance

Gate resistance, Rg, is expressed as Eq. (2).

Rg = Rsg × (Wf + X0)

3 × Lg × Mg

+ Rcg

Mcg
× 1

Mg

(2)

where Rsg is sheet resistance of gate polysilicon, Rcg is contact resistance of
gate polysilicon, Mcg is number of gate polysilicon, Wf is gate finger width,
and Xo is distance between active area edge and gate polysilicon contact as
shown in Figure 7 for the NMOS case. Although the layout for PMOS is not
indicated here, it is almost the same as Figure 7.

3.1.3. Back gate resistance

The back gate resistance, Rn (for PMOS) and Rp (for NMOS), is depen-
dent on length of current flow, and its length is similar to the distance between

Table 1. Number of source and drain diffusions.

# of Gate fingers Types Ms Md

EVEN
SDS Mg/2 + 1 Mg /2
DSD Mg /2 Mg/2 + 1

ODD — (Mg + 1)/2 (Mg + 1)/2

Table 2. Area and perimeter of source and drain diffusions.

# of Gate
fingers

Types AS PS AD PD

EVEN

SDS (Mg/2 − 1)A2Wf
+ 2A1Wf

(Mg − 2)(A2 + Wf )

+ 4(A1 + Wf )

MgA2Wf /2 Mg(A2 + Wf )/2

DSD MgA2Wf /2 Mg(A2 + Wf )/2 (Mg/2 − 1)A2Wf
+ 2A1Wf

(Mg − 2)(A2 + Wf )

+ 4(A1 + Wf )
ODD — (Mg − 1)A2Wf /2

+ A1Wf

2(Mg − 1)(A2 + Wf )

+ 2(A1 + Wf )

(Mg − 1)A2Wf /2
+ A1Wf

2(Mg − 1)(A2 + Wf )

+ 2(A1 + Wf )
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Figure 7. Details of layout view and cross section view of NMOSFET.

transistor active area and substrate contacts. To obtain accurate values of resis-
tance, it is necessary to consider details of device structure as shown in Figure 7.
Total resistance can be expressed as Eqs. (3) and (4) for NMOS and PMOS.

Rp = Rspw × Xjpwell

Mg

×
(
Xjpwell + TSTI

2WfLg
+

Wf
2 + X1 + X2

2

(Xjpwell − TSTI)2
+ Xjpwell − Xj

2X2
2

)

(3)

Rn = Rsnw × Xjnwell

Mg

×
(
Xjnwell + TSTI

2WfLg
+

Wf
2 + X1 + X2

2

(Xjnwell − TSTI)2
+ Xjnwell − Xj

2X2
2

)

(4)

where Rspw,Rsnw,Xjpwell,Xjnwell,TSTI,X1,X2,Xj are sheet resistance of p-
well, that of n-well, junction depth of p-well, that of n-well, thickness of STI,
distance between gate and well contact, width of well contact, and junction
depth of well contact, respectively. The first term of Eqs. (3) and (4) is resistance
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of gate surface to half depth of well, the second term is resistance of gate to well
contact, and the third term is resistance of half depth of well to well contact
metal.

3.1.4. Well/Substrate resistance underlying source/drain diffusion

The well resistance or substrate resistance, which is underlying source/drain
junction, Rsjsub/Rdjsub is expressed as Eq. (5) for NMOS source, (6) for NMOS
drain, (7) for PMOS source, and (8) for PMOS drain. The equation consists of
components similar to those of back gate resistance.

Rsjsub = Rspw × Xjpwell

Ms

×
(
Xjpwell − Xj

2WfLsd
+

Wf
2 + X1 + X2

2

(Xjpwell − TSTI)2
+ Xjpwell − Xj

2X2
2

)

(5)

Rdjsub = Rspw × Xjpwell

Md

×
(
Xjpwell − Xj − Wdd

2WfLdd

+
Wf
2 + X1 + X2

2

(Xjpwell − TSTI)2
+ Xjpwell − Xj

2X2
2

)

(6)

Rsjsub = Rsnw × Xjnwell

Ms

×
(
Xjnwell − Xj

2WfLsd
+

Wf
2 + X1 + X2

2

(Xjnwell − TSTI)2
+ Xjnwell − Xj

2X2
2

)

(7)

Rdjsub = Rsnw × Xjnwell

Md

×
(
Xjnwell − Xj − Wdd

2WfLdd

+
Wf
2 + X1 + X2

2

(Xjnwell − TSTI)2
+ Xjnwell − Xj

2X2
2

)

(8)

where Ms is number of source diffusion and Md is number of drain diffusion.
Also Lsd = As/WfMs is average value of length of source extension, Ldd =
Ad/WfMd is that of drain extension, andWdd is depletion layer width of drain
junction. Of course, Wdd depends on drain bias, but it is very complicated to
calculate its value for each bias point. Therefore, in this work a typical biased
depletion layer width was chosen (e.g. Vds = Vgs).

3.1.5. Well/Substrate resistance underlying gate extension

Well/substrate resistance underlying gate extension, Rgb, is expressed
as Eqs. (9) and (10). Equation (9) shows NMOS well/substrate resistance
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underlying gate extension and Eq. (10) shows that of PMOS. The calculation
methodology is also almost the same as that for back gate resistance.

Rgbn = Rspw × Xjpwell

Mg

×
(
Xjpwell − Xj

2Agf
+ X3 + X2

2

(Xjpwell − TSTI)2
+ Xjpwell − Xj

2X2
2

)

(9)

Rgbp = Rsnw × Xjnwell

Mg

×
(
Xjnwell − Xj

2Agf
+ X3 + X2

2

(Xjnwell − TSTI)2
+ Xjnwell − Xj

2X2
2

)

(10)

whereX3 is distance between well/substrate contact and center of gate extension
as shown in Figure 7.

3.1.6. Parasitic inductance of each terminal

Parasitic inductance of each terminal (Ls for source, Ld for drain, and Lg
for gate) originates from its wire inductance. Thus, number of gate fingers is
the dominant factor. The equation originated from a simple estimation of wire
inductance [27] and it was optimized for adoption for some empirical results
as shown in Eq. (11).

Ls = Ld = Lg = 1.2Mg + 18.7[pH] (11)

All parasitic component values were calculated by Eqs. (1) to (11).

3.2. Model Confirmation

The model accuracy was confirmed by comparing between s-parameter
measurement results and simulation results. MOSFET’s s-parameter was mea-
sured by HP-8510 network analyzer with high frequency probe for on-wafer
measurement. The parasitic capacitances in the measurement system such as
pad parasitic capacitances and wire parasitic capacitances were de-embedded
in an appropriate manner. Measured frequency was 0.2 to 20 GHz. Measured
bias points of MOSFET were |Vds| = 1.0 to 2.5V, and |Vgs| = 0.8 to 1.5V
which was equivalently |Vth| + 200 mV to 900 mV. Measurement samples
of MOSFET were 50µm to 200µm total gate width with 5µm gate finger
width, and 0.25µm to 0.5µm gate lengths. Lg−,Wg−,Vgs− , and Vds− depen-
dence were measured to compare with simulated data using this model for
NMOS.
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Figure 8 shows confirmation results of geometry dependence of NMOS,
and Figure 9 shows that of bias dependence of NMOS, where (a) for s11, (b) for
s21, (c) for s12, and (d) for s22.

Input refractions coefficient, s11, differed little for different gate lengths
in both simulation and measurement. Forward gain, s21, shows a good agree-
ment between simulation and measurement. Reverse gain, s12, also shows good
agreement between simulation and measurement, but in regions of over 10 GHz
agreement is relatively poor. Output refraction coefficient, s22, shows relatively
poor agreement but simulated data was acceptable throughout the entire fre-
quency range. These results indicated that this scalable parasitic model is suit-
able for expressing RF characteristics.

3.3. Parasitic Network Influence on RF Circuit

The influence of parasitic network on the accuracy of RF circuit simulation
was confirmed. In the case of LNA, parasitic network influence on the noise
figure is basically clear since the increases in noise of MOSFET results in a
corresponding increase in the noise figure.

On the other hand, in the case of voltage-controlled oscillator (VCO), the
parasitic network influence on the phase noise was less direct. The phase noise
of VCO is influenced by several sorts of noise, including thermal noise of res-
onator, flicker noise of MOSFET, and also thermal noise of parasitic compo-
nents of MOSFET. In this section, the phase noise differences among simulation
results with substrate network, that without substrate network and measurement
results are compared.

The phase noise of voltage-controlled oscillator is expressed as
Eq. (12) [28].

L(ωm) = kT · Reff (1 + FGC)

V 2
osc
2

(
1 + ωosc

ωm

)2

(12)

where, L(ωm) is phase noise at certain hertz offset frequency ωm from carrier,
Vosc is oscillation amplitude of VCO, ωosc is oscillation frequency, and F is
noise parameter. Although the definitions of almost all the parameters in this
equation are clear, a part of F is still unclear. In ideal VCO, FGC consists of
the resonator noise source and the gain-cell noise source.

Noise sources of resonator are fundamental phase noise contents of inte-
grated VCO, and several papers have reported on them [27–29]. The effective
resistance of resonator is expressed as Eq. (13).

Reff = Rl + Rvc + 1

Rp (ωoscCtot)
2 (13)
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Figure 8. Measurement result and simulated one as a function of Lg and Wg .
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Figure 9. Measurement result and simulated one as a function of DC-bias.
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where, Rl is parasitic resistance of inductor, Rcv is parasitic resistance of var-
actor, Rp is parallel resistance of resonator, and Ctot is total capacitance of
resonator including varactor capacitance and any parasitic capacitance, where,
Gm of MOS-VCO gain-cell and noise equation of MOS gain-cell is expressed
as Eq. (15).

di
2
M,d = 4kT

(∑
γgd0 +

∑
Rig

2
d0

)
�f (15)

This section focuses on parasitic resistance, hence right hand of Eq. (15) is
significant. The correct noise contribution factor of MOS-VCO gain-cell from
the viewpoint of parasitic resistance is expressed as Eq. (16).

αNoise =
∑

Rigd0 (16)

The total noise equation of phase noise of MOS-VCO is rewritten as
Eq. (17).

L(ωm) = kT · Reff (1 + ∑
Rigd0)

V 2
osc
2

(
1 + ωosc

ωm

)2

(17)

Phase noise was calculated using Eqs. (11), (13), and (15). Figure 10 shows
simulation results of MOS-VCO phase noise at 3 MHz offset from carrier with

Figure 10. The difference of phase noise among measured, simulated with parasitic, and sim-
ulated without parasitic.
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parasitic network model and that without parasitic network model, and mea-
surement data. Measurement data shows good agreement with simulation data
with parasitic network. On the other hand, simulation data without parasitic
network shows disagreement with measurement data. The importance of the
parasitic network is clarified.

3.4. Summary

The parasitic components model is very important for RF circuit design and
its influence is significant as shown in this section, not only for small signal
parameter accuracy but also for large signal circuit such as VCO. Introduction
of a scalable parasitic model will be necessary for modern circuit design.

4. Channel Noise

4.1. Channel Noise of Small Geometry MOSFET

A simplified MOSFET equivalent circuit with noise sources is shown in
Figure 11.

Noise sources of MOSFET consist of gate resistance noise, source resistance
noise, drain resistance noise, flicker noise, body resistance noise, and channel
thermal noise. The five noises other than channel thermal noise can be expressed

Figure 11. Noise equivalent circuit of MOSFET.
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as the following equations.

ī2g = 4kT

Rg
�f (18)

ī2s = 4kT

Rs
�f (19)

ī2d = 4kT

Rd
�f (20)

ī21/f = KFI
AF
ds

f · COX · Wg · Lg�f (21)

ī2b = 4kT

Rb
�f (22)

where, k is Boltzman’s constant, T is absolute temperature,Rg is gate resistance,
Rs is source resistance, Rd is drain resistance, KF is flicker noise coefficient,
AF is noise exponential coefficient, Cox is gate insulator capacitance, Wg is
gate width, Lg is gate length, and Rb is total body resistance.

The channel thermal noise of recent small geometry MOSET consists of two
regions as shown in Figure 12. One is gradual electron velocity region and the
other is velocity saturation region. Both regions are divided at pinch-off point.
Channel length of gradual electron velocity region is Lelec and that of velocity
saturation region is �L in Figure 12. An applied drain to source voltage of
gradual electron velocity region is Vdsat in total drain to source voltage, Vds.

Figure 12. Cross-section view of MOSFET.
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The channel thermal noise of gradual electron velocity region can be
expressed as Eq. (23) [30].

i2ch = 4kT

[

γ
Wg

Lg
µCOX

(
Vgs − Vth

)
]

= 4kT γgd0

γ = 2

3
× 1 + η + η2

1 + η
(23)

where γ is channel thermal noise coefficient,µ is mobility of carrier, Vgs is gate
to source voltage, Vth is threshold voltage of MOSFET, η is parameter of noise,
and gd0 is zero biased drain to source conductance. When MOSFET works in
linear region, η is unity and when MOSFET works in saturation region, η is
zero. Hence γ is 1 and 2/3 in the case of linear region and saturation region of
MOSFET, respectively. This channel thermal noise coefficient is the same as
the classical one.

The channel thermal noise in velocity saturation region can be expressed as
Eq. (24) [9].

i2ch,vs = δ
4kT

L2
g

· Ids

Ecrit

1

α
sinh (α�L) (24)

where�L is channel length of velocity saturation region as shown in Eq. (25),
Ecrit is critical electric field along channel, and δ is a fitting parameter. The
channel thermal noise of this region is defined by hot electron regime.

�L = 1

α
ln
[
α (Vds − Vdsat) + ED

Ecrit

]
(25)

ED = Ecrit

√

1 +
[
α (Vds − Vdsat)

Ecrit

]2

(26)

α = λ

√
3

2
· COX

xj · εSi · ε0
(27)

where xj is the junction depth of source/drain and λ is a fitting parameter of
channel length modulation. To define enhancement of the channel thermal noise
due to scaling, we measured MOSFET’s noise and determined channel thermal
noise with different gate length [31].

4.2. Channel Noise Measurement and Characterization

The noise figure of device was measured at frequencies of 1 to 6 GHz. The
measurement configuration is shown in Figure 13. The device was measured
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Figure 13. Set-up configuration for on-wafer RF measurement.

by common source and input and output terminals were connected to shielded
GSG pads which can eliminate body noise. The parasitic capacitance, parasitic
inductance and parasitic resistance were de-embedded by replica pads and
wired measurement pattern. The input and output impedances were measured
by vector network analyzer (NWA) and tuned by tuner of respective terminals.
The noise was measured by NF meter.

Measured geometry of NMOS, Lg/Wg, were 40 nm/100µm, 60 nm/
100µm, and 70 nm/100µm with 90 nm process, 110 nm/100µm with 130 nm
process, and 140 nm/100µm with 180 nm process. The gate width of each
MOSFET consisted of 20 × 5µm finger structure. This means gate width of
MOSFET was very large, and therefore, parasitic resistance of source termi-
nal and parasitic resistance of drain terminal can be negligible. Measurement
conditions were Vds = 1V and several Vgs .

The NFmin was carried out by equivalent noise circle in smith chart. The
data were determined by measurement data of several input and output match-
ing conditions. Measured NFmin is dependent on drain current as shown in
Figure 14. Due to scaling down of MOSFET gate length, NFmin decreased
by 70 nm. However, NFmin did not improve below 70 nm gate length. It is
thought that MOSFET noise originating from either gate resistance or channel
resistance increases due to scaling down.

In order to extract channel thermal noise, we measured 50	 termination
noise figures, NF50. The frequency response of NF50 is shown in Figure 15.
Generally, noise figure of MOSFET shows frequency response. In the case of
low frequency, the noise increases due to influence of flicker noise. On the other
hand, in the case of high frequency, the noise increases, too, as a result of gain
degradation due to high frequency. In order to obtain channel thermal noise
correctly, it is necessary to use mid-frequency range. In Figure 15, in the fre-
quency range above 4 GHz, NF50 increases for almost all MOSFETs regardless
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Figure 14. Drain current dependence on measured NFmin.

Figure 15. The operating frequency dependence on NF50.
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of gate length. It was supposed that there were two reasons for these phenom-
ena. One was MOSFET’s gain degradation due to high frequency operation and
another was measurement instability. Therefore, frequency range of 1 to 4 GHz
was chosen to extract channel thermal noise to obtain correct channel noise
performance.

Measured NF50 data for this frequency range indicated the virtual elimina-
tion of body resistance noise, source resistance noise, drain resistance noise, and
flicker noise. Hence it only contains channel thermal noise and gate resistance
noise. The gate resistance can be calculated by Eq. (2). The channel thermal
noise was extracted by subtracting gate resistance noise from total noise which
carried out NF50. The extracted channel thermal noise as a function of gate
overdrive voltage, Vgs-Vth, is shown in Figure 16.

The channel thermal noise was approximately 3.0 × 10−21,2.5 ×
10−21,2.2 × 10−21,1.8 × 10−21,1.6 × 10−21, for 40 nm, 60 nm, 70 nm,
110 nm, and 140 nm gate length MOSFET at 0.3V gate overdrive voltage.
Indeed, the results indicate the channel thermal noise increased due to scaling
down, and the channel thermal noise of 40 nm gate length NMOS was over
two times larger than that of 140 nm gate length.

Figure 16. Gate overdrive dependence of noise current.
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The total channel thermal noise in saturation region can be express as
Eq. (28) using Eqs. (23) and (24).

i2ch,vs = 4kT γgd0 + δ
4kT

L2
g

· Ids

Ecrit

1

α
sinh (α�L)

= 4kT gd0

(

γ + δ
4kT

L2
g

· Ids

Ecrit

1

α
sinh (α�L)

1

gd0

)

= 4kT gd0γem (28)

where, γem is empirical notation of noise coefficient, which covers from long
channel to sub 0.1µm channel. γem can be rewritten as Eq. (29).

γem = 2

3
+ δ

Ids

L2
g · Ecrit · α sinh (α�L)

1

gdo
(29)

The first term of Eq. (28) indicates classical channel thermal noise in [30]
and the second term indicates empirical equation similar to [10]. The measured
data and calculated results were compared at around gm,max point for each
NMOS. The calculation results of γem by Eq. (29), measured data of this work,
and some published data with similar bias condition are shown in Figure 17.
Figure 17 shows quite good agreement from few µm gate lengths to sub 0.1µm
gate length. The calculated channel thermal noise coefficient, γ , were 3.5, 2.2,

Figure 17. Channel thermal noise coefficient, γ , as a function of gate length of this work and
published data. The solid line was calculated by Eq. (29).
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2.0, 1.6, and 1.5 for 40 nm, 60 nm, 70 nm, 110 nm, and 140 nm gate length
NMOS, respectively. The γ of 40 nm gate length NMOS was approximately
five times larger than that of long channel NMOS. The calculation curve almost
fit the measurement data of this work and also almost fit the published data.
In this fitting curve, fitting parameters were set as δ ∼ 10 for Eq. (28) and
λ = 0.65 to 0.95 for Eq. (27).

4.3. Influence for Phase Noise Calculation of VCO

Phase noise of integrated VCO without flicker noise contribution is
expressed as Eq. (12) and noise equation of MOS gain-cell is expressed as
Eq. (15).

Therefore, correct noise contribution factor of MOS-VCO gain-cell is
expressed as Eq. (30) [29].

FGC = αNoiseA = γA (30)

The total noise equation of phase noise of MOS-VCO is rewritten as
Eq. (31).

L(ωm) = kT · Reff (1 + γA)

V 2
osc
2

(
1 + ωosc

ωm

)2

(31)

To confirm the calculation accuracy of Eq. (12), Figure 18 shows a compar-
ison of calculation results obtained by Eq. (13) and measured phase noise data
of several VCOs using 0.25µm to 0.5µm gate lengths MOSFET. Compared
offset frequency from carrier was 1 MHz and compared control voltage was
over 1.0V to avoid any other component influences such as flicker noise con-
tribution and current noise contribution from current source in this work. The
closed circle in Figure 18 indicates calculation using optimum γ value which
was extracted by Eq. (13) and the open circle indicates calculation using con-
stant γ as 2/3. Indeed, this figure shows the optimum γ is in better agreement
with measured data than is the constant γ value of 2/3. The accuracy using
optimum γ for analytical expression of VCO was within ±2dB on average but
that using constant γ was over ±2dB.

4.4. Summary

The channel thermal noise coefficient, γ , was extracted by a high frequency
measurement method. It was correctly extracted, eliminating any other noise
sources such as source resistance, drain resistance, flicker noise, body resis-
tance, and gate resistance. Indeed, in the case of small gate length MOSFET,
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Figure 18. Comparison of measure phase noise and calculated phase noise of several fully
integrated MOS-VCO with optimum γ and constant γ as 2/3. Phase noise was measured and
calculated at 1 MHz offset from carrier.

γ increased due to hot carrier effect. It was approximately five times larger
than classical noise coefficient value, 2/3, in the case of 40 nm MOSFET. The
empirical equation of channel thermal noise was in quite good agreement with
measured data.

The noise coefficient enhancement influences RF circuit performance. In
this work, the influence of increased phase noise of MOS-VCO was confirmed
using analytical expression ofVCO phase noise. The calculation accuracy using
the analytical expression of phase noise of VCO and empirical noise equation
of MOS-VCO was within ±2 dB.

5. Conclusion

In this chapter, some parameters not covered by a compact model, such
as STI stress, scalable parasitic components model and channel thermal noise
enhancement due to scaling were described with some circuit performances.

At least, these three issues should be solved by achieving accuracy of these
models, which will shrink both the cost and design period for complicated RF
circuit design.
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Abstract: In this chapter, we present a discussion about the influence of parasitic quantum
effects to the functionality of classical electronic circuit concepts. The discussion
covers the physics and the simulation of coherent charge transport and also
the way to include quantum effects in high level circuit simulators like SPICE.
Electronic circuits we are talking about are scaled into a domain where the
common semi-classical transport models loose more and more their validity.
Therefore, we start with a review of the semi-classical semiconductor equations
and their extensions to include quantum effects. Further, a derivation of the
quantum transport equations for coherent electron transport is given, including
a short summary of current methods to solve these equations. The Schrödinger-
Poisson solver we use to calculate transport is presented in detail. At the end of
the chapter we show three different circuit examples, which explicitly exhibit
the influence of quantum effects to circuit functionality.

Key words: CMOS circuits; parasitic quantum effects; SPICE simulation

Introduction

Although several new device concepts are considered in nanotechnology
during the last decade industrial applications will be dominated by CMOS tech-
nology in the near future since very complex CMOS circuits can be realized.
Due to the rapid process of down-scaling of integrated semiconductor devices
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the performance of a CMOS device is influenced by an increasing number
of parasitic effects. Beside semi-classical parasitic effects and leakage currents
such as sub-threshold currents, DIBL and GIBL [1] that have already taken into
account in the sub-µm regime further parasitic effects of quantum mechanical
origin must be included in device modelling. One of the well-known quan-
tum mechanical effects is the tunneling current through thin potential barriers.
For example, in 0.12 µm technology the oxide thicknesses of gates is below
3 nm and the direct tunneling current starts to increase exponentially [2, 3].
In consequence, for classical CMOS circuits we have to expect at least a dra-
matic increase of these parasitic currents leading to unacceptable noise levels
in analog applications [4] and may even cause a failure of the circuit func-
tionality [5]. However, there are more quantum mechanical phenomena, like
charge quantization, scattering etc., which can restrict the functionality of clas-
sical circuits. In this chapter, we present our methodology to analyze nanoscaled
circuits, from the physics of charge carrier transport to high-level, SPICE-like
circuit simulators. We start the first section with a discussion of semi-classical
semiconductor equations and their limits, when devices and structures in the
mesoscopic regime are considered. Subsequent, we show a structural derivation
of basic quantum transport equations in multi-layered semiconductors, since
circuit designers are usually not familiar with physics of charge carrier transport
in-depth. This section ends with a short summary about methods to solve the
semi-classical and quantum mechanical semiconductors equations. In the fol-
lowing two sections we present in detail a self-consistent Schrödinger Poisson
solver based on the non-equilibrium Green’s function formalism (NEGF) and a
Newton-Raphson algorithm. As an example, the calculation of coherent trans-
port through isolating oxide layer, which corresponds to gate direct tunneling
in MOSFET, is shown. Let us note at this point that the transport processes we
consider in this chapter are all coherent since the considered nanoscaled devices
and structures below 20 nm are much shorter than the coherence length. How-
ever, the algorithm we use to solve the Schrödinger equation (e.g. the NEGF
formalism) can be extended to incoherent transport.

The last section is about the incorporation of the results of the quantum
mechanical transport simulations into a high-level circuit simulator. We present
three different circuit examples, each representing a specific circuit type and
each example exhibits the influence of direct tunneling currents to the circuit
functionality.

1. From Drift-Diffusion to Wavelike Behaviour

Devices in electronic circuits are connected to at least two contacts, therefore
any device we are talking about is an open system with respect of charge carrier
transport. In principle, transport processes in conductors and semiconductors
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have to be described as many-body problems where the dynamics of particles
have to be considered by an “ensemble” description instead of a single particle
description or “test particle” description. This can be done for classical as well
as quantum mechanical transport processes.

1.1. Semi-classical Transport

Classical transport processes are based on the classical Newton mechanics
where we replace the single particle dynamics with the force F : IR3 → IR3

by the dynamics of a whole set of single particles which can be interpreted
as an “ensemble” of particles. For this purpose we define a time-dependent
probability distribution function f (r,v, t) on the “state space” (r,v) ∈ IR3 ×
IR3 of a one-particle system where v is the velocity of the particles and study
their dynamics. Using f (r,v, t) the number of particles at time t in a volume
V can be calculated as

N(t) :=
∫
f (r,v, t)d3rd3v. (1)

The number of particles in V changes with t because some particles enter
as well as leave V . At first we assume that there are no collisions between the
particles. Then if a single particle is in a state (r,v) at time t it will be in the
state (r + vδt,v + (F/m)δt). However we have

f

(
r + vδt,v + F

m
δt, t + δt

)
= f (r,v, t). (2)

If collisions occur an additional collision term has to be taken into account

f

(
r + vδt,v + F

m
δt, t + δt

)
= f (r,v, t) +

(
∂f

∂t

)

coll
δt. (3)

If the left hand side of (3) is to be developed to the first order we obtain
Boltzmann’s equation of kinetic theory (see e.g. Huang [6])

(
∂

∂t
+ v · ∇r + + F

m
· ∇v

)
f (r,v, t) =

(
∂f

∂t

)

coll
. (4)

The second term of the left side of Eq. (4) is called diffusion term whereas the
third term is called drift term. Note that Boltzmann’s equation can be interpreted
only if the collision term is defined explicitly.

If we restrict ourselves to two-particle interactions and molecular chaos is
assumed an explicit collision term can be derived

(
∂f

∂t

)

coll
=
∫
d�

∫
d3v2σ(�)‖v1 − v2‖(f ′

2f1 − f2f1) (5)
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where � is the angle between v1 − v2 and v′
1 − v′

2, f1 := f (r,v1, t), . . . and
σ(�) is the interaction cross-section and we obtain Boltzmann’s famous trans-
port equation. Conservation laws of transport processes can be derived if all
terms of Boltzmann’s equation weighted by a certain function�(r,v) are aver-
aged with respect to the velocity. Note that the corresponding average of the
collision term is zero; see Huang [6] for further details. E.g. energy conserva-
tion can be derived if � is related to the kinetic energy (1/2)mv2. Therefore
a classical multi-body system can be described in a statistical manner by a
distribution function f (r,v, t) as a solution of Boltzmann’s equation or by
its moments that can be interpreted in a dynamical manner as conservation
laws. The semi-classical transport theory of semiconductors can be developed
quantitatively if a two-fluid model is used and distribution functions as well
as Boltzmann’s equations for electrons and holes are formulated and ad-hoc
quantum mechanical assumptions will be added. If average processes are used
we obtain the well-known van Roosbroeck equations or drift-diffusion model
for the electron density n and hole density p of semiconductors (see e.g. van
Roosbroeck [7], Selberherr [8])

∇ · (ε∇ϕ) = −e(p − n + N+
D − N−

A ),

∂n

∂t
= ∇ · (−µnn∇ϕ + Dn∇n), (6)

∂p

∂t
= ∇ · (µpp∇ϕ + Dp∇p)

with Dn,p as diffusion coefficients, µn,p as mobilities, and the donator density
N+
D as well as the acceptor density N−

A .
Unfortunately the relationship (1/2)mv2 is not valid in quantum mechanics

and a modification of the semi-classical Boltzmann equation is needed. There
are different options to do this. In each case the drift term is modified.

A first modification of the Boltzmann equation was presented by Wigner
in 1932 [9] who introduced a non-local potential V . Wigner transformed
Boltzmann’s equation with respect to the velocity v into the k–space. Then
the drift term is replaced by a memory term; in the 1-D case Wigner’s variation
of the Boltzmann equation can be formulated as

∂fw

∂t
= − h̄k

m

∂fw

∂x
− 1

h̄

∫
dk′

2π
V (x,k − k′)fw(x,k, t) −

(
∂fw

∂t

)

coll
, (7)

where fw = fw(x,k, t). Wigner’s approach can be used for studying transport
processes with quantum corrections. A first implementation for 1-D cases was
presented by Biegel et al. [10] in the program SQUADS but a 2-D version
of this program is not trivial (see Biegel [11]). An alternative concept for a
Boltzmann equation with quantum corrections was presented by Nordheim [12]
and Uhlenbeck [13].
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A drift-diffusion model with quantum corrections was e.g. presented by
Ancona [14]. Based on ideas of Madelung [15] and Bohm [16] originally intro-
duced for an alternative interpretation of quantum mechanics Ancona added a
quantum corrected potential (“Madelung-Bohm potential”). This model is
denoted as “density-gradient model”. Ancona’s approach can be derived also
from a quantum corrected variant so-called hydrodynamic approach that
became popular in semiconductor device simulation during the last few years.
Further details about quantum corrected hydrodynamical equations for semi-
conductor devices and its applications can be found in the literature, see
e.g. [17], [18], [19], and others.

Another approach for the derivation of a quantum Boltzmann equation was
given by Mahan [20] where the drift term was corrected, too. Mahan considered
energy and impulse as independent variables and the modified distribution
function is a solution of the following equation

∂f

∂t
+ v · ∇rf + F ·

(∇v

m
+ v

∂

∂ω

)
f = I (f ), (8)

with I (f ) as interaction term. Mahan’s approach based on a certain Green func-
tion of a non-equilibrium system where the Keldysh formalism is used.An alter-
native derivation from first principles was presented recently by Prüstel [21].
His starting point is the Liouville-von-Neumann equation for the density
matrixρ (see e.g. Mathis et al. [22]) ρ̇ = iLρ,where L is the so-called Liouville
operator. Prüstel applied a decomposition of the density matrix ρ into a rel-
evant and an irrelevant part by means of a Kawasaki-Guntron projector P
ρirr (t) = ρ − Pρ(t), where Pρ(t) is the relevant part and he ends up with a
first order approximation which leads to an equation that can be interpreted
as the quantum Boltzmann equation including the desired term F · v∂/∂ω; see
Röpke [23].

At this point we emphasize that all variants of Boltzmann equations need
classical or quantum mechanical equations for the microscopic dynamics.
These equations are reversible in its nature. Since any type of Boltzmann
equations is irreversible an additional technique is needed to randomize the
dynamical equations. Boltzmann had already used a corresponding argument
to derive his interaction term. A generalized form of Boltzmann’s argument is
known as Markovian limit. In his derivation of Mahan’s quantum Boltzmann
equation Prüstel cancelled the non-diagonal terms of the relevant observable
and showed that it is equivalent with a Markovian limit where a decoherence
time τdecoh ∼ 1/(kT ) is introduced. Therefore decoherence is established by
considering a certain subspace in the space of observables and consecutive
cancelling of non-diagonal elements of the relevant observable. Decoherence
aspects are discussed in the paper of Mathis et al. [22] where it is established
by reducing the density matrix under consideration of a factor of the tensor
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product describing the state space. For fully quantum transport processes in
semiconductors the many-body Schrödinger equation has to be used that will
be discussed in the following chapter.

1.2. Quantum Mechanical Transport

The ability of a semiconductor crystal to carry a macroscopic quantity like
electric current is determined by the band diagram or the electronic spectrum
of the crystal. The crystal lattice of a semiconductor is consisted of a large
number of ionized atoms providing the electrons a very complex energy profile.
For temperatures above 0K the lattice atoms move around (vibrate) their zero
position causing a time dependent perturbation of the lattice structure. In a more
detailed modelling, we have to include the fact that electrons interact with each
other and with the lattice. In the Schrödinger picture of quantum mechanics,
the equation of motion for electrons in a crystal is

−ih̄ ∂
∂t
�̂({ri , si}{Rj }; t) = H(t)�̂({ri , si}{Rj }; t). (9)

Thereby ri are the electronic and Rj the core coordinates.1 si denotes the
spin coordinate. �̂({ri , si}{Rj }; t) is the complete wave function of the many-
particle system andH the Hamilton-operator for the particular system of inter-
est. The indices i and j determine the number of electrons and ionized atoms
respectively in the crystal.

1.2.1. Time independent Schrödinger equation

We assume that the cores are spatially fixed in the system and the config-
uration of lattice atoms is time invariant. This leads to two simplifications for
Eq. (9): Firstly, the complete electron state �̂ is a function only of the electron
and spin coordinates and time

�̂ = �̂({ri , si}; t)
and secondly, Hamilton operator H is time-independent. For a (perfect) semi-
conductor crystal, the Hamilton operator is given by

H =
N∑

i=1

[

− h̄2

2m
∇2
i + vext(ri)

]

+
N∑

i<j

q2

||ri − rj || . (10)

1{ri , si } and {Rj } represent the set of all electronic and atomic coordinates, e.g. {fi } = (f1,f2, . . .fi . . .fN ).
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The first term on the right hand side denotes the kinetic energy of each elec-
tron, the second term, the periodic lattice potential, represents the interaction
of the electrons with the atoms. The last term in Eq. (10) gives the interaction
between the electrons in the crystal.

The electron state �̂({ri , si}; t) can be written as product of a pure time
dependent and spatial part �̂({ri , si}; t) = (t)�({ri , si}), and the time and
spatial dependent parts can be separated. The time dependent part (t) holds

ih̄
d

dt
(t) = E(t), with (t) = e−i

E
h̄
t , (11)

whereby the constant due to the integration is neglected. Substituting the solu-
tion for (t) into (9) then gives for the spatial dependent part �({ri , si})

H�({ri , si}) = E�({ri , si}), (12)

which is the stationary Schrödinger equation. Eq. (12) is a eigenvalue problem
with appropriate boundary conditions. All solutions �({ri , si}) are functions
of the Hilbert space H.

1.2.2. Single electron approximation

If we neglect the Fermi characteristic of electrons and use the Hartree
approximation [24], the many-body problem is reduced to a formal single-
particle problem. The electron-electron interaction is restricted to the Coulomb
interaction. With the general definition of electron density

n(r) =
N∑

i=1

∑

s

ψ∗
i (r, s)ψi(r, s) (13)

we can rewrite the Coulomb interaction term and obtain

vcoul(r) =
N∑

i=1

∫
d3r ′ψ∗

i (r
′)

q2

||r − r′||ψi(r
′) =

∫
d3r ′ q2

||r − r′||n(r
′). (14)

In conclusion one gets the classical potential energy for the direct inter-
action. The Hartree approximation can be described as a mean field theory,
whereby a single electron is moving in potential due to presence of the other
electrons, but is not interacting with them. The potential acting on the elec-
trons is the same for every electron. The potential vcoul(r) = qU(r) itself can
be calculated from the Poisson equation

∇ · (ε(r)∇U(r)) = −qn(r), (15)
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with qn(r) as the charge density. The resulting single electron equation of
motion in the Hartree approximation is given by2

[

− h̄2

2m
∇2 + vext(r) + vcoul(r)

]

ψm(r) = εmψm(r). (16)

The solution of the Poisson Eq. (15) and the equation of motion (16) has to be
obtained self-consistently. Both equation are cross coupled due to the potential
vcoul = qU and the electron density n, see Eq. (13). Note that a single particle
Schrödinger equation can only describe pure coherent transport of electrons
throughout the device. For any loss of coherence due to inelastic scattering we
need a generalized modelling concept.

1.2.3. Effective mass equation

Due to the periodicity of the crystal lattice potential vext we can separate the
solution of the crystal Schrödinger equation into a periodic (Bloch functions)
and a non-periodic part (envelope functions)

ψ(r) = ψ̂(r)u(r), (17)

and the equation of motion (16) is simplified to the effective mass equation
[

− h̄2

2m∗ ∇2 + vcoul(r)

]

ψ̂m(r) = εm(k)ψ̂m(r), (18)

whereby the single electron orbital ψ̂m(r) has to be distinguished from ψ(r)m
in Eq. (16). Roughly speaking, we can say that the effective mass replaces the
periodic potential of the crystal lattice but still contains structural properties of
the crystal. The corresponding dispersion relation for Eq. (18) depends on the
particle type (electrons or light or heavy holes etc.). For example, for electrons
at the conduction band edge the dispersion relation is usually parabolically
approximated

εm(k) = Ec0 + h̄2

2m∗ (k
2
x + k2

y + k2
z ), (19)

whereby k = (kx,ky,kz) is the wave vector and Ec0 the conduction band edge.
All needed quantities characterizing transport processes, like electron density
n and current density J, can be directly computed from the envelope function
ψ̂(r) and it is not necessary to calculate the actual orbital ψ(r), see e.g. [25].

2The spin coordinate si can be neglected in the single electron picture, when no magnetic effects are
considered.
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1.2.4. Spatial dependent effective mass

We assume a quasi-one dimensional solid, consisting of different materi-
als (like a metal-oxide-semiconductor structure). The spatial coordinates are
arranged so that the transport is happening in the x-direction and the y,z plane
is the transverse plane. The material is independent from the y,z coordinates
and changes only in the transport direction and the effective mass is a function
of x, e.g.m∗ = m∗(x). The Hamilton operator from corresponding Schrödinger
equation Hψ̂ = Eψ̂ can be separated into a transverse part HT and a longitu-
dinal part HL

H ≡ HT + HL and ψ̂(r) = ψ(x) · ϕ(y,z). (20)

For a solid with a very large cross section area (effectively infinite cross
section) any confining potential in the transverse direction can be neglected.3

The solution for the transverse direction follows directly in terms of plane
waves

ϕ(r⊥) = 1√
S
eik⊥·r⊥ . (21)

k⊥ and r⊥ are both vectors in the y − z plane. S is the transverse cross sectional
area.4 The spatial dependence of m∗(x) is accounted with the assumption

h̄2

2

∂

∂x

1

m∗(x)
∂

∂x
(22)

which is in fact still a Hermitian operator and the eigenvalues remain real.
The usage of spatial dependent mass operator (22) was controversial (see
e.g. [26]) but accepted in nowadays [27] and commonly used in transport
modeling [28, 29].

The Schrödinger equation for a spatial dependent mass m∗(x) is given by
[

− h̄2

2m∗(x)
∂2

∂r2
⊥

− h̄2

2

∂

∂x

1

m∗(x)
∂

∂x
+ vCoul(x)

]

ψ̂(r) = Eψ̂(r). (23)

The spatial dependent effective mass Eq. (23) can be reduced to a one
dimensional equation in transport direction

[

− h̄
2

2

∂

∂x

1

m∗(x)
∂

∂x
+ vCoul(x) + Ec(x)

]

ψ(x)

=
(

E − h̄2k2
⊥

2m∗(x)

)

ψ(x). (24)

3Free electron problem in transverse direction.
4Note that S cancels out, when we calculate any physical quantity like current density etc.
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E is the total energy and ε⊥ the transverse eigenenergy

E = εx + ε⊥, ε⊥ = h̄2k2
⊥

2m∗(x)
. (25)

Due to the energy conservation law one can write equivalently for (25)

E = εLx + h̄2k2
⊥

2m∗
L

= εx + h̄2k2
⊥

2m∗(x)
, (26)

whereby εLx andm∗
L are respectively the longitudinal eigenenergy and the (con-

stant) effective mass at the point x = 0, which would be a lead5 (or contact)
when we consider a real device. Thus (24) changes to

[

− h̄
2

2

∂

∂x

1

m∗(x)
∂

∂x
+ veff(k⊥,x)

]

ψ(x) = εLx ψ(x) (27)

with an effective potential dependent on directionx and the transverse modes k⊥

veff(k⊥,x) = vCoul(x) + Ec(x) + h̄2k2
⊥

2m∗
L

(
1 − m∗

L

m∗(x)

)
. (28)

The corresponding Poisson equation is given by

d

dx
ε(x)

d

dx
U(x) + q[N+

d (x) − N−
A (x) − n(U,x)] = 0, (29)

with the densities of the acceptor N−
A (x) and donor ions N+

d (x), respectively,
the electronic charge q and a spatial dependent permittivity ε(x), caused by the
device structure.

As a short summary, the two basic equations for coherent quantum transport
are given by Eq. (27) and (29). The two equations have to be solved self-
consistently, since they are cross-coupled due to

n(x) =
∑

α

‖ψα(x)‖2f0(εα − µ) (30)

and vcoul(x) = qU(x). f0 is the Fermi function (see Eq. (47)) and µ the Fermi
level.

1.3. Solving Transport Equations

A main difficulty in calculating the electron transports is to find an adequate
method to solve the either semi-classical or the quantum mechanical transport

5Indicated by the superscript and index “L”.
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equation with the appropriate boundary conditions. As already emphasized, an
electronic device has at least two contacts and is therefore an open system with
open boundary conditions. The remaining part of this sections gives a short
review about important approaches to solve transport equations. Due to the
importance in the past, we start with semi-classical transport models.

1.3.1. Boltzmann equation and Wigner function approach

The Boltzmann Eq. (4) gives us the balance-equation for the number of
particles N(t) being inside the volume element d3rd3v of phase-space at the
time t , see Eq. (1). They will be scattered into and out of this volume element
and will be accelerated by external fields, e.g. the electric field E. In thermo-
dynamical equilibrium we are able to get exact solutions from the Boltzmann
equation. The Drift-Diffusion model (see Eq. (5)), the momentum-expansion
of the Boltzmann equation, leads us to the continuity equation and an equation
for the current-density j = µn∇EF with the mobility µ, the electron density n
and the Quasi-Fermi level EF .

Taking into account quantum mechanical effect Wigner introduced a func-
tion analog to the classical probability density and containing the classical limit,
the Wigner-function fW [9].

Let ψn be the eigenfunctions and εn the eigenenergies for our system,
described by the Schrödinger Eq. (18). In the thermodynamical equilibrium
the density-matrix is ρ

(
r,r′) =∑

n e
En
KT ψn (r)ψn

(
r′) and the Wigner-function

can be expressed as the Fourier-transformed of this density-matrix in center-
of-mass coordinates.

fW (x,p) =
(

1

πh̄

)3 ∫
e

2i
h̄

p·yρ (x + y,x − y)d3y (31)

Now, as Wigner showed, it is possible to gain information about a quantum
system without solving Eq. (18), i.e. without determining the eigenstates or
eigenvalues of our system.

Ancona was able to derive the Density-Gradient-method using the Wigner
function approach, see e.g. [14, 30]. His result can be seen in a kind of gen-
eralized drift-diffusion equations with an additional correction-term, taking
into account quantum-mechanical effects in the lowest degree. The Density-
Gradient-method is most often used in simulations of semiconductor devices.

Finding the solution of the Boltzmann equation is a difficult problem since
the distribution function has six arguments in the three dimensional case. The
most widely technique for evaluating the Boltzmann equation is the Monte
Carlo method [18]. Using this method the Boltzmann equation is not solved
directly, but one rather simulates the motion of classical electrons subjected
to a combination of free flight motion and instantaneous random scattering
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events. The distribution function is then estimated by statistical averages over
long times or many particles. The velocity and the position of each particle is
integrated over the time between two collisions take place. Other random values
determine the particular scattering mechanism and the velocity of the electron
after the collision. After the collision takes place, the free-flight motion of the
electron is again integrated until the next collision occurs. This procedure is
performed for all electrons in the chosen ensemble to evaluate the time evolution
of the device.

The Monte Carlo method permits to include other physical effects, such
as detailed energy-band structure, electron-electron interaction and a more
detailed description of scattering events.

1.3.2. 1-Particle-Schrödinger equation – nextnano3

nextnano3 is a versatile simulation software tool mainly developed at the
“Physik Department and Walter Schottky Insitut of TU München”, see e.g. [31].
Besides the 3D simulation of pure quantum mechanical devices like quantum
dots it is also capable to calculate one or higher dimensionally and fully quan-
tum mechanically the transport in classical devices. nextnano3 contains a self-
consistent Schrödinger Poisson solver, whereby self-consistency is achieved
by introducing a spatial dependent quasi Fermi levels EF(r). The solutions of
the Schrödinger Eq. (18) are assumed as a superposition of plane waves and the
energies of these solutions are well defined by the dispersion relationE(k). But,
first of all the many-band-kp-Schrödinger equation is solved completely to get
a good approximation for the band structure. This gives the density of charges
(n for electrons and p for holes) by weighting the exact quantum mechanical
states with the local Fermi levels. The local Fermi levels are obtained from
the global current-conservation ∇ · jn,p = 0, whereby jn = µn∇EF,n(r) for
electrons and jp = µp∇EF,p(r) for holes.

For a summary the method is divided in two parts. In the first step the quasi-
Fermi level is hold constant while the Schrödinger- and Poisson equation is
solved self-consistently to get the new potential and the new quantized states.
In the second step the potential and the states are fixed while determining the
new Quasi-Fermi level with the current equation. This loop has to be repeated
until self-consistency is reached.

1.3.3. Scattering-Matrix-Approach

The scattering matrix represents the solution of the Schrödinger Eq. (18) for
a sample that is connected to semi-infinite leads, see [32] or [33]. In this method,
carrier transport is viewed as the transmission and reflection of carrier fluxes
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within a semiconductor. The simulation domain is subdivided into thin slices
(1D) or meshes (2D), so that these regions are sufficiently small to assume con-
stant doping and fields within. Transport across each region is described by a
matrix equation which relates the incident carrier fluxes to the emerging fluxes,
through the transmission coefficient of a scattering matrix. The potential term
in the Schrödinger Eq. (18) is augmented with an additional potential V (r) rep-
resenting any impurities. The boundary conditions are chosen in a way so that
the wave function vanishes outside of the sample and the leads. In this scheme
the solution of our problem is a combination of plane waves moving towards
and from the sample.The wave functions are normalized such that they carry
unit flux. Inside a sample the solution of the Schrödinger equation is described
by incomingψi , outgoing wavesψo and evanescent waves, which are solutions
with a complex wave vector. Far from the probe the evanescent mode will van-
ish. The scattering matrix can be divided into transmission and reflection matri-
ces r , r ′, t and t ′. For a wave approaching the sample through the left lead, the
reflection matrix describes the reflected wave exiting through the left lead, and
the transmission matrix t describes the transmitted wave in the right lead. Sim-
ilarly, r ′ and t ′ describe reflection and transmission for waves coming from the
right lead. Considering flux conservation demand the scattering matrix to be
unitary.

For the case of serial scattering regions the description with transfer matrix
can be used. This matrix relates the amplitudes in the left to the right of the
sample. For the transfer matrices serial processes are expressed to be multiplica-
tive. This multiplicative composition law points out the transfer matrix to be
the ideal candidate for describing quantum transport through a disordered wire.

1.3.4. Pauli-Master-Equation

The method of using the Pauli-Master-equation for our transport problem
has been pointed out by Fishetti et al. [34]. The principal in a shortcut: first of all
solve the Schrödinger- and Poisson equation with eigenfunction approach and
then use the eigenfunction as a basis for the quantum Liouville-equation and
derive the Pauli-master equation. The Pauli-master equation throws out directly
the occupation of states. The transition rates can now be calculated with the
help of Fermi’s-golden-rule. Let us have a quick look at this formalism.

Letψη(r) be a basis of the one-particle Hilbert space, describing our device
and ψn(r) =∑

µ a
n
µ(t)ψµ(r) the state of our N-body-system at t = 0 we can

use the density-matrix ρµν =∑N
n=1 a

n
µ(t)a

n∗
ν (t) to write the Liouville equation

∂ρ

∂t
= i

h̄
Lρ +

(
∂ρ

∂t

)

reservoir
− ρ − ρeq

τs
. (32)
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In this context
(
∂ρ

∂t

)

reservoir
takes the exchange with the reservoir into

account, the third term realizes the influence of scattering inside our device
with the scattering-time τs and the density in equilibrium ρeq . Using the basis-
states ofH0 we reach the Pauli-Master equation and find the diagonal elements
of the density-matrix ρ.

To use the sketched scheme for our transport problem we first of all have to
solve the Schrödinger equation for an initial potential using mixed boundary
conditions. We get bound-, left- and right-propagating states. The next is the
calculation of transition-probabilities and the population of the states according
to the Pauli-master-equation. The effect of the contact regions in our semicon-
ductor device is phenomenologically expressed by the term

(
∂ρ

∂t

)

reservoir
. Each

contact is mapped with a quasi-fermi-level, which has to be fitted to ensure
the charge neutrality and current conservation in this region while performing
the self-consistent loop. Hereafter the Poisson equation should be solved etc.
Note that the Pauli-Master-Equation approach covers in general both coherent
and incoherent transport.

1.3.5. NEGF formalism

A more sophisticated approach to quantum transport theory is supplied by
the Green’s function formulation of many-body theory. The non equilibrium
Green’s function (NEGF) theory was formulated by Kadanof and Baym in
1962 [35]. The application of non equilibrium Green’s functions for the cal-
culation of mesoscopic transport processes was mainly advanced by the group
around S. Datta, R. Lake and M. Lundstrom [29, 36] and the NEGF is also
the basis of quantum simulator nemo, see [37]. A very good introduction to the
power of the NEGF formalism can be found in the two books [33] and [38] by
S. Datta.

Roughly summarized, the non equilibrium Green’s functions are defined
by the expectation values of single-particle creation and annihilation operators.
They describe the time evolution of the system. The Green’s function is found
by solving the Dyson equation, which is an integrated variant of the Schrödinger
equation. The application of the NEGF to a MOS structure on the basis of the
single electron Schrödinger equation will be shown in more detail in the next
two sections. The presented example will exhibit stationary coherent transport,
since this simplifications are appropriate for our aim, the analysis of tunneling
currents in circuit simulations. However, the NEGF can be extended to include
incoherent transport aspects as well as time dependent phenomena, see [35, 39,
40] and [33].
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2. Self-consistent Transport Modeling

Modeling an electronic device as an open system means that we have to deal
system of infinite extent. Thinking of a numerical calculation or simulation of
such a system, means discretizing this infinite system and we would obtain
matrices of infinite size, which would be intractable. The non-equilibrium
Green’s functions formalism (NEGF) offers a model for such open system,
whereby the corresponding matrices are of finite extend (covering only the
device region) and the coupling to the open environment is included in the
finite discrete system. This section gives the most important conceptional steps
of the NEGF and shows the calculation of coherent transport through multi-
layered semiconductor structure. As we will see, the NEGF does not solve the
Schrödinger equation directly but it calculates adequate quantities, including
the needed electron density and the current density. The usage of a NEGF for-
malism to estimate tunneling currents might seem to much effort, in this case
the Scattering matrix and the Transmission formalism would be sufficient. But
our decision for the NEGF is explained by the versatility of this approach and
the long term aim to extend considerations to incoherent and time dependent
phenomena in charge transport.

Although all equations in the following have to be seen as discretized, e.g.
differential equations change to matrix equations, we skip all considerations
about discretization to the next section.

2.1. Green’s Function for Coupled Device

For simplicity, we consider a system consisting of a device of finite dimen-
sion in x direction and with very large extend in transverse (y,z) direction
and two semi-infinite electron reservoirs (contacts). The device is coupled to
the two contacts, whereby the contacts are independent from each other. The
Schrödinger equation for a isolated contact (i.e. contact 1) is given by

[
ε1 − H1(x)

]
ψ1(x) = 0. (33)

We modify this equation to couple the isolated system with the environment
and write

[
(E + iη)1 − H1(x)

]
ψ1(x) = S1, η → 0, (34)

wherebyE is the independent energy variable and not the eigenvalue of the sys-
tem. The term iηψ1 can be read as the extraction of the electrons from the
contact and S1 as the re-injection of electrons from externals sources [38]. The
extraction and re-injection of electrons keep the systems in equilibrium with
its surroundings and maintains a constant electro chemical potential, see [38]
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for further details. It is important to note that Eq. (34) is not a Schrödinger
equation, but still gives the dynamics of a coupled system.

For the coupled contact-device-contact structure we obtain an equation
describing the dynamics of the coupled system




(E + iη)1 − H1 −τ+

1 0
−τ1 E1 − Hd −τ2

0 −τ+
2 (E + iη)1 − H2





×



ψ1 + χ1

ψd
ψ2 + χ2



 =



S1

0
S2



 , (35)

whereby 1 is the appropriate unity operator to maintain mathematical correct-
ness. The wave functions for the contacts are divided into an incident part ψ1,2

(also corresponding to the waveform of the isolated contacts 1,2) and a reflected
waveform χ1,2. With Eq. (35) and (34) we can write

[
(E + iη)1 − H1

]
χ1 − τ+

1 ψd = 0. (36)

And the reflected waveform χ1 in contact 1 can be estimated with

χ1 = g1τ
+
1 ψd, (37)

i.e., the reflected waveform is a response due an excitation ψd in the coupled
device, whereby

g1 = [
(E + iη)1 − H1]−1 (38)

is the resolvent for the isolated contact. A corresponding expression can also
be derived for contact 2

χ2 = g2τ
+
2 ψd, g2 = [

(E + iη)1 − H2
]−1
. (39)

To described transport processes in the device, we need to estimate the
Green’s function Gd for the coupled device. From Eq. (35) follows

[
E1 − Hd

]
ψd − τ1χ1 − τ2χ2 = τ1ψ1 + τ2ψ2. (40)

With Eq. (37) χ1,2 can be substituted, which gives
[
E1 − Hd − �1 − �2

]
ψd = S. (41)

Hence, the Green’s function Gd for the coupled device is given by

Gd = [E1 − Hd − �1 − �2]−1. (42)

and the wave function of the device is given by

ψd = GdS. (43)
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The additional terms τ+
1 g1τ1 and τ+

2 g2τ2 incorporate the coupling of the
finite device to the semi-infinite contacts. Both terms are called self-energies,
defined by

�1 ≡ τ1g1τ
+
1 , �2 ≡ τ2g2τ

+
2 . (44)

For semi-infinite contacts, regular shaped and with well-defined transverse
modes, the self-energies can be calculated analytically [33]. The source term S

with a similarly meaning like S1,2 is defined by

S = S1 + S2, S1,2 = τ1,2ψ1,2. (45)

2.2. Electron Density

In the semi-classical approach the electron density in equilibrium is given by

n =
∞∫

Ec

N(E)f (E)dE, (46)

see e.g. [41] or [42]. N(E) is the density of states, i.e., N(E)dE gives the
number of states in the interval [E,E + dE]. f (E) denotes the statistical dis-
tribution function, which is in case of electrons the Fermi-Dirac distribution
function,6 since electrons are fermions. The Fermi function is defined as

f0(E,µ) = 1

1 + e
E−µ
kT

, (47)

whereby µ is the Fermi energy, which is usually obtained from the charge
neutrality condition [42].

In the NEGF formalism the density of states can be obtained from the
spectral function A(E), which is defined by

A(E) ≡ i
(
G(E) − G+(E)

)
, (48)

and can be seen as a more generalized concept of the density of states. The
density of states is given by

N(E) =
∑

α

δ(E − εα), (49)

and we can write for A(E)

A(x,x ′;E) =
∑

α

ψα(x)δ(E − εα)ψ
∗
α(x

′). (50)

6or usually shortened as the Fermi function.
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G(E) in Eq. (48) is the Green’s function of the system.7 The spectral func-
tion for the coupled device is given with Eq. (48) by

Ad = i
(
Gd − G+

d

) = i

(
1

E − Hd − �
− 1

E − Hd − �+

)
, (51)

which is identical to Eq. (50), when ψα corresponds to the state of the coupled
device ψd,α. Similarly to the “generalized” density of states A(E) the density
matrix ρ as “generalized” electron density is introduced [33, 38]. To simplify
the derivation of ρ, we reduce the problem and consider only the electron
density in the device, which is caused by incident waves from contact 1. The
density matrix of the device ρd is then given by

ρd(x,x
′) =

∑

α

ψd,α(x)f0(εα − µ1)ψ
∗
d,α(x

′), (52)

whereby are the eigenstates of the isolated contact 1. Using the definition of
A(E) in Eq. (48) and the fact that ψd = GdS1 we obtain

ρd =
∫
f0(E − µ)

∑

α

ψ1,αδ(E − εα)ψ
∗1,αdE

=
∫
f0(E − µ)Gdτ1

[
∑

α

ψ1,αδ(E − εα)ψ
∗
1,α

]

τ+
1 G

+
d dE

= 1

2π

∫
f0(E − µ)Gdτ1a1τ

+
1 G

+
d dE. (53)

with a1 = i[g1 − g+
1 ] the spectral function of the (isolated) contact 1. As dis-

cussed earlier, the coupling between contact and device is incorporated with
the selfenergies �1,2. Using this concept, broadening functions �1,2 can be
defined [38]

�1,2 ≡ i
[
�1,2 − �+

1,2

]
, and �1,2 = τ1,2a1,2τ

+
1,2. (54)

The density matrix changes to

ρd(x,x
′) = 1

2π

∞∫

E=−∞
f (E,µ1)A1 dE (55)

with

A1 ≡ Gd�1G
+
d , (56)

7In case of our coupled deviceG(E)would complyGd(E) from Eq. (42).G+(E) is the Hermitian conjugate
ofG(E) and corresponds to the advanced Green’s function of the system, whileG(E) is the retarded Green’s
function.
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see [33] and [43]. The density matrix for the complete coupled system is simply
the sum over all contacts [44]

ρd(x,x
′) =

∞∫

E=−∞

(
f (E,µ1)A1 + f (E,µ2)A2

)
dE. (57)

The electron density n(x) is the diagonal of the density matrix

n(x) = 1

�
ρ(x,x ′)|x=x′, (58)

whereby � is the volume of the unit cell.

2.3. Current Density

According to the continuity equation, the electrical current is given by

I = −q ∂n
∂t
. (59)

The probability current therefore holds

Ip ≡ ∂

∂t

(∑

α

|ψd(x)|2
)
. (60)

The trace operation is identical with taking the summing over all α and we
can write

∑

α

|ψd,α(x)|2 =
∑

α

ψ∗
d,αψd,α = Tr

[
ψ+
d ψd

]
, (61)

and obtain (see [38])

Ip = ∂

∂t

(
Tr
[
ψ+
d ψd

])
. (62)

The total (probability) current is zero, since we consider a non-equilibrium
situation, caused by differing chemical potentials in the coupled reservoirs,
but the situation is steady state. This means, all current going into the device,
caused by contact 1 trying to bring the device in equilibrium with reservoir
1, is going out at contact 2, tyring to establish equilibrium with reservoir 2.
Hence I1 = I2 ≡ I and for the derivation of the current relation we only need
to consider the current I1 between contact 1 and device. The corresponding
time dependent equation for the coupled system is given by

ih̄
∂

∂t

[
ψ1 + χ1

ψd

]
=
[
H1 − iη τ+

1
τ1 Hd

][
ψ1 + χ1

ψd

]
. (63)
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From Eq. (63) follows for the current I1

I1 = 1

ih̄
Tr
[
ψ+
d τ1(ψ1 + χ1) + (ψ+

1 + χ+
1 )τ

+
1 ψ

+
d

]
, (64)

which can be divided into two parts. One corresponding to the incoming com-
ponent, connected with the incident wave function ψ1. The second part is the
outgoing component, corresponding to the reflected wave function χ1. Hence,
we can write

I1 = 1

ih̄
Tr
[
ψ+
d τ1ψ1 + ψ+

1 τ
+
1 ψ

+
d

]

︸ ︷︷ ︸
inflow

− 1

ih̄
Tr
[
χ+

1 τ
+
1 ψd + ψ+

d τ1χ
+
1

]

︸ ︷︷ ︸
outflow

. (65)

With the substitution ψd = GdS, whereby S = S1 + S2, the inflow compo-
nent of the current can be formulated as

I1,in = 1

ih̄
Tr
[
S+G+

d S1 − S+
1 GdS

]
= 1

ih̄
Tr
[
S1S

+
1 G

+
d − S1S

+
1 Gd

]
, (66)

whereby we used S+
1 S2 = S+

2 S1 = 0. The definition of the spectral function
was given in Eq. (48), and the inflowing current in contact 1 reduces to

I1,in = 1

h̄
Tr
[
S1S

+
1 Ad

]
. (67)

For the isolated contact 1 we can write according to Eq. (55)

ρ1(x,x
′) = ψ1ψ

+
1 =

∫
f1(E)

2π
a1(E)dE. (68)

Since S1S
+
1 = τ1ψ1ψ

+
1 τ

+
1 we obtain the expression

S1S
+
1 =

∫
f1(E)

2π
τ1a1(E)τ

+
1 dE =

∫
f1(E)

2π
�1dE. (69)

The inflow current is then given by

I1,in = 1

2πh̄

∫
f1(E)Tr

[
�1Ad

]
. (70)

The outflowing component can be derived similarly like the inflow. We
substitute the reflected wave functions χ1 = g1τ

+
1 ψd and χ+

1 = ψ+
d τ1g

+
1 , and

write

I1,out = 1

ih̄
Tr
[
χ+

1 τ1ψd + ψ+
d τ

+
1 χ

+
1

]
= 1

ih̄
Tr
[
ψdψ

+
d �1

]
. (71)

For ψdψ
+
d we can write

ψdψ
+
d = ρd =

∫
1

2π
GndE, (72)
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whereby Gn = f1(E)A1 + f2(E)A2 is the electron correlation function, see
Eq. (57). Therefore, the outflow component is written with

I1,out = 1

2πh̄

∫
Tr
[
�1G

n
]
dE. (73)

The total (electrical) current I is given with

I1 = −2
q

h

∫
(f1 − f2)Tr

[
�1Gd�2G

+
d

]
dE. (74)

For further details see [38].

3. Numerical Transport Simulation

For an illustration of the numerical implementation of the NEGF formalism
we consider a device structure consisting of two n-type silicon areas sandwich-
ing an insulating oxide layer. The Si-oxide-Si device is connected on both sides
to a contact. The complete device is pictured in Figure 1. In non-equilibrium,
meaning the device is biased and the two Fermi levels µ1,2 of the left and right
side reservoirs differ, a current flows through the structure and the insulating
oxide layer. The considered situation is comparable to edge-direct-tunneling
currents in modern MOSFET devices.

The following section starts with a discussion about the discretization of
equation of motion and the calculation of all quantities of the NEGF formal-
ism. Subsequent to the computation, we discuss the numerical solution of the
Poisson equation, which we left out so far.

3.1. Method of Finite Differences

The calculation of physical quantities like currents and electron densities
in devices is usually done with numerical simulations. This means, one has to

Figure 1. Si-oxide-Si device structure.
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find a suitable discretization scheme for the underlying differential equations.
In general, the equation of motion in the NEGF formalism and the coupled
Poisson equation are discretized using the method of finite differences [29, 43,
45]. However, there also alternative discretization schemes to find in recent
literature like the application of the finite element method in [46].

The 1-dimensional equation of motion for Si-oxide-Si structure with trans-
port in x-direction (see Figure 1) is given by Eq. (27) on page 218. The finite
difference form for (27) is written with

−ti−1,iψi−1 + Hd,iψi − ti,i+1ψi+1 = εψi, (75)

with

Hd,i =
[
h̄2

2s2

(
1

m− + 1

m+

)
+ Ec,i + vcoul,i + ε⊥

(
m∗
L

m∗
i

− 1
)]

. (76)

The notation fi should be read as fi = f (xi), whereby xi is the i-th discrete
spatial point. The lattice spacing s, e.g. the distance between two discrete points,
is equidistant. Furthermore we have

m− = mi−1 + mi

2
, m+ = mi + mi+1

2
and ti,j = h̄2

(mi + mj)s2
. (77)

Hence the differential Eq. (27) changes to a matrix equation. As one can see
in Eq. (75), an arbitrary lattice point i is coupled only to it’s nearest neighbors
with ti,j , thus the finite difference approximation is a tight-binding model [29,
38]. Let us take look at the dispersion relation for the discretized device. In
the contact region of the example (see Figure 1) the effective mass mxi with8

i = 1,2 . . . c1,c2 . . .N is constant and equals m∗
L, obviously. The discretized

equations of motion in this part of the device can be simplified to a equation
with a constant effective mass, see (18) and the discrete dispersion relation is
given with

ε = vcoul,i + Ec,i + 2t (1 − cos(ks)). (78)

For very small k · s, meaning the transition from the discrete to continuous
case, the dispersion relation reduces to the parabolic band approximation. The
open boundary conditions for the device are incorporated with the selfenergies,
as stated in the previous section. For an 1-dimensional device, the derivation can
be obtained following simply arguments as presented by Datta in [43]. From
the matrix representation (75) we found that any lattice point couples only with
its two direct neighbours (in the 1-dimensional case). This means that only the
first point an the N -th point have to be “coupled” with the selfenergies to the

8Therefore, i = c1 + 1 . . . c2 − 1 determines the Si-oxide-Si part of the device displayed in Figure 1.
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reservoirs (semi-infinite contacts) on both sides. Hence, the selfenergies �1,2

are matrices completely filled with zeros except one point:

�1(1,1) = −t̃ ejk1s, �2(N,N) = t̃ ejkN s. (79)

The needed wave vectors k1, kN can be estimated from the dispersion rela-
tion in Eq. (78).

With the above stated equations we are able to calculate all necessary quan-
tities for the NEGF formalism, the discrete Green’s functionGd for the device

Gd(E,k⊥) = [
E1 − Hd − �1 − �2

]−1
, (80)

the spectral functions

A1,2(E,k⊥) = Gd(E,k⊥)�1,2(E)G
+
d (E,k⊥), (81)

and the broadening functions

�1,2(E) = i
(
�1,2(E) − �+

1,2(E)
)
. (82)

The density matrix follows as an integral over the interested energy interval
and the sum over all transversal k⊥-states

ρ = 1

2π

∑

k⊥

∞∫

E=−∞

[
f0(E,εk⊥,µ1)A1(k⊥,E)

+ f0(E,εk⊥,µ2)A2(k⊥,E)
]
dE (83)

with the Fermi functions given in (47) and the transversal eigenstates from
Eq. (26). We can rewrite all equations to be explicit dependent on the transversal
wave vector k⊥ instead of the transversal eigenstate ε⊥. Using the periodic
boundary conditions, the summation over all transverse wave vectors changes
to an integral

∑

k⊥

→
∫
d2k⊥

S

4π2
= S

4π2

∫
2πk⊥dk⊥, (84)

whereby S denotes the size of the transversal area. But it cancels out, when
we calculate a real physical quantity like the electron density n. As we know
from Eq. (58), the electron density at the discrete lattice point are the diago-
nal elements of the density matrix weighted by the volume � = S · s of the
discretized cell, see Eq. (58). Introducing a slightly changed density matrix ρ ′

ρ ′ = 1

4π

∫ ∫ [
f0(E,k⊥,µ1)A1(k⊥,E) + f0(E,k⊥,µ2)A2(k⊥,E)

]

× dEk⊥dk⊥, (85)

the electron density can be calculated with

n(xi) = 1

s
ρ ′(xi,x ′

i)|x=xi (86)

without the knowledge of S.
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3.2. Solution of The Poisson Equation

The Poisson equation of the example device in Figure 1 is discretized on
the same spatial lattice as the equation of motion and we can write

1

s2

(
ε−
i Ui−1 − (ε−

i + ε+
i )Ui + ε+

i Ui+1

)
+ q

[
N+
Di

− N−
Ai

− ni

]
= 0 (87)

with

ε−
i = εi−1 + εi

2
; ε+

i = εi+1 + εi

2
. (88)

For the solution of the Poisson equation we use a the standard Newton-
Raphson algorithm (see e.g. [47]). Eq. (87) is rewritten as a matrix equation. The
boundary conditions follow directly from the applied bias over the structure.
When V is the external voltage, the values of the first and theN -th point of the
lattice are given by

1

s2q

(
ε−

1 0 − (ε−
1 + ε+

1 )U1 + ε+
1 U2

)
+
[
N+
D1

− N−
A1

− n1

]
= 0

1

s2q

(
ε−
NUN−1 − (ε−

N + ε+
N)UN + ε+

NV
)

+
[
N+
DN

− N−
AN

− nN

]
= 0.

Hence, the values at the boundary are fixed due to the applied voltage V .
The solution of the Poisson equation is formulated as a problem of finding the
roots of a discrete function F . For the i-th spatial point Fi is given by

Fi = 1

qs2

(
ε−
i Ui−1 − (ε−

i + ε+
i )Ui + ε+

i Ui+1

)
+ N+

Di
− N−

Ai
− ni (89)

and we have to solve
∑

j

∂Fmi

∂Um
j

δUm+1
j = Jf (F

m
i )δU

m+1
j = −Fmi , j = 1,2 . . .N, (90)

whereby m denotes the iteration index and the sum of the Jacobian Jf on the
left hand side runs over allN points of the discrete lattice. The corrected value
of U is determined by

Um+1 = Um + δUm+1
j , (91)

with δUm+1
j given by

δUm+1
j = −J−1

f (Fm)Fm, (92)

according Eq. (90). To calculate the derivation ∂n/∂U for the Jacobian Jf we
use the approximation given in [29]

∂n

∂U
≈ q

∂n

∂Ef
. (93)



Incorporating Parasitic Quantum Effects 233

With Eq. (85) and (86) we obtain

∂n

∂Ef
≈ 2q

s

∫
dE

2π

∫
d2k
4π2

[
−∂f0(E,µ1)

∂E
A1(k⊥,E)

− ∂f0(E,µ2)

∂E
A2(k⊥,E)

]
, (94)

using the fact that the quasi Fermi level in contacts correspond to the chemical
potentials µ1,2 in the coupled reservoirs 1 and 2, see [29]. The derivation of the
Fermi function with respect to the Fermi level is given by

∂f1,2

∂Ef
= 1

kT
f1,2(1 − f1,2). (95)

3.3. Numerical Solution

After reaching convergence in the self-consistent solution of the equation
of motion and the Poisson equation, the current density is calculated with
Eq. (74). The complete coupled and self-consistent solution of the equation for
the dynamics (the Schrödinger equation) and for the electro-statics (the Poisson
equation) follows the flow chart given in Figure 2. The flowchart shows the
calculation for a certain external bias V . For a complete J − V characteristic
of a device, the depicted procedure has to be repeated for every bias value Vn.
The calculation of a J − V device characteristic usually starts at equilibrium

Figure 2. Flowchart of the iterative self-consistent solution for a certain external bias.
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with V = 0, where a initial guess for U is easily done. For the calculation for
different bias points, a reasonable initial guess for U is the converged U of
preceding bias point, assuming that the difference between the bias points is
not too big.

4. Circuit Simulation and Applications

We started our analysis of the impact of quantum effects to circuit function-
ality with the most obvious effect: the gate direct tunneling currents. The very
first studies about the influence of tunneling currents can be found in the publi-
cations from Dutton, Choi et al. [48–50]. We use this publications as references
for our overall methodology.

In modern MOSFETs two different direct gate tunneling mechanisms have
to be accounted: (1) the direct tunneling between the inverted channel and the
gate, and (2) the tunneling between overlapping source/drain extensions and
the gate (edge-direct-tunneling). To include quantum parasitics in circuit simu-
lations we represent them as additional Q-sources.9 This means that in case of
the direct tunneling currents in MOS-devices, such as FETs and capacitors, we
are using additional voltage controlled current sources together with common
device models. The current sources are implemented as look-up-table models,
which is the easiest way to represent the current-voltage pairs from the numer-
ical quantum transport simulations. Between two different pairs the values are
obtained with linear interpolation, done by SPICE.

Our Q-sources are placed comparable to the tunneling leakage model imple-
mented in BSIM4 (see [51]). The tunneling model in BSIM4 model differs sig-
nificantly in estimating the magnitude of the tunneling currents. In comparison
to our approach, the BSIM4 tunneling model needs a lot of non physical fitting
parameters (see [51]), but which adjust the BSIM4 model to measurements of
real physical devices. The withdraw of this very high-level or in other words
non-physical description is that it covers the magnitude of macroscopic quan-
tities (e.g. current density) for a particular device due to fitting. It is limited
when the general behaviour is needed and when the dimension shrinks further
and the quantum mechanical behaviour of the charge carriers causes more than
additional currents.

4.1. SRAM Cell

In the recent literature, see e.g. [1, 52], the exponential increase of gate
tunneling current at decreasing oxide thickness is a growing concern to ULSI

9Q =̂ quantum parasitic.
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Figure 3. 6 transistor SRAM cell.

circuit performance and stability. But a direct influence of the quantum effects
to the circuit functionality of static CMOS logic circuit itself is not expected
to be a major problem [5]. In those cases only the strongly increasing off-state
power dissipation is the main consequence [1]. As an example we simulated
a 6-transistor SRAM cell [53] including our Q-sources. It showed that the
ratio between the standard (or classical) leakage mechanisms and the direct
tunneling leakage currents is reversing when the gate oxides gets thinner than
3 nm. The SRAM cell is depicted in Figure 3, whereby curved arrows show the
tunneling currents and the straight arrows the conventional leakage currents.
For a 2 nm oxide thickness flows total current of 9.2 pA caused by tunneling and
the conventional leakage contributes only 2.9 pA to the power consumption.
The simulation was made for the steady state situation depicted in Figure 3.

4.2. Domino-AND-2 Gate

In contrast to the “robustness” of static logic, dynamic logic and analog
circuit functionality can be a critical case when the magnitude of tunneling
current raises. It can be shown for a Domino-AND-2 gate that the circuit pro-
duces logical errors when the oxide thickness decreases beyond 2 nm [5]. The
critical element in the Domino AND gate (see Figure 4) is the transistor M2 at
the input “A”. In the precharge phase of the circuit (i.e. clock is “low”, transistor
M1 is open) the capacitor C1 is charged to Vdd level, so that the inverter at the
output produces the correct “low” level (the corresponding input signal pattern
is depicted in Figure 5). In the evaluation phase (clock signal is “high”) the
transistorM1 is switched off and C1 remains on Vdd as long the inputs “A” and
“B” are zero. If we include the tunneling currents in the circuit simulation, we
have an edge-direct tunneling in transistorM2, which dischargesC1 as long the
level on input “A” is “low”. When the oxide thickness is under a critical value,
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Figure 4. Domino AND 2 Gate.

Figure 5. Input signals for Domino AND 2 Gate.

Figure 6. Output signals for Domino AND 2 Gate.

capacitor C1 is discharged so quickly that Vx falls bellow Vdd/2 even before
VA on input “A” switches to a “high” level. In consequence, the inverter at the
output produces a glitch with a magnitude higher than Vdd/2 (Figure 6), which
has to be treated as a logical error – i.e. failure of the circuit functionality. A
similar situation occurs when input “B” changes from “low” to “high” after a
level change at input “A”, see Figure 6.
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4.3. Sample&Hold Circuit

The influence of gate direct tunneling currents in analog circuits can be
shown with the example of a Sample & Hold circuit (suggested in [5]). The
Spice schematic for a S&H circuit with a MOS capacitor as hold capacitance
is shown in Figure 7. The switching transistors of the transmission gate and the
MOS capacitor have a 2 nm oxide layer. In the transistor on-state the output
waveform is directly following the input and the capacitance C1 (see the Spice
schematic in Figure 7) is charged to the current voltage level. With the charged
MOS capacitorM3 the output should remain on the last magnitude of the input
when the transmission gate is switched off. But due to 2 nm insulating oxide,
a direct tunneling current between the overlapping area of drain and gate and
a direct tunneling in M3 is discharging the output capacitance indicated be
the arrows in Figure 7; and the output signal level is falling (see the dashed
line in Figure 8) and does not remain as it should – circuit failure caused by
Q-interference.

Figure 7. Sample & Hold circuit.

Figure 8. Input and output signals of a Sample & Hold circuit influenced by direct tunneling
currents.
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5. Conclusions

In this chapter, we tried to achieve two objectives: (1) to show that in future
CMOS circuits, when length scale is in the domain around 20 nm and below, the
charge carrier transport will be dominated by coherent transport and the drift-
diffusion based device models will be too restricted and (2) to demonstrate that
the functionality of classical circuits concepts can be substantially affected by
parasitic quantum effects.

We showed a self-consistent NEGF-Schrödinger Poisson solver in detail,
which allows the quantum mechanical calculation of coherent charge transport
in semiconductors. Taking the results of the transport simulation we included
parasitic quantum effects in high-level circuit simulators. Starting with the
phenomena of direct tunneling currents in MOS circuits, we discussed dif-
ferent circuit examples, which all were affected in their functionality due to
tunneling.

We believe among others [54] that the set of Schrödinger and Poisson equa-
tion will replace the various Drift-Diffusion models and hydrodynamic equa-
tions for device simulators in the <20 nm regime. Much work has to be done in
order to maintain functionality of the important CMOS circuit concepts. More,
former negligible quantum effects will disturb circuit functionality and the anal-
ysis of the influence of the tunneling currents can only be seen as a first step.
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Abstract: In this chapter, we present the capabilities of the VHDL-AMS hardware descrip-
tion language for developing compact models. After a brief description of
the VHDL-AMS language, we present two meaningful case studies on design
oriented models of MOSFET.

The first study focuses on the EKV v2.6 MOSFET model and takes into
account the thermo-electrical interaction and the extrinsic aspects. The EKV v2.6
model uses linearization with respect to surface potential, resulting in physically
well-based expressions for the whole model.

The second study is a simplified version of the MM11 Philips model that
takes into account the quantum mechanical effects. MM11 is a compact MOSFET
model based on the formulation of the surface potential.
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1. Introduction

For the past three decades, hardware description languages (HDLs) have
been widely used to model and simulate systems belonging to various engi-
neering fields, from digital and analog electronics to mechanics and chemistry.
For a long time, all these fields have been completely separated, each scien-
tific community having its own design methodologies, tools and idiosyncrasies.
For example, in the electrical/electronic domain, the SPICE simulator and all
its derivatives allow the description of the netlist of a circuit using electrical
primitives such as resistors, capacitors, sources and transistors. In an attempt to
support the modeling and simulation of non-electrical systems as well, several
modeling methods using energy equivalences between the electrical domain
and other domains such as mechanical, thermal or fluidic domains have been
proposed. With the advent of nano-technologies, the design of innovative inte-
grated devices, like Micro-Opto-Electro-Mechanical Systems (MOEMS), has
shifted from vertical only to both vertical and horizontal integration. Using the
benefit of all the experience acquired in incremental design, MOEMS design
now involves strong “horizontal” interaction of different application-field parts
on the very same chip (e.g., mechanical, electrical, thermal, fluidic parts), with
partial close coupling between these fields. Neglecting the interaction effects
or the cross coupling between parts may have disastrous consequences on the
final design in terms of a loss in performance or an increase in design time.

One way of addressing this issue is to use a consistent modeling and sim-
ulation framework that allows for the description of systems from different
disciplines and for the description of interactions between these systems. This
is where the VHDL-AMS HDL comes in action.

2. VHDL-AMS: A Mixed-Signal HDL

VHDL-AMS [1–4] is the result of an IEEE effort to extend the VHDL
language to support the modeling and the simulation of analog and mixed-
signal systems. The effort culminated in 1999 with the release of the IEEE
standard 1076.1-1999 [1].

VHDL-AMS supports the description of continuous-time behavior. For
compact modeling, the most interesting feature of the language is that it pro-
vides a notation for describing Differential Algebraic Equations (DAE) in a
fairly general way. The “==” operator and the way unknown variables are
declared allow the designer to write equations in either implicit or explicit
format.

VHDL-AMS supports the description of networks as conservative-law net-
works (Kirchhoff networks) and signal-flow networks (inputs with infinite
impedance, outputs with zero impedance). As such, it supports the description
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and the simulation of multi-discipline systems at these two levels of abstraction.
As a companion standard, the IEEE 1076.1.1-2004 standard includes packages
that define types, subtypes, natures and constants for modeling in multiple
energy domains [2].1

The VHDL-AMS language has a canonical, tool independent, mixed-signal
simulation cycle that defines how to simulate a mixed-signal description. It has
in addition a formal definition of how to initialize a mixed-signal model. It
supports continuous-time analyses such as time-domain, DC, small-signal AC
and noise analyses.

VHDL-AMS does not provide any support of the SPICE netlist format,
neither directly in the language nor in some standard library. It however provides
all the necessary language elements to build libraries of SPICE models. This
is certainly helpful when developing compact models.

Any VHDL-AMS design unit may be compiled separately and stored in
a library. In addition, VHDL-AMS allows for a clear separation between the
interface of a model and its internal description and provides a mechanism to
select the submodels to use in a hierarchical description through the mechanism
of configuration. Both capabilities hence allow for much flexibility when it
comes to model large complex hierarchical systems.

Table 1 presents a synthetic view of the capabilities offered byVHDL-AMS.

Table 1. Key Features of VHDL-AMS [7].

Features class Feature VHDL-AMS

Language aspects Definition IEEE Std 1076.1-1999 Strict
extension to IEEE Std 1076 (VHDL)

Inheritance Ada-like. Case insensitive
Modularity Separation of external/interface

views (entities) and internal
views (architectures), packages,
configurations

Genericity Parameters, generate statements(1)

Library management Yes (pre-compiled design units)
Analog subset No(2)

Expression of structure Ports Event-driven and continuous
Conservative and non conservative
(signal-flow)
Continuous ports are modeless

Expression of behavior Composition Hierarchical instantiation of
components

(Contd.)

1However, as the new standard is not yet fully supported in the current tools, we shall use proprietary
versions of the packages. The proprietary packages do not actually differ much from the standard ones.
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Table 1. Continued.

Features class Feature VHDL-AMS

Conservative
semantics

Natures define energy domains,
subtypes define nature attributes; no
predefined natures.
Terminal and branch quantities

Objects Terminals, quantities, signals,
variables, constants

Statements Concurrent, sequential, continuous
(simultaneous and procedural)
Continuous statements can be freely
mixed with concurrent statements

Expression of
DAEs(3)

Explicit and implicit form of
equations(4) supported
Simultaneous(5) and procedural(6)

formulations
Derivative attribute ’dot only
possible on quantities. Attribute can
be chained for higher order
derivatives(7)

Mathematical functions defined in
separate standard IEEE 1076.2
Piecewise defined behavior
supported(8)

Discontinuity
handling

Discontinuities must be explicitly
announced in the model
User-defined re-initialization after
discontinuity supported

Conservative semantics Energy domains Natures define energy domains and
subtypes define nature attributes.
No predefined natures(9)

Branch quantities(10)

Formulation Equation-oriented formulation with
simultaneous statements(11)

No specific circuit graph
representation enforced

Signal-flow semantics Model interface Directional interface (free)
quantities(12)

Functional blocks Laplace and z transforms

Mixed-signal aspects Interfaces A/D and D/A interface language
attributes (’ramp, ’slew, ’above)
No direct port association(13)

Behavioral
interactions

Access of discrete signals in
continuous context
Access of continuous quantities in
discrete context

(Contd.)
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Table 1. Continued.

Features class Feature VHDL-AMS

Simulation controls Solvability Solvability check done at design unit
level(14)

Timestep Timestep size may be bounded
Tolerances Generic string annotation not

formally linked to simulator(15)

(1) Generate statements offer macro-like capabilities in the text of the model.
(2) It is possible to develop packages to support SPICE level modeling. No standard packages

exist yet.
(3) DAE = Differential Algebraic Equation.
(4) An equation in the explicit form looks roughly like an assignment, e.g. x = f (y,z), while

an equation in the implicit form typically requires iterations to compute the unknowns,
e.g. x = f (x,y,z).

(5) Simultaneous statements are basically equations that may be given in any order in the
model.

(6) Procedural statements have to be given in a particular order. The VHDL-AMS tool
used did not support simultaneous procedural statements yet, so we used functions
instead.

(7) To maintain good numerical accuracy it is recommended to hold higher order derivatives
in local quantities and to only use first order derivatives.

(8) Continuous behavior can be defined by regions of operation.
(9) A draft VHDL-AMS standard package for multiple energy domain support is currently

under IEEE ballot.
(10) The direction of the flow in the branch and of the potential difference is defined in the

branch quantity declaration.
(11) Quantities are the unknowns. As far as the language is defined, the order in which the

simultaneous statements is not important. We anyway faced some non-convergence issues
with “misplaced” simultaneous statements (tool issue).

(12) Direction is used for solvability checks.
(13) It is not allowed to associate formal and actual ports of different natures or types. Explicit

interface code has to be added in the model when pre-defined attributes are not enough.
It is also expected that tools may help in inserting proper interface code when working at
schematic level.

(14) This basically checks that the number of unknowns matches the number of equations.
Although the rules that define what is considered as an unknown and what is considered
as an equation are clearly defined in the language reference manual, it may become pretty
hard to figure out what is missing when a complex model such as the full EKV MOS
model (with more than 100 quantities) does not comply with the solvability condition. In
addition, the current implementation of the Mentor tool imposes to have the same number
of simple simultaneous statements in each branch of a conditional or selective simultaneous
statement.

(15) Current VHDL-AMS simulators are using their own tolerances that may be set in the tool’s
environment.



248 C. Lallement et al.

For this chapter, the EDA tools used for implementing and simulating the
models are Advance MS from Mentor Graphics and Simplorer from Ansoft.

To be complete, it should be noticed that VHDL-AMS has a direct competi-
tor: Verilog-AMS [5–7]. The Verilog-AMS language also supports the model-
ing and the simulation of analog and mixed-signal systems but has not been
submitted yet to IEEE for standardization [7].

3. Compact Modeling of the MOSFET

Compact models for circuit simulation have been at the heart of CAD tools
for circuit design over the past decades, and are playing an ever increasingly
important role in the nanometer system-on-chip (SoC) era. The requirements
for a competitive compact MOSFET model rely on a complex trade-off between
accuracy, complexity and applicability for any advanced technology. To achieve
this task, in particular for devices entering the sub-100-nm regime, it is essential
to accurately model the physical effects that govern the MOSFET behavior.
This is the reason why a new generation of MOSFET models (the 4th one) is
being developed (see Figure 1). Conventional models of the 3rd generation like
BSIM3 / BSIM4 [8] and MM9 [9] are based on the formulation of the threshold
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voltage. The case of EKV v2.6 [10] is quite different since the model is based
on the formulation of the inversion charge density. In fact, EKV v2.6 should
already be considered as a 4th generation MOSFET model. For convenience,
we use the term “inversion charge model” to refer to such a model. From
the historical point of view, the major characteristics of the 3rd generation
were [11]:

– the “original intent” to simplicity (in contrast to the 2nd generation
models like BSIM and BSIM2),

– a small number of physically-based parameters,
– an improved mathematical conditioning,
– a single model equation for all regions of device operation,
– the use of smoothing functions.

Unfortunately, the most used model in the design community (BSIM3/4) has
forgotten the original intent of both simplicity and small number of parameters,
as depicted in Figure 1. All 3rd generation models (except EKV v2.6 which
is not a threshold-voltage-based model) describe different operating regions
with different equations. As a result, they are usually called “piece-wise” or
“regional” models [11]. They often use unphysical parameters to smooth char-
acteristics between the different operation modes. This artificial modeling may
lead to unphysical behavior of the drain current and transconductance in the
transition region between weak and strong inversion, the so-called moderate
inversion region [12]. This region is however of crucial importance, not only for
low-voltage and low-current analog applications, but also for digital circuits,
owing to the reduction of supply voltage in modern CMOS technologies. More-
over, for most analog applications the device is typically biased in this region,
i.e. just above threshold. Another drawback of regional models is that the drain
current exhibits a discontinuity at the transition between linear and saturation
regions due to the use of the drift approximation. Consequently, additional
parameters are needed to get continuous characteristics through different oper-
ation modes, and the total number of parameters dramatically increases (see
Figure 1).

In contrast to regional models, the compact models of the 4th generation
like EKV 3.0 [13], HiSIM [14], MM11 [15], SP [16] and now PSP [17] are
inherently single-piece and give an accurate and continuous description of char-
acteristics in all regions of operation. They are generally charge sheet models
based on the formulation of the surface potential, except EKV 3.0 which is a
charge sheet model based on the formulation of the inversion charge density.
Using the drift-diffusion approximation these models are more able to support
future technology requirements.

In conclusion, and for the sake of completeness, it should be noted that a new
compact MOSFET model called PSP is now available [17]. It has been devel-
oped by merging the best features of two surface-potential-based models: SP



250 C. Lallement et al.

(developed at The Pennsylvania State University) and MM11 (developed by
Philips Research). The PSP model is a symmetrical model, and gives an accu-
rate physical description of the transition from weak to strong inversion and
includes an accurate description of all physical effects important for modern
and future CMOS technologies. It is suitable for digital, analog and RF circuit
design.

4. The EKV MOSFET Model v2.6

The EPFL EKV MOSFET model v2.6 is a scalable and compact simulation
model built on fundamental physical properties of the MOS structure. This
model is dedicated to the design and simulation of low-voltage, low-current
analog, and mixed analog-digital circuits using submicron CMOS technologies.

4.1. Basic Version

The basic version of the EKV v2.6 MOSFET model [10] is a charge-based
compact model. It consistently describes effects on charges, transcapacitances,
drain current and transconductances in all regions of operation of the MOS-
FET (weak, moderate, strong inversion) as well as conduction to saturation. The
effects modeled in this model include all the essential effects present in sub-
micron technologies. For quasi-static dynamic operation, both a charge-based
model for the node charges and transcapacitances, and a simpler capacitances
model are available.

4.2. Features Specific to Submicron CMOS Technologies

The LDD regions in the sub- and deep- submicron CMOS technologies
introduce additional parasitic resistances between the source/drain electrode
and the channel, as well as parasitic capacitances.

A problem with all these parasitic elements is their non-linear and bias
dependent behavior.An efficient MOSFET model dedicated to deep-submicron
design must imperatively take into account these elements. These features spe-
cific to submicron technologies are not included in the basic version of the
EKV MOSFET model v2.6. They have been added to the basic code of the
EKV MOSFET model v2.6, in a modified version of this model, implemented
in VHDL-AMS.2

2The full VHDL-AMS code of the model is available on a website [20].
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Figure 2. Simulation of ID and RSeff versus VG characteristics for two drain bias.

In Figure 2 and Figure 3 are plotted some results showing the influence of
these parasitic elements. All these simulation results in VHDL-AMS are made
with a n-channel transistor of W/L = 1.5µm/0.15µm.

More information of the modeling of these effects and of the simulation
results can be found in [18, 19].

4.2.1. Series parasitic resistance

A typical characteristic of series parasitic resistance can be observed in
Figure 2, for two different drain bias.

Not taking into account the bias dependent of this resistance introduces
some important errors on the drain current level, mainly for small VD bias.
These variations can considerably affect the parameters extraction procedures
where, classically, channel length and series resistance are extracted altogether,
at small VD bias [21].

4.2.2. Parasitic capacitances

The dynamic behavior of a MOSFET in deep submicron technology is
strongly affected by its extrinsic capacitance formed by the overlap capacitance
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and the fringing capacitance (see Figure 3) [22]. The fringing capacitance is
constant, but the overlap capacitance is bias dependent.

As seen in Figure 3, the parasitic capacitances represent a more and more
important part of the global capacitance of the MOSFET (more 35% for a
0.15 µm technology) as observed in the accumulation region. The influence
of the fringing capacitance can be observed in the strong inversion region; it
represents the additional capacitance to COX (COX =W.L.Cox).

4.3. Modeling of an Inverter with Thermo-Electrical
Interactions

As the transistor size decreases, thermal interactions between devices on
the same chip increase. These thermal effects are constantly amplified by the
growing power density, and a failure in their estimation at an early development
stage of the design often means extra costs and delays.

For the system designer, one of the major interests of VHDL-AMS is the
simplicity with which models involving various physical domains (electronical,
thermal, optical, mechanical, etc) can be interconnected. We illustrate this with
an example: a CMOS inverter with thermo-electrical interactions.
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4.3.1. VHDL-AMS implementation of the EKV model v2.6

In this inverter, the pMOS and nMOS transistor behaviors are described
using the EKV MOSFET model v2.6. Several electrical parameters of this
model are highly dependent on temperature, namely the threshold voltage, the
mobility, the thermal voltage, etc. . .Their respective temperature variations are
taken into account by appropriate coefficients in the model equations [10].

To take the self heating in the MOSFET into account, its packaging must
also be considered. Classically, we have modeled the heat diffusion through
solid materials by sourcing dissipated power into a thermal RC network [18, 23],
which represents the material properties of the different layers. The temperature
profile is the result of a heat flow in the thermal network.

Figure 4 shows how thermal-electronic interactions between an n-MOSFET
and its direct environment can be modeled.

In such networks, energy conservation states that the sum of all power
contributions at a thermal node equals zero, and that the temperature at all
terminals connected to a thermal node be identical. Thermal evolution of a
system is thus ruled by the very same Kirchhoff laws dictating the behavior
of conservative systems: voltage becomes the across quantity temperature and
current becomes the through quantity heat flow.

The IEEE standard 1076.1.1-2004 includes the thermal system package
that defines the thermal nature and its related characteristics. The princi-
ple is to introduce a thermal terminal and a thermal branch with associated
through and across quantities respectively bound to heat flow (or power) and
temperature.

N-MOST
thermal

impedance

N-MOST

Ambient 
temperature
« generator »

Instantaneous
voltage and current

then dissipated power

j

Instantaneous
device temperature, then electrical characteristics

Vdd = 1.5 V

Power

Figure 4. Modeling electro-thermal interactions.
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In this paper, we present a simplified version of the EKV MOSFET model
with thermo-electrical interactions (Figure 5) [7] as the full version3 would
have needed several pages of code. This single transistor model is valid for
both pMOST and nMOST.

(1) library ieee; use ieee.math real.all;
(2) library ieee proposed;
(3) use ieee proposed.energy systems.all;
(4) use ieee proposed.electrical systems.all;
(5) use ieee proposed.thermal systems.all;
(6) entity mos is
(7) generic (
(8) MTYP : real := 1.0; – NMOS: 1.0, PMOS: -1.0
(9) – geometrical parameters
(10) WEFF : real := 1.0*MICRO; – effective channel width
(11) LEFF : real := 0.15*MICRO; – effective channel length
(12) – threshold voltage and substrate body effect parameters
(13) VT0 : real := 0.4; – long channel threshold voltage (NMOS!)
(14) PHI : real := 0.97; – bulk Fermi potential
(15) GAMMA: real := 0.71; – body effect parameter
(16) – mobility parameters
(17) KP : real := 453.0*MICRO; – transconductance parameter
(18) THETA: real := 50.0*MILLI; – mobility reduction coefficient
(19) – temperature coefficients
(20) TCV : real := 1.5*MILLI; – temp. coef. of threshold voltage
(21) BEX : real := -1.5); – temp. coef. of transcond. parameter
(22) port (
(23) terminal td, tg, ts, tb: electrical;
(24) terminal tj: thermal);
(25) end entity mos;
(26) architecture ekv simple of mos is
(27) constant KOQ: real := K/Q;
(28) constant TEMPREF: real := 300.15;
(29) – electrical branch quantities
(30) quantity vg across tg to tb;
(31) quantity vd across td to tb;
(32) quantity vs across ts to tb;
(33) quantity ids through td to ts;
(34) – thermal branch quantities
(35) quantity gpower through thermal ref to tj;
(36) quantity temp across tj to thermal ref;
(37)
(38) function i v (constant v: real) return real is
(39) variable x: real;
(40) begin
(41) return (log(1.0 + 0.5*exp(v)))**2;
(42) end function i v;

3Different VHDL-AMS simulation results of the thermo-electrical interactions in a MOSFET (with the full
version of the EKV v2.6 MOSFET model [20]) can be found in [19].
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(43)
(44) function f id (temp, vg, vs, vd: real) return real is
(45) variable id, vt, ratio, eg, egref: real;
(46) variable vto th, kp th: real;
(47) variable vgp 0, vgp, vp, iff, irr, beta, n: real;
(48) begin
(49) vt := KOQ*temp + 1.0e-6;
(50) ratio := abs(temp/TEMPREF + 1.0e-6);
(51) vto th := MTYP*(VT0 - TCV*(temp - TEMPREF));
(52) kp th := KP*(ratio**BEX);
(53) vgp 0 := vg - vto th + PHI + GAMMA*sqrt(PHI);
(54) vgp :=0.5*(vgp 0+sqrt(vgp 0*vgp 0+1.0e-3));
(55) vp := vgp - PHI - GMA*(sqrt(vgp+0.25*GMA*GMA)-0.5*GMA);
(56) iff := i v((vp - vs)/vt);
(57) irr := i v((vp - vd)/vt);
(58) beta := kp th*(WEFF/LEFF)*(1.0/(1.0 + THETA*vp));
(59) n := 1.0;
(60) return 2.0*n*beta*vt*vt*(iff - irr) + 1.0e-10;
(61) end function f id;
(62)
(63) begin
(64) ids == MTYP*f id(temp, MTYP*vg, MTYP*vs, MTYP*vd);
(65) gpower == abs(ids*(vd - vs));
(66) end architecture ekv simple;

Figure 5. VHDL-AMS model of a simple EKV MOST model. (n- and p- channel).

As we can see in Figure 5, a traditional VHDL-AMS file first contains
references to the used libraries (lines 1–5). In this EKV model, electrical and
thermal domains are requested. As previously mentioned in Section 2, we still
use a proprietary version of the thermal system package that is available in
the ieee proposed library.

For the circuit designer, the most important part is the interface, known
as an entity in VHDL-AMS (lines 6–25). The interface ports are the four
standard electrical pins of a MOSFET (line 23), plus an additional thermal
pin to account for dynamic thermal exchanges between the transistor and its
environment (line 24). The order in which terminals are specified in a branch
quantity declaration defines the direction of the flow.

In VHDL-AMS, the generic statement in the entity allows the designer
to define parameters whose values can be overridden during instantiation of the
sub-model. Typically here, the geometrical parameters (weff and leff)and the
electrical parameters (VTO, PHI, ...) of the transistor are defined as generic.

The MTYP generic parameter allows defining the type of the MOS transistor
and also the sign of some relevant voltages and parameters (defined in line 8,
used in lines 51 and 64). Note that some actual parameters in the MOS instances
must anyway have the right sign (e.g., VT0 in Figure 5).
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The MOSFET behavior is defined in a separate architecture called
EKV simple (lines 26–66). Lines 30–36 declare a number of branch quantities
that correspond in VHDL-AMS to the unknowns of the system of equations to
be solved by the analog solver. These branch quantities are defined between
two terminals and represent across and through aspects.

These branch quantities are either electrical (lines 30–33) or thermal
(lines 35–36).

Considering the thermal port, the temperature temp is measured between
the port and the thermal reference (line 36), while the heat gpower is flowing
out the device from the thermal reference to the port (line 35). This way, the
thermal interaction is really bi-directional and the self-heating behavior of the
device is properly taken into account with the power computation (line 65).

As the electrical behavior of the EKV MOSFET model is naturally procedu-
ral, it is more efficient to use the sequential statements provided inVHDL-AMS.
The simultaneous procedural statement could be used, but, as it is not yet
supported in the Mentor graphics tool, we had to use a function instead, namely
the f id function, to implement the computation of the drain current (lines 44 to
61). The equation of the drain current is then implemented in a single simultane-
ous statement with the appropriate signs for the function arguments to account
for the actual model type (line 64). Note that all terminal potentials are defined
relatively to the bulk terminal, a specificity of the EKV MOSFET model.

To illustrate the interest of such a model, the simulation of the charge (QI)
and of the transconductance (Gm) versus the gate voltage (VG), with and with-
out thermal coupling, is given in Figure 64.

As we can see, not taking the thermal coupling into account in a transistor
(or a circuit) can lead to some important errors in the estimation of the electrical
performances of the device.

4.3.2. VHDL-AMS implementation of the CMOS inverter

The CMOS inverter is composed of one nMOS and one pMOS transistor
and is connected to its direct environment as shown in Figure 7.

When located on the same substrate, thermo-electronic interactions take
place between the nMOS transistor and pMOS transistor. In this CMOS inverter,
the nMOS and the pMOS are thermally interconnected through a coupling ther-
mal resistance: Rcoupling. The inverter is excited by a squarewave stimulus. The
two thermal networks represent the thermal constants of the various material
layers of each transistor.

Figure 8 shows the hierarchical tree of sub-models in the VHDL-AMS
testbench.

4These results are obtained with the full VHDL-AMS code [20].
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The thermal network is modeled by thermal resistor and thermal capacitors.
TheVHDL-AMS models of the thermal capacitance, the thermal resistance, and
the ambient heat source (thermal generator) are given in Figure 9 [7, 24, 25].
The thermal resistor and capacitor models are straightforward equivalents of
their electrical counterparts.
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Figure 8. The VHDL-AMS testbench hierarchical tree.

(1) – Behavioural model of a thermal capacitor
(2) library ieee proposed;
(3) use ieee proposed.energy systems.all;
(4) use ieee proposed.thermal systems.all;
(5)
(6) entity capth is
(7) generic (CVAL: real := 0.1*PICO);
(8) port (terminal tp, tm: thermal);
(9) end entity capth;
(10)
(11) architecture bce of capth is
(12) quantity temp across hfl through tp to tm;
(13) begin
(14) hfl == CVAL*temp’dot;
(15) end architecture bce;
(16)
(17) – Behavioural model of a thermal resistor
(18) entity resth is
(19) generic (RVAL: real := 1.0*KILO);
(20) port (terminal tp, tm: thermal);
(21) end entity resth;
(22)
(23) architecture bce of resth is
(24) quantity temp across hfl through tp to tm;
(25) begin
(26) temp == RVAL*hfl;
(27) end architecture bce;
(28)
(29) – Behavioural model of a thermal generator
(30) entity genetherm is
(31) generic ( tambient : real := 300.0);
(32) port (terminal tlp : thermal);
(33) end;
(34)
(35) architecture equ of genetherm is
(36) quantity temp across power through tlp to thermal ground;
(37) begin
(38) temp == tambient ;
(39) end;

Figure 9. VHDL-AMS models of the thermal components.
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(1) library ieee proposed;
(2) use ieee proposed.energy systems.all;
(3) use ieee proposed.electrical systems.all;
(4) use ieee proposed.thermal systems.all;
(5) entity cmos inv is
(6) generic (
(7) WN: real := 15.0*MICRO; – NMOS channel width
(8) LN: real := 0.15*MICRO; – NMOS channel length
(9) WP: real := 15.0*MICRO; – PMOS channel width
(10) LP: real := 0.15*MICRO); – PMOS channel length
(11) port (
(12) terminal tin, tout, tvdd, tvss: electrical;
(13) terminal tjn, tjp: thermal);
(14) end entity cmos inv;
(15)
(16) architecture str of cmos inv is
(17) begin
(18) PMOS: entity work.mos(ekv simple)
(19) generic map (
(20) MTYP => -1.0, WEFF => WP, LEFF => LP,
(21) VT0 => -0.4, TCV => -1.5*MILLI)
(22) port map (
(23) td => tout, tg => tin, ts => tvdd, tb => tvdd, tj => tjp);
(24) NMOS: entity work.mos(ekv simple)
(25) generic map (
(26) MTYP => 1.0, WEFF => WN, LEFF => LN,
(27) VT0 => 0.4, TCV => 1.5*MILLI)
(28) port map (
(29) td => tout, tg => tin, ts => tvss, tb => tvss, tj => tjn);
(30) end architecture str;

Figure 10. VHDL-AMS structural model of the CMOS inverter.

The CMOS inverter is a structural model that instantiates two components:
one pMOS transistor called PMOS (Figure 10, lines 18 to 23) and one nMOS
transistor called NMOS (Figure 10, lines 24 to 29). Both the generic parameters
and the port associations use the named association mechanism for improved
readability.

Figure 11 shows the temperature evolution in the inverter for two different
values of Rcoupling.As expected, for a small value of Rcoupling, the temperature
in the N and P transistors are tightly linked (curves 1 and 2). For a higher value,
Figure 11 shows the free temperature evolution of each transistor (curves 3
and 4).

For simulation purpose, the values of the capacitances and resistances of
the thermal network have voluntary been overstated to emphasize the thermal
effects.
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5. Accounting for the Quantum Effects in an Advanced
MOSFET Model

As CMOS technology tends towards ever thinner gate oxide and higher
substrate doping concentration, the quantum effects are more and more signif-
icant. From a physical point of view, they result in a change in the relation-
ship between charges and applied voltages. In previous works, we have shown
that in the context of a surface potential model, we only need to compute the
exact value (i.e. the quantum value) of the surface potential to get a coherent
model [26, 27]. The proposed model fully accounts for the quantum effects
and is able to accurately describe all major characteristics of MOSFET. It does
not require either definition of an effective oxide thickness or use of additional
parameters.

Based on the core of the MM11 model [28], we have developed new con-
cepts to compute the exact value of the surface potential, i.e. accounting for
the quantum effects. The model covers all operating regions from accumula-
tion to inversion and is valid for all bias conditions. This section is organized
as follows. First, we describe the physical basis of our analytical and quan-
tum surface potential model. The straightforward use of a charge sheet model
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(drift-diffusion approximation) is then discussed. Next, we detail the VHDL-
AMS implementation of the quantum model for an n-MOS transistor. Finally,
the simulation results obtained with the VHDL-AMS model are presented.

5.1. Modeling the Quantum Mechanical Effects

In advanced CMOS technologies, the use of thin gate oxides and high sub-
strate doping levels results in a very high normal field at the Si–SiO2 interface,
so that the energy spectrum consists of a set of discrete energy levels, where
the first allowed energy level does no longer coincide with the bottom (top)
of the conduction (valence) band. Figure 12 shows the energy band diagram
of an n-MOS transistor biased in strong inversion. It appears that the quantum
mechanical effects (QME) increase the apparent bandgap of the semiconductor(
�Eg = E0 − Ec

)
. The same reasoning is valid for the accumulation region

as well. Within the context of surface-potential-based models, we have demon-
strated that the quantum effects can be fully taken into account by the new
concept of pseudo bandgap widening. The reader is referred to references [26,
27, 29] for full details of the procedure.

Once the explicit relationship between the quantum increment/decrement
of the surface potential and the gate and source/drain voltages is known, incor-
porating this relationship into the core of the MM11 model (i.e. a classical

Gate Oxide Substrate

Ec

Ev

Ec

Ev

Ei

Ef

q.φp

q.φf

q.φs

q.Vch

q.Vgb

Efp

Efn

E1
E0

E2

∆Eg

Figure 12. Energy band diagram of an n-channel MOSFET (strong inversion mode). φs is the
surface potential, φp is the band bending in the gate due to the polydepletion effect, Vch is the
channel potential (electron quasi-Fermi potential) and φf the intrinsic Fermi potential.
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description of the surface potential without QME) [28] allows us to obtain an
accurate analytical and quantum surface potential model valid from accumu-
lation to strong inversion, and from linear to saturation region [29].

Finally, taking into account the quantum effects does not make the new
model more computational demanding and does not introduce any additional
parameter with respect to a classical description of the surface potential.
Figure 13 shows a comparison between the surface potential computed with
the new model and the results obtained by a self-consistent resolution of the
Schrödinger and Poisson equations.

A major interest of a surface potential model is that it enables a straightfor-
ward use of a charge sheet model since all charges in the latter explicitly depend
on the surface potential value [30].As our model computes the surface potential
analytically, the use of the drift-diffusion approximation does not require time
consuming iterations to calculate the surface potential (at the source and drain
ends). This means that the major advantage of common piece-wise models
does no longer hold, and consequently the surface-potential-based MOSFET
models are the best candidates to be chosen as new standard compact MOSFET
models.
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5.2. VHDL-AMS Implementation

In Figure 14, we present the skeleton of the VHDL-AMS code for the
quantum surface potential model (the full code is available on a website [20]).
The VHDL-AMS code first contains references libraries needed to parse
the model (lines 1–2). For the model end-user (circuit designer), the most
important part of the model is the interface, contained in what is called the
VHDL-AMS entity (lines 33–39). The model interface is decomposed into
the specification of generic parameters (lines 34–37) and of the interface
ports (line 38). The generic statement allows the designer to define its own
values for the model parameters. Typically, geometrical W and L transistor
parameters are defined as generic. The mosfet entity contains four terminals
(G, D, S and B stand for the gate, drain, source and bulk terminal respectively),
all of electrical type. All the terminals are part of a port statement.

(1) library ieee;
(2) use ieee.electrical systems.all; use ieee.math real.all;
(3)
(4) – Functions declaration
(5) package mm11 functions is
(6) pure function phis1 qm pd(Cox,Vg,. . .,PDE:real) return real; –acc.
(7) pure function phis2 qm pd(Cox,Vg,Vch,. . .,PDE:real) return real; –inv.
(8) . . ./. . .
(9) end;
(10) – Functions definitions
(11) package body mm11 functions is
(12) – Quantum description of the surface potential (accumulation)
(13) pure function phis1 qm pd(Cox,Vg,. . .,PDE:real) return real is
(14) variable ret :real;
(15) begin
(16) ret := . . .; return ret;
(17) end phis1 qm pd;
(18) – Quantum description of the surface potential (inversion)
(19) pure function phis2 qm pd(Cox,Vg,Vch,. . .,PDE:real) return real is
(20) variable ret :real;
(21) begin
(22) ret := f qm pd(Cox,Vg,Vch,…,PDE) +
(23) phit*log(((((2.0/gamma)*(Vg-Vfb-
(24) psiB(Cox,Vg,Vch,…,PDE)))
(25) / (1.0+sqrt(1.0+(4.0/gamma p**2)*
(26) (Vg-Vfb-psiB(Cox,Vg,Vch,…,PDE)))))**2 -
(27) f qm pd(Cox,Vg,Vch,…,PDE)+phit) / phit);
(28) return ret;
(29) end phis2 qm pd;
(30) . . ./. . .
(31) end mm11 functions;
(32)
(33) entity mosfet is
(34) generic(W :real := 1.0e-6; – Gate width
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(35) L :real := 1.0e-6; – Gate length
(36) Na :real := 5.0e23; – Substrate doping level
(37) . . ./. . .);
(38) port (terminal G,D,S,B :electrical);
(39) end entity mosfet;
(40)
(41) architecture quantum polydep of mosfet is
(42) constant T :real := 300.0; . . ./. . .
(43) quantity Qg1,Qg2,Qg,Cgg1,Cgg2,Cgg :real;
(44) quantity Idiff,Idrift :real; . . ./. . .
(45) quantity Ids through D to S;
(46) quantity Vdb across D to B; quantity Vsb across S to B;
(47) quantity Vgb across G to B;
(48) begin
(49) . . ./. . .
(50) – Gate charge & gate transcapacitance
(51) Qg1 == W*L*Cox*(Vgb-Vfb-phip-phis1 qm pd(Cox,Vgb,. . .,PDE));
(52) Qg2 == 0.4*W*L*Cox*(Vgb-Vfb-phip-phis2 qm pd(Cox,Vgb,Vdb,. . .,PDE))
(53) +0.6*W*L*Cox*(Vgb-Vfb-phip-phis2 qm pd(Cox,Vgb,Vsb,. . .,PDE));
(54) Cgg1 == Qg1’dot;
(55) Cgg2 == Qg2’dot;
(56) if Vgb’above(0.0) use
(57) Qg == Qg2; Cgg == Cgg2/(W*L*Cox);
(58) else
(59) Qg == Qg1; Cgg == Cgg1/(W*L*Cox);
(60) end use;
(61) – Drain current
(62) Idrift == . . .; Idiff == . . .; Ids == Idrift + Idiff;
(63) . . ./. . .
(64) end architecture quantum polydep;

Figure 14. Skeleton of the VHDL-AMS code for the modified MM11 model.

The MOSFET behavior is defined in a separate architecture called
quantum polydep (lines 41–64). Lines 43–47 declare quantities.

In the lines 45–47, a number of branch quantities are declared. A number
of so-called free quantities (i.e. quantities not bound to any terminal) are also
declared (lines 43–44). These quantities are mainly used to break down complex
relationships into more manageable and understandable pieces.

The electrical behavior of the surface potential model is actually procedural
so it is more efficient to use the sequential statements proposed by VHDL-
AMS. However, as the simultaneous procedural statement is not yet sup-
ported in the Simplorer tool, we use different functions instead. All the needed
functions are defined in a package called mm11 functions (lines 5–31). This
package is divided into two units. The first unit includes the declaration of the
functions prototypes (lines 5–9) while the second unit includes the functions
bodies (lines 11–31).
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For instance, the phis2 qm pd function given in lines 19–29 corresponds
to the following mathematical relationship:

φs2 qm pd = f qm pd

+ φt · ln
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Next, making use of the functions, we can easily implement useful quantities
such as, for example, the gate charge/transcapacitance (lines 51–60) and the
drain current (lines 62). In our model, all the free quantities (simultaneous
statements) are functions of the surface potential. They just depend on two
functions, namely phis1 qm pd and phis2 qm pd. For example, lines 50–60
detail the implementation of the gate transcapacitance. The simultaneous if
statement has been used to select the phis1 qm pd or phis2 qm pd function
which corresponds to the formulation of the surface potential in accumulation
or inversion. Note the use of the ’dot attribute to denote a first-order time
derivative of the quantity prefix.

5.3. Simulation Results

The VHDL-AMS model previously discussed has been implemented using
Simplorer 6.0 from Ansoft. Four different architectures for the mosfet entity
have been implemented. They allow the user to choose between classical or
quantum surface potential models and give the possibility to take into account
or not the polydepletion effect (PDE). In fact, only the architecture called
quantum polydep (see Figure 14) is useful since it describes an n-MOS tran-
sistor using the full model (QME+PDE). The three others have been written
for comparison purpose.

We have tested the different n-MOSFET architectures by applying a 1V/s
ramp on the gate terminal in a transient simulation. Both source and bulk
terminals of the device are connected to the ground and the drain-to-bulk
voltages are set to 0.1V. Figure 15 shows the simulated gate transcapacitance
(Cgg = dQg/dVgb) for different architectures of the mosfet entity.

Since the derivative over time of the gate-to-bulk voltage equals one, the
quantity Qg’dot (lines 54–55 in Figure 14) is simply equal to the gate tran-
scapacitance (dQg/dt = Cgg × dVgb/dt = Cgg).
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tectures (classical, quantum = QME; quantum with polydepletion effect = QME + PDE).

Figure 16 gives the I–V simulation extracted from the same transient sim-
ulation. The drain current Ids is obtained as the sum of the drift and diffusion
currents and exhibits an excellent behavior from weak to strong inversion.

6. Conclusions

The presented case studies show that VHDL-AMS can be successfully used
to implement low-level models, such as EKV 2.6 and MM11 models of MOS-
FET devices. The main point is that the physical equations of the models can
actually be written “as is” in the model source code. The only limitations in this
straightforward translation do not come from the language itself, but from the
available simulation tools, Advance-MS from Mentor Graphics, and Simplorer
from Ansoft. The lack of support in these commercial tools for a procedural
statement forces us to use functions with numerous parameters to avoid a whole
set of simultaneous statements.

Taking the various domains involved in the modeling task is not compli-
cated either. We have shown that the basic models can be easily enhanced to
include major physical effects like self-heating, extrinsic aspects and quantum



Compact modeling of the MOSFET in VHDL-AMS 267

mosfet1.idiff_qm_pd 
mosfet1.idrift_qm_pd 
mosfet1.ids_qm_pd

s 
1e-012

1e-011

1e-010

1e-009

1e-008

1e-007

1e-006

1e-005

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

Idrift

Idiff

Id = Idrift + Idiff

A 

W=L=1 m
tox=3.5nm
Vfb=-1V
Na=5e17cm-3
Np=1e20cm-3
Vdb=0.1V
Vsb=0V
mu0=500cm2/V.s
theta1=0
theta2=0

Figure 16. Screen dump of a VHDL-AMS simulation showing both drift and diffusion com-
ponents of the drain current for an n-channel MOSFET.

effects, as theVHDL-AMS language naturally supports multi-domain (thermal,
mechanical, fluidic, etc) modeling.

In a near future, we plan to use these compact multi-domain models to design
analog circuits like an operational amplifier, and digital subsystems like a nand
gate and flip-flop, that take into account thermo-electrical interactions. We also
plan to use the bond-graph modeling approach experienced in [31] to propose
accurate models of isFET (ion sensitive FET), that could eventually lead to
the development of biosensor simulation models. Some models of advanced
devices such as DG-MOSFET are also under development [32].
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COMPACT MODELING IN VERILOG-A
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Abstract: Historically, compact transistor models have been developed using general-
purpose programming languages such as C or Fortran, with the resulting source
code specifically targeted to a given circuit simulator’s proprietary model inter-
face. Although this approach has allowed for the creation of robust and efficient
compact models, it has nevertheless resulted in a situation where the model
development process is lengthy, the models are not portable across the vari-
ous simulation environments, and where the model development facilities are
often not open to independent model developers. The advent of analog hardware
description languages (AHDLs) over the last several years promises to address
the aforementioned issues by providing a portable, robust, and efficient plat-
form for analog model development. In this chapter, we describe the Verilog-A
language and explore the numerous benefits it provides in the area of compact
modeling.

Key words: Verilog-A; AHDL; compact device model; transistor model; analog model.

1. Introduction and Overview

The availability of accurate, robust, and efficient compact models is criti-
cal to the successful utilization of any circuit simulation tool. As new phys-
ical effects manifest themselves due to shrinking geometries, and as an
increasingly wide variety of highly specialized device technologies (e.g., RF
CMOS, SiGe, III–V) become available to analog circuit designers, the need
for rapid development and distribution of advanced semiconductor device
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models becomes more acute than ever. Traditionally, circuit simulators have
relied largely on “built-in” semiconductor device models. Such built-in devices
– typically implemented using general-purpose programming languages like
C, C++, or Fortran – are targeted specifically to the interface and internal
data structures of their host simulator, and are thus inherently non-portable.
Facilities for adding custom models (or “user-defined devices”) have been
made available in some simulation environments, but such interfaces have
typically been non-standard, non-portable, and inefficient. New model cre-
ation under these conditions was thus a time-consuming and error-prone
endeavor.

The rapidly increasing availability and adoption of analog HDLs such as
Verilog-A [1, 2] offers the promise of a comprehensive solution to the afore-
mentioned analog model development and deployment problem. Initially con-
ceived as a general-purpose analog modeling language, Verilog-A has over the
past several years become increasingly viewed as a leading candidate for new
compact model development [3–6]. Although the language has always been
applicable across the full range of analog modeling tasks – from behavioral
event-driven models all the way down to the transistor level – early Verilog-A
implementations were interpreted solutions, and were not viewed as being
viable alternatives to hand-coded built-in device models. The recent rise in
interest for Verilog-A based compact model development has resulted in com-
piled solutions becoming available, with an ongoing emphasis on improved
simulation performance.

The use of standardized, special-purpose analog HDLs such as Verilog-A
allows device modeling experts to focus on their area of expertise, rather than on
the underlying simulator-specific implementation details. The increased level
of abstraction means that the model developer can focus on model behavior,
and let the underlying implementation automatically take care of mundane
(and often simulator-specific) details such as matrix stamping and loading,
analysis-specific data structures, symbolic derivative computation, and so forth.
The device modeling engineer is thus shielded from the idiosyncrasies and
complexities of the various device interfaces in existence today.

2. Verilog-A Language Fundamentals

For model developers accustomed to working in a standard programming
language such as C or Fortran, the switch toVerilog-A syntax should be straight-
forward and painless. The language is relatively succinct and compact, and
is well-suited to analog model development. Several academic and industrial
model development groups now use Verilog-A as a key part of their develop-
ment methodology.
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2.1. Introduction by Example

To illustrate the straightforward and intuitive nature of Verilog-A source
code, we consider the following simple example.

module simple_diode(pos, neg);
inout pos, neg;
electrical pos, neg;

parameter real Area = 1.0 from (0:inf);
parameter real Is=1e-14 from [0:inf);
parameter real n = 2 from (0:inf);
parameter real Cjo=0 from [0:inf);
parameter real Phi = 0.7, m = 0.5, tt = 1p;

real Id, Qd;

analog begin
Id = Area*Is*(limexp(V(pos, neg)/(n*$vt))-1);
Qd = tt*Id + Area*V(pos, neg)*Cjo/

pow((1-V(pos, neg)/Phi), m);
I(pos, neg) <+ Id + ddt(Qd);

end
endmodule

The fundamental structural unit within Verilog-A is the module. In the first line
of the code fragment above, we see that the module is named “simple diode”,
and that it has two terminal connections (or ports, in Verilog-A parlance). The
language supports the presence of non-electrical domains, such as electro-
mechanical or thermal; for this simple diode example, the terminals (pos and
neg) are labeled as being “electrical”. (Some compact models incorporate ther-
mal effects, and would thus use a “thermal” discipline for the thermal node.)
Internal nodes are declared using the same syntax: if a discipline declaration is
present for a node whose name does not match the module port list, that node
becomes an internal node within the enclosing module.

The diode’s parameters, including default values and allowable ranges, are
specified after the terminal disciplines, and two local real variables (Id and
Qd) are then declared. Both real and integer-valued quantities are allowed,
and arrays of variables (or parameters) are allowed as well. In a subsequent
Section (2.7) we will also encounter the Verilog-A specific variable type known
as a “genvar”.

Following the variable and parameter declarations, we come to the heart of
the model’s numerical description – the analog block. Each module can con-
tain at most one analog block, where the module’s analog behavior is specified.
Because Verilog-A allows hierarchical constructs (Section 2.8), some mod-
ules can merely instantiate other modules as child instances and connect them
electrically. In these cases, the analog block need not be present.
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Our simple diode example has no hierarchical constructs within it, and
the diode description resides solely within the analog section. Straightforward
mathematical expressions are used to assign physically meaningful values to Id
(the diode current) and Qd (the charge). The resulting current is then directed
to the output terminals via the contribution statement:

I(pos, neg) <+ Id + ddt(Qd);

So long as the target of the contribution statement does not switch from current
to voltage (or vice versa), the contributions are all additive. The following two
statements would be equivalent to the previous one:

I(pos, neg) <+ Id;
I(pos, neg) <+ ddt(Qd);

In the next several sections, we present a more detailed overview of the Verilog-
A language structure, with particular emphasis on constructs important to the
compact model developer.

2.2. Contributions and Branches

Verilog-A uses the so-called “source/probe” formulation for describing the
behavior of electrical networks. Consider a pair of electrical nodes, named n1
and n2. As we saw in the previous section, we can “probe” the voltage between
them via the expression V (n1,n2). To insert a current source (a “flow-branch”
or “current branch” in Verilog-A parlance) between the two nodes, we would
use the contribution statement:

I(n1, n2) <+ Idc;

Similarly, to insert a voltage source (also called a “voltage branch” or a “poten-
tial source”) between nodes n1 and n2, the contribution statement:

V(n1, n2) <+ Vdc;

would be used.The presence of either of these two contribution statements intro-
duces an “unnamed branch” between the two nodes. Explicit named branches
can also be introduced via declarations of the form:

branch (n1, n2) br_res;
branch (n1, n2) br_cap;
branch (n1, n2) br_ind;

and contributed to by statements such as:

I(br_res) <+ V(br_res)/R;
I(br_cap) <+ C*ddt(V(br_cap));
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V(br_ind) <+ L*ddt(I(br_ind)) + RL*I(br_ind);

Explicitly named branches can be useful in those cases where the user is inter-
ested in current flow through the named branch only, either for direct output or
for use in another expression:

Pdiss_L = I(br_ind)*I(br_ind)*RL;
Pdiss_R1 = I(br_res)*I(br_res)*R;

As we explain in more detail later, most compact modeling applications
should attempt to probe voltage (i.e., use V (. . .) only on the right hand side)
and contribute to current (i.e., use I (. . .) only on the left hand side) whenever
possible. Failure to do so may result in the introduction of additional state
variables, causing the simulation to be slower and more memory-intensive
than would otherwise be the case. For example, a nonlinear capacitor should
be implemented as:

I(p, n) <+ ddt(cap(V(p, n));

rather than the alternate (and usually less efficient) choice:

V(p, n) <+ idt(f(I(p, n));

In most implementations, the second choice will result in the introduction of
additional state variables into the system.

For some components, of course, the preceding rule of thumb is not appli-
cable. A truly voltage-controlled component such as an inductor should be
implemented as:

V(p, n) <+ ddt(phi(I(p, n));

where (for the sake of generality) we have used the analog function “phi”
to refer to the potentially nonlinear inductance characteristic. Although this
formulation will introduce an extra state variable into the system, the voltage-
controlled nature of the component makes this intrinsically necessary. The
alternate integral-based implementation:

I(p, n) <+ idt(g(V(p, n));

does not use any fewer state variables than the ddt-based implementation.
Before concluding this section, we briefly discuss the topic of current

probes. As we have seen, probing voltage in Verilog-A is simple and straight-
forward. Probing current – although syntactically just as simple – requires a bit
more care. Using the expression I (n1,n2) on the right-hand side of a contribu-
tion statement yields the current flowing in the unnamed branch between nodes
n1 and n2. Similarly, to probe the current through a named branch br1, the syn-
tax I (br1) would be utilized. If the branch being probed is not contributed to,
the two terminals of the branch are effectively shorted together. Most Verilog-A
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implementations will insert an extra state variable to probe the current through
the branch, and thus it is desirable to avoid using current probes when possible.
For example, the code fragment:

I(n1, n2) <+ V(n1, n2)/R;
x = f(I(n1, n2));

would typically be less efficient than the analogous:

I(n1, n2) <+ V(n1, n2)/R;
x = f(V(n1, n2)/R));

Current flow into module ports (terminals) can be probed with the expression
I (<port name>), where port name is the name of the port. Note that it is usually
an error to write I (port name) instead, as the use of this expression on the right-
hand side will create an unnamed shorted branch from port name to ground,
and thus almost certainly cause the model to behave in an undesirable way.

2.3. Analog Operators

As a general-purpose analog modeling language, Verilog-A includes a large
number of “analog operators” that can be applied to signal waveforms. In addi-
tion to conventional operations such as differentiation, integration, and delay,
the language also provides the transition, slew, circular integration, laplace
transform, and Z-transform operators (see table below).

For compact model development, it is seldom necessary to use analog oper-
ators other than ddt. Occasionally, short delays may be used for some device
applications, and laplace operators can sometimes prove useful for modeling
passive circuitry or packaging outside the device. It is generally best to avoid
the use of the integrator with initial conditions, the slew and transition filters,
and the Z-transform operator because usage of these facilities restricts the range
of analysis types that the model is suitable for [10]. Fortunately, there is almost
never a need for such operations in compact modeling work.

Analog operators/
Waveform filters

ddt(x [,abs tol] ) Differentiate ‘x’ with
respect to time.

idt(x, [ic [, assert
[, abs tol] ]] )

Integrate ‘x’ with
respect to time with
initial condition ‘ic.’

idtmod(x, [ic [, modulus
[, ffset] ] ] )

Circular integration of
‘x’ with respect to time
with initial condition
‘ic’ using modulus and
offset.
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transition(x [, delay
[, rise time [, fall time]]])

Control details of signal
transition expression ‘x.’

slew(x [, max pos
[, max neg]])

Control slew rate
behavior of expression
‘x.’

absdelay(x, time delay,
max delay)

Output(t) = x(time −
time delay).

zi nd(x, num, denom,
period, [ transition time
[,sample offset time ] )

z-domain filter function
using numerator-
denominator form.

zi zd(x, zeros, denom,
period, [ transition time
[,sample offset time ] )

z-domain filter function
using zero-denominator
form.

zi np(x, num, poles, period,
[ transition time [,sample
offset time ] )

z-domain filter function
using numerator-pole
form.

zi zp(x, zeros, poles, period,
[ transition time [,sample
offset time ] )

z-domain filter function
using zero-pole form.

laplace nd(x, num, denom,
[, abs tol ] )

s-domain filter function
using numerator-
denominator form

laplace zd(x, zeros, denom,
[, abs tol ] )

s-domain filter function
using zero-denominator
form

laplace np(x, num, poles,
[, abs tol ] )

s-domain filter function
using numerator-pole
form

laplace zp(x, zeros, poles,
[, abs tol ] )

s-domain filter function
using zero-pole form

2.4. Noise

Noise analysis is an area of key importance for many analog appli-
cations, and thus comprehensive noise support is a requirement for com-
pact model development. To this end, Verilog-A provides the white noise,
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flicker noise, and noise table functions.1 For example, a noisy resistor would
be modeled as:

I(p, n) <+ V(p, n)/R + white_noise (4*`P_K*$temperature*R);

whereas shot noise could be added via the expression:

I(b, c) <+ white_noise (2*`P_Q*Ic);

As we see above, the noise power arguments can be a function bias. A list of
the available noise sources is given in the table below.

Noise
functions

white noise(power [, label ] ) Generate white noise of
power ‘power.’
Contributions with the
same label ‘label’ are
combined for a module
by the simulator.

flicker noise(power, exp [, label ] ) Generate pink noise of
power ‘power’ at 1 Hz
that varies in proportion
to 1/f∧exp. Contributions
with the same label
‘label’ are combined for a
module by the simulator.

noise table(vector [, label ] ) Generate noise where
power is described by
linear interpolation from
vector ‘vector’ of
frequency-power pairs.
Contributions with the
same label ‘label’ are
combined for a module
by the simulator.

In Verilog-A, each noise source is, by definition, independent. Correlation
effects between noise sources can be modeled through linear combinations of
real variables which are functions of the independent sources. For example,
suppose that we would like to have a source n1 with power P1 and source n2

1The noise table function may not be supported for some types of RF noise analysis. Its use should be
avoided if possible.
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with power P 2, correlated to each other with a coefficient of K . This can be
achieved by introducing three independent noise sources:

A = white_noise(K);
B = white_noise(P1-K);
C = white_noise(P2-K);

and then linearly combining them into the desired noise sources n1 and n2 as:

n1 = A+B;
n2 = A+C;
I(a, b) <+ n1;
I(c, d) <+ n2;

2.5. Analog Functions

Analog functions – sometimes referred to as user-defined functions – are
directly analogous to their counterparts in conventional programming lan-
guages. Their primary role is to improve the readability and structure of a given
analog block by encapsulating potentially complicated mathematical function-
ality. In some cases, using analog functions (instead of macros, for instance)
can also lead to a smaller memory footprint.

Analog functions take as input a sequence of real or integer arguments, and
return a real or integer value. In the 2.1 version of the standard, the arguments
and return value are restricted to be scalar, and the arguments are passed by
value. The 2.2 language standard allows the arguments to be arrays, and also
allows them to be passed by reference (i.e., the function can effectively return
values to the caller).

As an example of a typical analog function definition, we consider the
following excerpt from a bipolar transistor model.

analog function real I_of_T;
input IS, T, T_NOM, EG, N, Vth, XTI, XTB;
real IS, T, T_NOM, EG, N, Vth, XTI, XTB;
real ratioT;

begin
ratioT = T/T_NOM;
I_of_T = IS / pow(ratioT, XTB) * exp((ratioT-1)*EG/

(N * Vth))*pow(ratioT, XTI/N);
end

endfunction // I_of_T

This function would be called from the module with the syntax

ISE_T = I_of_T(ISE, T, T_NOM, EG_T, NE, Vt, XTI, XTB);
ISC_T = I_of_T(ISC, T, T_NOM, EG_T, NC, Vt, XTI, XTB);



280 B. Troyanovsky et al.

2.6. System Tasks

The Verilog-A language provides a set of “system tasks” which allow mod-
ules to interact with the simulation environment and with the input/output sys-
tem. Each system task statement begins with the “$” character, followed by the
name of the task and a parenthesized argument list. System tasks of interest to
the compact model developer include the $strobe and $debug2 calls for textual
output to the display:

$strobe("V(coll) = %e", V(coll));
$debug("V(base) = %e", V(base));

The $strobe task outputs its results at every converged solution point. In contrast,
the $debug task generates output at every single Newton iteration, and (as
its name suggests) is thus useful for debugging purposes. Numerous other
system tasks are of course present in the language, and the reader is advised to
consult [1] for a detailed list.

In addition to “system tasks”, Verilog-A also provides several “system func-
tions” (also occasionally referred to as system calls). These are distinct from
system tasks in that they are function calls returning real-valued expressions,
whereas the system tasks are statements that do not provide a return value.
Of particular interest to compact model developers are $temperature (which
returns the temperature in Kelvin), $vt (which returns the thermal voltage), and
$abstime (which returns the current simulation time). Although compact mod-
els should not explicitly rely on time for their current-voltage characteristics,
the $abstime call can be very useful for data display and debugging.

2.7. Conditional Statements, Looping Constructs,
and Genvars

Conditional statements and for-loops are very useful language constructs for
device modeling. Their usage in Verilog-A is similar to their usage in standard
programming languages such as C, with one important distinction – analog
operators (Section 2.3) may be used inside the body of these constructs only if
the controlling expression is not a function of the state variables.3 The restriction
exists because analog operators must store their state internally, and thus need
to monitor their arguments during the course of an entire analysis. To illustrate
the restriction, consider the following simple code snippet:

if(V(ctrl) > 0) begin
x = V(a, b); // this is legal

2The $debug task is only present in the 2.2 (and later) versions of the standard.
3In the language of the standard, this is referred to as a “genvar expression”.
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I(c, d) <+ V(a, b); // this is legal as well
x = ddt(V(a, b)); // this is illegal:

// analog operator prohibited here
end

The entire code fragment above would be legal if V (ctrl) was replaced by a
parameter type.

For-loops, although not as widely used as conditional statements, are still
quite commonplace in compact modeling applications. They are particularly
useful for such tasks as looping through the fingers of a multi-finger device or
iterating through the emitters of a multiple-emitter transistor. For those situa-
tions where analog operators are needed within the body of a for-loop, the lan-
guage introduces the “genvar ” type of integer-valued variable. Variables which
are declared as genvar may only be initialized within the controlling expres-
sions of a for-loop statement, and may only be functions of static expressions
(i.e., ones which are not functions of state variables, and are thus not depen-
dent on bias). As an example of this concept, the code fragment below would
insert a linear parallel RLC network into each of the NF fingers of a Verilog-A
device:

electrical [1:`NF] no, ni;
real vk;
real [1:`NF] R, C, L;
// Code to initialize R/L/C arrays goes here...
genvar k;
for(k = 1; k <= `NF, k = k+1) begin

vk = V(no[k], ni[k]);
I(no[k], ni[k]) <+ vk/R[k] + C[k]*ddt(vk) + L[k]*idt(vk);

end

2.8. Hierarchical Module Instantiation

Verilog-A modules can be hierarchical in nature – each module may itself
instantiate an arbitrary number of sub-modules. For example, if a detailed
Verilog-A model for a bias-dependent junction capacitor has been written, a
MOS model could instantiate instances of it with the statements

juncap #(.TRJ(TRJ1), .DTA(DTA1), ... ) JUNCAPsource(BS, S);
juncap #(.TRJ(TRJ2), .DTA(DTA2), ... ) JUNCAPdrain(BD, D);

The syntax above indicates that two juncap devices will be placed hierarchically
within the parent module. The first of these would be named JUNCAPsource,
and attached between nodes BS and S, while the second (named JUNCAPdrain)
would be connected to nodes BD and D. Parameters are passed from
the parent module to the child sub-device through a comma-separated list
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after the ‘#’ symbol. The values may themselves be functions of other
parameters:

parameter real L = 0.1u from (0, inf];
parameter real W = 0.5u from (0, inf];
some_device #(.Area(L*W)) dev(n1, n2, n3);

2.9. Events and Memory States

As a general-purpose modeling language, Verilog-A includes some behav-
ioral constructs that are best avoided in compact modeling applications. Chief
among these are events (e.g., @(cross) and @(timer)) and the use of “memory
states”, which are further explained below.

The Verilog-A language standard mandates that local variables are initial-
ized to zero at the beginning of the simulation, and that they retain their value
after a given time point has converged. If a variable is used before it is assigned
in a given module, it takes on the value from the previously-converged time
point. We refer to such variables as “memory states”. (In other literature [8],
such variables may be referred to by other names, such as “hidden states”.)
Although such variables can be very useful for behavioral modeling applica-
tions, they clearly have very limited utility in compact model development.
One possible use would be to limit the display of diagnostic information. For
example, to print a warning only once, we could structure the code as follows:

integer warn_flag;
if(!warn_flag && R < 0) begin

$strobe("Negative resistance in module %m");
warn_flag = 1;

end

In addition to representing a questionable formulation from the standpoint
of physical reality, modules with memory states can pose problems for RF sim-
ulation algorithms like harmonic balance and periodic shooting [9]. Indeed,
for methods such as harmonic balance – which do not rely on conventional
time-marching algorithms at all – the whole concept of memory states is
particularly problematic. In the area of compact modeling most memory states
can usually be attributed to an inadvertent mistake in variable usage, and com-
pact model compilers should automatically warn the model developer of their
presence [10].

3. Compact Model Development

3.1. Numerical Considerations

Circuit simulation algorithms are generally iterative in nature, and are typ-
ically based on the classical Newton-Raphson technique. To facilitate robust
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convergence, semiconductor device models should have smooth, differentiable
characteristics, and should guard against floating point exceptions that can
occur during the course of iterating to a solution. It is important to remember
that state variables can assume non-physical values during the course of the
iterative process, and that “reasonable” nodal values are only guaranteed once
the system has converged to a valid solution.

3.2. Model Topology

The program-flow aspect of the Verilog-A language tends to be straightfor-
ward, intuitive, and very similar to the languages that compact model developers
are accustomed to. The contribution statements specifying model topology –
while also fairly intuitive – do not have any direct counterparts in conventional
programming languages, and consequently merit some additional discussion.

Most circuit simulators use Modified Nodal Analysis (MNA) [11] or some-
thing very similar to formulate the circuit equations. Consider a simple linear
resistor, connected between nodes n1 and n2, represented by the constitutive
equation I = V/R (or I (n1,n2) < +V (n1,n2)/R in Verilog-A). A conven-
tional circuit simulator would have state variables corresponding to nodes n1
and n2, and all components connected to these nodes would contribute terminal
currents to the relevant Kirchoff’s Current Law (KCL) equations. The resistor
component would simply add the current V/R to one of the nodes, and subtract
V/R from the other node. No additional equations or state variables would be
necessary.

In contrast, consider a voltage source placed between nodes n1 and n2.
The Verilog-A constitutive relation for this component takes on the form
V (n1,n2) < +Vdc, and in this case cannot be expressed in a “voltage-
controlled” formulation. To handle this scenario, typical circuit simulators pro-
ceed to create a new variable representing the current through the source, and
then add the equation Vn1 − Vn2 − Vdc == 0 as an extra row in the system.

The formulation method is important for compact model developers, since it
can impact the size of the matrix. Because performance is a key issue in compact
model development, it is important to have a good understanding of when
“extra” state variables may be introduced by the various language constructs.
The general rule of thumb (described in Section 2.2) is that contributing to a
voltage (i.e., havingV (. . .) < + on the left-hand side) or sensing a current (i.e.,
using I (. . .) within a right-hand side expression) can lead to the insertion of
extra state variables.

One issue that frequently comes up in compact modeling work is the pres-
ence of optional parasitic resistors on the device terminals. These cannot be
portably implemented using the standard contribution statement:

I(e, ei) <+ V(e, ei)/Re;
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because the resistor value may be zero. The obvious solution – that is, using
the voltage contribution:

V(e, ei) <+ Re*I(e, ei);

is portable and robust. However, as we have seen previously, this formulation
will introduce an extra state variable for the resistive branch. For the case where
the resistor value is zero, this results in the creation of not one but two extra
state variables – one for the internal node ei, and one for the current through
the voltage branch between nodes e and ei.

To overcome the aforementioned problem, modern compact model compil-
ers will often make a special allowance for the following idiom:

if(Re > 0.0)
I(e, ei) <+ V(e, ei)/Re;

else
V(e, ei) <+ 0;

So long as Re is a static expression (i.e., one that does not depend on the values
of the state variables) the model compiler will “collapse” the nodes e and ei
into a single state variable if the parasitic resistance value is zero. In the case of
implementations which do not special-case this construct, the code fragment
will introduce a “switch branch” but will still execute correctly and be fully
compliant with the language standard.

3.3. Compact Modeling Extensions

The recent 2.2 release of the language standard [1] has added several features
of interest to compact model developers [7, 12]. Facilities have been added
for explicit derivative access, portable output of local variables, efficient and
convenient representation of parameter sets, more flexible specifications of
user-defined analog functions, as well as several other common tasks. Table-
based modeling support has also been added as a standard feature, enabling
compact models to utilize table-driven characteristics.

Because the new standard has only recently been released, support for
these features is not yet widely available across the various Verilog-A dis-
tributions. If portability is important, models utilizing the new feature set can
check the predefined macro ‘VAMS COMPACT MODELING; implementa-
tions that support the compact modeling extensions will have this definition
present. Constructs that are dependent on the 2.2 feature set can be placed
within an ‘ifdef for backward compatibility with earlier implementations.

A full detailed discussion of the new feature set is beyond the scope of
this chapter; for more information, the reader is directed to the language stan-
dard [1]. Here, we present a brief overview of some of the more useful 2.2
functionality.
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3.3.1. The ddx operator

Although Verilog-A compilers must internally compute symbolic deriva-
tives to ensure that the Newton-Raphson process exhibits robust convergence,
the language standard prior to version 2.2 did not allow model developers direct
access to symbolic derivative information. This situation has been remedied
with the introduction of the ddx operator. The ddx operator takes two argu-
ments – the expression to be differentiated, and the state variable with respect
to which the differentiation should take place:

Id = Area*Is*(limexp(V(pos, neg)/(n*$vt))-1);
Qd = tt*Id + Area*V(pos, neg)

*Cjo/pow((1-V(pos, neg)/Phi), m);
Gd = ddx(Id, V(pos));
Cd = ddx(Qd, V(pos));

It is important to keep in mind that the derivative is a true partial derivative – that
is, all state variables (i.e., nodal voltages and branch currents) except the one
being differentiated with respect to will be held fixed. The state variables being
held fixed should be distinguished from the local module variables, which may
of course vary with the “with respect to” state variable.4

An important point is that differentiation with respect to a voltage difference
is not allowed. For example, it may be tempting to calculate transconductance
for a BJT as:

Gm = ddx (Ic, V(b, e)); // error!

This formulation has two inherent problems. The first of these is that dif-
ferentiation with respect to a voltage difference is forbidden by the stan-
dard (as we saw above). The second issue is that nodes b (base) and e
(emitter) in most bipolar models will represent the external device nodes,
connecting to the intrinsic model only through the parasitic lead resistors.
As such, partial derivatives with respect to these nodes will not yield the
derivative derivative value that the model developer desires, since these
unknowns are independent of the intrinsic device’s nodal values under partial
differentiation.

3.3.2. Output variables

Built-in devices in spice-like circuit simulators are typically able to output
internal information such as small-signal operating point values for a given

4Note that this variation is only conceptual in nature; there is no numerical limiting process, since the
standard specifies that the derivative should be “exact” in a symbolic sense.
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model instance. To enable portable output of model-specific data, the 2.2 stan-
dard now mandates that module-scope variables with description and unit
attributes should be output to the data set. For example, if the real variable
Gd of the preceding section was declared as

(* desc = "diode conductance", units = "mhos" *) real Gd;

then the value of Gd would be made available for output and plotting at every
solution point (including every time point of transient analysis).

3.3.3. Limiting functions

Circuit simulators have traditionally employed solution algorithms which
effectively “limit” the potentially sharp changes in nodal values that can occur
during the Newton-Raphson iterative process due to strong device nonlineari-
ties. Prior to the 2.2 standard, the limexp operator was provided to fulfill this
role when dealing with exponential junction nonlinearities. However, the lim-
exp facility did not have the full generality available to built-in junction limiting
algorithms, and was clearly not applicable to other forms of limiting that are
sometimes used for various compact models.

To address this situation, the $limit facility was introduced into the 2.2 lan-
guage standard. In addition to providing a flexible interface for user-specified
limiting algorithms, the standard also recommends that simulation environ-
ments provide default implementations of the common “pnjlim” and “fetlim”
algorithms, which presumably are used by the built-in (native) devices. This
allows compact models written in Verilog-A to employ limiting algorithms that
are consistent with their native counterparts. For more detailed information, the
reader is referred to [7] and Section 10.9 of [1].

4. Examples

Verilog-A enables an efficient and fast process for compact model develop-
ers to create and distribute models. Already many popular models are available
in Verilog-A format from a variety of sources (see table below). However,
for this process to have wide acceptance, the experience of the end-user of
the model must be much the same as it is with the current model distribution
methods. That is, the model must be available in all the available analyses, the
simulation results must be identical, and the simulation performance must not
be impaired. This section illustrates how both industry-standard and complex
models implemented in Verilog-A perform with an identical use-model as far
as the end-user is concerned.
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Model Type Models
BJT SPICE-GP, HiCUM, MEXTRAM, VBIC

MOSFET BSIM3, BSIM4, BSIM5, BSIMSOI, MOS11, PSP,
EKV, RPI-Shur TFT

GaAs FET Angelov, Curtice, Parker-Skellern, TOM1/3

4.1. Angelov-Chalmers GaAs FET Model

The Angelov-Chalmers GaAs FET model is a prominent compact model
used in high frequency circuit designs [13]. It delivers good representation of
high power behavior while also providing good prediction of harmonics.

It is a relatively straight-forward model to code; however, it is not available in
all simulators since it is used by only a small segment of the design community.
The model requires less than four hundred lines of Verilog-A code, including
parameter definitions; actual behavioral expressions are less than two hundred
lines of code.

The I–V characteristics shown in Figure 1 compare the results of a simu-
lation using the Verilog-A model to the simulator’s built-in version. As can be
seen, the results are identical, as one would expect. From the user’s perspective
the model behaves and performs as though it were a natively coded model.
Besides the advantage of easy-access to the code for modifications and exten-
sions, a Verilog-A implementation of the Angelov-Chalmers model provides
access to the model in simulators where the vendors have not provided a native
version.
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Figure 1. I–V characteristics of Built-in and Verilog-A versions of Angelov FET model.
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Figure 2. Output spectrum of EKV mixer analyzed in a commercial simulation program that
does not natively support the EKV model.

4.2. EKV Model

The EKV model is another example of a popular MOSFET model that
has been implemented in many, but not all, simulators. However, a Verilog-A
version was released by the developers and this provides access to the model in
simulators where it has not been implemented. Figure 2 illustrates a frequency
domain simulation of an EKV mixer in a simulator that does not natively support
the EKV model.

4.3. SPICE Gummel-Poon BJT

The SPICE Gummel-Poon BJT model is provided in virtually every ana-
log simulator. Even though developed a half-century ago, until recently it has
been general enough to sufficiently model advances in device technology. New
compact models have been developed to address these improvements in topol-
ogy and scaling. These recent models are more complicated, requiring more
effort to extract the model parameters and using more simulation resources
during analysis. However, in many cases minor modifications to the Gummel-
Poon model would still be sufficient to accurately predict circuit performance.
Verilog-A implementations of the BJT model allow users to add only the nec-
essary behavior without adding unnecessary complications. For example, self-
heating is an effect that is included in all of the next generation BJT models. It
is important for devices used for power generation, or in materials with poor
thermal characteristics. The self-heating effect can be modeled with just a few
lines of Verilog-A code. A similar implementation in C-code, assuming the
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end-user had access to the code, would be much more involved as it would be
up to the developer to provide the numerous associated thermal derivatives for
the simulator.

To demonstrate how Verilog-A models can be used in any analysis type,
including frequency domain simulations such as harmonic balance, a real-world
circuit using bothVerilog-A compact models,Verilog-A behavioral models, and
native simulator models for a modulator and demodulator.

Figure 3 shows the circuit schematic layout while the associated output is
presented in Figure 4. The magnitude of the output is plotted along with the
output for the Verilog-A model when self-heating is enabled.
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Figure 3. Schematic for a modulator-demodulator circuit employing Verilog-A for both com-
pact models and behavioral models.

Figure 4. Output of demodulator in the time domain for a conventional SPICE Gummel-Poon
model compared to the same model with a self-heating thermal circuit.
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Figure 5. Ring oscillator output for both a native BSIM3 model and its Verilog-A equivalent.

4.4. BSIM3 MOSFET Model

The BSIM3 MOSFET model is the most extensively used compact model
for analog and digital designs. It is the third generation model of the BSIM
family and was developed with the intent of providing good fit to the underlying
process as well as good mathematical behavior with respect to convergence.
It is a complicated model with tens of thousands of lines of C-code and with
hundreds of parameter values. In comparison, the Verilog-A implementation
requires about one tenth the number of lines of code.

Since the model equations’ derivatives are automatically generated, there is
less chance of coding errors. This helps to accelerate the time it takes to get com-
plex models out to the end-user. With shrinking geometries and novel device
topologies, it is more difficult for any one compact model to accurately portray
the device characteristics. Verilog-A allows new models to reach the end-user
quicker; and for end-user feedback to return back to the model developer for
model improvements.

Ring oscillator circuits are a simple way to exercise the model in a nonlinear
manner. Small deviations in the models will result in large changes in the
frequency of operation. Figure 5 shows the output of a ring oscillator for the
built-in BSIM3 model and the Verilog-A equivalent model. As can be seen, the
C-coded and Verilog-A models perform virtually identically.
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