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Preface

As we move beyond third generation (3G) wireless, future handheld wireless
devices will be able to access different wireless infrastructures, e.g. cellular,
WLAN, WiMaX for a multitude of wireless services including voice, data and
multimedia applications. As a result, the radio part of a chipset for such a de-
vice will be increasingly complex and challenging. Currently, commercial radio
chips are designed in 0.18 and 0.13 micron CMOS technologies. Single chip
solutions (radio plus digital baseband) are recently becoming available com-
mercially for Bluetooth, WLAN and GSM. Soon, radio chips will be designed
in nanometer (<100 nanometer) technologies. This poses another significant
challenge particularly that mask set costs increase exponentially with smaller
feature size, market windows are getting narrower and product life cycles are
becoming shorter. All this requires that fully integrated radio design achieve
first-pass-silicon success.

This book addresses these challenges and discusses key aspects of integrated
radio design for future handheld wireless devices. Recognizing the fact that a
successful radio design must be done in the context of an end-to-end system
solution, the book discusses trends at the wireless network and system levels
as well as trends in programmable system-on-chip (SoC) digital baseband so-
lutions and in programmable RF CMOS radio transceivers. To our knowledge,
this is the first text on the subject of integrated nanometer radio design and the
first to address the radio design problem in the context of a complete end-to-end
wireless solution.

By looking at the requirements of super 3G (aka UTRAN/LTE or long Term
Evolution), one can see that integrated radio systems of tomorrow will be very
complex. Current and future trends call for pushing system integration to the
highest levels in order to achieve low cost and low power for large volume
products in the consumer and telecom markets ,such as feature-rich handheld
battery-operated devices. While CMOS technology scaling to nanometer lev-
els, coupled with innovations in platform based systems and Network-on-Chip

xxiii
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(SoC and NoC) have resulted in great strides with the digital part of a system,
the analog, radio or mixed signal part of the total solution remains a major
bottleneck. Random process variations do not scale with feature size leading
to over design and increased power consumption. Lack of accurate process,
package models and RF design kits presents another challenge. Therefore, in
today’s analog RF design environment, a fully integrated CMOS radio may
require several silicon spins before it meets all product specifications and often
with relatively low yields. This, results in significant increase in NRE costs,

down. Furthermore, this could lead to missing important market windows, par-
ticularly with the decreasing life cycles of semiconductor products. The choice
of topics covered in the book is motivated by the need to minimize integrated
RF design risks and to reduce silicon spins.

The book is divided into three main parts. Part I has three chapters and deals
with current and future trends in wireless communications and the evolution
of wireless chipset development. Part II has four chapters devoted to digital
baseband cores and their mixed signal interface to the radio. Part III has 6
chapters devoted to key aspects of fully integrated radio design.

Chapter 1 presents a futuristic view of next generation wireless networks and
discusses challenges in system architectures and communication paradigms.
Chapter 2 discusses cellular RF requirements and gives an overview of the
evolution of cellular chip sets and of the integration trends. Chapter 3 focuses
on challenges and design solutions for software defined radios.

Chapters 4 and 5 are devoted to system-on-chip (SoC) design and implemen-
tation of programmable digital baseband process cores while Chapters 6 and 7
are focusing on mixed signal and data converters to interface with the digital
baseband.

Chapter 8 launches the radio design part of the book and discusses a method-
ology for the systematic design and optimization of integrated radio receivers.
Chapters 9 and 10 discuss key RFIC design aspects of receivers and transmitters
respectively while Chapter 11 discusses modeling and computer aided design of
on-chip inductors. Chapter 12 deals with design challenges of frequency syn-
thesizers in nanometer technologies. Chapter 13 concludes the book with RF
design techniques that minimize design risks, avoids over design and achieves
first-pass silicon success.

The book is intended for use by graduate students in electrical and computer
engineering as well as system, analog/RF and digital design engineers in the
semiconductor and telecom industries. It will also be useful for design man-
agers, project leaders and individuals in marketing and business development.

This book has its roots in lectures by leading experts in the field from both
industry and academia given as part of the RaMSiS (Radio and Mixed Signal
Integrated Systems) Summer School on Radio Design in Nanometer Technolo-

especially when mask set costs increase exponentially as feature size scales
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to thank all those who assisted us at different phases of this work specially our
colleagues of the RaMSiS Group, the Swedish Royal Institute of Technology
and of the Analog VLSI Lab at Ohio State. Special Thanks go to all authors for
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the Springer crew, especially Cindy Zitter for all her help.

Finally, but not least, we would like to thank our families for their under-
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PART I

CURRENT AND FUTURE TRENDS



Chapter 1

“4G" AND THE WIRELESS WORLD
2015 - CHALLENGES IN SYSTEM
ARCHITECTURES AND COMMUNICATION
PARADIGMS

Jens Zander

1. Introduction
Wireless applications and services are in the next decade likely to become

a pervasive, with a widely spread use of wireless devices everywhere. The
technology will undergo a transformation, from an expensive, highly visible,
“hi-tech" technology as in early cellular phones, over the current state were
(almost) everyone owns a mobile phone, to a “disappearing technology" that
is present everywhere and taken for granted. Since the current cellular mobile
approach, with its excellent mobility management and coverage properties, does
to not scale in an economical fashion into large bandwidths, it is more likely
that a highly heterogeneous infrastructure will emerge with a large variety of
wireless access options. Such a vision challenges many of the current paradigms
in mobile communication. In this paper we will discuss these challenges in
more detail and give an outlook on some possible directions for research and
developments.

Computation and wireless communication capabilities are radically inte-
grated in a great variety of different everyday things, from simple sensors and
interactive appliances (cards, rings, eyeglasses...), via pocket and lap-sized de-
vices to wall or table screen working areas. The technology will undergo a
transformation, from an expensive, highly visible, “hi-tech" technology as in
early cellular phones, over the current state were (almost) everyone owns a
mobile phone, to a “disappearing technology" that is present everywhere and
taken for granted. The consequence of this vision is that not only wireless ter-
minals but also infrastructure components (similar to electric appliances) need
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to be no-maintenance/disposable and self-configuring, local access networks
that can be deployed in minutes without requiring highly skilled and trained
personnel. This will radically lower the entry thresholds for new actors in the
infrastructure field which creates new business opportunities and competition.
Facility, shop and restaurant owners and even private persons will provide both
wireless access to global services as well as "value-added" localized services.
The infrastructure components can form integrated parts of a "wireless grid"
and be accessible to the public. The large diversity and efficient competition
between providers of network & services elements or combinations thereof will
provide seamless service according to user preferences. The user priorities tend
to change from good coverage to low cost when networks have been deployed
in large scale and getting mature.
Two of the key design challenges of the next decade will therefore be

Figure 1.1. Range/Coverage/Mobility - Bandwidth relationship

How to provide efficient services on a heterogeneous wireless access infras-
tructure with many network components owned by various business players
providing a plethora diverse service offerings,

How to deploy local high bandwidth access infrastructure in an highly effi-
cient and economical way.

In the following sections we will see how these challenges can be met and what
critical research issues still remain open.

2. From the "swiss army knife" ....
As wireless infrastructure system approach higher and higher data rates, the

ranges of the individual radios becomes less and less as is illustrated by Fig-
ure 1.11. This graph in a coarse manner illustrates the range/bandwidth relations
of various wireless access systems. All systems are confined to the lower left
region, bounded by the solid line, which is basically the “Shannon bound of
communication theory. This limit is due to the fact that a minimum amount of
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energy is required to reliably transfer every bit of information. The higher the
data rate, the less energy is available for every bit (at constant transmit power) at
the transmitter, the less is the range. If we want to push this limit upwards to the
right we need either increase the transmitter power2 or to increase the number
of access points. The former path seems closed due to high expectations on
battery life and to limit potential health hazards. The latter path on the other
hand involves larger investments. It has been shown [1] that the number of ac-
cess points required grows linearly with the bandwidth provided. Besides high
bandwidth, important cost drivers are reliable wide area coverage, high-speed
mobility and real-time requirements. In fact, it seems impossible to provide
all these four properties simultaneously for reasonable costs. It is for instance
reasonably cheap to provide high data rates for internet access (non-realtime) to
pedestrians (low mobility) in city centers (small coverage), whereas providing a
real-time high rate service to fast mobile terminals all over a sparsely populated
country is vastly more expensive.

From a business point of view, the problem is quite clear. An operator
needs a sufficiently large number of users for every access point he deploys to
eventually recover his investments without claiming un-acceptable prices for
his access service. This means that in areas where the user density is low, only
a low density of access points can be supported with a corresponding low to
moderate data rate. On the other hand, in locations where the user density is
high, high data rates is not a problem.

The traditional solution to this problem is to provide access systems with
flexible air interfaces that can provide both high rate, short range as well as low
rate long range communication. A leading paradigm behind such a solution is
that the user terminal can handle only one (albeit very complex) air interface and
that a single, world-wide standard is necessary for commercial success. The
key drawback of such a “Swiss army knife" system (one system reasonably
suited for all purposes) is its complexity and it inherent lack of flexibility. The
system will be capable of reliable wide area coverage and high speed handover
everywhere, but pedestrian (lap-top) users in city center will only very rarely
need those capabilities. In addition there is a risk that the built-in flexibility
in the system is not sufficient to meet future needs. Wide-area infrastructure
deployment is a matter of decades, whereas user needs may change more rapidly.
The large investments required to provide single system coverage everywhere
is also a significant barrier against new entrants on the market and effective
competition.

3. ... to Navigating the “Wireless Chaos"
A much more attractive scenario would be triggered by the appearance of a

flexible multimode terminal. In this scenario, a plethora of specialized access
systems would co-exist, each optimized to provide cost effective access for its
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“niche" market (geographical, mobility, Quality-of-Service etc) without any
requirement (on each and every system) for coverage and service everywhere.
This would indeed challenge that a single world wide wireless standard is nec-
essary, that a single public operator is needed to provide cost effective physical
access. On the contrary one could claim that for broadband local access sys-
tems, very high data rates are not that difficult to achieve in a cost-efficient
manner provided that high speed mobility may not be the prime interest of
the users. In local wireless access the boundaries between fixed and wireless
become blurred and local access provisioning will become more and more the
business of facilities owners. In rural areas and for vehicular mobility on the
other hand, the traditional cellular solutions are the most cost effective ones and
are likely to keep their dominating position.

Figure 1.2. Heterogeneous wireless infrastructure with a multitude of access with varying
properties (range, data rate, mobility etc.)

In this mixed environment, infrastructure deployment can be incremental
and the entry thresholds for new niche actors are significantly lower than today.
Infrastructure components (access points, routers etc) have to become low cost,
user deployable, i.e. self-configuring and low maintenance [3]. In this scenario
it is not the individual access schemes, but instead the collection of systems
that will provide the universal coverage that we aspire. Terminals are consumer
products with a life-cycle of 2-3 years and they are perceived by the buyer to
be intimately connected with the applications of choice. Choosing the proper
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set of air interfaces for a particular terminal is thus not a problem and when
each he buys a new terminal it is likely to contain a different set. Still the user
wants access to his services in a transparent way and he is likely to be ignorant
regarding which air interface his terminal is currently using. The economic
advantages of this scenario are significant to all actors - operators do not need
to provide coverage everywhere and customers will benefit from effective access
competition.

The strict compatibility at the physical layer of the current systems will thus
be replaced by interoperability at the network layer. Creating this interoperabil-
ity in future access is is addressed in the IST/FP6 project WWI Ambient Net-
works [3] which proposes a modular “generalized" internetworking approach,
where the provisioning of connections can be achieve across technology and
business barriers. The latter is imperative if a competitive environment is to be
achieved in the wireless access domain to the benefit of the consumer.

Whereas a key paradigm in traditional cellular system was the spectrum is
scarce resource, this no longer holds in our scenario. An important consequence
of relaxing the physical layer compatibility, is that different access systems can
use different parts of the spectrum. Further, as we go to higher data rates (shorter
ranges), spectrum reuse become more effective and international spectrum co-
ordination becomes less of a problem as (short range) signals are less likely to
cross national borders. More capable radios also open the possibility of a more
effective use of the spectrum - not even the access system of a single provider
needs to use the same part of the spectrum in every geographical area and the
system may “scavenge" for free spectrum, so called Dynamic Spectrum Access
(DSA) [6].

4. Six “Grand Challenges" in Wireless Systems
To make a scenario as outlined above possible we believe that the following

six research challenges have to be adequately met. These challenges are based
on the work in [9]:

I. Scalability and affordability - Creating a wireless communication in-
frastructure for affordable, mass-market services

As the cost of providing advanced wireless devices continues to decrease,
designing cost effective infrastructure solutions capable of providing affordable
wireless broadband access (almost) everywhere is one of the key success factors
for future wireless systems. This research challenge includes devising novel ra-
dio technologies, new system architectural concepts, and new and cost-efficient
ways to provide attractive services to end-users.

II. Seamlessness and Transparency - Providing services independently
of system technology

One of the success factors of IP networks is the end-to-end principle, which
separates services and applications from bit transport. The same service can
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be provided on a variety of devices (using higher level protocols) without any
change in the infrastructure. A key challenge is to preserve such architecture
in order to enable easy and dynamic composition of disparate networks amid
an ever-increasing heterogeneity of technologies and infrastructures. An ad-
ditional difficulty is to provide access and services across networks operated
by different business actors from various sectors, such as telecommunications,
automotive, transportation, medical, industrial control systems etc.

III. Mastering complexity of interaction - Providing high quality services
on the edge of technology and artefacts that are easy to use for everyone

A great challenge is how to provide an easy to use, natural, stable, and con-
venient interface to the user in each situation, in spite of the great complexity
of the underlying system. This involves personalized human interfaces, under-
standing a complex interplay of behaviors, as well as adaptivity and context
sensitivity of services and applications.

IV. Zero-configuration and reliability through massive redundancy and
network robustness - Lowering entry thresholds for new actors in the wire-
less system market by low cost, simple-to-deploy, and low-maintenance
systems and networking components

Future wireless devices and infrastructure components have to be deployed
and maintained by owners or users without specific skills and special training.
This means that the devices need to be adaptive and self-configuring, sensing
their physical and logical environment. The key challenge is to exploit massive
redundancy and adaptivity to build secure, robust and highly reliable networks
and systems from large number of consumer grade devices.

V. Regulative environment - Lowering regulatory entry barriers for new
actors to stimulate the innovation process

The continuous process of international allocation of frequency bands has
normally a delivery time of more than ten years. Poor utilization of the fre-
quency spectrum as well as high entry barriers for new products developed by
e.g. SMEs may have a detrimental effect on the innovation system. Research
must include exploration of new radio technologies and regulatory regimes
that allow for a more dynamic frequency sharing. A key research challenge is
non-cooperative inter-networking and radio resource management.

VI. Policies and Business models - Economic feasibility of new technolo-
gies and architectures

To ensure commercial viability we must identify the business roles and in-
terfaces as well as deployment concepts. New business scenarios have to be
developed. These must allow different size and types of players to compete and
cooperate, thus enabling new business models based on established trust rela-
tionships. The choice of technologies and system architectures heavily depends
on these business and policy models [7][8].
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5. Challenges in Radio Design - Flexible or Software
Defined Radios

What are the consequence of the scenario with respect the work on radio
design which is the key topic of this book? We can identify two key properties
of terminals operating in the scenario described above:

5.1 Multi-mode Capability
Future terminals need to be capable of switching between several air-interfaces

literally on the fly. This can be done either by integrating separate hardware
for each access mode in the terminal or by using programmable hardware, that
potentially could reuse the same hardware and have the various access modes
defined in software (Software Defined Radios). The latter would have the in-
teresting property that the terminals could be reconfigured during operation
(after they left the factory). It is however questionable, if this property is re-
ally useful since the expected life cycle time in terminals is short compared
to the deployment rate of new infrastructure (and thus the appearance of new
air-interface standards). Terminals are more likely to be tailored to user needs
and specific application and than disposed of, rather than recommissioned for
some other purpose. A good example is the laptop PC: the vast majority of users
use pre-installed applications and never install new software on their own. Re-
programming is limited to maintenance and updates of existing software, which
very rarely goes to the hardware level. A more reasonable approach for SDR
use is therefore to use “Firmware Defined Radios" were programming radios
is more a matter of efficient production of terminals rather than a tool for “on-
the-fly" flexibility. Furthermore true flexibility (“future proofness") requires
significant performance margins for which we pay in power consumption.

5.2 Spectrum Agility
The Multimode terminals will need to operate over large frequency ranges in

order to facilitate a more dynamic spectrum management. The focus is here on
wide frequency ranges rather then reconfigurability and programmability. In
this respect the radios do not need to be software defined nor in it self “cognitive".
The latter term is currently frequently used to describe a radio a frequency agile
radio system in combination with adaptive scheme for frequency management.
Also a “cognitive" radio system does not need to be software defined.

6. Conclusions
In this chapter we have briefly outlined some important trends in wireless

systems and how these are driven by strong economic factors. The proposed
heterogeneous network scenario with many co-existing standards, each tai-
lored to its specific niche, is a direct consequence of these factors. We have
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demonstrated that in future systems more functionality and flexibility will be
required in the terminals, since large scale wireless infrastructures inherently
cannot adapt quickly to new demands and services. Finally at the physical level,
we identified two key requirements on future radios - multimode capabilities
and spectrum agilities.

Notes
1 Figure 1.1 is based on the popular graph devised in the 1990ś by Mike

Calendar of the ITU used by the IMT-2000 planning and standardization
work

2 In fact a promising approach is to increase the received power by using
“smart" directional antennas making sure that the transmitted power in fo-
cused on the receiver. Large gains have so far been difficult to achieve in
practice
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Chapter 2

CELLULAR RF REQUIREMENTS AND
INTEGRATION TRENDS

Sven Mattisson

1. Handset Technology Drivers
The cellular handset has gone through a rapid evolution. From being an

executive’s attache-sized cell-phone toy to end up in everybody’s pocket, or
from 3 kg ⇒ � 100 g, $ 3000 ⇒ � $ 100, and from useless ⇒ weeks of stand-
by time.

In this chapter we will outline some of the challenges and trends in the
handsets technology business.

Needless to say, it is the ever increasing integration capabilities predicted
by Moore’s law that has facilitated the rapid adoption of cellular phones. With
annular sales exceeding 500 million units the volumes are high enough to exploit
the most advanced integrated circuit technologies, and, in fact, the handset
business has driven the development of low-power and RF technologies. With
such a large market, many players are interested and competition is fierce. In the
beginning phones were competing with size as well as talk and standby time, but
today these parameters are mostly “good enough” and it is with the versatility
of the handset, for example as personal information managers, music players,
games, or cameras that manufacturers compete. In addition to the growing
user-application suite, the cellular evolution with more frequency bands and
cellular standards is constantly challenging the designers, as all of this has to be
added without raising the manufacturing cost. Of course handsets supporting
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2 boards (←logic and radio↑)

RF board 5000 mm2

350 RF components

2 ASICs

2 standard ICs

12 modules (VCO, filters, PA)

5 V

Figure 2.1. GH197 (1992).

new standards must also achieve similar use time and size as the more mature
2G handsets.

How has this evolution been made possible and how can we continue to
deliver increased functionality at lower cost and size?

1.1 Handset Complexity
In figure 2.1 the PCB of one of the very first pocket sized GSM handsets

is shown, the Ericsson GH192 from 1992. This phone has a single band
(900 MHz) digital radio modem1 and occupies two printed-circuit boards (PCB).
Some seven years later, the Ericsson T28, see figure 2.2, supported two bands
(900 and 1800 MHz) on a single PCB with the RF part only some 25 % in size of
that of the GH192. The next step, see figure 2.3, which was launched circa a year
after the T28, now has added a third frequency (1900 MHz), enabling roaming
between, for example, Europe and the USA, with an even smaller RF board area.
To summarize the changes when moving from the GH192 to the T39 we see no
reduction in the number of application specific integrated circuits (ASIC) but a
reduction from 2 → 1 in standard integrated circuits (IC), 12 → 5 in modules,
350 → 90 in RF board components, while, the number of RF bands increased
from 1 → 3, clearly indicating that much functionality has been moved from
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dual band

1 board, single sided mounting

RF part 1300 mm2

140 RF components

3 ASICs (RF, PA, TX/VCO)

1 standard ICs

4 modules (X-tal, filters, antenna switch)

3.6 V (2.7 V)

Figure 2.2. T28 (1999).

the PCB components and modules into the ASICs resulting in a five-fold PCB
area reduction in-spite the increased RF band support. These handset examples
clearly show that a chip-count reduction and integration strategy was used to
push size and cost down while increasing functionality.

1.2 Chip-count Reduction Strategy
In the examples in figures 2.1–2.3 the radio architecture went from a super-

heterodyne receiver with an offset-loop transmitter, see section 3, requiring
several external components, to a homodyne receiver with a direct phase-
modulation transmitter. The GH197 used an external receive (RX) channel
filter and a transmitter (TX) image filter in addition to the band-select filter be-
tween the antenna and the low-noise amplifier (LNA). In the T39 only the band-
select filters (now three because of the triple-band operation) are external to the
transceiver ASIC. Furthermore, the GH197 employed two transceiver ASICs
in addition to a VCO module and an off-the-shelf synthesizer IC, while the T39
has all these functions integrated in the transceiver and base-band ASICs. The
number of RF components also emphasize the benefits in integrating as much
as possible into the transceiver ASIC.
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triple band

1 board, single sided mounting

RF part 1000 mm2

90 RF components

2 ASICs (RF, PA)

1 standard ICs

5 modules (X-tal, filters, antenna switch)

2.7 V

Figure 2.3. T39 (2000).

Today, a typical single-mode multi-band handset has one RF transceiver
ASIC, (with external power amplifier, band-select filters, antenna switch, and
crystal or TCXO2 module), one digital baseband ASIC, and, one mixed-signal
power management ASIC (possibly also with some audio functionality) to cover
the basic radio-modem and user-interface (e.g. display driver, phone book etc.)
functions. The reason for this ASIC partitioning is that no ASIC technology
node has been able offer a competitive solution for all three parts on a single
die.

The main reasons for the lack of competitiveness of the single-chip (or
system-on-a-chip, SOC) solution has been the rapid cellular and application
evolution requiring frequent updates of the baseband ASIC, while the update-
rate of the RF and mixed-signal ASICs is more relaxed; see figure 2.4 for a
tentative cellular modem block diagram. When all parts are implemented on
the same chip, an update of any part requires the others to be updated as well [1].
Furthermore, the baseband has to move to new technology nodes faster than the
other ASICs for cost reasons. In fact the RF and mixed-signal parts often use
more mature technology nodes than the digital base-band does, and are, thus,
2–5 technology nodes (feature-size-vise) behind the digital ASIC. Furthermore,
the RF and mixed signal designs have additional requirements (e.g. accurate
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Figure 2.4. Tentative handset block diagram.

RF modeling, high-performance passive components, and, high-voltage capa-
bility) and to add such features to the digital technology will delay process
development leading to larger chip areas for the digital parts compared to an
implementation in the most recent digital(-only) technology node. The indi-
vidual chip complexities and sizes have also been large enough to make the
risk of a SOC implementation of a cellular hand-set modem too high given the
potential cost advantage.

Multi-chip modules (or system-in-a-package, SIP) is an alternative to the
single-chip ASIC, offering similar advantages in terms of size and ease-of-
use for the handset maker, but without the problem of relying on one ASIC
technology only for all the circuits [2]. However, multi-chip modules have
been too expensive and have had some reliability issues in the past delaying
their commercial introduction in cellular handsets.

The question is now how to continue the handset integration when the chip-
count reduction strategy seems to be close to roads end with three incompatible
ASICs. It is clear that a straight reuse of legacy circuit techniques will not
provide an answer. New architectures and trade-offs will be needed [3]. Also,
the ASIC and module technology evolution changes the rules such that build-
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Figure 2.5. Image response.

ing techniques that were not competitive in the past may suddenly be worth
considering again. For example, single-chip modems for Bluetooth has been
announced since some time (e.g. [4, 5][6]) as well as modules, and that begs
the question when will this be competitive for cellular handsets and which tech-
nology, SOC, SIP, or, a combination of both. To address this question we will
look into the design challenges of a cellular modem, or transceiver.

2. RF Transceiver Design Challenges
The typical task of an RF transceiver is to convert an incoming radio signal

to a digital bit stream in the RX chain and to modulate a radio carrier with a
digital bit stream in the TX chain. All these operations are not necessarily done
in one SOC or SIP, but we will discuss that later. Todays RX chains almost
always include band-select filters, low-noise amplifiers, frequency translation,
(coarse) channel-select filtering, analog-to-digital conversion, and, finally dig-
ital decimation and channel select filtering. The TX chain contains the inverse
functionality.

Depending on the details of the cellular standard and frequency band, the
over-all requirements vary, but also the choice of radio architecture for the
RX and TX chains has a major impact on the detailed requirements. In the
following we will, for simplicity, focus on the receiver and highlight the various
implementation issues and how they can be solved.

2.1 Frequency Conversion
Frequency translation, to or from an intermediate frequency (IF), is accom-

plished by multiplying the information signal with a local oscillator (LO) signal.
Traditionally this has been done in a switching mixer (see for example [7, chap-
ter 12]) where the LO signal is a symmetric square wave. A periodic signal
can be approximated with a sum of sinusoids, but for simplicity let’s consider
only the fundamental tones. When these tones are multiplied we get a sum and
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a difference tone. Because of this trigonometric relationship any mixer will be
sensitive to both the sum and difference of the RF and LO signals, see figure 2.5.
A down-conversion mixer will output the difference (the sum is generated but
filtered out) and because two RF frequencies (fRF1 −fLO and fLO−fRF2 both
will generate the same difference frequency, a mixer is responsive to both RF
signals, the wanted signal and its image.

Two common techniques exist to suppress the image frequency: filtering
and quadrature mixing, see e.g. [7]. In the first case an image-reject filter is
put in front of the mixer to suppress the image sufficiently to render it harmless
when it superimposes on the wanted signal. Since the image frequency is
spaced two IF frequencies away from the wanted RF signal, and the IF is
a low frequency, the image filter has to be very steep (i.e. selective). For
stability and noise reasons such a filter is often made out of passive components,
e.g. a surface-acoustic wave (SAW) filter, which is incompatible with present
ASIC technology. Thus, to increase the level of integration quadrature mixers
are commonly employed to eliminate the need or to relax image-reject filter
requirements. Since a quadrature mixer can be implemented by two regular
mixers and a phase shifting network, this can easily be integrated on an ASIC.

Recently a lot of attention has been put on sampling as a frequency translation
technique. Sampling, however, performs the same basic function as the mixer,
except that the LO waveform now may be an impulse train or something similar.
In some aspects sampling and mixing differ but they share the same fundamental
issues. The image response is, for example, similar to folding distortion in the
sampler. Similarly sampling jitter and LO phase-noise are just two different
ways of describing noise transfered from the LO to the IF signal.

2.2 Noise
Thermal noise (i.e. white noise) is ultimately setting the limit on how weak

a signal that can be properly decoded. The available noise power density is
n0 = kT , where k is Boltzmann’s constant and T absolute temperature, and the
noise power in a certain bandwidth is n0B, where B is the noise bandwidth (see
e.g. [8]). For a properly designed cellular receiver with discrete-time baseband
signals, the noise bandwidth equals the inverse of the symbol rate [9]. Thus,
as long as no noise folding occurs in the sampler, the analog (i.e. continuous-
time) filters have no direct influence on the receiver noise bandwidth. Of course
the analog filter shape influences inter-symbol interference (i.e. group-delay
ripple [8]) and suppression of off-channel interference, and may , thus, indirectly
impair the receiver performance.

In addition to white noise, electronics also have colored noise like 1/f-noise at
low frequencies. At higher frequencies the noise power density is proportional
to f2, but this is typically white noise that increases due to gain roll-off with
frequency.
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Figure 2.6. Intermodulation products resulting from 0.9 cos(5Δωt)+1.1 cos(7Δωt) applied
to a cubic nonlinearity with IP2 = 5 and IP3 =

√
2.

It can be shown, see for example [7], that a transistor has a output noise
current density i2n � 4kTgm, where gm is the device transconductance, that
is, it is roughly as noisy as a resistor when R = 1/gm. This can be used as a
rule-of-thumb for bipolar and MOS transistors as well as diodes. Furthermore,
it can also be shown that a capacitor C has an equivalent3 noise voltage density
v2
n = kT/C. For a given filter time constant there, thus, exists a direct relation

between noise floor, current consumption, and, area as τ = RC � C/gm and
gm ∝ IDS .

2.3 Linearity
All electronic components are more or less nonlinear. That is, above some

signal level, the signal superposition principle is not a valid approximation any
longer. Assuming the device is only weakly nonlinear we can approximate
its transfer characteristic (e.g. gain) by a cubic polynomial like y = f(x) =
a1x+a2x

2+a3x
3 (see e.g. [10]). Assuming that the input signal is a sine wave,

harmonic tones at integer multiples of the input frequency, that is harmonic
distortion, will be generated. With two sinusoids as input we get their harmonics
as well as intermodulation tones at frequencies which are linear combinations
of the inputs and their harmonics, i.e. fIM = ±M · f1 ± N · f2, where M, N
are positive integers, see figure 2.6. The order of the intermodulation product
equals N +M and it is common to describe the linearity of a device, or a circuit,
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by the intercept point, where the (extrapolated) intermodulation product equals
the inputs in amplitude, see figure 2.7. For a cubic nonlinearity we then get
IP2 = |a1/a2| and IP3 =

√|4/3 · a1/a3| for the second- and third-order
intercept points, respectively.

When the input, or output, signal level approaches a corresponding intercept
point, the distortion products associated with that nonlinear coefficient will
become significant. Of course, what is significant depends on the situation at
hand. For example, gain can be shown to deviate by 1 dB from its linear value
when the input level is approximately IP3−10 dB, and this is referred to as the
gain compression point, CP . The compression point for a bipolar transistor is
similar to its quiescent current or to the maximum voltage swing, whichever is
reached first. The dynamic range of a radio can then be defined as the distance
(in dB) between CP and the noise floor or alternatively as the spurious-free
dynamic range (SFDR), see figure 2.7, which is defined as 2/3 · (IP3 −N) (in
dB) where N is the receiver noise floor.

Some odd-order intermodulation products, between in-band signals, show
up close to the in-band signals and will then also be in-band signals. These
are typically governed by the IP3 characteristics which is the primary linear-
ity parameter. For example, two adjacent channels will cause an on-channel
intermodulation signal that will add to the noise inside the channel bandwidth.
In this case, signal levels far below IP3 may generate enough intermodulation



20 RADIO DESIGN IN NANOMETER TECHNOLOGIES

reference sensitivity

receiver noise floor

thermal noise floor noise figure 5–20 dB

co-channel

0–10 dB

lower band edge

2:nd adjacent

30–70 dB
receive channel

1:st adjacent

-5–5 dB

C/I AWGN

0–20 dB

out-of band blocking

50–100 dB

in-band blocking

40–100 dB

upper band edgechannel spacing

Figure 2.8. Selectivity and blocking dynamic range requirements.

noise to desensitize the radio. Second-order distortion products show up at sum
and difference frequencies and will be harmful first when the wanted signals
are converted to a low IF frequency.

2.4 Selectivity
A radio receivers ability to receive a certain signal (i.e. channel) is given by

its selectivity, see figure 2.8.
On the desired channel, interference and noise is called co-channel inter-

ference. Depending on the modulation type this co-channel interference must
typically be 0–10 dB below the desired signal. To enhance the co-channel per-
formance the detector typically has to be improved, filtering is less effective as
it also affects the wanted signal.

Either side of the wanted channel we have adjacent channels. The closest
adjacent channel is normally not suppressed very much but the 2:nd, and more
distant, adjacent channels has to be suppressed anywhere from 30–70 dB. This
is typically accomplished by the combined filtering of the analog and digital
IF filters. The main task of the analog filter is to limit the required dynamic
range of the analog-to-digital converter (ADC) and to prevent noise folding
into the signal sample. The digital IF filter then provides close-in selectivity
filtering and group-delay equalization (the on-channel noise and interference
into the detector should ideally have a white noise characteristic, including
radio channel artifacts [9]). Since the adjacent-channel filters have to be very
steep this task is best accomplished at a low frequency when the relative filter
steepness is minimized. Today, it is common to integrate the analog filter on the
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Figure 2.9. Receiver domain partitioning.

transceiver ASIC as a low-pass filter, which only requires resistors, capacitors,
and, amplifiers.

Out-of-band signals have to be further suppressed and this is typically ac-
complished with filters at RF frequencies. Because of the high center frequency
these filters have a very narrow relative bandwidth and are implemented, for
example, in SAW technology and cannot be integrated. Without such filters
the receiver would need a dynamic range (compression point to noise floor)
around 120 dB for GSM. For systems like WCDMA, where the receiver and
transmitter operate simultaneously, the band-select filter is accomplished by a
duplexer, which is also suppresses the transmitter by some 50 dB (as seen from
the receiver).

2.5 Domain and ASIC Technology Choices
The various building blocks of the cellular radio transceiver has to be imple-

mented with many different goals in mind. Low power is key; todays GSM4 cell
phones consume some 2 mA in stand-by mode, which translates to some two
weeks of stand-by time5. Low cost is another must; competition is fierce and
cost is one important factor. Cost is proportional to circuit size and dependent on
technology choice. Flexibility is good as it will allow for some tweaking when
performance is at risk or the specifications are modified. Generic solutions and
reconfigurability simplify migration and reuse but may have some impact on
the circuits size. All these things must be balanced to find a solution that is
robust and designable with the available resources, while supporting several
frequency bands and cellular standards.

Analog implementations offer operation closer to the process limits while
digital offer more flexibility and robustness. As process technology evolution
provides more speed and smaller area this favors a migration towards digital
implementation, see figure 2.9. The ADC is, however, a key component and
a “digital solution” is more demanding on the ADC, than a more analog one,
because of the increased dynamic range and sampling rate required when less
analog filtering is used.



22 RADIO DESIGN IN NANOMETER TECHNOLOGIES

For the digital baseband there really is only one technology choice: CMOS.
Still, there are many different trade-offs to be made. How should the memory
be partitioned, off-chip or on-chip, should non-volatile on-chip memory be
used and how to provide flexibility in the memory foot print? How to provide
flexibility is not a problem as such, but flexibility has a direct impact on the
cost and the challenge is to find the right match of features, flexibility and
cost. Presently most memory is off-chip because this is a convenient way of
allowing flexibility, as much of the feature-set expansion is accomplished via
SW rather than HW changes and a low-tier phone can then use the same ASICs
as a higher-tier phone but save on the memory size/cost.

Because the digital baseband ASIC typically is much larger than the other
ASICs it usually pays off to go with the latest available technology node and
to migrate roughly on a yearly basis (i.e. to track Moore’s law). This is not the
case for the RF as the chip size is much smaller and because RF design requires
accurate device and parasitic modeling which typically delays the RF design kit
compared to the digital, even when no process modifications are done for the
RF. The RF part also benefit from passive components like high-Q inductors
and varicaps which are not normally available in a digital baseline process
design kits. Because of passive component quality and design flexibility RF
designers have favored BiCMOS technologies in the past. Because the CMOS
part of a BiCMOS technology is based on an existing CMOS technology (with
or without modifications) the BiCMOS technology will lag the corresponding
CMOS node and also incur extra process development work. The net effect is
that the digital baseband cannot be implemented in BiCMOS for size reasons
and the BiCMOS technology will be more expensive due to extra process steps.
For RF alone this has not been prohibitive as the RF re-design cycles are not as
aggressive as the digital with a longer life time for the RF ASIC.

The main advantage in putting the RF and baseband on the same die (SOC)
is a slightly lower cost; mainly because of a reduced silicon area, as fewer I/O
pins, and hence fewer bulky pads and pad drivers, are needed. Another SOC
benefit is that the interface between the RF and baseband can be much more
flexible as more wires can be used and also since signals are on-chip only with
much lower capacitive load. A single package solution in a small package size
can, however, be accomplished with a SIP as well, so there is no difference
in these aspects. The SOC struggles with the problem of different RF and
baseband update rates, resulting in more RF redesigns (or at least the porting of
an existing design to a new technology node when it is not needed from an RF
perspective) but also with parametric yield issues. Digital circuits typically only
suffer from defect density incurred yield losses, whereas analog circuits also
have parametric losses due to random variations in device parameters. These
parametric losses will cause good baseband dies to be wasted because of RF
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yield which will be very bad for the over-all cost. Thus, SOC is only possible
when the total RF yield is similar to defect-density limited yield.

Todays trend is to move the RF design away from BiCMOS, whenever pos-
sible, to avoid the cost premium of BiCMOS. However, not to an SOC but
to an RFCMOS ASIC to decouple the baseband and RF design cycles some-
what. The cost savings in using RFCMOS highly depends on the designer
being able to meet performance requirements in a similar area as in BiCMOS.
Typical RFCMOS designs rely to a much larger extent on inductors (to reduce
the impact of the higher drain parasitics, compared to the bipolar collector par-
asitics) which results in somewhat larger chip areas. Thus, the main driving
forces towards RFCMOS is the fact that the BiCMOS technology development
is slowing down compared to that of CMOS and to have a design in CMOS
makes it more future proof. Also more digital circuitry is put in the RF die for
automatic calibration and tuning as well as signal processing, which is favored
by the smaller digital feature sizes in CMOS.

3. Architectures
The radio architecture evolution reflects the component technology evolu-

tion. In the early days active components were expensive and bulky and match-
ing was difficult. This prompted the development of the super heterodyne
receiver, see figure 2.10 and [7].

3.1 Receivers
At first the super heterodyne used a single conversion stage (i.e. one mixer)

but to get better selectivity (and image suppression) the double super heterodyne
evolved, see figure 2.11. The double super uses a first high IF to simplify
image suppression. A high IF relaxes the IF filter selectivity requirements
but provides no channel selectivity so a second mixer is used to convert to a
low second IF where channel select filters are more conveniently implemented.
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Figure 2.11. Double super heterodyne receiver (less antenna filters).

This architecture has been the choice architecture for cellular phones until circa
1999 when the GSM homodyne appeared. The double super is very robust
and is insensitive to second-order nonlinearities. The later generation double
supers used a zero-frequency second IF. This choice of second IF simplifies the
channel-select filters to the extent that they could be integrated. At the same
time, though, second-order nonlinearities will fold stronger interference to zero-
frequency and, hence, resulting in co-channel interference or noise. Because
of the strong filtering performed by the image-reject and first-IF filters this
sensitivity to rectification of interference was never a practical problem. Even
though the channel filters could be integrated the, other two receiver filters (and
the antenna filter) were not possible to integrate directly6 and as a consequence
an alternative single-conversion architecture was desirable.

LNA
IQ-mixer

IF (0–100 MHz)

Figure 2.12. Single conversion zero-IF receiver.

Single-conversion receivers, see figure 2.12, with a high IF were used in
cordless phone applications where selectivity requirements were relaxed, but for
cellular applications a low- or zero-IF receiver was required to achieve enough
selectivity. The trend with wider channels (e.g. GSM with a 200 kHz channel
raster) and good ASIC matching properties made the homodyne, or zero-IF,
receiver feasible. The first GSM homodynes did not work satisfactorily with
frequency hopping (i.e. when the radio alters the receive channel frequently
to randomize interference) due to large DC offsets, and when subject to strong
interference due to folding of the interference and due to cross-modulation
of the interference onto the local oscillator leakage [11], both adding to the
co-channel interference. With the T28, for example, the homodyne met the
stricter GSM phase-2 specifications, while only requiring the antenna filter to
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be off-chip, and today the homodyne or the low-IF (i.e. when the IF is around
half a channel such that the IF occupies roughly DC to the double-sided signal
bandwidth) is the choice GSM architecture. The first homodynes used some
off-chip components (e.g. the VCO and synthesizer) but todays GSM ASICs
integrate everything but the antenna filter and switches, the PA, and the crystal
(or TCXO module) in the transceiver ASIC.

The homodyne, or zero-IF, receiver has the same dependence on odd-order
nonlinearities as the double super but in addition also a sensitivity to even-
order nonlinearities. A typical GSM receiver IP3 requirement is some -15 dBm
referred to the antenna. A switching interferer at -30 dBm must not impair the
receiver reference sensitivity by more than 3 dB resulting in an IP2 requirement
around 45 dBm, or some 50 V, at the antenna. Such high IP2 levels can only be
achieved with balanced IF circuitry with very low matching errors (but this is
a fundamental strength of ASIC technologies). With a homodyne, also the IF
DC-offset is superimposed on the signal, and may in fact be much larger than
the signal in weak-signal conditions. Also, low-frequency noise, like 1/f-noise,
will add to the co-channel interference. In WCDMA, for example, when the
RX signal is continuous it is possible to insert a high-pass filter in the IF path
to suppress the DC offset and 1/f-noise, since the signal bandwidth is relatively
large (5 MHz channel raster). This is not the case for GSM, where the settling
time of any high-pass filter is too long or too much signal energy will be filtered
out, and this has prompted the development of the low-IF architecture, see
figure 2.13.

The low-IF receiver is almost like a homodyne but the IF is selected to be
around half the channel bandwidth. This choice of IF moves the DC offset to
the channel edge but it still overlaps the signal. A higher IF would solve the
DC offset but then the image suppression of the quadrature mixer would not be
high enough for the selectivity requirements. Hence, a low-IF receiver still has
to have a very tight DC offset budget but do benefit from lower impact from
1/f-noise.
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To provide high data rates the trend is to widen the channel raster with each
new cellular standard. The first analog systems (e.g. AMPS and NMT) used
a 25 kHz raster, GSM a 200 kHz, and, now WCDMA 5 MHz. The successor
of WCDMA will probably provide a more flexible choice in raster but the
net effect is that 1/f-noise becomes less of a problem and the homodyne, and
possibly low-IF, seems to be the receiver architecture of choice for the coming
generations of cellular receivers.

In figure 2.10 the super-regenerative and direct-sampling architectures are
included. The super-regenerative receiver provides very good sensitivity but
poor selectivity, see for example [7], and is not a likely candidate for cellular
applications (although it is, e.g., frequently used in garage-door openers). The
direct-sampling receiver has received a lot of attention recently but, since sam-
pling and mixing are both frequency conversion techniques, see section 2.1,
this receiver type belongs to the single-conversion family. Software-defined
radio (SDR) is another popular term but this refers to a flexible radio capable of
receiving multiple-bands and -standards by having flexible, or reconfigurable,
LO, ADC, and, channel-select filters. In fact, the challenge of the SDR ar-
chitecture is for the analog and RF designer to cover more bands and to reuse
the same filters and ADCs for varying signal bandwidths and dynamic range
requirements. The over-sampling ADC (e.g. the ΔΣ converter), where deci-
mation filter ultimately determines the channel bandwidth, in combination with
a switchable analog filter is a promising technique for an SDR, or a reconfig-
urable, radio.

3.2 Transmitters
The transmitter chain is in many respects the dual of the RX. Also here

the trend is towards direct conversion techniques. Figure 2.14 outlines a zero-
IF transmitter. Here, the IF signal is a complex single-sideband signal with
zero center frequency, generated via a DAC and anti-aliasing filters from look-
up tables in the digital baseband. The RF mixer is a quadrature mixer with
the LO equal to the RF carrier frequency. Due to imperfections, a co-channel
image is generated as well as LO leakage, both degrading the transmitter signal.
Nonlinearities and noise in the mixers and IF circuitry together with LO noise
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will also widen the transmitted spectrum such that adjacent channels will see
some noise. To eliminate this spectrum widening an off-chip RF filter (e.g.
SAW) is often inserted in front the power amplifier (PA). Because of stringent
noise requirements this TX architecture often has to run at high power levels to
suppress circuit-generated noise.

÷(N + M)

RF

phase modulation

channel

Figure 2.15. Direct phase-modulation transmitter.

By proper choice of waveform tables and DAC dynamic range it is possible
to support both nonlinear (e.g. GMSK used in GSM) and linear modulation
schemes (e.g. 8PSK used in Edge) in a flexible manner.

For nonlinear modulation schemes, notably GMSK, a very efficient TX ar-
chitecture has evolved, the direct phase-modulation outlined in figure 2.15. In
this case, the transmitter only has to modulate the phase of the RF carrier and
not its amplitude (less changing the output power levels off course). Thus, it is
possible to use a PLL, where the feedback frequency divider is used to modulate
the phase. By using a ΔΣ modulator to “randomly” select the integer divider
ratios such that, on average, a fractional divisor results and the truncation noise
is pushed outside the loop-filter bandwidth. Because the VCO directly gener-
ates the RF carrier very good noise performance can be achieved at a low power
consumption, and as only a few high-precision analog components are needed,
this architecture is very popular in GSM ASICs. It is sensitive to spuriouses,
though, as its reference frequency is only harmonically related to the RF fre-
quency for very few channels. The reference frequency is often 13 or 26 MHz
to support sufficient modulation bandwidth.

The direct phase-modulation cannot provide linear modulation as it has no
amplitude modulation (AM) possibility. However, by splitting the baseband
signal into polar components (ρ–φ) rather than Cartesian (I–Q) it is possible
to augment the phase-modulator with an AM path, see figure 2.16. When the
AM is accomplished via a class-C PA no significant efficiency is gained over
the direct-conversion with a linear PA because the amplitude modulation depth
has to be absorbed by the AM modulator. However, from a noise perspective
the class C saturating PA is better and less filtering is typically needed for this
architecture. When the signal bandwidths increase, it becomes increasingly
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difficult to align the responses of the phase and amplitude paths and, thus, the
polar architecture is mostly seen in Edge transmitters. Poor amplitude and phase
alignment will widen the transmitted spectrum and this is further aggravated
by AM-to-PM and AM-to-AM distortion in the PA. When path alignment and
a high-efficiency linear amplitude modulator (e.g. via a fast DC/DC converter)
can be accomplished this architecture offers better efficiency than the direct-
conversion one.

3.3 Power Amplifiers
A cellular power amplifier has a maximum output power on the order of

25–35 dBm, depending on which standard is targeted. The efficiency is around
50 %, lower for linear modulations and a little higher for GMSK. Because of
the modest efficiency and high output power levels, it is difficult to integrate the
PA on a transceiver ASIC. For example, if we combine a PA with an LNA on
the same die as a WCDMA transceiver we will see more than 130 dB difference
between the RF TX carrier power and LNA co-channel noise floor. Furthermore,
the active devices in the PA are often built using a non-CMOS technology (e.g.
GaAs) making a SOC solution too costly. As integration of more functionality
into the PA is desirable, and as matching components, switches, and, bias-
control circuits can be put on a SIP, we can have a good mix of technologies
in a single part. Because the SIP integrates several of the components around
the PA over-all performance optimization is simplified. In particular the TX
spectrum during switching or with a mismatched load can be controlled more
tightly when the SIP components are co-designed.

4. Technology Scaling
The driving force behind the technology scaling is the higher gate densi-

ties achieved with smaller feature sizes which translates to lower cost. Digital
ASICs and memories directly benefit from this and the only major issue with
continued scaling is the drain and gate leakage currents, due to lower thresh-
old voltages and thinner gate oxides, respectively. These leakages result in
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Figure 2.17. Single-chip Bluetooth modem.

worse switch on-off current ratios and may ultimately become the dominating
contributors to the power consumption of the digital circuitry.

For analog and RF operation the consequences are more involved. For
example, high-frequency operation benefit from scaling as the operating fre-
quency is limited by the transit frequency, fT , see for example [7]. Now,
fT ∝ gm/Ci ∝ Idd/L2, that is the maximum operating frequency increases
with the bias current and with shrinking dimensions7. For example, the switch-
ing speed and amplifier gain-bandwidth-product benefit directly from scaling
which, in turn, enable better ADCs (higher oversampling ratios and faster ac-
tive filters). However, the circuit noise floor, v2

n, is limited by kT/C, see
section 2.2, but for bandwidth we have BW ∝ gm/C and gm ∝ Idd which
results in v2

n ∝ BW/Idd. Thus, the circuit noise floor does not benefit from
scaling. Of course the area of a filter will benefit from higher capacitor densi-
ties. The noise figure of an LNA improves with increasing fT [12], but only to
a point after which it is dominated by gm, and again, the LNA noise figure does
not directly benefit from scaling beyond the point when fT is “high enough”.

Device scaling is typically done such that the electrical fields in a device
are preserved. The maximum voltage will, thus, track the minimum feature
size and as the dynamic range is limited by the battery voltage and the circuit
noise floor (i.e. DR � V 2

batt/v2
n) we have to increase the circuit capacitances

to preserve the dynamic range when device dimensions and Vbatt shrink. A
net effect is also that the power consumption of analog, dynamic range limited,
circuits increases as dimensions are scaled down. So from a traditional analog
point-of-view, scaling is a mixed blessing.

The effects of scaling does not differ significantly between CMOS and BiC-
MOS technologies. Thus, lower supply voltages is a challenge for BiCMOS as
well as CMOS designers. In fact, the bipolar base-emitter voltage drop does not
shrink with scaling, like the MOS threshold voltage does, making low-voltage
BiCMOS design a real challenge.
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Figure 2.18. Single-chip Bluetooth transceiver.

4.1 CMOS Example
The Bluetooth standard has less stringent RF requirements compared to cel-

lular standards. Much of the relaxation of the standard is due to the use of
time-domain duplex, when the transmitter and receiver are operated in non-
overlapping time slots which simplifies isolation between these parts of the cir-
cuit, higher channel bandwidth which relaxes VCO phase-noise requirements,
and, the relaxed receive sensitivity and in-band image suppression which sim-
plifies a SOC implementation. Thus, the very early SOC modems appeared for
this standard [4].

In figure 2.17 the chip photograph of a Bluetooth modem [5, 13] is shown.
This ASIC uses a standard 0.18 μm CMOS technology with a high-ohmic sub-
strate and a thick top-level metal. The RF part occupies some 25 % of the chip
area which balances the cost between the RF and the baseband. The RF part
was further developed into a Bluetooth radio which did not require any external
antenna filter nor antenna switch, see figure 2.18.

4.2 BiCMOS Example
Figure 2.19 depicts a triple band GPRS transceiver introduced with the Eric-

sson T39, circa 2000. This ASIC was implemented both in a bipolar-only and a
BiCMOS technology, and, thus, the digital functionality was limited. The RX
chain uses a zero-IF architecture with analog I/Q outputs while the transmitter
uses direct-phase modulation with the synthesizer frequency divider division
ratios calculated by a ΔΣ modulator in the baseband circuit. In-spite the low
digital contents, this ASIC achieved a high level of integration with few external
components; mainly matching components, PLL loop filter, antenna filters and
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Figure 2.19. Single-chip GPRS transceiver.

switches. In a more recent design only, RX ADC has been added to the receive
chain [11] as well as a fourth (850 MHz) band.

5. Handset Implementation Trends
As we have seen in the preceding discussions it is possible to implement a

cellular modem with very few components. An increasingly difficult problem
is all the internal interfaces in the modem, see figure 2.20. The modem cost
is today dominated by the cost of the key components: baseband ASIC, mem-
ory, RF transceiver, PA, power management ASIC and the antenna filters and
switches. However, for the next few generations the design and specification
of these interfaces will be key to a competitive cellular product.

To further reduce the cost of the baseband circuitry, we have to minimize
the digital ASIC size and memory requirements (i.e. be flexible in memory
configuration such that “just enough” memory can be put in the product) as
well as design time. HW reuse (e.g. more use of embedded processors),
reconfigurable HW accelerators, and, smaller code size are means to accomplish
this. For applications with more moderate volumes, reconfigurable HW, for
example using embedded FPGA, can also be envisioned. However, a carefully
selected feature set is imperative for obtaining a low over-all cost.

For the RF SOC on-chip inductor area has to be minimized. One inductor
corresponds to 10–100 kgates in a deep sub-micron technology. The baseband
interface should be digital to minimize pin count and to relieve the digital ASIC
from analog I/O blocks. Single-conversion architectures with over-sampled
digital signal processing minimize the size of the RF domain and the RF/analog
filter needs. Digital trimming can enhance IP2, compensate for VCO gain
variations, reduce DC offsets etc. at a very low area penalty in CMOS. Such
trimming willalso improve yield as parametric variations can be reduced.
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Figure 2.20. Handset internal interfaces.

Notes
1 Modem is short for modulator-demodulator, and is used for the radio-specific

parts of the handset. That is, the signal and protocol processing blocks that
convert the digital data and voice bit streams to, and from, radio waves.

2 Temperature compensated crystal oscillator.
3 It is not the capacitor as such that is noisy, it is a reactive component and

hence noise free, but when connected between a pair of circuit nodes, there
appears to be v2

n volts of noise across it.
4 We use GSM as a synonym for both GSM and GPRS.
5 Obviously this will be significantly reduced when the phone is used.
6 The Ericsson GH337, for example, did not use an image filter but a first

quadrature mixer which together with the antenna filter provided sufficient
image rejection.

7 A quadratic size dependence is only true for long-channel MOS devices.
The detailed relation is more complex for deep sub-micron technologies,
but a more linear behavior is often observed.
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Chapter 3

SOFTWARE DEFINED RADIO — VISIONS,
CHALLENGES AND SOLUTIONS

Christer Svensson and Stefan Andersson

1. Introduction
The vision of a software defined radio (SDR) has evolved during recent years

[1]. The vision is to have a generic hardware at hand, which can be programmed
to perform any kind of radio function and comply with any radio standard. If
proposing this idea to a radio engineer he will just find it completely impos-
sible to accomplish. However, technology develops fast, so in our judgement
software defined radio will be feasible within 10 years.

So why should we look for a software defined radio? The first proponent was
probably the military. They noted that quite many different radio systems are in
use today, so if a headquarter needs to keep contact with many operators, it may
need many different radios. The trend to have more cooperation between various
countries makes the problem even worse. Therefore US military decided to
work towards the universal radio, which can talk to any radio system, that is
software defined radio. The situation in the civil market is in fact moving in
the same direction. The first generation mobile phones had different standards,
but the networks were isolated. Then we got the success of the 2G standard,
GSM, which in practice became a world standard (even if different bands was
used in different countries), and we became used to having a single cell phone
working everywhere. Now, new mobile standards emerge, with less success in
international standardization, and in the same time we need to use GSM because
of its abundance. See also Chapter 1. Furthermore, we have wireless local area
networks (WLAN) available in office or at home, and would like to use our
cell phone in these networks. The present trend is thus to include 3-4 radios
in our cell phone, considerably increasing its price and power consumption.
Obviously a software defined radio is strongly needed. We can see a similar

35
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trend for PDA’s and laptops; they now communicate with WLAN, but when we
are out of reach from a WLAN network we would like to keep connected via
the mobile phone network (GPRS, 3G or what may be available). Again, we
really need software defined radio. Finally, we have the entertainment sector.
Various new broadcasting standards are now in use, DVB-C, DVB-T, DVB-H
etc. for digital TV and DAB for digital radio. It would be nice to have a single
terminal or set-top box managing all standards, instead of one for each. We also
want to have the ability to receive radio and TV in our cell phones and laptops.

In addition to the application needs sketched above, there are many other
motivations for software defined radio. Most important is of course cost. SDR
facilitates fewer different modules covering market needs, considerably reduc-
ing price due to larger volumes. Radio standards are changing, developing, and
upgraded continuously. To manage this by just a software upgrade, maybe even
in the field, would considerably reduce time and cost, compared to hardware
replacement. Of course, development time of new products can be consider-
ably shorter if we can reuse the same hardware and also perform bug fixes in
software rather than through a chip respin.

So, if the need is so obvious, why don’t we have software defined radios
today? The answer is simply that we do not have the technology. Radio design
is extremely demanding and the present technique is based on incremental
development of traditional radio architectures, with its roots in the beginning
of the previous century.

2. Technical Visions
Most work in SDR has been performed in connection to military demands.

Particularly, US government has taken the initiative to develop software plat-
forms for SDR [1]. This research has for example lead to the definition of
an open source software communication architecture, Ossie, available from
Univ. of Virginia. Ossie is based on CORBA (common object-request-broker
architecture) and PoSIX-compliant operating systems. It is however unclear to
the authors on what hardware to run this software. In the following we will
concentrate on hardware suitable for SDR.

The "ideal" SDR should consist of a programmable digital processor, directly
connected to the antenna(s) via AD- and DA-converters. In addition, we most
probably need a low-noise amplifier (LNA) and a power amplifier (PA), see Fig.
3.1. The power amplifier could possibly be combined with the DA-converter
in the future. The problem with this architecture is of course the very high
frequencies at the AD- and DA-converters, asking for sample rates larger than
twice the carrier frequencies (Nyquist rate). Traditionally, this problem is solved
by using superheterodyne or multiple superheterodyne architectures, see Fig.
3.2. Here the carrier frequency is converted to lower frequencies through one
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Figure 3.1. "Ideal" software defined radio.

ADC
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Figure 3.2. Double superheterodyne receiver.

or more mixers, with intermediate filters and amplifiers. The drawback is of
course high complexity and many filters, which are not easily programmable.

A more realistic solution is the homodyne or low intermediate frequency
superheterodyne, Fig. 3.3. Here we use a single mixer which converts the
carrier frequency to baseband or a low intermediate frequency. In such a way
we only need a lowpass filter, which is easier to make programmable. The
drawback is that the image frequency can not be suppressed by an RF-filter.
Instead we use quadrature mixers, which allow image suppression through
digital filtering after AD-conversion. The lowpass filter has two roles in this
design. First it is an anti-aliasing filter, needed to remove aliasing frequencies
occurring because of the limited sampling rate of the AD-converter. Second,
it can act as a channel select filter, extracting just one radio channel from the
baseband signal. In the second case, it must be programmable if we need to
manage channels of different bandwidths (It need to be programmed also in
the first case, if we utilize various sampling rates). For a deeper description of
conventional RF front-ends, see Chapter 2.

Software Defined Radio — Visions, Challenges and Solutions
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Figure 3.3. Homodyne transceiver.

For a "true" SDR we want maximum flexibility in carrier frequency and
channel bandwidth. We may even wish to be able to manage several different
channels in parallel. The best flexibility in the above solutions is obtained
by allowing as much signal as possible to reach the AD-converter (receiver
side). This is achieved by using only anti-aliasing filtering and by using as high
sampling frequency as possible. Still the demands on the anti-aliasing filter
may be very high. We will use this "vision" of SDR in the following.

3. Some Comments on Frequency Planning
In a normal superheterodyne (Fig. 3.4a) we mix the incoming carrier at

frequency fc with a local oscillator of frequency fLO, resulting in an intermediate
frequency of frequency fIF , see Fig. 3.4b. Note that because of nonlinearities
in the mixers, often nfLO (n natural number) is also active as local oscillator.
As shown in Fig. 3.4b, not only signals around the wanted carrier frequency
will be converted to fIF , but also some images. To remove these unwanted
images, we use an RF-filter. In Fig. 3.4c we show corresponding picture for
a homodyne (zero fIF ). Here we can not distinguish between the signal and
image through an RF-filter, instead we need to use quadrature techniques, as
mentioned before.

Quadrature techniques need two local oscillator signals with a phase differ-
ence of 90o (sine and cosine signals). An alternative to use two LO signals is to
replace the mixer with a sampler, which takes both in-phase (I) and quadrature
(Q) samples. I and Q samples are then separated by sorting the stream of sam-
ples into one I and one Q stream [2]. This technique is illustrated in Fig. 3.5,
where we see how a sampling frequency of fs=4fc/3 (replacing LO) is used to
sample a carrier of frequency fc, so that every second sample is an I or -I sample
and the others are Q or -Q samples. By sorting the samples into two streams
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Figure 3.4. Frequency planning for a superheterodyne (b) and a homodyne (c).
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Figure 3.5. I/Q-sampling utilizing fs=4fc/3.

and multiply every second sample in the two new streams with -1 we obtain
one I baseband stream and one Q baseband stream. In general, by choosing fs
according to:

fs =
4fc

2m − 1
, m ≥ 1 (3.1)

Software Defined Radio — Visions, Challenges and Solutions
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0 ffsfcfs/4 2fs

symmetric

fc=3fs/4
Alternatives:
fc=5fs/4, fc=7fs/4

Figure 3.6. Frequency planning for I/Q sampling with various fc/fs ratios.

we get a phase difference between subsequent samples of

ΔΦ = (2m − 1)
π

2
(3.2)

thus making every second sample differ 90o in phase. In Fig. 3.6 we demon-
strate the frequency planning for this case, where we demonstrate all possible
carrier frequencies which are converted to I/Q baseband for a certain sampling
frequency fs. We note, that there are more images in this case than in the zero
IF case, which put more demands on the RF filter (one example of an RF filter
shown dashed).

The best flexibility is probably achieved by using a homodyne (zero IF)
solution, as it puts a low demand on the RF filter. Instead it asks for two LO
signals for I/Q separation. The I/Q sampling solution, on the other hand needs
only one LO signal. In order to minimize the demands on the RF filter in
this case, we need to use a sampling frequency of 4fc (m=1), which may be a
challenge for large fc.

4. The Radio Challenge
Radio systems have normally very tough requirements. It is therefore a great

challenge to find an alternative architecture from the traditional ones, developed
since the beginning of the previous century. Let us here briefly discuss a few
of these very tough requirements. We will limit the discussion to the receiver,
as the receiver is considered to be the toughest part.

The first large problem in radio systems is the strong disturber (blocker)
problem. Assume that we want to receive a signal from a transmitter far away
from us; this signal is then very weak. Assume furthermore that we may have
another transmitter very close; it will give rise to a very strong signal. Our
receiver must then be able to perform an error-free detection of the weak signal
in presence of the strong one. We must thus be able to suppress the strong
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signal, maybe as much as 1010 times (100dB) in order to select the weak one for
detection. In addition, if there is more than one strong disturber, any nonlinearity
in the receiver front-end will give rise to intermodulation products which may
fall into the signal band. Our system must therefore be extremely linear in order
not to create such intermodulation. In some cases the strong disturber may be
our own transmitter, if both transmitter and receiver are active simultaneously.
The analog front-end of the receiver normally manages the strong disturber
problem. The principle is to use steep filters at appropriate frequencies to
attenuate the strong disturber before it reaches the AD-converter, thus allowing
the weak signal to be amplified. The need for steep filters tends to prevent
flexibility of the receiver, as it is hard to make steep filters programmable (they
are often based on mechanical resonance (SAW filters) or electrical resonators
(LC-filters)).

The second large problem is the multipath problem. When we want to
receive a signal from a transmitter, it often reaches us through several different
paths (direct, and reflected once or several times from various objects). This
means that we receive several copies of the signal arriving at different time
instances. For short time differences, we may experience interference, which
may be constructive or destructive. In the worst case the resulting signal at
our antenna may be zero. If we move, the signal strength may vary (often
through zero) due to a varying interference. For larger time differences, we
may experience a mixing of symbols transmitted at subsequent times. Finally,
if we travel with some velocity (like in a car), we will experience a Doppler
shift of the transmitted frequencies. All these problems are managed by the
digital baseband part of the receiver, and often require very large computing
capacity (like the equivalence of 10 Pentium microprocessors for a 3G cell
phone) [3]. Today the digital baseband part of the receiver is implemented
as custom fixed logic, thus lacking programmability. Programmable digital
baseband processing is described in Chapter 5.

Let us return to the analog front-end and roughly estimate the dynamic range
needed by an analog to digital converter (ADC) to manage the strong disturber
problem (We thus assume that the blocker is not attenuated by filters but reaches
the ADC). It is reasonable to assume that we want to be able to detect the weakest
signal comparable to the thermal noise of the surrounding:

Sn = kT (3.3)

Where Sn is the thermal noise spectral density occurring at the receiver, k is
Boltzmanns constant and T is absolute temperature of the environment. Taking
the low noise amplifier into account, let us instead use the equivalent input noise
at the LNA for comparison (that is we include the LNA noise): Sni=FSn, where
F is the LNA noise factor. Let us furthermore assume that we should be able to
manage a strong disturber 1m away and with 1W output power. We may then

Software Defined Radio — Visions, Challenges and Solutions
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estimate the power of the disturber at the receiver input from:

PB =
Aantenna

4πR2
PBTx (3.4)

Where PB is the blocker power at the receiver, Aantenna is the effective antenna
area, R is the distance to the transmitter and PBTx is the transmitted power
(transmitter assumed to be omnidirectional). We now need to adjust the blocker
strength at the ADC, GPB to the ADC full scale voltage range, VFS , where G
is the total front-end gain:

GPB =
V 2

FS

8R0
(3.5)

where R0 is the impedance level at the ADC input. We can now calculate the
quantization noise power of the ADC, Pq [4]:

Pq =
1

R0

V 2
FS

12
2−2n =

2
3
GPB2−2n (3.6)

where n is the resolution of the ADC in number of bits. From this we can
further calculate the ADC noise spectral density through Sq=2Pq/fs, where fs
is the ADC sampling frequency. Let us now set this quantization noise spectral
density equal to the receiver input thermal noise density at the ADC, Sq=GSni.
We can then express the requirements on the ADC as:

fs22n =
4
3

PB

FkT
(3.7)

The requirements on the ADC can thus simply be expressed in terms of the
blocker power at the receiver and the receiver input noise factor! Note that this
expression is independent of any choice of radio standard, signal bandwidth,
carrier frequency, modulation form etc. In choosing ADC we can trade sampling
frequency for bits of resolution as long as we fulfil Eq. 3.7 and the Nyquist
criterion for the channel bandwidth. With some reasonable assumptions, we
can directly estimate a value of fs22n. Choosing F=2 (3dB) and PB=0.1mW (a
1W transmitter at 1m distance) gives fs22n=1.6·1016Hz. In Table 3.1 we show
some values of n and fs which leads to fs22n=1.6·1016Hz.

We note that 240GHz is very far from what is available, but 14b, 60MHz is
in fact available commercially today. In Fig. 3.7 we show some examples of
published AD-converters compared to our requirement [5–7]. So, in principle
we should be able to build a software radio based on AD conversion of both
blocker and signal today. There are however also other constraints. First, the
ADC must fulfil the Nyquist criterion, fs>2B, where B is the signal bandwidth.
For most radios this can be managed (normally B≤20MHz). More problematic
is the carrier frequency, which for most radios is fc≤6GHz. So, either we need
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Table 3.1. N, fs pairs fulfilling our requirement criterion.

n fs
8 240GHz
10 15GHz
12 1GHz
14 60MHz
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Figure 3.7. Performance of various published ADCs plotted as sampling frequency versus
resolution. We also show our target performance fs22n=1.6·1016Hz. Data from [5–7].

to fulfil the Nyquist criterion for this frequency, fs>2fc, or we need to convert the
frequency range from carrier to a low IF or to baseband before AD-conversion.
This can be done through subsampling, through a mixer (homodyne) or through
sampling plus decimation. In all cases we will create numerous aliasing fre-
quencies, which must be attenuated by filters. This issue is briefly discussed in
section 6.
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5. Power Consumption of the Analog to Digital Converter
Coming back to the AD-converter, there is one more problem — the power

consumption. In Fig. 3.8 we show the power consumption trend for ADC’s,
by plotting power consumption versus our requirement measure, fs22n. We
note that the expected power consumption of an ADC with fs22n=1.6·1016Hz
is about 10W. This is obviously far too much for a terminal.
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Figure 3.8. Power consumption versus fs22n for various published ADCs. We also show lines
representing PS=12kTfs22n and 104 times higher. Data from [5–7].

So what about ADC power consumption? Let us start with a discussion of
the minimum ADC power consumption. A simple view is to just consider the
power needed for the sampling event [4]. Assuming sampling to take place by
a simple switch and a capacitor (Fig. 3.9), we may estimate the thermal noise
voltage, Vns, from the switch to V2

ns=kT/Cs ("kT/C noise"). Making this value
equal to the ADC quantization noise (see above) yields:

Cs =
12kT

V 2
FS

22n (3.8)

The sampling capacitor, Cs, is driven by a maximum current, I=CsfsVFS , where
fs is the sampling frequency and VFS the full scale voltage, by the previous
amplifier. The amplifier must thus deliver a power, PS , to the capacitor [4]:

PS = IVFS = 12kTfs22n (3.9)
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in out

Cs

Figure 3.9. Sampling circuit.

where we assumed that also the supply voltage is equal to VFS . PS is thus the
minimum power needed for sampling (and for AD conversion). We note that
the minimum power consumption is proportional to the requirements measure,
fs22n, discussed earlier! For comparison, we plotted PS and 104PS together
with values of actual ADCs in Fig. 3.8. We see that most ADC’s have a power
consumption that is about four orders of magnitude larger than PS .

Of course, this very simplified ADC model is not sufficient. Let us there-
fore discuss the modelling somewhat further. First, is the PS-modelling above
reasonable? If we first check the actual capacitance values given by Eq. 3.8,
we can conclude that for a span of n from 8 to 14 bits (and assuming VFS=1V)
we get Cs from 3.3fF to 13pF. These values are all reasonable (a minimum
transistor gate capacitance in an 180nm process is about 0.9fF and a 13pF MIM
capacitor needs about 6000μm2 area).

In the model above, we assumed that the capacitance is only constrained by
thermal noise. What if we need to have capacitor matching (for example we
need switched capacitors to control the gain of an ADC stage)? The capacitor
must then be large enough so it can be fabricated with enough accuracy. Let us
estimate the relative capacitance variance by assuming it equal to the relative
variance of transistor β, Aβ (both depends similarly on geometry, and Aβ is
known):

σ2
C

C2
=

A2
β

WL
=

A2
βε

Cd
(3.10)

Where W and L are the width and length of the capacitor, and d and ε are the
dielectric thickness and the dielectric constant respectively. From this we get
σC /C. The maximum capacitance error, ΔC is then estimated to ασC , where
α is a safety margin; let us use α=2 corresponding to a yield of 98% (2% of
the capacitors will have an error larger than ΔC). Let us further assume that we
need to limit ΔC/C to one relative LSB, that is 2−n:

ΔC

C
=

ασC

C
= αAβ

√
ε

d

1√
C

= 2−n (3.11)
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From which we can calculate the minimum required value of C:

C ≥ ε

d
(αAβ)222n (3.12)

Note that the minimum capacitance is proportional to 22n as in Eq. 3.8. Us-
ing the following parameters for a 0.18μm process: d=50nm, ε=3.85ε0 and
Aβ=0.01μm [8] we find that the minimum capacitance is 5.3 times larger than
Cs from Eq. 3.8. The power consumption will thus increase 5.3 times because
of this capacitance accuracy requirement. Unfortunately, we have not found
any reliable data in literature on how Aβ scales.

Furthermore, real AD-converters include much more functionality than just
the sampling. If we take a pipelined architecture, for example, it comprises m
pipelined stages, each including a comparator and a multiplying sample and
hold amplifier [9]. m is somewhat larger than n (redundancy utilized for error
correction), but for simplicity we make it n here. Let us start with the compara-
tor. The comparator is in principle a high gain stage. In a clocked comparator,
positive feedback is used to make the DC gain infinite. In any case the resolution
is limited by the noise level in the beginning of the comparison process. Let
us assume a drain noise current spectral density of the first transistor stage of
4kTγgm (following the standard thermal noise formula for a transistor, where
gm is the transconductance, or the zero drain voltage channel conductance, and
γ≈1). Further assuming that the bandwidth is given by the load resistance,
Rd, and load capacitance, Cd, of the first stage, will give a noise bandwidth of
1/4RdCd. Finally the bandwidth must support the comparator speed, given by
the available decision time Td; we assume RdCd=Td. We may then calculate
the drain noise current idn:

i2dn =
kTγgm

Td
(3.13)

Finally we calculate the equivalent input noise voltage from idn/gm and equalize
this voltage to the quantization noise of the AD-converter, R0Pq (Eq. 3.6) and
obtain a minimum gm to fulfil the noise criterion:

gm ≥ 12kTγ

TdV
2
FS

22n (3.14)

In order to reach this required gm we need a drain bias current of:

ID = gmVeff (3.15)

Where Veff =(VG-VT )/2 for an MOS transistor, where VG is the gate bias
voltage and VT is the threshold voltage. From this we estimate the minimum
comparator power from IDVFS (assuming again a supply voltage of VFS):

PC =
12kTγVeff

TdVFS
22n (3.16)
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We note that this formula is very similar to the minimum sampling power
formula (Eq. 3.9), so PC is of the same order of magnitude as PS .

For the multiplying sample and hold amplifier we assume a single stage
OTA in a switched capacitor context. Our accuracy assumption is that the
output must settle to 2−n in settling time Ts. Also, the circuit must have low
enough noise. The capacitors sizes, CL, must fulfil the kT/C noise criterion
(Eq. 3.8). This capacitor is also the load for the OTA. We then estimate the
settling time constant of the OTA to gm/CL, where gm is the transconductance
of the OTA (and of the OTA input transistor). Equalizing the settling error to
2−n gives:

e
− gmTs

CL = 2−n (3.17)

From which we can calculate a minimum gm as above, and a minimum supply
current:

I =
nCLVeff ln2

Ts
=

12kT

TsVFS
22n Veff

VFS
nln2 (3.18)

And finally we calculate the minimum power:

POTA = IVFS =
12kT

Ts
22n Veff

VFS
nln2 (3.19)

Again we see a large similarity to PS (Eq. 3.8), in this case POTA is roughly n
times larger than PS . Note that taking capacitance accuracy into account (Eq.
3.12) will increase the power consumption by the same amount as above (∼5.3x
for a 0.18μm process). In the above estimation we did not consider slewing
time. We expect settling time to dominate over slewing time for large n (say
n≥8).

Let us finally combine these results into an estimation of the power consump-
tion of an n-stage pipelined AD-converter. Such a converter thus includes n
comparators and n operational amplifiers and will have the minimum power
consumption of:

Ppipe = n(PC + POTA) = IVFS = 24nkTfs22n Veff

VFS
(nln2 + γ) (3.20)

Where we used Td=Ts=1/2fs. Note that again the power consumption is
proportional to our requirements measure, fs22n! Taking n=10, fs=40MS/s,
Veff =0.05V and γ=1 as an example, we arrive to a minimum power of
Ppipe=17μW (compared to PS=2μW). Taking capacitance matching into ac-
count the power figure will increase to 79μW.

As a result from the analysis above we draw the conclusion that the minimum
power consumption of a 10 bit ADC is about 10 times larger than PS or, if we
consider capacitor accuracy, about 40PS .

Software Defined Radio — Visions, Challenges and Solutions
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Regarding accuracy, we believe that accuracy of the AD-converter building
blocks can be completely replaced by digital error correction in the future (digi-
tal error correction is utilized to a relatively high degree already today [9]). Thus
we do not need to consider the capacitor accuracy discussed above. Also, we
do not need to consider offset voltages. We may even remove the requirement
of settling used above; however then we will instead have a slewing problem,
so we will probably come up with about the same minimum power.

In conclusion, we expect that it will be possible to reduce AD-converter
power consumption to a level of the order of 10PS , where PS is given by Eq.
3.9. We further note that the estimated minimum power do not include any
transistor process parameters, thus we have not considered effects of transistor
speed limitations. We can therefore expect that our estimations only are valid for
limited sampling frequencies (compared to transistor fT ). Finally, estimating
the minimum power needed to fulfil our SDR requirement of fs22n=1.6·1016Hz
we arrive at an AD-converter power consumption of about 10mW, which is a
reasonable value.

Some recently announced AD-converters supports this conclusion. TI re-
cently announced an AD-converter with n=14 and fs=190MS/s with a power
consumption of 1.1W (ADS5596). This gives a power consumption of 430PS ,
only 40x the minimum estimation above. Another example, Linear Devices
recently announced a device with n=16 and fs=130MS/s with a power con-
sumption of 1.25W (LTC2208). This corresponds to 40PS , which is just 4x our
minimum estimation!

6. Other Key Components
Above, we concentrated our discussion on AD-converters. However, in most

cases it is not realistic to have the ADC sample the RF signal directly at Nyquist
rate (>2fc). We therefore need to reduce the frequency to be converted or we
need to utilize subsampling. In any case, mixing, subsampling, or sampling
followed by decimation will create image and alias frequencies. We therefore
need to perform filtering in the RF chain. If we want to cover a very large range
of RF frequencies, we thus need to have widely tunable RF filters. One way
to solve this is to have a bank of filters, which can be switched into the signal
path. Another solution is to utilize widely tunable filters, for example based on
gm/C type recursive filters [10]. None of these techniques are mature today.
The RF filter normally removes images caused by the mixing process. In order
to remove alias frequencies caused by the low sampling frequency of the AD-
converter, we need a steep low-pass filter in front of the ADC. In a homodyne,
such filters are normally realized by active gm/C filters. In sampling receivers
switched capacitor filters are more convenient, as the signal already is discrete
time. See the second example in section 8. Particularly elegant is to design a
filter with notches at the unwanted aliasing frequencies [11].
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Table 3.2. Requirements of ISM receiver.

Parameter Specification

Frequency band 159±4MHz
Channel bandwidth 25kHz
Receiver sensitivity -104dBm
Blocker power -15dBm
Two-tone test power -27dBm

Furthermore, normally the input signal is very weak, so we need a low-noise
amplifier (LNA) in front of the mixer/sampler/ADC. The very high demand on
dynamic range puts tough requirements on the linearity of the LNA, require-
ments which often are quite hard to fulfil (see section 4). Also, if a strong
blocker will reach the LNA input, there is not much room for gain in the RF
chain, so we need to have low noise not only at the LNA input but also in
mixer/sampler and in anti-aliases filters.

7. Example of a 160MHz Carrier SDR Front-End
A particular application needs three different receivers in the AIS band

(159±8MHz) to be operated in parallel. We then tried a solution where the
three superheterodynes in the conventional solution are replaced by a single RF
front-end [12]. The requirements on the receiver are shortly described in Table
3.2. Our proposed solution is demonstrated in Fig. 3.10. The receiver chain is
thus composed of a wide-band LNA, an RF-filter, an automatic gain controlled
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Figure 3.10. SDR implementation of a three channel radio for AIS band.
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amplifier (AGC), and a 14 bit ADC. We utilize I/Q subsampling at fs=4fc/5
(m=3 in Eq. 3.1), where the sampling is performed by the AD-converter itself.
I/Q separation thus takes place in the digital domain after AD-conversion. Also,
the three desired channels are separated in the digital domain utilizing digital
mixers and filters.

Let us discuss how the requirements are met in this receiver. First, we
chose a sampling frequency of 127MHz (corresponding to a nominal carrier
frequency of 158.75MHz). As the channel bandwidth is 25kHz, this sampling
frequency corresponds to an oversampling ratio (OSR) of 2540, contributing
an oversampling gain of 34dB. The worst case dynamic range occurs for a
signal of -104dBm and a blocker at -15dBm and with an SNR requirement of
12dB (FSK modulation) and becomes 101dB. The oversampling gain of 34dB
leaves 67dB dynamic range requirement on the AD-converter. This corresponds
to 11 bit (and fs22n=5·1014Hz). However, a 12 bit ADC do not normally
reach 67dB dynamic range at its maximum sampling frequency, so we have
chosen a 14 bit ADC. Furthermore, we also need a linearity corresponding
to an intermodulation suppression of -27+104+12=89dB, which motivates the
choice of a 14 bit ADC. The closest images in this case occurs at 3fs/4 and
7fs/4, that is 95.25MHz and 222.25MHz respectively. This asks for quite a
steep RF-filter, so we used an off-the-shelf filter centered around 160MHz and
with a 3dB bandwidth of 10MHz (to include the whole ISM band) and a 60dB
bandwidth of 32MHz. Finally, we choose the RF chain gain so that the blocker
voltage corresponds to the ADC full scale voltage at ADC input.

Measurements were performed on an experimental front-end. Output data
from the ADC was collected into a computer and the following signal process-
ing performed off-line in MATLAB. In Fig. 3.11 we show an example of an
unfiltered digital signal, with a blocker of -15dBm (at frequency offset 290kHz)
and a signal of -71dBm (at frequency offset zero). We still have a signal-to-
noise ratio of about 14dB around the signal (the blocker can be suppressed by
a digital filter). The minimum signal handled by the receiver was -95dBm and
the maximum -7dBm, leading to an observed dynamic range of 88dB. We thus
did not reach full performance in this experiment, but the experiment clearly
indicates the possibilities.

8. Example of a 2.4GHz Carrier Front-End
The second example was designed for a 2.4GHz carrier for WLAN, but can

be run at any carrier frequency up to 2.4GHz [13]. The goal was to have a
bandwidth of 20MHz (at 2.4GHz carrier) and a maximum ADC sampling rate
of 100MS/s. The proposed solution is shown in Fig. 3.12. We will here only
discuss the RF sampling downconversion filter, which was realized as an exper-
imental chip. Here we again utilize I/Q subsampling, at fs=4fc/9 (1072MS/s at
2.4GHz carrier). The stream of samples are sorted into one I and one Q stream.
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Figure 3.11. Unfiltered digital signal including a signal at zero and a large blocker at 290kHz.

Each of these streams are then decimated and filtered in a switched capacitor
decimator/filter. The principle is to take the weighted average of 12 samples to
perform an FIR filter (see Fig. 3.12). From a FIR filter perspective, each filter
have a length of 23, but with every second coefficient zero (corresponding to

LNA

A
D

A
D

RF filter S/H mixer

M

Downconversion filter
I

Q

fs
Clock path

M

Downconversion filter

fc

fIF

fIF

fADC

RF sampling do wnconversion filter

fBB

fBB

fADC

LO

BBIFRF

Figure 3.12. Block diagram of an RF front-end based on a sampling downconversion filter.

Software Defined Radio — Visions, Challenges and Solutions



52 RADIO DESIGN IN NANOMETER TECHNOLOGIES

cl
k1

BBQ
OUTp

OUTn

Output
buffers

Filter Q2

Filter Q1

cl
kD

4
cl

kD
3

...

cl
k2

3
IF

samples
Odd

IF

samples
Even

RF

IN

clk

S/H mixer

cl
kD

2
cl

kD
1

...

cl
k2

BBI
OUTp

OUTn

Output
buffers

Filter I2

Filter I1

cl
k2

4
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Table 3.3. Non-zero coefficient multiplication and summation (S) sequence for the filter im-
plementation shown in Fig. 3.13.

Sample 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Filter I1 S a2 a4 a6 a8 a10 a12 a14 a16 a18 a20 a22 S

Filter I2 a12 a14 a16 a18 a20 a22 S a2 a4 a6 a8 a10 a12

Filter
Q1

S a2 a4 a6 a8 a10 a12 a14 a16 a18 a20 a22

Filter
Q2

a12 a14 a16 a18 a20 a22 S a2 a4 a6 a8 a10

the samples in the other data stream). The decimation factor is 12, so that the
output sampling frequency is 1072/12=89MS/s. As the filter length is about
twice the decimation factor, we need two interleaved filters for each I and Q
data stream, see Fig. 3.13. Table 3.3 shows the coefficient multiplication (with
ai) and summation (S) sequence as a function of input sample for each of the
four filters in Fig. 3.13. The two outputs from each filter is then multiplexed
together in the output buffers. Furthermore, in this implementation positive and
negative filter coefficients are separated and the final subtraction is performed
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Figure 3.14. Chip photo of the sampling downconversion filter (a) and test board (b).

at the AD-converter, utilizing its differential input (this to avoid subtraction to
be performed in the switched capacitor circuit).

The RF sampling downconversion filter was implemented in a 0.18μm CMOS
process, see chip photo in Fig. 3.14a. The experimental chip was bonded di-
rectly to a printed circuit board for testing, Fig. 3.14b. Measurements verified
the functionality of the chip. In Fig. 3.15 we show the filter response, indicating
the channel bandwidth, BWch. The first aliased band is also shown, with an
aliasing rejection of about 17dB. In Table 3.4, we list all relevant properties
of this chip. We also ran the chip with real modulated data and measured the
constellation diagram for a 64QAM modulated carrier, see Fig. 3.16. We note
that the I/Q accuracy is sufficient to resolve this high modulation index.

In conclusion, sampling mixers combined with discrete time decimation and
filtering is a very promising alternative to the traditional homodyne. Such
circuits are easily made flexible (running at various frequencies) and they are
also very robust. In addition to the example above, TI has published several
similar circuits [14, 15].

9. Conclusion
At first sight, software defined radio (SDR) appears to be far away in the

future. However, a more careful analysis indicates great opportunities. It is the
authors’ opinion that SDR will be used in commercial products before 2015.
We can distinguish three challenges, the RF front-end, the AD-converter and
the digital signal processing. Regarding the RF front-end, both the homodyne
and the sampling solutions are very promising, with several working demonstra-
tors. Also, new principles for tunable RF-filters/LNAs have been demonstrated.
Regarding the AD-converter, recent progress strongly indicates that converters

Software Defined Radio — Visions, Challenges and Solutions
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Table 3.4. Measured data of the sampling downconversion filter for two different sampling
frequencies.

Parameter Specification

Nominal center frequency 2412MHz
Input sampling rate 1072MS/s 567.5MS/s
Output sampling rate 89.3MS/s 47.2MS/s
Gain -1dB 1dB
Alias band rejection >17dB >24dB
Image rejection 59dB 29dB
Noise PSD -131dBm/Hz -130dBm/Hz
Jitter 0.64ps 0.54ps
Analog input bandwidth 4.55GHz
Supply voltage 1.8V
Power consumption 87mW 70mW
Core area 0.36mm2

Technology 0.18μm CMOS



55

Figure 3.16. Measured constellation diagram when receiving a 64QAM modulated signal.

with sufficient dynamic range for converting both signal and blocker can be
made with low enough power consumption. Finally, recent progress in digital
baseband signal processors shows that the digital processing problem for SDR
is close to being solved.
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Chapter 4

TRENDS IN SOC ARCHITECTURES

Ahmed Hemani and Peter Klapproth

1. Introduction
Trends in SOC Architectures are shaped by the demands of applications

on performance, cost and power consumption and the developments in VLSI,
Design and Battery technologies.

The application space for SOCs is wide and varied. The discussion in this
chapter primarily focuses on applications in the wireless multi-media domain.
This narrowed application space can be divided into two broad categories. One
related to communications systems and the other related to multi-media appli-
cations.

In communication systems, linear increase in bandwidth requires exponen-
tial increase in computational power. Ample evidence of this phenomenon was
presented by Jan Rabaey [1]. One graph from this presentation, due to Ravi Sub-
ramanian, Morphics, is shown in Figure 4.1, which depicts that the algorithmic
complexity increases three orders of magnitude between successive generations
of the wireless standards. This increase in complexity comes from attempting
to reach the Shannon limit in dealing with non-ideal channels. VLSI technol-
ogy provides the computational power for implementing the communication
systems. If a hypothetical DSP processor that had the computational power
to implement the communication system algorithm(s) in 1980 corresponding
to 1G in Figure 4.1, then the gap between improvement in raw computational
power of the same DSP processor as VLSI technology progresses following
Moore’s law and the increase in average algorithmic complexity of commu-
nication systems at subsequent corresponding points in time is widening. To
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Figure 4.1. Shannon beats Moore. Source Rabaey [1].

bridge this widening gap, VLSI systems evolve architecturally to meet the com-
putational demands of the increased algorithmic complexity. For this reason,
this gap is called the architectural efficacy gap.

A further nuance in this description is that while the raw computational
power increases at a more fine grained granularity, every 18 months or so,
following Moore’s law, the algorithmic complexity of communication systems
increases in bursts. Communication standards, once defined, tend to remain
the same along with their algorithmic complexity for a long time to recover the
enormous investment made in the infrastructure for a particular standard. This
means that while our hypothetical DSP processor from the 1G era is far short
of computational power, in its original architecture, at around 2000 to meet the
algorithmic complexity of 3G systems, the same architecture would grow in
raw computational power around 2015 to match the computational complexity
of the 3G systems.

The gap discussed above and shown in Figure 4.1 is further aggravated by
the fact that wireless devices today sport several radios like WLAN for high
bandwidth low cost internet access, Bluetooth for handsfree headsets, GPS for
navigation, etc. Multi-media applications like mega pixel camera, audio and



Trends in SOC Architectures 61

Figure 4.2. Growth in Algorithmic Complexity vs Progress in VLSI, Design and Battery Tech-
nologies.

video streaming (see [2]) are all adding up to a performance requirement that
clearly outpaces the improvements in raw computational power provided by
progress in VLSI technology.

Another critical technology that is not keeping pace with the demands is
battery technology. Improvement in battery technology are growing at an even
slower pace compared to VLSI technology. To bridge the increasing gap be-
tween power requirement and availability for battery powered systems and the
limits on dissipation, VLSI Systems have once again responded by evolving
architecturally to bridge the power capacity gap.

A third gap, the design productivity gap, results from slower than required
development of the design technology compared to the development of the
VLSI technology. Like algorithmic complexity, design technology improves in
bursts, and according to the author [3] on average matches Moore’s law.

These gaps have a strong influence on the Architectural and Design Tech-
nology trends of SOC. Design Technology trends have been discussed in detail
in [3], in this chapter architectural trends are discussed.
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2. VLSI Design Space
SOC design has three obvious goals: higher performance, low power con-

sumption and low cost. These goals are partly achieved by technology scaling.
As technology scales, device area shrinks quadratically, device propagation de-
lay under the constant field assumption reduces linearly and the interconnect
delay scales negatively. Supply voltage reduces less than linearly. This raw and
natural improvement with technology scaling, as argued above, is not enough to
keep pace with demands from the application space. This is especially true for
performance and power consumption. Performance improves inversely with
reduction in combined propagation delay in device and interconnect. As inter-
connect delay begins to dominate the overall delay, performance improvement
due to technology scaling is progressing at much slower pace. Dynamic power
consumption scales down quadratically with supply voltage but because of sup-
ply voltage standard and performance requirement, industry has lowered supply
voltage at a slower pace than technology scaling. Moreover, lowering supply
voltage, while reducing the dynamic power consumption, indirectly contributes
to increase in static power consumption. To maintain performance, reducing
supply voltage also requires reducing threshold voltage which increases the
leakage current. Leakage current went up from 20 ρA/μm in TSMC .18μm
with a threshold voltage of 0.42V to 13000 ρA/μm in TSMC .13μm with a
threshold voltage of 0.25V according to [4].

SOC architectures have evolved to bridge the gap between improvements in
performance and power consumption that can be achieved by technology scaling
and what is required. This evolution happens in the three dimensional design
space of Area, Delay and Power. Flynn et. al. in [5] have presented bounds
on this space by showing pairwise relationship between the three parameters as
shown in Figure 4.3. The area performance relationship is an exponential one.
The exponent n is between 1 and 2 as presented in [5]. In other words, to double
the performance the area needs to be doubled in the best case and quadrupled in
the worst case. Increasing area adversely affects power consumption because
the static power consumption is directly proportional to the total gate width of
the design. The power performance is cubically related and requires expending
eight times more power to double the performance. And as technology scales,
these relationships scale parametrically as shown in Figure 4.3. In the next few
sections we discuss the impact of architectural evolution on the components
of SOC design, i.e., embedded processors, memories, interconnect and power
management schemes.

2.1 Trends in Embedded Processor Architecture
Embedded processors can be divided into two broad categories (see [6]).

The first category is often referred to as micro-controllers that typically deliver
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Figure 4.3. VLSI Design Space (Source Flynn et. al. [5]).

20 to 150 MIPS and integrate RAM and ROM but do not contain caches. This
category targets control functionality in VCRs, Washing Machines etc and pe-
ripherals like hard disks. This first category can by expanded to include low
end cache less DSPs used for control and light weight signal processing algo-
rithms. The second category delivers 100-500 MIPs, integrates caches and can
have advanced DSP and Multi-media instructions. This category finds appli-
cation in advanced mobile-phones, cameras etc. Embedded processors have
always been the volume leader in the processor market and the trend contin-
ues. According to the SIA roadmap, embedded processors that are integrated
in SOCs are increasing at an annual rate of 20% whereas the compute inten-
sive high-end desktop variants are increasing at 8%. Embedded processors also
have a much tougher power budget compared to their desktop cousins. The SIA
power roadmap predicts a less than fifty percent increase in power consumption
of portable embedded processors from 2.2 Watts in 2004 to 3.0 Watts in 2018;
corresponding numbers for the high-performance desktop variant are 156 Watts
and 300 Watts. So the high-performance microprocessors consume 2 orders
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Figure 4.4. The decreasing stage size.

of magnitude more power and will increase their power consumption twice as
much compared to the embedded microprocessors in portable devices.

Applications, whether they are communication/Signal Processing algorithms
or multi-media streaming algorithms, both have real-time constraints and in
this respect performance is the primary design goal and power consumption is
a close second and area which improves quadratically with technology scaling
a distant third. The easiest way to improve performance is to increase the clock
frequency, which implies taking less time to do the unit operation. To take less
time for the same unit operation, one needs to improve the propagation delay.
And since the interconnect delay scales negatively with technology and as a
component of the total propagation delay it is starting to dominate compared to
the device propagation delay which scales linearly with technology, there are
limits to how much performance improvement can be achieved by scaling up
frequency as the technology scales. The other option to improve performance
by increasing frequency is to reduce the size of the unit operation implemented
in each clock cycle. This is achieved by pipelining and is the first architectural
evolution to improve the computational power. The size of unit operation or
the length of pipeline segment has been shrinking steadily since 1990 as shown
in Figure 4.4 for seven generations of Intel processors. The size of pipeline
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segment is in terms of numbers of fan-out-of-four(FO4) inverters; where FO4
being an atomic logic operation. Increasing clock frequency by reducing the
logic depth has reached a stage where the law of diminishing returns kicks in.
This is elegantly explained by Flynn et. al. in [5] and summarised here.

Let T be the execution time of an instruction which is segmented into S
pipelined stages and each pipelined stage has an overhead C associated with
Clocking. The microprocessor completes one instruction per cycle but when
disruptions happen with a frequency b, S-1 instructions are invalidated. Dubey
and Flynn have derived the throughput G and the optimal Sopt obtained by
differentiating G with respect to S.

G =
1

1 + (S − 1)b
· 1
T/S + C

(4.1)

Sopt =

√
(1 − b)

bC
T (4.2)

Increasing S, reduces the T/S factory in Eq4.1 and thereby increases the
throughput, assuming that b is sufficiently small. Beyond a point, however,
increasing S starts to hurt because in spite of small b, the (S-1)b factor starts
to dominate and will cause G to dip. So to improve G by increasing S, we can
a) increase T but that would reduce the degree of overlap between subsequent
executions and will negatively impact the performance, b) reduce the clock
overhead which is hard to achieve as technology scales because of the large skew
and c) reduce the disruption frequency b, which is again hard to achieve, because
it is intrinsically dependent on the nature of logic and input data. Another
negative consequence of reducing pipeline stage size is that the pipeline depth
increases. As especially control processors encounter many hazards during
execution (about 1 in 4 or 5 instructions is a branch in control code), deep
pipelines are a headache in processors.

To move beyond the limits of improving performance by logic level pipelin-
ing, microprocessor architects have exploited inherent parallelism in programs
by providing hardware support for it as the next step in architectural evolu-
tion for improving the performance. The hardware support comes in form of
multiple instruction units that are capable of executing instructions in parallel,
provided of course there is no data dependency among them. Detecting lack
of data dependency comes in two variants. For traditional DSP algorithms,
where the lack of data dependency can be statically analysed, compiled with
relative ease, compilers statically schedule non data-dependent operations onto
the parallel instruction units in a class of processors called VLIW. General
purpose CPUs that execute a wide range of programs, many of them relatively
more control intensive compared to DSP algorithms, would loose many op-
portunities of exploiting parallelism by statically scheduling data independent
operations. Consequently, hardware support is provided to dynamically detect
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and schedule data independent operations onto parallel instruction units in a
class of processors called superscalar. However, like in the case of increasing
the pipelining depth by reducing the depth of logic, increasing instruction level
parallelism (ILP) cannot be monotonically increased to reap improvement in
performance and a similar trade-off is involved that has been analysed in [7]
and summarised here. Consider a processor capable of issuing N instructions
in a cycle. If O is the overhead of increasing the instruction width by one and
d is the average latency of instruction, then the instructions per cycle (IPC) as
presented in [5] and the optimal value of N by differentiating IPC with respect
to N are shown as Eq4.3 and Eq4.4. The upper bound on ILP is of course the
intrinsic parallelism in the program. VLIW processors have the advantage of
lower overhead O, whereas superscalar processors emphasise minimising the
disruption and thus reducing d.

IPC =
N

1 + N · d · (1 + O · N)
(4.3)

Nopt =

√
1

d · O (4.4)

The next architectural innovation that the embedded processors have made
is accelerating the software by delegating some of the compute intensive, fre-
quently executed fragments of code to hardware and/or adding special instruc-
tions to execute a certain class of algorithms. For instance ARM11 family of
high-end embedded processors have SIMD vectorisation instructions to speed
up multimedia instructions. Tensilica offers a tool suite to analyse the appli-
cation program to identify a) commonly occurring computational expressions
and fuse them into a single operator instruction, b) need for SIMD vectorisation
and c) the need for flexible instruction length as extensions to the base instruc-
tion set. This has the advantage of flexibly offering the additional instruction
on as per need basis. All embedded processors offer the possibility of adding
special purpose co-processors that can be invoked and controlled by software.
The extreme case of this approach of accelerating software by implementing
parts of algorithm in hardware is to implement the complete algorithm as an
ASIC. Dedicated hardware is the most cost-effective way of implementing logic
as its datapath is customised to the need of executing just one algorithm and
the overhead of fetching instructions, branch prediction, caching etc. are all
avoided. Dedicated hardware however has no flexibility of changing or hosting
another algorithm. This lack of flexibility and large NRE cost associated with
implementing ASICs is the reason why many architects are exploring the mid-
dle ground of retaining the flexibility while trying to achieve the performance
and energy efficiency of dedicated hardware. This quest has fueled the area
of reconfigurable processors and the Pleiades architecture at UC Berkely is a
prime example of it. More recently Coresonics (see [8]) has come up with a
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Figure 4.5. Sea of DSP message passing platform from Philips Semiconductors.

similar technology. Jan Rabaey(see [9]) presents data that shows that the energy
efficiency of dedicated hardware can be three orders of magnitude more than
that of a vanilla embedded microprocessor.

Hardware acceleration can speed up an algorithm or a class of algorithms,
but when, as the present day embedded SOCs need, to host several high-
performance concurrent and largely independent algorithms, hardware accel-
eration is not adequate. To address such situation, most embedded SOCs these
days have multiple processors and/or dedicated hardware macros for algorithms
that have stabilised in their specification, that are used very frequently and need
ultra low power consumption. MP3 playback is a good example of it but not the
only one. Other plausible use cases are for radio modems for 3G and WLAN
standards. These multi-processor SOC architectures come in two variants and
the two can be combined. The multiprocessor architecture can be built using
message passing or shared memory concepts or a combination thereof.

Message passing is typically deployed in scenarios, where a) communica-
tion between processors are relatively well defined and b) the logic distributed
among the multiple processors is tightly coupled. In other words, communica-
tion happens in well defined patterns and the producer consumer relationship
and rates are well matched. This minimises the need for buffering is minimal
because message passing architectures typically have distributed computational
capability with small buffers tightly coupled to light weight processors. A good
exponent of message passing based architecture in the commercial world is the
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Figure 4.6. Multi-processor architecture shared memory architecture from Philips Semicon-
ductors.

Sea of DSP (SOD) Platform from Philips Semiconductors (see [10], [11]). The
key concept behind SOD is to build a distributed and scalable processing plat-
form from small DSPs with local memory. DSPs execute small well defined
atomic functions, mainly audio related today. These functions are small to fit
onto a single DSP and all the data it needs resides locally, however it produces
data that can be written remotely via the Inter Tile Communication(ITC) mod-
ule, i.e. the DSPs operate in local read/write and remote write mode. A wide
range of DSPs can be accommodated, only the tiling pattern remains same mak-
ing it easy to build an arbitrarily large system. The entire Sea of DSP platform
is controlled and configured by a system processor like ARM7 and can be part
of a larger SOC as a macro.

Many high-end embedded SOC instances involve implementing a set of
high-performance functions that are loosely connected and require almost arbi-
trary communication pattern among the resources implementing these complex
functions. Moreover, these functions work with very large datasets and loose
coupling requires large amount of buffering. Message passing, as presented
above poorly matches these requirements and requires SOC architects to use
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shared memory based inter processor communication. Shared memory archi-
tectures are characterised by a) large shared memory capacity as the name
implies and b) high performance shared chip level interconnect and a system
level processor that initiates, configures and controls the SOC.

A multi-processor SOC platform from Philips Semiconductors shown in
Figure 4.6 is a good example of shared memory SOC architecture. The salient
features of this architecture are:

ARM1176 is the system controller with four high bandwidth AXI intercon-
nects (AXI represents the present embedded interconnect protocol used in
ARM Ltd, and replaces the older generation protocol AHB); the I and D
ports couple the Instruction and Data L1 caches and the RW port connects
the Tightly Coupled Memory(TCM) to the L2 and L3 Memories and the
fourth port, the P(peripheral) port, is dedicated to controlling and configur-
ing peripherals and other sub-systems.

The architecture has two AXI interconnects. One for memory access and
the other for control and peripheral access. The latter is used to access
low bandwidth peripherals like UARTs, I2C etc. but also to control and
configure peripherals and sub-systems like Video DSP, Audio DSP and
modems. The memory access network obviously has the higher bandwidth
of the two networks and connects the ARM1176’s three memory access
ports and similar memory access ports of Video, Audio DSPs and other
sub-systems to the memory hierarchy.

Memory hierarchy consists of L1 memories encapsulated in the processors
and the modem sub-systems, and Level L2 cache for the ARM1176 that has
a greater need for a high bandwidth memory access. Further, there is onchip
scratch pad SRAM memory and boot ROM. The main system memory is
the external LP DDR memory and an external flash is used as a non volatile
system storage.

This shared memory multi-processor architecture does provide the flexibility
of implementing the loosely coupled applications, in need of large buffering and
arbitrary interconnection among applications via memory. But this flexibility
also comes with a penalty. Package and cost considerations often restrict a
single large system memory that is shared among many subsystems. In spite
of L2 caching for ARM1176, the architecture can potentially have a bottleneck
in all sub-systems trying to access the external system memory.

2.2 Trends in Memory Usage in SOC
The amount of embedded memory in SOC is rapidly increasing. According

to the SIA roadmap it has increased from 20% in 1999 to 70% today and will
exceed 95% in a decade as shown in Figure 4.6.
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Figure 4.7. Embedded memory content in SOC is increasing rapidly.

The increase in memory content comes from two sources primary and sec-
ondary. The primary source is rapid increase in the number and complexity
of applications hosted by SOCs. These applications have not only large code
size as suggested by their complexity but the nature of these high resolution
and bandwidth algorithms works with large volume of streaming data that re-
quires not just large memories but also a high bandwidth access to them. The
secondary source comes from the need to cache instruction and data to boost
performance by avoiding disruptions or minimising the penalty if a disruption
happens. Until 2003, caching in SOC was mostly L1 instruction and data caches
for individual processors. Since 2004, with the advent of high end processors
like ARM11 that are clocked at 400 MHz or more in DSM technologies, L2
cache for individual processors or a system L2 cache is becoming increasingly
common in high-end SOCs. Ad Siereveld, Memory Architect at Philips Semi-
conductors, has proposed a conjecture: "In SOCs, the level of caching seems to
follow the prevalent DDR generation". There is some evidence to justify this
conjecture: pre 2003 SOCs had L1 caches when DDR or SDR was the prevalent
technology, since 2004 when DDR2 variants started getting adopted L2 caches
are becoming common in SOCs and quite possibly L3 caches, which are al-
ready being architected in high end desktop processors, will become a feature
in SOCs in 2008, when according to the JEDEX roadmap DDR3 is planned to
be introduced.

Another noticeable trend as shown in Figure 4.8 is the move from static to
dynamic memories to fulfill the need for large and fast volatile memories. This
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Figure 4.8. Volatile Memory is shifting from static to dynamic memories. (Source [12]).

is not surprising because SDRAMs have always enjoyed the superior density
compared to SRAMs but now with DDR variants the speed issue is becoming
manageable. In fact, there is some evidence from Hynix(see [13]) that memory
speed trend is increasing exponentially while the CPU speed trend seems to be
flattening. Among the DDR variants, the LPDDR (the Low Power DDR) is the
most interesting for the battery powered SOCs. LPDDR with its features like
temperature sensitive refresh rate, partial array refresh and extremely low self-
refresh current is getting rapidly adopted by power constrained SOC designs.

2.3 Trends in Interconnect Architecture
Interconnects are the backbones of the SOC architectures. As SOCs have

evolved to have multiple processors, the SOC architecture has become intercon-
nect centric from the earlier processor centric. By being interconnect centric,
SOC architectures have benefited from availability of sub-systems, specialized
processors and peripherals that adhere to a certain interconnect standard. This
simplifies rapid composition of complex SOC architectures, though more needs
to be done in this direction as detailed later in this section.

Interconnects have evolved from being a replacement for board level inter-
connect on silicon to an architecture that is more in tune with the high perfor-
mance requirements of today and one that exploits the relative abundance of
routing resource on silicon compared to board level. Figure 4.10 shows evolu-
tion of interconnect schemes over three generations. The first scheme, Figure
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Figure 4.9. CPU vs Memory Speed Trends. Source: Hynix (Source [13]).

Figure 4.10. Evolution of Interconnect Schemes.

4.10(a), is a multi-master arbitrated scheme, for which the bus interconnect is
the shared resource. The classic AHB is representative of this scheme.

To overcome the shared bus bottleneck, the next generation scheme evolved
to have one bus layer per master with slave side arbitration as shown in Figure
4.10(b). Multi-layer AHB is representative of this generation. This scheme
moves the bottleneck from bus to slave interface level allowing concurrent
transactions between different masters and slaves. As in many SOC it is a
single high performance (SDRAM) memory controller that aggregates most
of the communication bandwidth from the masters, this memory controller is
typically equipped with multiple slave ports.
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Figure 4.11. Evolution of NOC as intra-chip interconnect as well as an interchip interconect.

As the complexity of SOCs continues to increase, the number of masters
with widely varying demands on interconnect bandwidth has increased as well.
Applying the interconnect scheme shown in Figure 4.10(b) would lead to an
unjustified increase in routing resources. Consequently, this leads to further
evolution shown in Figure 4.10(c) where concentrators allow many masters to
share one bus layer. Concentrators spread available bandwidth across masters
according to the Quality of Service requirements of the individual masters
(throughput, latency). Differentiation between guaranteed throughput (GT)
and best effort (BE) traffic classes can be efficiently performed through separate
bus layers. A related approach is the separation of control related traffic from
memory directed traffic by means of implementing separate dedicated buses.
Multi-Layer AXI is representative of this interconnect generation.

Looking forward, SOC evolution will continue to pose a challenge on in-
terconnect technology, at SOC level as well as between chips (e.g. System in
Package). Key issues to be addressed are improved wire utilization, flexibility
in supporting different communication patterns, and flexibility in system com-
position. Packet routing Networks on Chip (NOC) have been studied in the
academic world for a long time (see [14]) and are now at the verge of being
applied at industry level (Philips Aethereal [15]). Very likely, NOC will emerge
as the chip level backbone, whereas sub-systems will continue to be composed
using conventional interconnect schemes. NOCs are expected to extend across
chip boundaries. See Figure 4.11.

Besides evolving in a structural sense, interconnects have also evolved sig-
nificantly in their protocols. The previous generation protocols, represented by
AHB, supported one transaction at a time only, had inefficient burst models (re-
dundant address transfers during bursts) and they coupled command with data
flows, as shown in Figure 4.12(a). These features cause a severe inefficiency
whenever traffic needs to be merged in a concentrator or in front of a slave.

This shortcoming has been overcome in the present generation protocols like
AXI as shown in Figure 4.12(b). AXI supports multiple concurrent transactions,
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Figure 4.12. Evolution of Interconnect Protocols.

Figure 4.13. Abstracting IP Functions from System.

has a burst model that avoids redundant address transfers, de-couples command
from data flow, and it allows out-of order completion of transactions in different
threads.

The described variety and evolution of system interconnect poses a challenge
on the applicability of IP functions across systems and over time. To address
this issue, companies have started to de-couple (abstract) IP functions from the
system bus interconnect by means of adapter functions, as shown in Figure 4.13.
IP cores communicate in an IP natural manner over their interfaces (i.e. using
a data granularity, rate and width that reflects the actual data processing by the
IP). Adapters then translate this IP natural communication into communication
that is optimized for a particular bus/network and memory system, and they
provide read and write buffers to hide system latencies from the IP.

The described approach is well applicable for all IP except processor and
memory controllers. For performance reasons, the latter functions are typically
attached directly to a system bus.
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Figure 4.14. Trends in power consumption components. Source Nam Sung Kim et. al. [16].

2.4 Trends in Power Management
The component of power consumption, that for a long time was considered

negligible, has with DSM geometries come to the forefront to the extent that
warranted a title "Leakage Current: Moore’s Law Meets Static Power"([16])
of a cover feature in IEEE Computer. The trend based on ITRS 2001 and
adjusted to 2002 data reported in [16] is shown in Figure 4.14. It shows that
the Dynamic Power Consumption, which was the dominant source of power
consumption until 2000 is flattening out, whereas the two sub components
of static power consumption, the sub threshold and the gate oxide leakage
are exponentially rising and around 2005-2006 timeframe will overtake the
dynamic power consumption. These trends are having a dramatic effect on the
architectural solutions being adopted by the SOC community and constitute
the architectural trends in SOC design that are aimed at bridging the power
efficiency gap discussed in section 1.

Dynamic Power Consumption continues to be substantial and motivates ar-
chitectural innovation. Two relations that define the policies to contain the
dynamic power consumption are shown in Eq4.5 and Eq4.6. where f is the
operating frequency, V is the supply voltage, Vt is the threshold voltage, C is
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the total capacitive load and A is the fraction of the gates that switch and α is
an experimentally defined constant that is 1.3 as reported in [16].

Pdynamic = ACV 2f (4.5)

f =
(V − Vt)α

V
(4.6)

Clock gating is one of the most well established and practised dynamic power
reduction methodologies and is automated at logic level by most logic synthesis
tools. Clock gating is also manually controlled at block and subsystem level,
where some control logic detects that a block or a sub-system is no longer active
and turns off the clock. Dynamic power consumption reduces quadratically with
supply voltage as suggested by Eq4.5. Until recently, this happened as technol-
ogy scaled but no architectural innovation was made to exploit this relationship.
As mentioned earlier, supply voltage has not scaled linearly with technology
for reasons of standard and to maintain performance. The exponent α in Eq4.6
makes the operating frequency and thereby performance reduce exponentially
with reduction in supply voltage. The computational load in multi-processor
SOCs vary a lot over time. In other words, the operating frequency does not
need to be the peak operating frequency all the time and by controlling the
frequency based on computational load, the supply voltage and with it dynamic
power consumption can be reduced as well. This scheme is called dynamic
voltage frequency scaling(DVFS) and has been subject of intense research in
last few years and is being adopted by industry.

Like DVFS for dynamic power consumption, architectural innovations have
come up for static power consumption that are also based on the physics of
sub-threshold and gate-oxide leakage. Chandrakasan et. al in [17] presents two
relationships for the two leakage currents as shown in Eq4.7 and Eq4.8. Where
K1, K2, n and α are experimentally determined, W is the gate width, Tox is the
gate oxide thickness and Vθ is the thermal voltage. These equations suggest
mechanisms for reducing the two leakage currents. For Isub, we can either
reduce the supply voltage V to zero, thereby loosing the state but reaping the
benefits of also reducing the Isub to zero. The other alternative is to retain state
but accept a lower performance by increasing the Vt, the negative exponent in
Eq4.7. Both these mechanisms have been adopted to contain Isub in practice.
To reduce Iox, Eq4.8 suggests that we should increase Tox, whereas it instead
scales down with the technology to avoid short channel effects. For this reason,
the pursuit is for a high-K dielectric gate insulator as the solution and once that
is in place the Iox is expected to decline sharply as shown in Figure 4.14. Gate
width is a common factor in both the leakage currents and reducing it is a design
time option. If dynamic power is the dominant power consumption component,
implementing logic in parallel is favoured compared to using the pipelined style
of implementation to reduce the amount of logic that switches. However, if the
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Figure 4.15. Multiple Voltage Domains.

static power consumption becomes the dominant component, pipelined style has
the advantage compared to the parallel implementation because the pipelined
style would reduce the gate width W. Other factors remaining constant, the total
leakage current is proportional to the total gate width of a design.

Isub = K1We
−Vt
nVθ

(
1 − e

−V
Vθ

)
(4.7)

Iox = K2W

(
V

Tox

)2

e
−αTox

V (4.8)

Having discussed the conceptual basis for reducing dynamic as well as static
power consumption, we present in an industrially realistic example of a power
management architecture taken from a mobile application processor as shown
earlier in Figure 4.6. Key elements are an ARM1176 processor, peripherals, on-
chip interconnect, embedded memory and external memory controllers. The
design is partitioned into power management domains for which VDD and
clock supplies can be individually controlled. A further - very small - domain
(VDDalways) remains always powered and clocked. It contains the power
management and clock generation infrastructure.

For lowering dynamic power consumption, clock switching is applied as the
baseline technique across all domains. Clock gating is performed transparent
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to power management by synthesis tool created logic. For higher effectiveness,
several components provide operating modes to stop clock supply under explicit
control of power management. E.g. for this purpose the CPU provides a
STANDBY mode that is invoked through software whenever the processor has
no more computational tasks to perform, and that can be terminated by an
enabled interrupt, when operation needs to be resumed. Clock switching can
be performed instantaneously, hardly impacting the realtime behaviour of the
system.

Assuming high dynamism of computational load, DVFS is the ideal dynamic
power reduction technique for processors. DVFS is therefore applied for the
CPU. The CPU can operate at several performance levels, each characterized
by a discrete f, V operating point with V meeting the performance requirements
(f) under worst case process and temperature conditions. To further improve
effectiveness of DVFS, adaptive voltage scaling can be performed by letting
the voltage supply operate in a closed regulation loop with an on-chip silicon
performance monitor. This technique allows further reduction of the voltage
level to what is required at the actual process and temperature conditions (typi-
cally being more relaxed than the worst case). It should be noted that DVFS is
an expensive technique and therefore in practice restricted to few high power
consumers in the system. Another note is that DVFS requires a careful phys-
ical implementation and control policy choice in order not to impact system
performance: communication across voltage islands may introduce additional
latencies, and a power management policy selecting a too low performance
operating point may degrade responsiveness of the system or even lead to the
miss of real-time deadlines.

For lowering static power consumption, voltage switching and voltage reduc-
tion techniques are applied by power management whenever components are
inactive for a longer period of time (e.g. tens of milliseconds and above). In the
example system, embedded switches perform switching of VDD supplies that
are shared by multiple components; for other VDD domains switching is per-
formed outside the SoC directly at the VDD source. VDD can be individually
switched-off for the CPU core, RAM and SoC domains. Power management
controls voltage switching through SHUTDOWN modes.

While voltage switching is perfect to reduce static power consumption to
zero, it leads to total loss of state. State that needs to be preserved across
SHUTDOWN mode must therefore be saved and restored using memory in
a domain that remains powered. The example design therefore provides a
DORMANT operating mode that maintains the state of CPU memories while
the CPU core is powered off. In this mode, VDD supply to CPU memories
is reduced to a minimum level that ensures state retention and minimal static
power dissipation.
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There are several attention points for applying the voltage switching and re-
duction techniques. Voltage islands that remain powered must be isolated from
non-powered domains by signal clamping. An embedded VDD switch must be
designed such that the switch itself does not lead to increased leakage, and the
voltage drop over the switch is minimized at acceptable size (cost) of the switch.
Real-time behaviour of the system may be affected by the latency required for
VDD settling, and a power management policy should trade-off energy-saved
by VDD switching against energy-consumed by a state save/restore process.

3. Conclusion
To keep pace with demands of applications on performance and power con-

sumption, SOC architectural components continue to evolve to bridge the gap
between raw improvement due to technology scaling and what is required by the
application. Embedded processors have evolved to the point that architecturally
there is not much room for improvement in single processor architecture and
thus they are evolving towards multi-processor configurations. The memory
content in SOC designs is increasing exponentially. This is happening for two
reasons: the first being the increasing complexity of applications that increases
the need for both program and data memory, and the second being the drive to
improve performance by reducing the number of disruptions and/or to minimise
the penalty of disruption. With technology scaling and increasing complexity
of SOCs, the interconnect delay has started to dominate and has become the
bottleneck on performance and a major contributor to power consumption. In-
terconnect schemes have evolved primarily to relieve the performance bottle-
neck. More recently, embedded interconnect protocols, like AXI from ARM
Ltd ([18]) have optional signals for power management. The most significant
innovation in the chip level interconnect is the NOC, which allows distribution
of clock in the form of packets that can be routed to their destination by on
chip routers that are programmable. NOCs have the potential to enhance the
interconnect performance, increase the usability of wires, provide redundancy,
are more amenable to advanced low power management policies and above all
will be the enabler for reusability at sub-system and platform level. For power
management, the dominance of leakage current has been the main driver for in-
novation. Whereas turning off clock was the primary weapon against dynamic
power consumption, turning off power supply is the key strategy against static
power consumption. This has led to chips being divided into multiple voltage
domains to allow turning off of power supply of those domains that are not
active. To contain the dynamic power which continues to be substantial, DVFS
has emerged as the new method beyond clock gating at various levels. While
power and performance have been the drivers of innovation in SOC architec-
ture so far, the next phase of innovation is likely to come from the need to cope
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with the large process variation encountered as we continue to scale down the
process geometries.
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Chapter 5

PROGRAMMABLE BASEBAND PROCESSORS

Dake Liu, Anders Nilsson, and Eric Tell

1. Introduction
A typical wireless communication system contains several signal processing

steps. In addition to the radio front-end, radio systems commonly incorporate
several digital components such as the digital baseband processor, the media
access controller and the application processor. An overview of such a system
is presented in Figure 5.1.

Digital
baseband
processor

RF
Analog

baseband
circuts DAC

ADC Media
access
control processor

Application

Pheripherals, bus and memory sub−system

Figure 5.1. Radio system overview.

In the transmitter, the baseband processor recieves data from the Media
Access Control (MAC) processor and performs:

Channel coding.

Modulation.

Symbol shaping.
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before the data is sent to the radio front-end via a DAC. In the receiver the
RF signal is first down-converted to an analog baseband signal which in turn
is conditioned and filtered in the analog baseband circuitry. Then the signal is
digitized by an ADC and fed to the digital baseband processor which performs:

Filtering, synchronization, gain-control

Demodulation, channel estimation and compensation.

Forward error correction.

before the data is transfered to the MAC protocol layer.
The focus of this chapter is to give an introduction to programmable baseband

processors for multi-mode radio systems and to highlight processing challenges
which influence the design of such processors. Also a mapping of two popu-
lar modulation schemes, OFDM and (Wideband)CDMA onto a programmable
processor is discussed.

2. Baseband Processing Challenges
In this section some of the unique properties of baseband processing and

some of the challenges faced in a wireless system are described. This section
describes five general challenges which are common to most wireless systems:

Multi-path propagation and fading. (Inter-symbol interference)

High mobility.

Frequency and timing offset.

Noise and burst interference.

Large dynamic range.

Handling these five issues impose a heavy computational load for the proces-
sor. Besides the above mentioned challenges, baseband processing in general
also faces the challange of limited computing time and hard realtime require-
ments.

2.1 Multi-path Propagation
In a wireless system data are transported between a transmitter and a receiver

through the air and are affected by the surrounding environment. One of the
greatest challenges in wide-band radio links is the problem of multi-path prop-
agation and inter-symbol interference. Multi-path propagation occurs when
there is more than one propagation path from the transmitter to the receiver.
Since all the delayed multi-path signal components will add in the receiver,
inter-symbol interference will occur. Since the phases of the received signals
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depend on the environment, some frequencies will add constructively and some
destructively, thus destroying the original signal. Multi-path propagation is il-
lustrated in Figure 5.2.

Figure 5.2. Multi-path propagation.

2.2 Timing and Frequency Offset
As the transmitter and the receiver in a wireless system will use different

reference oscillators, a slight discrepancy will exist between the transmitter and
the receiver carrier frequency and sample rate. Uncorrected, this difference will
limit the useful data rate of a system. In addition, doppler-spread which is a
frequency dependent frequency offset caused by mobility will further increase
the frequency offset.

2.3 Mobility
Mobility in a wireless transmission causes several effects, both doppler-

spread and rapid changes of the channel. The most demanding effect to manage
is the rate at which the channel changes. If the mobility is low, e.g. when the
channel can be assumed to be stationary for the duration of a complete symbol
or data packet, the channel can be estimated by means of a preamble. However,
if mobility is so high that the channel changes are significant during a symbol
period, this phenomenon is called fast fading. Fast fading requires the processor
to track and recalculate the channel estimate during reception of user payload
data. Hence, it is not enough to rely on an initial channel estimation performed
at the beginning of a packet or a frame.

2.4 Noise and Burst Interference
Noise and burst interference will degrade the signal arriving at the receiver

in a wireless system. Both man-made noise and natural phenomenon such as
lightning will cause signal degradation and possible bit errors. To increase
the reliability of a wireless link forward error correction (FEC) techniques are
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employed. In addition interleaving is often used to rearrange neighboring data-
bits in order to even out bit-errors caused by burst interference or frequency
selective fading. Popular FEC algorithms and codes are the Viterbi algorithm
used for convolutional codes, Turbo codes or Reed-Solomon codes.

Dynamic Range

Another problem faced in wireless systems is the large dynamic range of
received signals. Both fading and other equipment in the surroundings will
increase the dynamic range of the signals arriving at the radio front-end. A
dynamic range requirement of 60-100 dB is not uncommon. Since it is not
practical to design systems with such large dynamic range, automatic gain
control (AGC) circuits are used. This implies that the processor measures the
received signal energy and adjusts the gain of the analog front-end components
to normalize the energy received in the ADC. Since signals falling outside the
useful range of the ADC cannot be used by the baseband processor, it is essential
for the processor to continuously monitor the signal level and adjust the gain
accordingly. Power consumption and system cost can be decreased by reducing
the dynamic range of the ADC and DAC as well as the internal dynamic range
of the number representation in the DSP processor. By using smart algorithms
for gain-control, range margins in the processing chain can be decreased.

Processing Latency

Since baseband processing is a strict hard real-time procedure, all processing
tasks must be completed on time. This imposes a heavy peak work-load for the
processor during computationally demanding tasks such as channel decoding,
channel estimation and gain control calculations. In a packet based system, the
channel estimation, frequency error correction and gain control functions must
be performed before any data can be received.

This may result in over-dimensioned hardware, since the hardware must be
able to handle the peak work load, even though it may only occur less than
one percent of the time. In such cases programmable DSPs have an advantage
over fixed function hardware since the programmable DSP can reschedule its
computing resources to make use of the available computing capacity all the
time.

3. Programmable Baseband Processors
Since baseband processing is computationally very heavy, baseband process-

ing solutions have traditionally been implemented as fixed function hardware.
There are two major drawbacks of using non-programmable devices. The

first is its low flexibility and short product life time. A fixed function product
must be re-designed whenever there is a change in the product specification
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whereas a programmable solution only needs a software update. The second
is the excessive need for hardware resources. Designers seldom use hardware
multiplexing techniques for digital baseband processing modules because of
the added complexity and excessive verification time. If the module is not
programmable, we cannot dynamically allocate computing resources to the
respective algorithm, which implies that each function must be mapped to its
own specific hardware.

3.1 Multi-mode Systems
As multi-mode radio terminals become popular, more attention must be

paid to the design of the baseband processing hardware. A high-end cellu-
lar phone will support a number of standards such as: GSM/GPRS, EDGE,
UMTS, WLAN, WiMAX, UWB, Bluetooth, GPS, and DVB-H. The classi-
cal way to design multi-mode systems is to integrate many separate baseband
processing modules, each module covering one standard, in order to support
multiple modes. One large drawback of using multiple non-programmable
hardware modules is the large silicon area used and the lack of hardware reuse.

The trend is to utilize programmable baseband processors instead of fixed
function hardware. Then several standards can be implemented with the same
hardware, and the function can be changed by just running a different program

In the following sections we will present baseband specific features of Ap-
plication Specific Instruction set Processors (ASIP) and use the LeoCore DSP
family from Coresonic [3] as an example.

3.2 Dynamic MIPS Allocation
By dynamically redistributing available resources, we can focus on either

mobility management or high data rate. In Figure 5.3, the MIPS floor is limited
by the top edge of the triangle. During severe fading we run advanced channel
tracking and compensation algorithms to provide reliable communication. In
good channel conditions more computing resources can be allocated to symbol
processing tasks to increase the throughput of the system.

3.3 Hardware Multiplexing Trough Programmability
The concept of HW multiplexing is shown in Figure 5.4.
Most wireless communication uses modulation schemes which can be di-

vided into three classes: OFDM, CDMA and single carrier modulation.
As illustrated by Figure 5.4 all these modulation schemes can be implemented

on a DSP with the functionality shown in the figure. By carefully selecting the
functional blocks maximum hardware reuse between different standards and
modulation schemes can be achieved.

[1-4].
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Figure 5.3. Dynamic MIPS usage.
an

d 
R

S
FE

C
 d

ec
od

er
s:

 V
ite

rb
i, 

T
ur

bo
 

M
A

C
 in

te
rf

ac
e 

B
it 

m
an

ui
pl

at
io

n:
 M

ap
pe

r/
D

e−
m

ap
pe

r,
 I

nt
er

le
av

er
, C

R
C

sp
re

ad
in

g/
de

−
sp

re
ad

in
g 

an
d 

to
p 

pr
og

ra
m

 f
lo

w
 c

on
tr

ol

C
om

pl
ex

 c
om

pu
tin

g 
en

gi
ne

 f
or

:
C

M
A

C
, F

FT
, R

A
K

E

D
ig

ita
l F

ro
nt

−
en

d:
 C

on
fi

gu
ra

bl
e

fi
lte

rs
, r

ot
or

 a
nd

 A
G

C Transmitter

Transmitter

Receiver

Receiver

Transmitter

Receiver

O
FD

M
C

D
M

A
Si

ng
le

ca
rr

ie
r O

ne
 b

as
eb

an
d 

D
SP

Figure 5.4. Hardware multiplexing on LeoCore DSPs.

4. OFDM and WCDMA Example
In this section we use OFDM and CDMA based standards to exemplify the

requirements of a baseband processor.

4.1 Introduction to OFDM
Orthogonal Frequency Division Multiplexing (OFDM) is a method which

transmits data simultaneously over several sub-carrier frequencies. The name
comes from that fact that all subcarrier frequencies are mutualy orthogonal,
Thereby signalling on one frequency is not visible on any other sub-carrier
frequency. This orthogonallity is achieved in a nice way in implementation by
collecting the symbols to be transmitted on each sub-carrier in the frequency
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domain, and then simultaneously translating all of them into one time domain
symbol using an inverse fast fourier transform (IFFT).

The advantage of OFDM is that each sub-carrier only occupies a narrow fre-
quency band and hence can be considered to be subject to flat fading. Therefore
a complex channel equalizer can be avoided. Instead the impact of the channel
on each sub-carrier can be compensated by a simple multiplication in order to
scale and rotate the constallation points to the correct position once the signal
has been transfered back to the frequency domain (by way of an FFT) in the
receiver.

To further reduce the impact of mulitpath propagation and intersymbol in-
terference (ISI), a guard period is often created between OFDM symbols by
adding a cyclic prefix (CP) to the beginning of each symbol. This is achieved
by simply copying the end of the symbol and add it in front of the symbol. As
long as the channel delay spread is shorter than the cyclic prefix, the effects of
ISI are mitigated.

4.2 Job Overview
lready at this point it should be quite clear that efficient calculation of the

FFT is vital for an OFDM baseband processor. In order to illustrate the amount
of processing needed, Table 5.1 gives an overview of some well known radio
standards using OFDM [5], [6], [7].

The last line of the table shows the approximte MIPS cost needed only for the
FFT itself if the OFDM tranciever is implemented in a general DSP processor
(with FFT adressing support). However, FFT is not the only demanding task
in an OFDM tranciever. Other heavy jobs adding to the baseband processor
requirements are synchronization, channel estimation and channel decoding.

Figure 5.5 shows typcial OFDM processing flows for packet detection/
synchronization/channel estimtation, for payload reception, and for transmis-
sion. Essentially all processing between mapping/demapping and ADC/DAC
manipulates I/Q pairs represented as complex values. The remaining part of
the baseband processing consists mainly of channel coding/decoding which
tyically consists of bitmanipulation operations. Channel coding will not be
discussed here since it is, with few exceptions, not OFDM-specific.

Table 5.2 shows some of the processing steps, the types of operations involved
and approximate DSP MIPS cost for the 802.11a standard.

4.3 Hardware Considerations for Programmable OFDM
Processing

FFT Acceleration

Since the FFT is the major corner stone of OFDM processing it may seem
logical to employ a dedicated hardware accelerator block for FFT. Especially
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Table 5.1.

standard 802.11a/g WiMax DVB-H (4k mode)

application Wireless LAN Wireless Access Digital TV

max bitrate 54 Mbit/s 46.6 Mbit/s 32 Mbit/s
sample rate 20 MHz 13.8 MHz 9.1 MHz
FFT size 64 256 4096
symbol rate 250 kHz 43 kHz 2.2 kHz

with radix-2 FFT:
processing 48 Mbf/s 44 Mbf/s 53 Mbf/s
mem bandwidth 288 Msample/s 265 Msample/s 319 Msample/s
memory size 320 samples 1536 samples 32672 samples

with radix-4 FFT:
processing 12 Mbf/s 11 Mbf/s 13 Mbf/s
mem bandwidth 144 Msample/s 133 Msample/s 160 Msample/s
memory size 272 samples 1280 samples 26528 samples

equiv. DSP MIPS 480 440 530

since the implementation of such hardware has been widely studied and very
efficent solutions exist, e.g. radix-22 implementations [8]. However our ex-
perience is that in a programmable solution it is usually more suitable to only
accelerate FFT on instruction level by adding butterfly instructions together
with bit-reversed/reverse-carry addressing support. There are two main resons
for this:

Flexibility: Many fixed function FFT implementations tend to loose much of
their advantage if multiple FFT sizes must be supported. With butterfly
instructions and bit reversed adressing support one has full flexibility to
efficently implement any size of FFT. As a bonus other types of transforms,
such as cosine- or Walsh transforms can also be supported.

Hardware reuse: Even the most efficent FFT implementation will contain
large hardware components such as (complex valued) multipliers and hence
occupy a significant silicon area. If instead one uses dedicated instructions
executing in the core data path/MAC unit these expensive hardware com-
ponents can be reused by completely diffrent instructions and algorithms.

FFT computation complexity for different OFDM standards.
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Table 5.2. OFDM algorithm profiling

Function Operations MIPS

Receive/decimation
filter

FIR/IIR filter: CMAC 1200

Packet detection Autocorrelation: CMAC 320

Frequency offset esti-
mation

Autocorrelation, complex argument calculation:
CMAC, cordic algorithm

100

Frequency offset cor-
rection

rotor: table look-up, CMUL 480

Synchronization Crosscorrelation in time domain: CMAC, absolute
maximum or in frequency domain: FFT, CMUL, IFFT,
absolute maximum

400

Channel estimation Frequency domain correlation with known pilot sym-
bol: FFT, CMUL

400a

Channel equalization One complex multiplication for each sub-carrier:
CMUL

64b

Demodulation FFT 480

aMIPS saved my combining synchronization and channel estimation.
bIntegrated with FFT.

This kind of hardware multiplexing in fact often means that a program-
mable solution in many cases can reach a smaller total silicon area than a
corresponding fixed function solution.

4.4 Introduction to CDMA
Code Division Multiple Access (CDMA) is a multiple access scheme which

allows concurrent transmission in the same spectrum by using orthogonal spread-
ing codes for each communication channel. In this section the two CDMA based
standards: Wideband CDMA (WCDMA) and High Speed Data Packet Access
(HSDPA) are used as examples.

In a CDMA transmitter, binary data are mapped onto complex valued sym-
bols which then are multiplicated (spread) with a code from a set of orthogonal
codes. The length of the spreading code is called the spreading factor (SF). In
the receiver data are recovered by calculating a dot-product (de-spread) between
the received data and the assigned code. Since the spreading codes are selected
from an ortogonal set of codes, the dot-product will be zero for all other codes
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Figure 5.5. OFDM processing flow.

except the assigned code. By varying the spreading factor, the system can trade
data rate against SNR as a higher SF increase the energy per symbol.

A feature of WCDMA is the ability to scale the bandwidth to a particular
user by assigning multiple spreading codes to that user. Using multiple codes is
reffered to multi-code transmission. Multi-code transmission can also be used
for soft handover, e.g. when the mobile station is handed over between two or
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more base-stations. By using one or many codes from each of the involved base-
stations, the mobile can be handed over without any interruption of the service.
The WCDMA standard requires the mobile to manage up to 3 simultaneous
codes on 6 base stations (18 codes).

4.5 Job Overview
The signal processing in WCDMA and HSDPA can be divided into chip-rate

processing and symbol-rate processing. A chip is one complex element of the
spreading code. Synchronization, channel estimation and channel equalization
is performed in chip-rate, whereas additional channel equalization is performed
in symbol rate.

Synchronization

The synchronization block in a WCDMA terminal is responsible of finding
the start of a data frame and identifying base station parameters. This is ac-
compished by correlating received data with a 256 chips long synchronization
code. Furthermore are the result from the correlation used to identify a number
of strong multi-path components. As illustrated in Table 5.3 the chip-rate of
WCDMA/HSDPA is 3.84 Mchips/s. With an oversampling rate of four the
multi-path components can be resolved with an accuracy of 20 meters. The
main operation in this step is complex multiplication and accumulation (com-
plex dot product).

Channel Equalization

Channel equalization is often performed in two steps in WCDMA. First
a number of the strongest multi-path components are identified by using data
from the synchronizer, the multi-path components are aligned in time and added
constructivly (using maximum ratio combining). This is known as a Rake-
receiver.

The performance of a rake-receiver is often adequate for WCDMA basic ser-
vices. However, in HSDPA (which uses up to 16 QAM), additional equalization
is necessary. In a HSDPA receiver, the resulting complex-valued symbols after
de-spread is equalized by a second linear equalizer which uses traning symbols
inserted in the middle of the data slot (midamble).

4.6 Hardware Considerations for a WCDMA Processor
As in the OFDM case, all chip and symbol related operations are performed

on complex valued data, hence efficient complex computing is essential for a
programmable baseband processor.

Also, as the processor operates on fairly short symbols with a high symbol
rate, the loop overhead must be minimized. By employing wider execution
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Table 5.3.

standard WCDMA-FDD HSDPA

application 3G Voice and data Data packet access

spreading factor 4-512 4-512
modulation QPSK 16 QAM
max bitrate 384 kbit/s 32 Mbit/s
chip rate 3.84 Mcps 3.84 Mcps
sample rate 15.36 MHz 15.36 MHz
symbol rate 7.5..960 kHz 7.5..960 kHz

synchronization:
equivalent DSP MIPS 109 109

rake channel equalizer:
# of fingers 18 18
mem bandwidth 73 Msample/s 73 Msample/s
memory size 160 samples 160 samples
equivalent DSP MIPS 384 384

symbol equalizer:
equivalent DSP MIPS - 256

units, processing efficiency can be improved. In WCDMA and HSDPA and
other CDMA systems the complex spreading codes have constant envelope,
which enables de-spread operations to be performed in a complex ALU instead
of entirely in a complex MAC unit. Addressing support for Rake-adressing is
also important. The addressing support is generally implemented as function
level accelerators in memory blocks.

5. Multi-Standard Processor Design
In this section a processor architecture suitable for both OFDM, CDMA and

single carrier based standards is presented. To summarize the requirements
gathered from the OFDM and WCDMA example, the following points must be
considered. The processor must have:

1 Efficient instruction set suited for baseband processing. Use of both natively
complex computing and integer computing.

Computation complexity for WCDMA-FDD and HSDPA.
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Table 5.4.

Function Operations MIPS

Receive/decimation
filter

FIR/IIR filter: CMAC 322

Synchronization: Crosscorrelation: CMAC 109

Frequency offset esti-
mation

Autocorrelation, complex argument calculation:
CMAC, cordic algorithm

160

Frequency offset cor-
rection

rotor: table look-up, CMUL 76

Channel estimation Crosscorrelation: CMAC, absolute maximum 109a

Rake: De-spread and MRC: CMAC 384

Time domain filter FIR filter: CMAC 256

aMIPS saved by combining synchronization and channel estimation

2 Efficient hardware reuse trough instruction level acceleration.

3 Wide execution units to increase processing parallelism.

4 High memory bandwidth to support parallel execution.

5 Low overhead in processing.

6 Balance between configurable accelerators and execution units.

5.1 Complex Computing
A very large part of the processing, including FFTs, frequency/timing offset

estimation, synchronization, and channel estimation all employ well known
convolution based functions common in DSP processing. Such operations
can typically be carried out efficiently by DSP processors thanks to complex
multiply-accumulate (CMAC) units and optimized memory- and bus archi-
tectures and adressing modes. However in baseband processing essentially
all these operations are complex valued. Therefore it is essential that also
complex-valued operations can be carried out efficently. To reach the best ef-
ficency, complex computing should be supported throughout the architecture:
by data paths and instruction set as well as by the memory archtitecture and
data types.

WCDMA algorithm profiling.
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5.2 LeoCore Processor Overview
The LeoCore DSP family from Coresonic is used as an example troughout

this section. Some of the features and the architecture of the LeoCore DSPs are
presented.

The LeoCore DSP consists of two main parts, one natively complex part
which mainly operates on vectors of complex numbers and one natively integer
part which operates on integers and single bits. The latter part is mainly used
for forward error correction (FEC) and bit manipulation whereas the former
part is used to extract soft data symbols that can be de-mapped into bits.

Furthermore, the memory system consists of memories which are connected
to the execution units trough an on-chip network. The architecture is shown in
Figure 5.6.
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Figure 5.6. LeoCore basic architecture.

The on-chip network allows any memory to be connected to any execution
unit. Execution units span the range from a DSP controller core, to multi-lane
complex MAC and ALU SIMD data-paths. Accelerators are also attached to
the network.

The architecture relies on the observation that most baseband processing
tasks operate on a large set of complex-valued vectors (such as auto-correlation,
dot-product, FFT and convolution). This allows us to optimize execution units
to take advantage of this. The LeoCore architecture uses vector instructions, i.e.
a single instruction that triggers a complete vector operation such as a complex
128 sample dot-product.

To support this kind of instructions, the execution units must be able to
process large data chunks without any intervention from the processor core.
This in turn requires the execution unit and memory sub-system to have au-
tomatic address generation and efficient load/store subsystems. As a response
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to this, the base architecture utilizes de-centralized memories and memory ad-
dressing together with vector execution units.

5.3 Execution Units
To provide an efficient platform for multi-standard baseband processing, a

baseband processor must provide several high-troughput execution units capa-
ble of executing complex tasks in an efficient manner.

The LeoCore family of DSPs utilize all complex valued execution units which
range from CMAC units capable of executing a radix-4 FFT butterflies in one
clock cycle to complex ALUs used by CDMA based standards.

5.4 Memory Subsystem
The amount of memory needed is often small in baseband processing, but the

required memory bandwidth may be very large. As seen in Table 5.1 the FFT
calculation alone may need a memory bandwith of several hundred Msample
per second, averaged over the enitre symbol time (bear in mind that each sample
consists of two values: the real part and the imaginary part). In practice the
peak memory bandwith required may be several hunred bits per clock cycle
for a processor running at a few hundred MHz. High memory bandwidth can
be achieved in different ways - using wider memories, more memory banks,
or multiport memories - resulting in different tradeoffs between flexibility and
cost.

Baseband processing is chracterized by a predictable flow with few data
dependencies and regular adressing, which means that flexible but expensive
multiport memories often can be avoided.

The irregular (bit-reversed) adressing in FFT and Rake channel equalization
could be considered an exception from this, however schemes exist which makes
it possible to use only single port memories and still not cause memory access
conflicts even if all inputs/outputs of each butterfly is read/written in parallel.

5.5 HW Acceleration
To further improve the computing efficiency of the processor, function level

accelerators could be used. A function level accelerator is a configurable piece
of hardware which performs a specific task without support from the processor
core.

When deciding which functions to accelerate as function level accelerators
the following must be must considered:

1 MIPS cost. A function with a high MIPS cost may have to be accelerated
if the operation cannot be performed by a regular processor.
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2 Reuse. A function that is performed regularly and is used by several radio
standards is a good candidate for acceleration.

3 Circuit area. Acceleration of special functions is only justified if there
can be considerable reduction of clock frequency or power compared to the
extra area added by the accelerator.

An operation which fulfills one or more of the previous points is a good candidate
for hardware acceleration.

5.6 Typical Accelerators
Front-end Acceleration

In most cases the recieved baseband signal will be subject to filtering/
decimation in the receiver before it is passed on to the kernel baseband process-
ing. The required filter can be quite costly in terms of MIPS (again se Table 5.2).
Since this function is needed in almost all radio standards and always runns as
soon as the tranciever is in receive mode (receiving data or just waiting for data
to appear on the radio channel) the filter is a suitable candidate for acceleration.

Several other functions may also be suitable to include in the same acceler-
ator blocks. All these functions are very general and can be reused for many
standards:

Resampling: E.g. a farrow structure can be used to receive standards with
different sample rate using a fixed clock ADC clock or to compensate for
sample frequency offset between transmitter and receiver.

Rotor: A rotor (essentially an NCO and a complex multiplier) can be used to
compensate for freqency offset between transmitter and receiver. It can also
be used for the final down conversion in a low-IF system.

Packet detector: The packet detector recognizes signal patterns that indicate
the start of a frame. The baseband processor can then be shut down to save
power, and be woken up by the packet detector when a valid radio frame
arrives.

Shaping filter: During transmission this filter is used to shape the transmitted
symbols. This filter is useful in full-duplex systems and can in certain
situations be time-shared with the receive filter.

Forward Error Correction

Forward error correction functions are also a good candidate for accelera-
tion since the three most common FEC algorithms are used in many different
standards as shown i Table 5.5.
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Table 5.5.

standard Viterbi Turbo RS

IEEE 802.11a/g x
IEEE 802.11b
WiMax x x x
DVB-T x x
WCDMA x x x
HSDPA x x x

As the function of the FEC block is similar between different standards and
the MIPS-cost is high [10] these blocks are often implemented as configurable
accelerators.

6. Conclusion
Multi-standard baseband processing can be implemented efficently in a pro-

grammable baseband processor. The main features of the processor should
be:

Inherent support complex valued computing.

Instruction level acceleration of FFT, convolution and similar kernel func-
tions.

Optimized memory architecture meeting the high bandwith- and real-time
requirements but typically with a small total amount of memory.

In addition much of the channel coding tasks, as well as some general tasks
close to the ADC/DAC interface are often suitable for function level acceler-
ation. Selecting a good trade-off between programmability and function level
acceleration ensures versatile yet efficient baseband processors.
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Chapter 6

ANALOG-TO-DIGITAL CONVERSION
TECHNOLOGIES FOR SOFTWARE
DEFINED RADIOS

Ana Rusu and Mohammed Ismail

1. Introduction
The trend in modern transceivers design is to move to software-defined radio

(SDR) where reconfigurable hardware can support a variety of technologies
(cellular, Bluetooth, WLAN, WiMAX, DVB-H, etc.) just by changing the soft-
ware. In such a radio, coexistence and simultaneous use are challenges, but the
major challenges on the mobile terminal side are the power dissipation, energy
management, size and cost. Handsets that integrate cellular and Wireless Local
Area Network (WLAN) have been already introduced to the market, but new
emerging wireless technologies, such as 3G (Long Term Evolution or UTRAN-
LTE) and Worldwide Interoperability for Microwave Access (WiMAX) have to
be considered as well. Global Positioning Systems, FM radio and digital video
broadcasting will also become part of future handsets. Together, these stan-
dards lead to challenging architectural requirements such as reconfigurability
and programmability for multi-standard radio solutions that are both backup
compatible and future proof. A key design consideration for mobile terminals
is the analog-to-digital interface; the analog-to-digital converter (ADC) and
digital-to-analog converter (DAC) can be the performance-limiting blocks in
the receiver/transmitter chain. The requirements imposed by many wireless
standards are often tougher to meet in the receiver chain than in the transmit-
ter chain. Therefore the focus of this chapter is devoted to the receiver chain
and ADC design challenges for SDR system solutions. This chapter discusses
possibilities of implementing reconfigurable ADCs for Software Defined Ra-
dio handsets. The Software Defined Radio concept is introduced in Section
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2 and commercial SDRs are presented in Section 3. The current and future
radio architectures and their requirements for the ADC are introduced in Sec-
tion 4. Section 5 focuses on the ADC challenges for SDR. Section 6 presents
our approaches for implementing reconfigurable ADC architectures for SDR
handsets. Finally, Section 7 concludes the chapter.

2. Why Software Defined Radios?
Software Defined Radio is one of the emerging technologies being consid-

ered these days in many commercial embedded applications. John Mitola has
introduced the Software Defined Radio (SDR) concept in the early 90’s [1],
and initially it was promoted only by the defense industry. The SDR con-
cept was widely studied and promoted by the U.S. military in its multi-service
Joint Tactical Radio System (JTRS). Now, SDR is moving into the commercial
marketplace, where the number of players is rapidly increasing. New wireless
services and standards are introduced and the consumers expect multifunc-
tional mobile devices. So, the wireless industry is becoming more complex
and the radio developers face special challenges in their design: multi-band
antennas, multi-band multi-mode RF front-ends, multi-standard ADCs/DACs,
and reconfigurable digital signal processors. Software Defined Radio allows
a single wireless device to support multi-band and multi-mode radios previ-
ously available only through multiple devices. SDR is a radio with a generic
hardware based on analog circuitry, under a flexible software architecture. Al-
though the SDR concept has been around for many years, practical designs are
only now becoming possible due to advances in many technologies, including:
CMOS, analog-to-digital and digital-to-analog conversion, field-programmable
gate arrays (FPGAs), ultra-fast data-transfer interfaces, powerful, cost-effective
programmable digital signal processors (DSPs), and adaptive computing ma-
chines. SDR transceivers have several advantages over traditional radio trans-
ceivers. The most important advantage is flexibility. SDRs can be programmed
and/or reconfigured on the fly. Users could initially configure their radios by
downloading a personalized package of software features. Upgrades and re-
configurations could be done via simple internet access, and downloads could
even be received over the air. The reconfigurable radios may offer a signifi-
cant benefit to public service industries: emergencies such as flooding, volcano
eruptions, train accidents, and tornados. Another important advantage is that
SDR is an “agile” radio technology because it can also be configured to handle
multiple communications protocols and technologies including Global System
for Mobile Communications (GSM), Wideband Code Division Multiple Ac-
cess (WCDMA), Bluetooth, WLAN, WiMAX and future standards. Finally,
because of its modularity and flexible software architecture, SDR is a cost-
effective solution for both manufacturers and end users.



Analog-To-Digital Conversion Technologies for Software Defined Radios 103

3. Commercial SDRs and SRs
The Software Defined Radio Technology includes reconfigurable radios,

software defined radios (SDRs) and software radios (SRs). According to Vanu
Inc. “Software Radio is a type of SDR that maximizes software reuse across
platforms and hardware generations” [2]. The SDR [3] has not been achievable,
until last year, due to the lack of ADCs capable of converting the RF signals di-
rectly to digital data. Vanu Software RadioTMis the first commercially available
Software Radio device where a single reusable hardware platform can support
multiple wireless services and standards entirely in software. The system can
support all of the GSM cellular base station functionality running on off-the-
shelf Hewlett Packard ProLiant servers with an Analog Devices Corporation
DigivanceTM RF subsystem. There is a lot of ongoing research and prototypes
or commercial SDR products for the breakthrough technologies, as the one
proposed by TechnoConcepts [4]. TechnoConcepts has produced a True Soft-
ware RadioTM(TSR) transceiver technology that replaces conventional analog
circuitry with the combination of its proprietary delta-sigma converters and
software based digital signal processing. The company believes that True Soft-
ware RadioTMwill bring into being multi-mode radios that can handle multiple
frequency bands, process multiple transmission protocols, be reconfigured on
the fly, and be easily and cost-effectively upgraded. A fundamental step in
SDR/SR technology is to get it into consumer handsets. The main problems of
applying SDR/SR to cell phones are power dissipation, silicon area and price.
BitWave Semiconductor Inc. claims to have a Softransceiver RFIC in 0.13um
CMOS process, which uses SDR technology to enable users of cell phones,
laptops and other mobile devices to communicate across different networks
[5], [6]. BitWave single-chip radio frequency IC uses a traditional transceiver
architecture design and adapts it to SDR-like configurability [7]. By using this
approach, the system doesn’t require the extremely high performance ADC
and DSP of SR to provide the same flexibility under software control. Many
other intermediate solutions will be proposed and coexist untill SR handsets be-
come feasible. Business Communications Review [8] estimates that SR handset
products will become commercially feasible not earlier than 2010. To make
it possible earlier, continued architectural and technological innovation is re-
quired to solve the specific issues as ultra high-performance low-power ADC
design. The SR in handsets requires advance in ADC and DAC technology
where the major issue is battery life. The ADCs and DACs that have to operate
at extremely high clock rate and the supercomputers used for digital process-
ing consume a lot of power. The major concern is to keep the overall power
dissipation within an acceptable range. Our vision of SDR in cell phones is
that the technology could offer performance/power efficiency through an opti-
mal analog/digital partitioning associated with digitally assisted analog and RF
components. Instead of converting the RF signal directly to digital data it is
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better to convert a high-IF signal that could provide enough flexibility, at lower
sampling frequency and power dissipation.

4. Current and Future Radio Architectures
Conceptually, the architecture of a radio receiver consists of an antenna, an

RF/IF front-end, an ADC and a DSP, as shown in Figure 6.1. By placing the
ADC close to the antenna, functions as filtering and frequency translation are
performed in digital domain, which reduces the complexity of the receiver.
However, as the ADC moves closer to the antenna the required performance of
the ADC becomes very difficult to achieve [9], [10].

RF/IF
Front-
end

ADC
DSP

(FPGA,
ASIC, etc.)

             Cellular,
         WiFi,

              WiMax,
         etc.

            Antenna

Figure 6.1. Conceptual Block Diagram of a Radio Receiver.

The location of the ADC in a receiver chain is very important as it affects the
overall performance, complexity, power dissipation, size and cost. Depending
on the receiver architecture, the ADC has to digitize an RF, IF or baseband
signal as is shown in Table 6.1.
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Digitally Programable Bandwidth
and Resolution & Digital Calibration

Figure 6.2. Software Radio Architecture.
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Table 6.1.

Radio chipset Receiver archi-
tecture

ADC’s input
signal

Analog/Digital
partition

Traditional
Radio Superheterodyne

I/Q Baseband IF

Reconfigurable
Radio Zero-IF/ Low-IF

(near Zero-IF)
I/Q Baseband

Software
Defined
Radio

High-IF
High-IF

Software Radio Direct-RF
digitization

RF

4.1 Software Radio
The ultimate radio architecture is shown in Figure 6.2. The block diagram

presents a generic software radio receiver and transmitter. The SR is dominated
and driven by software.

In this typical SR architecture, an ultra wideband ADC is located just after
the antenna, which converts RF signals directly to digital data. The down-
conversion and demodulation are therefore implemented completely in digital
domain on a DSP or another general-purpose processor. The SR provides full
dynamic reconfigurability and programmability, but is power hungry. There-

Current and Future Radio Architectures.

Dominated by
the hardware and
very little
flexibility is
provided

Low IF Still
dominated by
hardware and
only a little
flexibility is
provided

Small amount of
hardware and
higher degree of
reconfigurability/
flexibility is
provided by
software

A very small
amount of
hardware,
reconfigurability
fully supported
by software
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fore, before such an architecture is reached, intermediate architectures should
be considered.

4.2 Traditional Radios
The most traditional radio receivers use superheterodyne architectures. The

simplified block diagram of a superheterodyne receiver is shown in Figure 6.3.

RF
Processing

ADC DSP

            Antenna

1st
Down-

Conversion

1st
IF-

Processing

2nd
Down-

Conversion

2nd
IF-

Processing

Figure 6.3. Superheterodyne Receiver Architecture.

The requirements of an ADC in a superheterodyne architecture regarding
linearity, dynamic range and bandwidth are relaxed because of the filtering
and channel selection that precedes the ADC. The superheterodyne receivers
are dominated by fixed hardware components and provide only a very small
amount of configurability.

4.3 Alternative Approaches for SDR
Since the software radio receiver requires more mature ADC technologies,

especially for mobile devices, alternative approaches to implement multi-standard
receivers have to be considered. A major design issue is where to place the
ADC to provide efficient radio receiver architectures. Mature alternative radio
receivers such as Zero-IF and Low-IF (near zero) architectures used in com-
mercial radio products are shown in Figures 6.4 and 6.5. They are dominated
by hardware components and provide a small amount of configurability.

RF
Processing

ADC DSP

            Antenna

Down
Conversion

Base
band

RF Front-End

Figure 6.4. Zero-IF Receiver Architecture.

The commercial ADC solutions for zero-IF/Low-IF receivers make use of
pipelined ADC with digital calibration, but a lot of research is also ongoing
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RF
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Figure 6.5. Low-IF (near zero) Receiver Architecture.

for developing ADC architectures based on sigma-delta (ΣΔ) modulation and
other A/D conversion techniques as well. Our approaches for SDR handsets
are sigma-delta ADC based because of its inherent trade-off between resolu-
tion and bandwidth, robustness to circuit imperfections, low-power dissipation,
increased programmability in digital domain and higher IP re-usability. Since
the ideal SDR requires an ultra high-performance ADC, a convenient alterna-
tive approach is an intermediate frequency (non-zero IF) receiver architecture
where the ADC has to digitize a high-IF signal instead of a RF signal. Digitiz-
ing the frequency bandwidth at a relatively high-IF eliminates several analog
stages, provides a higher degree of flexibility and is not so power hungry as in
the case of a SR. Figure 6.6 shows the block diagram of such a high-IF receiver
architecture. The ADC is shifted to a high-IF, which means that more analog
functions are performed digitally by the DSP than in a traditional approach.
The required ADC is insensitive to DC offset and low-frequency noise and the
filtering in front alleviates the dynamic range, bandwidth and linearity require-
ments for the ADC. In addition, the high-IF receiver uses a single path until
ADC and generates the I and Q paths in the digital domain to avoid I-Q ana-
log mismatch. The issues related to the higher sampling frequencies make the
high-IF ADC much less performance/power efficient, compared to a baseband
ADC, but much more efficient compared to the RF digitization. Therefore, the
high-IF radio architectures are well suited for today’s software defined radio
technology. A promising solution to enhance the overall performance/power
efficiency of the wireless radio is adaptive digital compensation [11].
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Figure 6.6. High-IF (could be near RF) Receiver Architecture.
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5. Analog-To-Digital Conversion Challenges
In this section, the emerging and promising A/D conversion technologies

that could support the SDR/SR requirements in the near and longer term are
identified. The performance requirements of ADCs are pointed out, the trends
in ADC technology reported recently are examined and our approaches are
presented. Different enabling technologies are suitable candidates for a SR
solution: multi-band antennas, multi-band multi-mode RF front-ends, multi-
standard ADCs/DACs, and reconfigurable digital signal processors. One of
the main challenges of the SR is the RF front-end, but the SR approach places
extreme demands on the ADC as well. As it has been shown in the previous
section, the receiver architecture determines how close to the antenna, the A/D
conversion has to be performed. One approach to alleviate the limitation of
ADC’s performance/power efficiency in handsets is to use the subsampling
technique [12]. In subsampling receiver architectures, the received signal is
sampled with a frequency less than the IF frequency, but at least twice the data
rate. While the subsampling technique eases the clock frequency requirements,
it requires additional anti-aliasing filtering and increases the circuit complexity.
The proper high-IF signal for achieving the highest performance/power effi-
ciency is based on an extensive analog-digital partitioning analysis [13], [14].
A fully reconfigurable radio should cope with the existing communication stan-
dards and be able to integrate new standards. The reconfigurability requirements
for the digital signal processing depend on the radio receiver architecture and
selected communication standards. Suitable technologies for implementing
the reconfigurable digital processing are based on: software controlled devices,
like DSP; dedicated hardware, like ASIC (Applications Specific Integrated Cir-
cuit); reconfigurable hardware, like FPGA (Field Programmable Gate Arrays)
and reconfigurable computing machines [9].

5.1 ADC Requirements for SDR/SR
The most important specifications for ADCs embedded in radio receivers

are the sampling frequency, dynamic range, power dissipation, and linearity.
A Figure-Of-Merit (FOM), based on these parameters, is used for an objective
performance comparison between different ADCs. In literature, different FOMs
expressing the power dissipation (Pd) of an ADC in relation to the dynamic range
(DR) in a specific signal bandwidth (BW) can be found. In [14], the FOM for
a Software Defined Radio’s ADC has been defined as:

FOM = DRdB + 10 · log10

(
BW

Pd

)
(dB) (6.1)
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are not suitable for SDR/SR handsets because they are expensive and power
hungry.

Table 6.2.

ADC Architecture Vendor Resolution/Bandwidth/Power
Flash ADC Zarlink VP1058 8bit/60MHz/670mW
Sub-ranging ADC TelASIC TC1411 14bit/75MHz/1.9W
Pipeline ADC Linear Technology

LTC2208
16bit/700MHz/1250mW

Maxim MAX1190 10bit/400MHz/492mW
Texas Instruments
ADS5500

14bit/750MHz/780mW

Analog Devices
AD9446

16bit/540MHz/2.3W

Time-interleaved
ADC

Analog Devices
AD12500

12bit/70MHz/unspecified

Folding/Interpolating
ADC

National Semicon-
ductor ADC081000

8bit/1.6GHz/1.43W

Sigma-Delta ADC Analog Devices
AD7760

24bit/2.4MHz/0.958mW

Figure 6.7 shows FOM and resolution for the ADCs presented in Table 6.2.
The major issue for achieving feasible FOM over wide signal bandwidth is the
power dissipation. As it is illustrated in Figure 6.7, the highest resolution (24
bits) and FOM (208dB) are achieved by the sigma-delta ADC, AD7760 over the
narrowest signal bandwidth (2.4MHz). By using its inherent programmability
it is possible to move from the high resolution, narrow band space to the lower
resolution, wider band space, while keeping the FOM in a reasonable range.
The folding/interpolating ADC, ADC081000 provides a FOM of only 138dB
and a resolution of 8 bits over an ultra wideband of 1.6GHz. By applying special
power reduction techniques, the pipelined ADC architectures can achieve higher
FOM over wide signal bandwidth.

The choice of the ADC architecture is mainly driven by:

Radio receiver architecture and selected standards. Power dissipation, size,
design cycle time and cost are the critical issues in handsets.

Enabling capabilities of the VLSI process technology used

Degree of flexibility, programmability and adaptability for reconfiguration.

ADCs with Outstanding Performance.

Table 6.2. presents ADCs with impressive performance; most of these products
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Figure 6.7. Figure-Of-Merit and Resolution vs. Bandwidth.

The most popular wireless standards with respect to their ADC resolution
requirements are presented in Figure 6.8. The performance targets for the
single-standard solutions are highly optimized for low power dissipation. The
major challenge for multi-standard radio receivers is the design of a reconfig-
urable ADC that can be configured for multiple standards while keeping the
same FOM as in the case of multiple ADCs solution.

5.2 Emerging ADC Approaches
The critical issue is that the Software Radio technology requires extremely

high-performance analog-to-digital converters to directly convert the signal at
the antenna. The demodulation is then performed by a digital processor, which
can be reprogrammed easily when standards change. Unfortunately, a full-
featured software radio calls for ADCs with 16-bit or better precision operating
at speeds in excess of 1 GHz. Realistic estimates suggest that even for modest
dynamic range requirements, the required ADC could consume power on the
order of 10 watts. Furthermore, the digital processing requires a large amount
of instructions that is beyond the current DSP capabilities. As a result, without
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Figure 6.8. Required ADC Resolution vs. Bandwidth.

architectural and technological innovations to reduce the large and growing
performance gap between analog and digital circuits, analog circuit capabilities
will be the bottleneck in SR handsets development. Analog circuits can take
advantage of the high performance scaled digital circuits by delegating critical
design constraints to a DSP. Adaptive digital compensation techniques can
be used to enhance the RF front-end and ADC performance and to relax the
analog circuits’ requirements [11], [15]. The enabling technologies and ADC
architectures that are relevant for SDR/SR are listed in Table 6.3.

The need of ultra high performance ADCs drives the research and inves-
tigation of new technologies and architectures. Optical and superconducting
ADCs can provide higher sampling frequency than silicon based ADCs, but the
technologies that are feasible for implementing SDR/SR in mobile devices are
those that enable the integration of the RF transceiver and the digital baseband
processor on the same chip, leading to lower power dissipation, reduced die
size and lower cost. Microwave technologies such as GaAs and SiGe are suit-
able for SDR/SR applications, but are too power hungry for SDR/SR handsets.
Therefore, it is evident that CMOS technology is the most suitable one and will
dominate the evolution of SDR/SR. Many modern wireless receivers exploit
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Table 6.3.

Technology Optical
Superconducting
GaAs (gallium-arsenide)
SiGe (silicon-germanium)
CMOS

ADC Architecture Nyquist Flash ADC
Folding/Interpolating ADC
Time-interleaved ADC
Pipelined ADC

Oversampling Switched-Capacitor (SC) ΣΔ ADC:
low-pass, bandpass
Continuous-Time (CT) ΣΔ ADC:
low-pass, bandpass

ADCs Array Flash ADC & Pipelined ADC &
Sigma-Delta ADC & etc.

the inherent programmability feature of ΣΔ modulators [16–19], but reconfig-
urable pipelined ADCs [20], hybrid sigma-delta-pipelined ADC [21–23] and
other ADC architectures are considered and investigated as well.

6. Reconfigurable ADCs for SDR/SR
Our approaches for reconfigurable ADCs employ ΣΔ modulation. ΣΔ

ADCs offer an inherent resolution-bandwidth trade-off, great features for flex-
ibility, adaptability and programmability, high re-usability and integration ca-
pability. Since the linearity is a major issue in the radio receiver design, ar-
chitectures with improved linearity have been proposed and designed. The
theoretical dynamic range (DR) has been used in conjunction with the im-
plementation considerations to find the optimal performance/power ratio for
multi-mode operation. The theoretical DR is given by:

where L is the modulator loop order, N is the quantizer resolution and OSR
is the oversampling ratio, OSR=fS/fB , fS= sampling frequency, fB=signal
bandwidth. The majority of reported ΣΔADCs are implemented in CMOS
technology by using SC technique. The SC circuits are very accurate since the
loop filter coefficients are set by the capacitor ratios, but the sampling frequency

Enabling Technologies and ADC Architectures for SDR/SR.

DR = f(L, N, OSR) = 10 · log
(

3
2
· 2L + 1

π2L
· (2N − 1)2 · OSR2L+1

)
(6.2)
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is limited to one-half or less of the unity-gain bandwidth of the operational
amplifiers. Therefore, it will be very challenging to implement a SC ΣΔ ADC
for future SRs. A continuous-time (CT) implementation could prove to be a
practical alternative [24].

Three solutions, suitable for different radio receiver architectures are dis-
cussed in the next three subsections. They are:

A reconfigurable switched-capacitor modified cascaded ΣΔ ADC suitable
for Zero-IF/Low-IF receivers.

A digitally tuned continuous-time bandpass ΣΔ ADC for high-IF receivers.

A fully reconfigurable ADC for future Software Radios. This architecture
is based on a field-programmable array of CT ΣΔ and pipelined ADCs.

6.1 A SC Sigma-Delta ADC for Traditional SDRs
A generic reconfigurable ADC based on sigma-delta modulation technology

is presented in Figure 6.9. It consists of a cascaded sigma-delta ADC and a
programmable DSP. The programmable DSP employs a software controller to
provide different modulator architectures, sampling frequencies, resolutions,
etc and to digitally enhance the ADC performance. The programmable ΣΔ
modulator could be configured in a couple of architectures that provide the
optimal performance for different wireless standards. For some wireless stan-
dards the unused blocks are switched off resulting in large power savings. Since
ΣΔ modulators pose a high degree of programmability (loop order, quantizer
resolution, oversampling ratio) a variety of architectures could be implemented
based on this generic block diagram. However, a carefully selected architecture
is imperative for performance/power efficiency and low cost.

Figure 6.9. Generic Reconfigurable ΣΔ ADC.
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Figure 6.10. Multi-standard Receiver.

ADC shown in Figure 6.11 has been designed for GSM/WCDMA/WLAN/
WiMAX standards with minimum adjustment of parameters when switching
from one standard to another. The proposed modulator architecture consists
of a SC 4th order 2-2 modified cascaded ΣΔ modulator [18]. Each stage is a
2nd order feedforward ΣΔ modulator that improves the linearity even at low
oversampling ratio, keeping the power dissipation at an acceptable level. Dec-
imation, error-correction and channel selection filtering are the main functions
of DSP [25]. The DSP implements these functions and provides configurabil-
ity for the selected standard requirements (sampling frequency, number of bits,
number of stages, etc.). The first stage output, when only one bit quantizer
and 1bit DAC are used, represents the GSM mode output. The output of the
modified cascaded ΣΔ ADC represents the WCDMA mode output (for the
combination 1bit-4bit) or WLAN/WiMAX modes output (for the combination
4bit-4bit). The Pseudo-Data-Weighted-Averaging (P-DWA) technique is ap-
plied in the feedback 4-bit DAC to improve its accuracy in WLAN/WiMAX
modes.

The signal to noise+distortion ratio (SNDR) vs. input signal of the multi-
standard ΣΔ modulator is shown in Figure 6.12 and the performance summary
is presented in Table 6.4.

The overall performance indicates that the efficiency of the proposed ΣΔ
modulator architecture for implementing a reconfigurable ADC is quite suitable
for traditional SDRs.

Figure 6.11 presents our approach for reconfigurable ΣΔ ADC, which is op-
timized for the Zero-IF receiver presented in Figure 6.10. The reconfigurable
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Figure 6.12. SNDR vs. Input Signal.
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Table 6.4.

Wireless Stan-
dard

GSM WCDMA WLAN/WiMAX

Architecture 2nd order 1b
ΣΔ modulator
with
feedforward
path

1b-4b (2-2)
modified
cascaded
ΣΔmodulator

4 b-4b (2-2)
modified
cascaded
ΣΔmodulator

Sampling 32MHz 64MHz 160 MHz
Frequency
Bandwidth 100kHz 2MHz 10 MHz
OSR 160 16 8
Peak SNDR 83dB 75dB 62.86dB
Peak SFDR 96dB 84dB 82.2dB
IMD3 93dB 82dB -77.5dB
Power 8.3mW 17.8mW 42mW
dissipation
FOM 162 161 151
Process 0.18um CMOS, at 1.8V supply voltage

6.2 A CT Bandpass Sigma-Delta ADC for Alternative
SDRs

Sampling at the first or second IF of a receiver eliminates down conversion
stages including inphase/quadrature (I/Q) mixing, but requires faster devices
(higher fT ). Implementing IF processing in the digital domain takes full ad-
vantages of the increased speed, improving the noise immunity, providing more
flexibility and reducing the overall power dissipation of the receiver. Addition-
ally, performing the I/Q mixing in digital domain eliminates the I/Q channel
mismatches and yields a more robust and reliable receiver. The required ADC
alleviates the issues due to DC-offset and flicker noise [26]. The choice for
a direct digitization at high-IF with high linearity has led to the development
of a low-distortion bandpass ΣΔ ADC [27]. As it has been discussed earlier
in this section, the SC circuits are not suitable for implementing high-IF ΣΔ
ADCs; the sampling frequency requirement restricts the achievable IF. The CT
implementation has several advantages over SC implementation, which make

Performance Summary of the Reconfigurable ΣΔModulator.
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them suitable for high-IF ΣΔADCs [24]. The key advantage of the CT im-
plementation is that the sampling errors of the sample and hold (S/H) circuit
are shaped as the quantization noise since the S/H is placed inside the loop.
Another advantage is that a CT circuit can operate at higher frequencies, as
the sampling frequency is not limited by the charge transfer accuracy require-
ments. Moreover, the tuning frequency of a CT filter does not depend on the
sampling frequency and a CT bandpass loop filter can be tuned at a frequency
other than fs/4 without requiring additional hardware. However, issues such
as clock jitter and excess loop delay become great challenges to the designer,
especially at high sampling frequency. Therefore, special techniques should
be applied to overcome these problems. A CT bandpass (BP) ΣΔ modulator
with feedforward compensation path is well suited for implementing a high-IF
ADC. The block diagram for the proposed approach is shown in Figure 6.13.
The high-IF ADC consists of a 4th order 4-bit CT bandpass ΣΔmodulator and
a decimation filter. The decimation filtering, other digital processing, control
and calibration are implemented in a DSP, which could be part of the digital
baseband. By employing the bandpass ΣΔ modulator with feedforward com-
pensation path [27] in a CT implementation, we can achieve a highly linear
and low power ADC for high-IF receivers. The simulation results indicate that
the proposed architecture can achieve a peak SNDR of 50dB over a bandwidth
of 20MHz for an input signal centered at 75MHz and a sampling frequency
of 500MHz. A digitally tuned 4th order 4-bit CT BP sigma-delta modulator
can cover the dynamic range requirements for cellular, Bluetooth, WLAN and
WiMAX standards.
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Figure 6.13. 4th order Continuous-Time Bandpass Sigma-Delta ADC.
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6.3 Fully Reconfigurable ADC for Future SRs
This approach explores the possibility of implementing a fully reconfigurable

ADC for future SR. The proposed approach uses the advantages of both ΣΔand
pipelined ADC architectures [23], [28]. Moreover, adaptive digital compen-
sation techniques and a very powerful DSP are used to enhance the analog
components performance and to make them programmable, as is shown in Fig-
ure 6.14. The DSP will choose the ADC configuration and will digitally control
the analog-to-digital conversion depending on SR needs (receiver architecture,
selected standard, power optimization, etc.). The DSP is also used for channel
selection, demodulation and decoding. By using aggressive digitally assisted
analog functions, the analog circuits could be simplified and then the power
efficiency could be improved. This approach employs a programmable array
of ADCs, which can cover a large range of resolution-bandwidth. The pro-
grammable array is based on CT ΣΔ and pipelined ADC architectures, which
use the same basic building blocks (as opamps, and comparators). The ADCs
array can provide a significantly large reconfigurability space and minimize the
power dissipation. Similar solutions have been proposed in [21], [22].

Figure 6.14. Sigma-Delta Pipelined ADCs Array.

A dynamically configurable ADCs array can provide a wide variety of
resolution-bandwidth combinations to cope with the existing wireless standards
(including GSM, WCDMA, Bluetooth, WLAN, WiMAX) and future wireless
standards. By using an array of ADCs, a considerable amount of power associ-
ated with the higher resolution communication standards could be conserved.
The power could be saved by choosing a lower resolution in the flash ADCs
or by disabling different stages for a communication standard where a lower
resolution is enough. Figure 6.15 shows the block diagram of our proposed CT
ΣΔ-pipelined ADCs array.
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Figure 6.15. CT Sigma-Delta Pipelined ADCs array.

to the input signals that have to be process in a specific wireless standard.
A software controller block takes the decision of changing the resolution or
sampling frequency, disabling different stages or blocks according to a cellular,
WLAN or WiMAX communication standard. Obviously having a ADCs array
with a large space of reconfigurability and high degree of adaptability it will be
possible to upgrade and add new standards over time.

7. Conclusions
Next generation wireless systems will have to support a wide range of data

rates over several signal bandwidths and will require flexible system resources.
The ADC is the key component towards a fully integrated software radio. This
chapter has provided an overview of the emerging analog-to-digital conver-
sion technologies for SDR/SR handsets. The SDR concept was introduced and
the enabling radio architectures were presented. The ADC design challenges
for SDR/SR handsets were identified and finally, our reconfigurable ADC ap-
proaches for traditional SDR, alternative SDR and future SR handsets were
presented. This chapter has shown that a Software Defined Radio implementa-
tion for mobile terminals is within reach. The major remaining challenges are
the degree of configurability, programmability and adaptability and the further
reduction in power dissipation, size and cost. Many additional challenges come
when SDRs/SRs design moves to nanometer technologies. As we enter into
the nanoscale era, the key question is whether the capability of new nanometer

The ADCs array can be configured as CT ΣΔADC or pipelined ADC or
cascaded CT ΣΔ-pipelined ADC depending on the communication standard
requirements. It is also possible to change the sampling frequency according



120 RADIO DESIGN IN NANOMETER TECHNOLOGIES

processes, such as 65nm CMOS or smaller would allow robust, manufacturable
solutions that maintain signal integrity over random process and environmental
variations.

Acknowledgments
The work was supported in part by RaMSiS project, funded by the Swedish

Foundation for Strategic Research.

References

[1] John Mitola III. Software Radios-survey, critical evaluation and future directions. IEEE
Aerospace and Electronic Systems Magazine, 8(4):25–36, April 1993.

[2] Vanu Inc. http://vanu.com/technology/softwareradio.html.

[3] Ronald M. Hickling. New technology facilitates true software-defined radio. RF Design,
pages 18–26, April 2005.

[4] TechnoConcepts. http://www.technoconcepts.com.

[5] BitWave. http://www.bitwavesemiconductor.com/technology.htm.

[6] J. A. Kilpatrick and et al. New SDR architecture enables ubiguitous data connectivity.
RFDesign, pages 32–38, January 2006.

[7] Kevin Morris. Redefining Software Defined Radio- BitWave’s SDR for the Masses.
Embedded Technology Journal, 2005.

[8] Business Communications Review. http://www.bcr.com/bcrmag/2005/04/p18s1.php.

[9] D. Grandblaise and K. Moessner, editors. Requirements on Reconfigurability for Dynamic
Spectrum Allocation. 2004.

[10] E2 R White Paper. Hardware Technology Exploration: Impact of Technology Evolution
on End to End Reconfigurability. http://e2r.motlabs.com/whitepapers, December 2005.

[11] A. Reza Rofougaran, M. Rofougaran, and A. Behzad. Radios Next-Generation Wireless
Networks. IEEE Microwave Magazine, pages 38–43, March 2005.

[12] M.A.L. Mostafa, M.C. Fernando, W.K. Chan, and C. Gore. WCDMA receiver architecture
with unique frequency plan. In IEEE ASIC/SOC Conference, pages 57–61, 2001.

[13] P. B. Kenington and L. Astier. Power Consumption of A/D Converters for Software Radio
Applications. IEEE Trans. on Vehicular Technology, 49(2):643–650, March 2000.

[14] R. Schreier. ADCs and DACs: Marching Towards the Antenna. IEEE ISSCC - Girafe
Workshop, pages 1–19, February 1003.

[15] B. Murmann and B. Boser. Digitally Assisted Analog Integrated Circuits. Clos-
ing the gap between analog and digital - Focus DSPs, pages 65–71, March 2004.
www.acmqueue.com.



121

[16] J. Koh, K. Muhammad, B. Staszewski, G. Gomez, and B. Horoun. A Sigma-Delta ADC
with a built-in Anti-aliasing filter for Bluetooth receiver in 130nm digital process. IEEE
CICC, pages 535–538, 2004.

[17] J. Arias and et al. A 32-mW 320-MHz Continuous-Time Complex Delta-Sigma ADC for
Multi-Mode Wireless-LAN Receivers. IEEE Journal of Solid-State Circuits, 41(2):339–
351, February 2006.
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Chapter 7

RECONFIGURABLE A/D CONVERTERS FOR
FLEXIBLE WIRELESS TRANSCEIVERS IN 4G
RADIOS

Georges Gielen, Erwin Goris and Yi Ke

1. Introduction
Flexibility is a key feature in 4G telecom systems, where there is a demand

for reconfigurable transceivers that can cope with multiple standards (cellular,
WLAN, Bluetooth, etc.). Additionally, even within one mode, these trans-
ceivers should adapt to the environment (presence of received blockers or not,
status of battery power levels, etc.) to minimize power consumption and op-
timize performance according to the needs of the customer and the desired
Quality of Service. In addition, flexibility is required to cut the development
time and cost to implement possible new future standards into the 4G system.
All this calls for a digitally-controlled front-end architecture ("software-defined
radio") with reconfigurable RF and analog baseband blocks controlled through
digital programmable software. This poses serious challenges to the design of
such reconfigurable yet power-efficient RF/analog blocks. For the analog-to-
digital converters in the receiver, this comes down to designing a power- and
area-efficient reconfigurable converter with variable bandwidth and variable
dynamic range. The general requirements for such converters in 4G systems
will be described in this chapter. This will then be illustrated with the design of
a reconfigurable continuous-time ΔΣ A/D converter with a pipelined multi-bit
quantizer and 1-bit feedback. The prototype chip has been realized in a 0.18
μm CMOS technology. It has 3 different modes (20 MHz BW/58dB SNDR,
4 MHz BW/60dB SNDR, 0.2MHz BW/70dB SNDR). The chip has an active
area of 0.9 mm2 and the power consumption for the most demanding mode (20
MHz/58 dB) is 37 mW.
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2. Towards 4G Radios
Few technological achievements have had a more spectacular worldwide

impact than the digital cellular phone, which has reached an enormous market
penetration today. In addition, many other wireless applications are becoming
true success stories. WLAN (IEEE 802.11x) is gaining wide popularity in urban
areas, companies and homes, with many WiFi hot spots being installed for
public and commercial use. Many cars are being equipped with GPS receivers,
and Bluetooth is used for short-range communication such as between your
cell phone and a fixed transceiver on the dashboard of your car. Radio and
TV broadcasting will become digital in the near future (DAB, DVB-T/H). 3G
cellular communication systems are currently being deployed, and future 4G
systems are under development. Obviously, mobility and wireless connectivity
seem to satisfy some basic human needs.

It is clear from this discussion that there is a large and still growing number of
wireless standards for all kinds of applications (long-range, short-range, voice,
data, images, broadcast, on-line games, etc.). Table 7.1 gives an overview
of different wireless standards and some basic requirements they pose on the
baseband analog-to-digital converters. To cope with all these standards, cus-
tomers don’t want a collection of different handheld devices, but they want
all services to be integrated into one portable device which can offer mobil-
ity (through roaming and seamless hand-over between services, e.g. between
WLAN inside and cellular when leaving the office building) and which can si-
multaneously handle different services (e.g. operate GSM and GPS at the same
time). The future 4G systems promise to offer customers an integration of such
different services. So convergence of services is a very important aspect of 4G,
besides the mere promise of higher data rates (100+ Mbps).

A second feature of 4G systems is the scalable optimization of power con-
sumption. The power consumption of these transceivers has to be minimized

Table 7.1. Different wire standards and some basic ADC requirements.

Standard Bandwidth Resolution
GPS 2 MHz 10 bit
GSM 200 kHz 12 - 14 bit

Bluetooth 1 MHz 13 bit
WCDMA 3.84 MHz 6 - 8 bit

WLAN 802.11a 20 MHz 10 - 14 bit
WLAN 802.11b 22 MHz 6 - 8 bit
WLAN 802.11g 22 MHz 10 - 14 bit
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and adapted to the environment (presence of received blockers or not, status of
battery power levels, etc.) in order to optimize performance at minimum power
according to the needs of the customer and the desired Quality of Service. For
example, when the battery levels are running low, the transceiver may switch to
a lower operating mode to keep the transmission running, be it at lower quality.
Similarly, when for instance no blocking signals are present, the system can
switch to a mode of operation with lower dynamic range, hence saving power,
while switching back to a mode with higher dynamic range when blockers are
detected in the received antenna signal. The transceiver therefore needs to be
dynamically adaptive, driven by the quality of service requested by the user, and
not only switch configuration in a static sense when switching communication
standard.

Instead of having a separate receiver and handheld device for every standard,
customers want to have all functionality integrated in one multi-standard device.
In order to build such a multi-standard adaptive transceiver, different solutions
exist. The most straightforward way (see Fig. 7.1(a)) is to integrate several
dedicated transceivers in parallel, one for each standard. This may be power
efficient since every standard has an optimized transceiver (while the others are
turned off), but it is a very expensive solution in terms of chip area and cost.
Another approach is to use one global transceiver, where the building blocks are
designed for the worst-case set of specifications. This is very inefficient, since
it will consume way too much power for most of the standards and operation
modes, and for a broad range of specifications this solution is simply techni-
cally infeasible. Therefore, a transceiver with reconfigurable building blocks
(see Fig. 7.1(b)) where the performance and hence the power consumption
can be scaled to the needs of the standard and operating mode, is much more

(a) (b)

Figure 7.1. (a) Multiple parallel transceivers for each standard, versus (b) one flexible trans-
ceiver for multiple standards.
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desirable. This is the concept of a “flexible” or “reconfigurable” transceiver,
which has gained considerable interest recently. If such reconfigurable front-
end is controlled and reconfigured through digital programmable software, then
this is called a “software-defined radio”.

Section 2 describes the concept of flexible receivers. Section 3 focuses on
the A/D converter and its specifications in such a flexible 4G receiver. Existing
designs are compared and a new topology is proposed. Section 4 describes the
design of a prototype chip in a 0.18 μm CMOS technology. Conclusions are
drawn in section 5.

3. Flexible Receiver Architectures
An ideal flexible receiver should be able to cope with a wide range of com-

munication standards. It should adapt to the environment to optimize power
consumption and performance according to the needs and quality of service
requests of the customer. Flexibility should also cut the development time and
cost to implement and integrate future new standards, since such new standard
can reuse, possibly after some reconfiguration, the existing front-end blocks
(provided that the reconfigurable blocks can manage the requested performance
range). It should be stressed that a flexible receiver is not a “software radio”.
Software radio implies that almost all analog signal processing is shifted to the
digital domain, and that the front-end consists of a large A/D converter right
after the antenna. This puts extreme requirements on the A/D converter (both
bandwidth and dynamic range) and leads, if even feasible, to a very power-
inefficient solution for most operations.

A flexible receiver consists of a digitally controlled analog front-end
(“software-defined radio”) and a programmable digital back-end. As an ex-
ample, a simplified schematic of a zero-IF flexible receiver is shown in Fig. 7.2.
The digital back-end processes the signals and feeds back control signals that
can reconfigure (statically between different standards or even dynamically
within the same standard) the building blocks in the front-end. These blocks
then switch to a different set of performance values (e.g. a different resolution
and bandwidth for an analog-to-digital converter), or a different filter order or
cut-off frequency for a filter, or a different gain and bandwidth for a low-noise
amplifier, or a different gain for a variable gain amplifier, etc.). This poses
significant challenges on the design of reconfigurable RF and analog baseband
blocks, which should have close to minimal power consumption in all perfor-
mance combinations compared to dedicated implementations of the same block
for the same set of performance values. Note that only one antenna is drawn in
Fig. 7.2, but more likely an array of antennas (MIMO) will be used. The same
remark applies to the band-select filters, which are generally implemented as
off-chip SAW filters. Note also that in reality in a 4G system still more than
one transceiver in parallel might be needed for communication services that
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Figure 7.2. Simplified block diagram of a flexible software-defined receiver with digital control
of a reconfigurable front-end.

need to be able to operate simultaneously at any time (e.g. GPS reception
might be needed in parallel to voice/data communication) and that cannot be
time-interleaved.

The differences between existing multi-standard transceivers and a flexi-
ble 4G one are the granularity and the range of building block specifications
covered. Numerous IEEE 802.11a/b/g transceiver designs have already been
published and/or are commercially available. Another popular combination is
GSM-EDGE/WCDMA. A flexible 4G receiver should be able to deal with the
low-bandwidth/high-dynamic-range requirements of both cellular standards, as
well as the high-bandwidth/low-dynamic-range requirements of WLAN stan-
dards, in combination with other standards like Bluetooth and DVB.

We will now focus on the reconfigurable A/D converters in such flexible
transceivers. To cope with different standards (cellular, WLAN…), the A/D
converter needs to have a variable bandwidth and dynamic range. ΔΣ A/D con-
verters are quite suitable for this task. They allow an easy trade-off of bandwidth
and dynamic range. They also lower the specifications for the channel/anti-
aliasing filter in front of the ADC. But their use is challenging for applications
with a wider bandwidth like WLAN, which rather call for pipelined type of
converters.

4. Multi-standard A/D Converters
4.1 Different Architectures

The typical bandwidth and dynamic range (number of bits) requirements for
different wireless communication standards were included in Table 7.1. The
bandwidth ranges from between 0.2 to a few MHz on the one end up to 22 MHz
on the other end. The intrinsic performance of analog circuits and hence also of
analog-to-digital converters is limited by a trade-off between speed, accuracy
and power resulting in a relation of the form [1]:
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Figure 7.3. Comparison of performance of ΔΣ and pipelined A/D converters.

speed ∗ accuracy2

power
= const (7.1)

This implies that converters can be either fast but less accurate, or more ac-
curate but slower for the same power. Hence, if we compare the speed (sample
rate) and the accuracy (effective number of bits) of several published A/D con-
verters, as shown in Fig. 7.3, then we notice that the large-bandwidth ones are
pipelined converters, while the higher-resolution ones are ΔΣ converters.

Therefore, for cellular standards (e.g. GSM-EDGE, WCDMA) with medium
to high dynamic range requirements and a fairly limited signal bandwidth, an
oversampling converter is commonly used. Powerful blocker signals can exist
near the signal band. This requires a filter with very sharp edges, hence with a
large power and hardware cost. One of the main advantages of an oversampling
converter is that it relaxes the specifications of the analog channel filter in the
receiver. Channel filtering is performed in the digital domain at a reduced cost.
If a continuous-time ΔΣ A/D converter is used, the loop filter also acts as an
anti-aliasing filter.

For WLAN standards (e.g. IEEE 802.11a,b,g) on the other hand, with
medium dynamic range requirements but with a fairly high bandwidth (> 10
MHz), a Nyquist-rate converter like a pipelined ADC is commonly used. Recon-
figuration of such pipelined converter can occur through switching on/off some
stages (see Fig. 7.4) [2], changing the sampling rate, through reconfiguring the
amplifiers (transistor sizes, bias currents, capacitors) in the stages (see Fig. 7.5),
etc. The impact of the many switches on the circuit performance is a concern,
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Figure 7.4. Changing the resolution and bandwidth of a pipelined A/D converter by switching
in/out stages and by changing the sampling rate.

Figure 7.5. Reconfiguring an OTA by switching in/out different substages (different sizes,
currents or capacitors.

however. In addition, pipelined converters are quite power-hungry blocks. In
recent years, however, some ΔΣ A/D converter designs have been published
with a signal bandwidth higher than 10 MHz. Most of these converters use
a continuous-time loop filter [3] [4], but a switched-capacitor implementation
has also been published [5]. Like for cellular standards, using an oversampling
converter, if feasible, would lead to a more power-efficient design, and they
allow an easy trade-off between bandwidth and dynamic range. In addition,
they scale well with technology.

Fig. 7.6 shows a general block diagram of an oversampling ΔΣ A/D mod-
ulator consisting of a loop filter H(s), a quantizer and a DAC feedback block.
The quantizer is operated at a frequency much higher than the signal’s Nyquist
frequency (the ratio is called the oversampling ratio OSR), which spreads the
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Figure 7.6. Basic Block Diagram of a ΔΣ modulator.

quantization over a larger frequency range, and the loop filter shapes the quan-
tization noise to higher frequencies, which is then removed by the digital deci-
mation filter that follows the modulator, resulting in larger SNR values.

Most published reconfigurable A/D converters today combine 2 or 3 cel-
lular standards (e.g. UMTS/GSM [6], WCDMA/GPRS [7], GSM-EDGE/
CDMA2000/UMTS [8]). As can be expected for these combinations with a
relatively low signal bandwidth, they all employ oversampling. Switching be-
tween different modes is then done by changing one or more of the following
properties: loop-filter coefficients, loop-filter order, OSR, sampling frequency,
number of bits in the quantizer. For converters with already a high signal
bandwidth (e.g. 10 MHz), only a limited OSR is possible due to technological
limits. For a continuous-time converter, increasing the OSR also means increas-
ing the jitter sensitivity. Power and area consumption of these reconfigurable
flexible converters are comparable with state-of-the-art dedicated converters.
This shows that the ΔΣ architecture is very well suited for multi-standard
A/D converters. WLAN standards, however, which have a much larger signal
bandwidth, generally use a Nyquist-rate converter. In the flexible ADC topol-
ogy proposed in this chapter, that is targeting the combination of cellular and
WLAN standards as summarized in Table 1, oversampling is also used in the
wide-bandwidth mode.

One of the few published A/D converters with a very widely programmable
bandwidth and dynamic range was presented in [9]. It has a pipelined mode
and a ΔΣ mode. The bandwidth range is 0-10 MHz. The resolution range is
6-16 bits. Opamps and capacitors are shared between pipelined and ΔΣ mode.
Because of the large reconfigurability space and the effective combination of
two architectures into one combined architecture, the design is very complex
with a considerable area overhead.

4.2 Wide-bandwidth ΔΣ A/D Converters
The flexible oversampling ADC topology that has been developed is now

discussed in more detail. It we were to apply a ΔΣ converter for the desired
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reconfigurable multi-mode converter, then the first parameter to scale would
be the oversampling ratio (OSR). To first-order approximation, increasing the
OSR does not increase power consumption: the kT/C noise is spread out over
a broader bandwidth, so the capacitors can be scaled down. However, if a wide
signal bandwidth (say 20 MHz) is required, only a limited OSR is possible due to
technological limits. To increase the resolution, basically two other parameters
can be altered: the filter order and the resolution of the quantizer. Increasing
the filter order from say second to third order for a single-loop converter with
single-bit feedback is only helpful when the OSR is larger than 16. This can
clearly be seen in Fig. 7.7, which shows the SNDR as a function of the OSR
for different ΔΣ converter topologies (“O n, m b” denotes “order n, m bits”).

Increasing the number of bits of the quantizer on the other hand greatly
improves the performance of the converter. As can be seen in Fig. 6, going
from a 1-bit to a 2-bit implementation improves the total SNDR with 14dB !
This is much more than the 6 bit predicted by a simple linearized ΔΣ A/D
converter model. This is explained by the fact that a multi-bit converter allows
higher overload levels than a single-bit one.

The price paid for this extra performance however is substantial. The main
problem is the linearity requirement of the feedback DAC. For a single-bit im-
plementation, this DAC is inherently linear. This is no longer the case for the
multi-bit implementation. The distortion components due to the DAC non-
linearity have the same transfer function to the output as the signal, so they
are present in unsuppressed form in the output spectrum. Generally, Dynamic

Figure 7.7. SNDR vs. OSR for different ΔΣ A/D converter topologies.
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Element Matching (DEM) techniques are employed to whiten and shape the
distortion components. These techniques can become quite complex and intro-
duce extra delay in the feedback path. Certainly for high-speed converters they
become difficult to implement.

In the Leslie-Singh architecture [10] (see Fig. 7.8) only the most significant
bit of the multi-bit quantizer is fed back to the input. This has some interesting
advantages. There are no DAC linearity problems and the quantizer can be
pipelined. In the figure two separate quantizers are shown, but in practice the
single-bit quantizer can be the first stage or the MSB of a pipelined ADC.

Figure 7.8. The Leslie-Singh architecture with discrete-time loop filter and digital reconstruc-
tion filter.

There are however some disadvantages associated with this architecture. The
main disadvantage is the need for a digital filter to combine both digital outputs.
This digital filter should have a frequency characteristic (NTFd) identical to the
(analog) noise transfer function (NTF). This can be derived as follows. The
output of the modulator is given by:

Y (z) = z−DSTF (z)X(z) + NTFd(z)Q2(z)
+z−D(NTF (z) − NTFd(z))Q1(z) (7.2)

where Q1(z) is the quantization noise of the first quantizer, Q2(z) is the much
smaller quantization noise of the second multi-bit quantizer, and STF(z) is the
signal transfer function of the modulator. Looking at equation (2), we see that
if the NTF of the modulator equals the transfer function of the digital filter
NTFd, the quantization noise of the first quantizer will be removed from the
output. The quantization noise at the output will then be the much smaller
shaped quantization noise of the second quantizer. This architecture will not
give the advantage of an increased overload level when increasing the resolution
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of the second quantizer. Adding a bit in the second quantizer will add only 6
dB to the SNDR.

Matching the two filter characteristics NTF and NTFd however is not straight-
forward. For a discrete-time loop filter this requires sizing the capacitors to
ensure sufficient matching. This costs power and area. To relax the match-
ing constraints, more than one bit can be fed back [12]. This however implies
sacrificing one of the major advantages of the topology: no DAC linearity prob-
lems. If a continuous-time loop filter is used, accurate matching of the filter
coefficients is simply impossible.

A different approach was suggested in [13]. That paper presents a design
with an adaptive digital filter. To adapt the coefficients in the filter, a test signal
is injected in front of the quantizer. This is the least sensitive node in the
modulator. The test signal experiences the same transfer function to the output
as the quantization noise of the first integrator. The error signal that guides
the adaptation process is the correlation between the test signal and the actual
output. If these two signals are uncorrelated, then all the quantization noise of
the first quantizer is removed from the output.

Another approach based on the same principle would be a simple off-line
blind calibration. This works remarkably well for a second-order loop filter
as in this case only 2 coefficients need to be adapted. The principle is shown
in Fig. 7.9. A digital IIR filter (implemented in the DSP block) is used with
two integrators. The filter’s block diagram is shown in figure 7.10(a). The
algorithm used to adapt the coefficients in our design was a very simple hill

Figure 7.9. Principle schematic of the tuning of the digital filter (implemented in the DSP
block).
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(a)

(b)

Figure 7.10. (a) Structure of the digital IIR tuning filter, and (b) impact on the SFDR by tuning
the digital filter coefficients.

climbing algorithm with a fixed step size. Of course, more elaborate algorithms
are also possible. The calibration is performed off-line with no signal present
at the input. The coefficients are adapted in such a way that the low-frequency
quantization noise is minimized. Figure 7.10(b) shows the adaptation of the
coefficients and the impact it has on the SNDR. This approach was used in our
prototype design.

4.3 Prototype Reconfigurable Wide-bandwidth
Continuous-time ΔΣ A/D Converter

The presented architecture consists of a continuous-time ΔΣ A/D converter
with a pipelined quantizer and 1-bit feedback (see Fig. 7.8). This is the Leslie-
Singh topology [11], but implemented with a continuous-time loop filter. To
ensure matching between the analog filter and the digital reconstruction filter,
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Figure 7.11. Circuit schematic of the pipelined quantizer used in the A/D converter.

a simple blind digital off-line coefficient adaptation scheme is used (see Fig.
10).

A prototype chip implementing this architecture has been designed in a 0.18
μm CMOS technology. The converter has 3 different modes (20MHz BW/58dB
SNDR, 4 MHz BW/60dB SNDR, 0.2MHz/70dB SNDR). For the wide band-
width (20 MHz), a small oversampling ratio of 12 has been used. This im-
plies a very challenging sampling frequency of 480 MHz. To increase the
dynamic range in this mode, the quantizer is a 6-bit pipelined A/D converter
(see Fig. 7.11).

Every pipeline stage in the pipelined quantizer has a resolution of 1.5 bits.
Only the first bit of the quantizer is fed back as explained in section 3.2. Using
a pipelined A/D converter has the extra advantage that the resolution and hence
the power consumption can be lowered easily by switching of pipeline stages
at the end of the converter. An amplifier bandwidth of 2.5 GHz and a DC
gain of 40 dB is required, and a folded-cascode amplifier topology is used.
Capacitor sizes can be very small (50 fF for both sampling and feedforward
capacitor) because of the low resolution and matching requirements, reducing
the power consumption. Since the signal swings are small and the resolution
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Figure 7.12. Circuit schematic of the loop filter used in the reconfigurable A/D converter.

of the quantizer is moderate, simple NMOS switches suffice. No bootstrapped
switches are required.

The ΔΣ modulator has a second-order continuous-time loop filter (see
Fig. 7.12). The loop filter uses gm-C type integrators and switched current
sources for feedback. Switchable capacitors are used to change the filter coef-
ficients. Non-return-to-zero (NRZ) pulses are used to reduce jitter sensitivity.
By ensuring fast enough switching, noise due to inter-symbol interference (ISI)
is below the quantization noise floor. The DC gain requirement for the first
OTA is 50 dB. Since signal swings are small throughout the convertor (0.15
Vptp), a one-stage amplifier can be used. A fully differential folded cascode
topology is chosen for its relatively high DC gain and its ability to work at
low power supplies (1.8V in this design). Gain-boosting techniques are not
required, making the design more robust. The first OTA does not need source
degeneration. If its GBW and DC gain are sufficiently large, the capacitive
feedback will linearize the integrator. The OTA transconductance is 10 mS,
while the input resistance is 800 Ω. For the second OTA however source de-
generation is required. The transconductance of the input transistors is 1.5mS
while the degeneration resistor is 8200 Ω. The source degeneration lowers the
DC gain, but since the specifications of the second filter stage are relaxed, this
doesn’t pose any problems.

Reconfiguration or switching between the different operating modes of the
converter is done by changing the capacitors in the loop filter, changing the
sampling frequency and changing the oversampling ratio. The pipelined ADC



Reconfigurable A/D Converters for Flexible Wireless Transceivers in 4G Radios 137

is only used in the wideband mode. In the other modes, only the quantizers in
the first pipeline stage are used to create the 1-bit feedback signal, hence saving
power. Table 2 shows the topology of the converter for the different modes.
The loop-filter order remains the same in the different modes, only the OSR
and quantizer resolution are changed. The multi-bit quantizer is only used in
wideband mode (for WLAN).

A chip photograph is shown in Fig. 7.13. The active area is 1 mm2. The
adaptive digital filter is not included on chip in this prototype implementation.
The power consumption for the three modes is 37mW for the 20 MHz/58dB
mode and 15mW for the 4MHz/60dB and 0.2MHz/70dB modes, respectively.
The power consumption in the wide-bandwidth mode is quite comparable to
dedicated solutions. The rather high power consumption in the lower-bandwidth

Table 7.2. Topology of the reconfigurable converter in the different modes.

mode loop filter OSR quantizer
0.2 MHz/72dB (GSM) 2nd order CT 128 1b

4 MHz/60 dB (WCDMA) 2nd order CT 64 1b
20 MHz/60 dB (WLAN) 2nd order CT 12 6b (1b for loop)

Figure 7.13. Chip photograph of a prototype multi-standard oversampling A/D converter in
0.18 μm CMOS technology.
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Figure 7.14. Simulated spectrum of the A/D converter before and after adapting the digital
filter’s tuning coefficients.

Table 7.3. Summary of results for the different modes of the prototype chip design.

Mode Peak SNDR Power Consumption
0.2 MHz 70 dB 15 mW
4 MHz 60 dB 15 mW
20 MHz 58 dB 37 mW

modes is due to the OTAs in the loop filter that were oversized for these modes
(the reason is that in order to cut design time to meet the tape-out deadline the
same OTAs were used in all the modes, whereas ideally scalable OTAs should
be used that are scaled depending on the mode).

The simulated power spectrum of the wideband mode is shown in Fig. 7.14.
The effect of adapting the digital filter’s coefficients is clearly visible. The
simulated peak SNDR in wideband mode is 58 dB with a power consumption
of 37 mW. This includes both static and dynamic power consumption. The
performance of the converter and the power consumption for the different modes
is briefly summarized in Table 7.3. The distribution of the power consumption
over the different building blocks in the wideband mode is shown in Table 7.4.
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Table 7.4. Distribution of power consumption over the different blocks in the wideband mode.

Building block Power consumption
loop filter stage 1 6 mW
loop filter stage 2 1.5 mW

track and hold 5 mW
OTA pipelined stage 4*3.25 mW

comparators 11*1 mW
total power 37 mW

These results indicate that it is feasible to implement multi-mode reconfig-
urable A/D converters in state-of-the-art CMOS technologies which can trade
off bandwidth and dynamic range, at power levels that are competitive to dedi-
cated solutions. The same is true for other reconfigurable analog and RF blocks
as needed in software-defined reconfigurable front-ends for 4G wireless telecom
systems.

4.4 Conclusions
This chapter has shown that reconfigurable software-defined radios are needed

to cope with the flexibility and power requirements of 4G wireless systems.
In order to produce a cost-effective 4G device that can handle multiple stan-
dards (cellular, WLAN, Bluetooth, DVB, etc.), flexible RF and analog baseband
blocks are needed that can be reconfigured through digital programmable con-
trol. For the analog-to-digital converters in the receiver, this comes down to de-
signing a power- and area-efficient reconfigurable converter with variable band-
width and dynamic range. The requirements for such flexible multi-standard
converter in 4G systems have been described. Oversampling converters are very
suitable for this task. One of the main challenges however is to efficiently ex-
tend the bandwidth of these converters to accomodate WLAN standards (> 10
MHz bandwidth), which may require architectural combinations with pipelined
or other Nyquist-rate converters.

This has been illustrated with the prototype design of a reconfigurable A/D
converter that has three modes. The architecture chosen is a continuous-time
ΔΣ A/D converter with a pipelined multi-bit quantizer and 1-bit feedback. Dig-
ital filter tuning is required to match the filter functions to suppress quantization
noise. The chip has been realized in a 0.18 μm CMOS technology. The three
different operating modes are: 20 MHz bandwidth/58dB SNDR, 4 MHz band-
width/60dB SNDR, 0.2MHz bandwidth/70dB SNDR. The chip has an active
area of 0.9 mm2 and the power consumption for the most demanding mode (20
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MHz/58 dB) is 37 mW. The ratio of the largest signal bandwidth to the lowest
bandwidth is 100. This ratio is much larger than that of converters that are de-
signed for cellular standards only (typically 20). Yet, the power consumption
is quite competitive compared to dedicated solutions for the wideband mode.

Future work will focus on developing a reconfigurable A/D converter with
even higher granularity of scalability, and with minimized power consumption
in each mode.
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Chapter 8

RECEIVER DESIGN FOR INTEGRATED
MULTI-STANDARD WIRELESS RADIOS

Delia Rodŕıguez de Llera González, Ana Rusu and
Mohammed Ismail

1. Introduction
As we move beyond third generation (3G), the wireless scenario is rapidly

becoming rather complex. A mobile device, be it a phone, a PDA or a note-
book, is expected to be feature-rich, and able to work with several wireless
standards while achieving the highest performance/price ratio. The existing
wireless standards are very different from one another. Moreover, each of them
is fragmented in different operating frequency bands both due to the limited
spectrum availability and the particular regulations in different geographical
areas. Hence, 4G systems need to provide multi-band multi-standard capabili-
ties in order to be competitive. In the effort of providing the user with an always
best connected experience, handhelds are to roam among these coexisting stan-
dards in a seamless manner. Thus, the system will adapt to the environment
offering the best available quality of service for the different applications (data,
voice, multimedia) the mobile terminal is running at a given time. This situa-
tion is highlighted in Figure 8.1, which shows examples of the various services
available in different scenarios. Advances in both integrated circuits design and
process technology permit the higher level of integration these systems require
at a sufficiently low power consumption.

One of the main challenges for 4G wireless communications systems comes
from trying to integrate the hardware of a number of existing wireless systems
of newer generations that were conceived independently and were not meant
to be integrated [1]. The requirements these various standards impose on the
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Figure 8.1. Different wireless scenarios and the connectivity options they provide.

different blocks of the transceiver chain may vary immensely. Their optimal
implementations may map into different architectures both at the system and
the block levels. Building a receiver able to handle all these different standards
is not an easy task. So why the effort? The answer comes in the form of
product increased portability and reduced price, which are closely related to a
reduction in silicon area and power consumption. One way of obtaining this is
by finding a programmable architecture where most of the blocks can be reused
for different standards [2].

The receiver in a mobile terminal is one of the most challenging cases to
solve. As opposed to the transmitter, the receiver’s input signals lie in an
uncontrolled environment full of interferers. In mobile terminals low power
consumption is a must in order to ensure as long a battery life time as possible.
High performance level is required in all operation modes.
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Some of the major decisions to be made when designing a receiver are the
architecture, the frequency translation scheme, the way to distribute the radio
specs among the individual receiver blocks and the partitioning of the system.
These decisions have to be made at a very early stage and will strongly determine
the overall performance of the receiver as well as its cost and time-to-market.
The higher the level a bad decision is made, the more time consuming and costly
fixing the problem will be. Hence, a thorough study of the different possibilities
is crucial at the system level in order to ensure that the market window for a
product is not missed.

When aiming at a multi-standard receiver the problem is further compli-
cated. A high level of performance hardware sharing is desired while keeping
area and power consumption small. Flexibility has to be provided both at the
architectural and block levels. It is no longer adequate or possible to tweak
the design of the receiver blocks until they satisfy an optimal performance for
a particular application. Being able to digitally tune and program the receiver
at different levels is key in order to succeed in achieving the selectivity and
sensitivity levels required by the ever changing target applications.

In contrast with their digital counterparts, analog and RF blocks have an
extremely large design cycle. The level of uncertainty between simulated and
fabricated circuits and the limitations of available automated design tools for
analog circuits make the situation even worse. Intellectual Property (IP) block
reuse is, therefore, very important not only due to the time saving it entails but
also due to reliability issues. Including silicon proven blocks in a new design
increases the chances of first pass success [3].

The realization of an efficient receiver budget and frequency planning is
one of the most compelling problems RF engineers face nowadays. Even in
the single standard case, the level of complexity of a wireless communications
receiver is enormous. When the multi-standard case comes into the picture,
this problem is aggravated with the need to share as much hardware as possible
while keeping the performance levels high and the power consumption low.

The system level design is still nowadays done in many instances using the
help of spreadsheets. Besides being error prone, this method is very limited in
the number of different design possibilities it can explore within a given time.
There is a number of EDA tools [4–9] that automate parts of this process. Most
of them focus on analysis [6–8]. They may provide accurate models for the
blocks [6, 8] or analyze the frequency behavior of certain parts of the circuit
[9], but in general these tools provide little or no help at all to the RF engineer in
the system level design process. Other reported tools [4, 5] and methodologies
[10] help in the design process, but they only address the single-standard case.

The design of a multi-standard system is substantially more complex than
the combination of the system level design of separate single-standard systems.
Our multi-standard RF Transceiver Architecture Comparison Tool, TACT, in-
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troduced in [11] and thoroughly described in [12], is a tool that automates the
process of design space exploration for multi-standard transceivers. This tool
is aimed at easing the RF engineer’s job as it fills a gap left by the already
available CAD tools that address the transceiver design problem. For the time
being, only the receiver side is implemented in the tool.

This chapter is organized as follows: Section 2 gives an overview of the
general considerations to bear in mind when designing a receiver. Section 3
reviews some basic definitions and describes the method that allows mapping of
the standard specs into receiver specs. Sections 4 and 5 introduce the frequency
planning and budget design methodology proposed for, and implemented in,
TACT. Section 6 shows a case study for a WCDMA/WLAN receiver design
carried out using TACT.

2. Multi-standard Receiver Design Considerations
The general considerations to follow when designing a multi-standard re-

ceiver could be summarized as follows:

1 Choose the target standards.

2 Obtain the standard specifications from the corresponding standardization
body (IEEE, ETSI, etc.).

3 Develop a detailed list of requirements the receiver should meet based on
the specs. Some of them have to be worked out based on the information
given in the standard, others are given directly. These specifications include
parameters such as LO’s phase noise limits, required noise figure, second
and third order intermodulation, filtering characteristics, etc. Section 3 gives
detailed information on how to map the standard specs into receiver specs.

4 Compare the obtained receiver specs with common practice and update the
specs if needed (you may not want to lag behind your competitors).

5 Choose the receiver architecture. For the multi-standard case, the receiver
architecture should be as similar as possible for all the targeted standards in
order to maximize the hardware sharing.

6 Develop a careful frequency plan that minimizes the effect of interferences
along the receiver chain.

7 Design the receiver budget itself. This means distributing the gain, noise
figure and intermodulation product levels among the receiver blocks. It is
really the tricky part. It may require considerable time to work out all the
numbers so that the specs for each of the blocks are practically realizable in
a given process technology and the overall receiver meets the specs and is
compliant with the test procedures specified in the standard. When targeting
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a multi-standard receivers this gets more complicated. You always have to
bear in mind that the specs for some of the blocks should be as similar as
possible so that they could potentially be shared.

8 Follow the signal levels through the blocks up to the ADC for the maximum
and minimum input signal, the blockers and the input thermal noise. This
allows the calculation of the required dynamic range of the A/D converter,
and therefore the necessary number of bits.

Usually several iterations between the last two steps are necessary in order
to reach a fair distribution of the tough requirements. Both the multi-standard
and the single standard cases are studied at the architectural and the block level.
Basically, what has to be done once the specs are set is:

for all combinations of multi-standard and single-standard
for all possible receiver architectures

* find the frequency plan with less interferers
* find a Rx budget that meets specs
while not being tough on each block

end;
end;

Overwhelming, isn’t it? Each individual task is certainly easy to perform
on its own, as we will see in the next sections. It is the number of times these
operations have to be carried out, the endless possibilities of parameter distri-
butions and the correlation between these parameters that makes this problem
not only difficult but also complex.

Some degree of automation would certainly be appreciated by the RF systems
engineer. The rest of the discussion will focus on general considerations related
to receiver budget design as well as on-chip frequency planning. These issues
will be addressed from the standpoint of our proposed solution implemented
in TACT. TACT’s simulation flow and interaction with the user are shown in
Figure 8.2.

TACT consists of four interacting components: (1) a standard radio spec-
ifications to transceiver specifications mapping tool, (2) a pool of transceiver
architecture models, (3) a pool of transceiver block models, and (4) a compari-
son tool, where the frequency planning and the receiver budget are performed.
Figure 8.3 shows how they relate to each other.

3. From Standard to Receiver Specs
This section will walk us through the procedure to follow in order to find the

specs the receiver has to meet in order to be compliant with a certain standard.



150 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Figure 8.2. Simulation flow and interaction with the user of the frequency planning and budget
tools.
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Figure 8.3. TACT components.
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They comprise receiver noise figure, local oscillator phase noise, non-linearities
and selectivity requirements. The parameters needed to compute them can be
obtained in most cases from the radio specs of the standard. Some of them
may not be specified for certain standards. Commonly used values for them are
usually easy to find from commercial products.

3.1 Noise Figure
The noise figure of a system measures how much the signal to noise ratio

(SNR) degrades when a signal passes through it [13]. The noise factor nf1 of a
system is given by

nf =
SNRin

SNRout
(8.1)

And the noise figure NF is the expression of the noise factor in dBs, that is:

NF = 10 log nf (8.2)

The noise factor can also be expressed as:

nf =
Pin/PRS

SNRout
(8.3)

Where Pin is the input signal power and PRS the source resistance noise
power. Therefore,

Pin = PRS · nf · SNRout (8.4)

which integrated over the signal bandwidth gives the total mean square power
of:

Pin,tot = PRS · nf · SNRout · B (8.5)

for a flat channel where B is the channel bandwidth. Expressing this equation
in decibel units we obtain:

Pin,tot|dBm = PRS |dBm/Hz + NF |dB + SNRout|dB + 10 log B (8.6)

The source resistance noise power PRS for a matched input at room temper-
ature is given by:

PRS =
4kTRs

4
1

Rin
|Rs=Rin = kT |T=290K = −174dBm/Hz (8.7)

where k = 1.3810−23 is the Boltzmann’s constant.
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Hence, Equation 8.6 can predict the system sensitivity Pin,min, that is, the
minimum signal level that the system can detect with acceptable SNR, as:

Pin,min|dBm = −174dBm/Hz + NF |dB + 10 log B + SNRmin|dB (8.8)

where the sum of the first three terms is the total integrated noise or noise
floor of the system. It immediately follows from this equation that:

NF |dB = Pin,min|dBm − SNRmin|dB + 174dBm/Hz − 10 log B (8.9)

Hence, the maximum noise figure a receiver chain is allowed to have can be
calculated using the receiver sensitivity, the signal bandwidth and the minimum
required signal to noise ratio at the output.

3.2 Local Oscillator Phase Noise
The phase noise of an oscillator at an offset frequency Δf of the carrier

L(Δf) is given according to Leeson’s model by:

L(Δf)(dBc/Hz) = Ps(dBm) − Pb(Δf)(dBm) − 10 log B − SIR(dB)
(8.10)

where Ps denotes the input signal power, Pb(Δf) the blocker power at an
offset frequency Δf , and SIR the signal to interferer ratio. Depending on
the standard, the blocker power at a certain offset frequency from the carrier
Pb(Δf) may be given by the blocking characteristics or by the adjacent channel
characteristics. The one setting more stringent characteristics on the LO’s phase
noise performance should be taken.

The mechanisms originating phase noise are very complex and not fully
understood [14]. Using Leeson’s model for setting the local oscillator phase
noise is an oversimplification, but it is a good starting point when setting the
specs.

3.3 Non-linearities
Non-linearities of the analog/RF components may produce intermodulation

products and/or harmonics of their input signals. These unwanted signals ap-
pear at the output of the receiver blocks along with the input signals. The
intermodulation products fall at frequencies fn,m defined as:

fn,m = ±n · f1 ± m · f2 (8.11)

where n and m are integer numbers and f1 and f2 are the input frequencies. The
order of the intermodulation product is n + m. In case of harmonic distortion
Equation 8.11 is used with m = 0.
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Figure 8.4. Third order intermodulation in a non-linear system 8.4(a). Two adjacent channels
whose third order intermodulation product falls in the desired signal band 8.4(b). Two blockers
whose third order intermodulation product falls within the desired signal band 8.4(c).

In a communications receiver, most of these IM products have very low
power and/or are filtered out along the receiver chain. Nevertheless, some
intermodulation products may fall close or within the desired signal frequency
band and may have a power level large enough to significantly distort it.

Take for instance the third order intermodulation products depicted in Fig-
ure 8.4(a). Signals at frequencies f1 and f2 will produce third order intermod-
ulation products at 2f1 − f2 and 2f2 − f1 when going through a non-linear
system. Imagine now the situation shown in Figure 8.4(b). The desired chan-
nel (DCh) and two adjacent channels (AC1 and AC2 are present at the input of
an RF component of the receiver chain. This is quite common since the channel
selection is usually done at some intermediate frequency or at baseband. One
of the third order intermodulation products originated by AC1 and AC2 will
fall right on top of the desired channel producing a disturbance in the system.
A similar effect will occur for any combination of blocker frequencies fb1 and
fb2 such that

|fb1 − fb2| = |fb1,b2 − finband| (8.12)

Any such pair of blockers will produce a third order intermodulation product
that will fall within the desired channel bandwidth at a frequency finband. This
effect is illustrated in Figure 8.4(c).

Both the linearity of each block and the gain and filtering characteristics of
the receiver chain will have an impact on the overall linearity of a receiver.

A means of comparing the linearity of different circuits is provided by the
kth order intercept point (IPk). This point is located where the output level
of the fundamental and the kth order IM product meet. The input power level
corresponding to this point is the kth order input intercept point (IIPk). The
output power level corresponding to this point is the kth order output intercept
point (OIPk).

The power of the intermodulation products grows at a higher pace than the
power of the signals that originate them as shown in Figure 8.5 when the devices
work in weakly non-linear regions. This plot highlights also the fact that after
a certain power level, the system starts saturating. This means that a linear
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Figure 8.5. Calculation of the kth order intercept point (IPk).

increase in the input power level does not produce a linear increase increase
in the output power level after a certain point. The 1-dB compression point,
located where the actual curve is 1 dB away from the ideal one, is a measure
of the saturation behaviour of a component or system. The IPk is, therefore, a
mathematical construction more than a physical point that can be measured. It is
calculated as the intersection point of the linear extrapolation of the fundamental
and the kth intermodulation product lines. It is, nevertheless, a very useful
construction. Since it is independent of the power of the input signals, it can be
used to compare the linearity of different circuits as was mentioned before.

The power of an intermodulation product is inversely proportional to its order
for the region where the system is weakly non-linear. Since the receiver will
normally work in this region we will limit our discussion to second and third
order non-linearities in this section. Higher order non-linearities could have
a significant impact on the system in certain situations, though. They will be
taken into account, at least qualitatively, when designing the frequency plan for
the receiver.

It should be noted that the relative effect of odd and even intermodulation
products depends on the chosen architecture. For instance, even order non-
linearities are very detrimental in homodyne-like receivers whereas they are
cancelled or nearly cancelled in most of the other receiver architectures as long
as differential circuits are used.

Third Order Non-Linearity

The input third order intercept point (IIP3) can be calculated as:
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IIP3|dBm = Pin|dBm + ΔP/2|dB (8.13)

Where Pin is the power of the input signal and ΔP is

ΔP |dB = Pin|dBm − IM3|dBm (8.14)

for a third order intermodulation product with a level of:

IM3|dBm = Pin,min|dBm − SNRmin|dB − M |dB (8.15)

where Pin,min is the receiver sensitivity and a margin M is taken into consid-
eration. These formulas can be used to calculate the minimum requirements a
communications receiver should fulfill in terms of third order non-linearity.

Second Order Non-Linearity

The second order IM products f2 − f1 or f2 + f1 can become an issue in
Low-IF and specially Zero-IF receivers since they fall in the low frequency
band. In these types of receivers the second order IM products can be a more
limiting factor than the third order ones.

The input second order intercept point (IIP2) can be calculated as:

IIP2|dBm = Pin|dBm + ΔP |dB (8.16)

Where Pin is the power of the input signal and ΔP is

ΔP |dB = Pin|dBm − IM2|dBm (8.17)

for a second order intermodulation product with a level of:

IM2|dBm = Pin,min|dBm − SNRmin|dB − M |dB (8.18)

where Pin,min is the receiver sensitivity and a margin M is taken into consid-
eration.

3.4 Selectivity Requirements
The selectivity requirements are determined by the analog-digital partition-

ing and the blocking and the adjacent channel selection characteristics given
by the standard. Depending on the filter type (Butterworth, Elliptic, etc.) they
may translate into different filter orders. The filter type choice should be done
according to its pass-band ripple, stop-band attenuation and transition band so
that not only the desired attenuation levels are reached but also the group delay,
etc. The channel selection may be performed entirely in the analog domain thus
relaxing the requirements of the ADC. When part or all of the filtering is moved
to the digital domain the ADC specs become tougher. The amount of operations
performed in the digital domain defines the analog-digital partitioning of the
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Figure 8.6. Abstract model of a generic receiver architecture. Not all the sections need to be
present.

system. This partitioning has a strong impact on the system performance and
requirements of the individual blocks.

4. Frequency Planning
Even though we are getting closer to the Software Defined Radio (SDR)

paradigm, there are still a number of major practical problems associated with
placing the ADC right after the antenna. Therefore, frequency translation in
the analog domain is still a must in most receivers used in handheld devices at
present. This, together with filtering and amplification stages eases the job of
the analog-to-digital converter and keeps the power consumption sufficiently
low to make the system practical for mobile terminals [15].

An interference oriented on-chip frequency planning is key in order to prevent
the desensitization of the receiver as well as the interference of unwanted signals.
These unwanted signals may appear in the different frequency bands where the
desired channel falls during the different frequency transformations carried out
in a receiver chain [13, 16, 17].

The objective of frequency planning is to find a frequency translation scheme
with low distortion components, small limitations coming from the out-of-band
blockers and lower filter order for maximum selectivity. The performance of
the different possible intermediate frequencies (IF) can be measured through
the levels of spurs falling in band as well as the bandwidths of the required
filters. TACT takes into account not only the center frequencies of the signals,
but also their bandwidths when performing all the computations [17].

4.1 Generic Receiver Architecture
Figure 8.6 shows an abstracted model that represents most of the architectures

used in wireless communications receivers. In these receivers the RF input
signal goes through a series of amplification, filtering and frequency translation
stages until it is converted into a digital signal for digital post-processing.

Several factors have to be considered when choosing the set of frequencies
and bandwidths for the successive frequency translation stages the signal goes



Receiver Design for Integrated Multi-Standard Wireless Radios 157

Interferer
Leakage

Mixer
LNA

LO

LO
Leakage

Mixer

Feedthrough

MixerLNA

LO

LNA

LO

Figure 8.7. Signal feedthrough and self-mixing.

through [16, 13]. The compromise made between the filtering characteristics,
the linearity of the components of the receiver chain, and the ADC dynamic
range will depend on the particular application and the availability of already
designed IPs.

Unwanted signals may have different origins, namely: channels using the
same frequency at the same time in neighbouring cells (FDMA systems) or
in the same cell with a different code (CDMA systems), channels located in
adjacent frequencies, out of band blockers present in the wireless environment,
other interfering signals present on-chip coming from other parts of the circuit
(signals coming from the transmitting side that appear in the receiving side
through on-chip coupling mechanisms, for instance), etc.

Non-linearities of the analog/RF components may produce intermodulation
products and/or harmonics of their input frequencies as was explained in Sec-
tion 3.3.

4.2 Mixing and Frequency Translation
The mixing process itself takes advantage of this non-linear behaviour, so

undesired in other blocks of the receiver chain, in order to perform the frequency
translation along the receiver chain. Mixers are not ideal components either.
Due to their finite input-output isolation, an attenuated version of the input
signals appear at the output. This phenomenon is known as signal feed-trough
and is illustrated in Figure 8.7. It could have detrimental consequences in the
system if these fed-through signals experience further non-linear processes that
place them within the signal band. Another problem, acute in the case of zero-
IF receivers, is self-mixing of the local oscillator and/or interfering signals.
These signals, which might have a high power level, will leak under certain
conditions to the other input terminal of the mixer as shown in Figure 8.7,
and mix with themselves falling within the desired channel band. Different
receiver topologies suffer from different problems related to their particular
characteristics. These effects, described thoroughly in [13, 16, 18], are modeled
in TACT [11, 17].
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The set of parameters that have to be determined when carrying out the
on-chip frequency planning are:

The number of intermediate frequencies needed.

The center frequency of the intermediate frequency band(s).

The bandwidth of the filter(s) at RF, IF and BB.

The first step is to determine the number of recommended translations. The
aim of performing more than one frequency translation is to obtain a good
selectivity while keeping the requirements of the filters as relaxed as possible.
The method described in [16] is used in TACT.

The next step is to determine the range of possible intermediate frequencies.
There is a number of conditions the intermediate frequency band has to meet
[16], namely: the intermediate frequency band should not overlap with the
signal band or the local oscillator, the relative bandwidth of the filters should
make them feasible, and the image band should be rejected when the receiver
architecture is sensitive to it.

These conditions are translated into different equations depending on the
relative location of the signal RF band, the local oscillator and the IF band.
This leads to different intermediate frequency ranges. An extended version of
the equations proposed in [16] is used in TACT.

The tool also displays commonly used frequency values within the interme-
diate frequency range [16]. This can be a valuable piece of information when
using commercial-off-the-shelf (COTS) components. The use of standard com-
ponents, which are produced in large volumes by several vendors, can have a
positive impact on the cost.

4.3 Intermediate Frequency Search
Once the intermediate frequency ranges are determined for all the signal

bands the evaluation of the different possibilities starts. These signal bands can
belong either to different or the same standard and may or may not overlap.

The user can set the number of intermediate frequency values N to be evalu-
ated. Thus, the granularity of the frequency search space is determined. These
points are distributed along the different IF ranges in such a way that in the fre-
quency intervals common to two or more of them the evaluation is performed
exactly for the same intermediate frequency values. This eases the evaluation
of the multi-standard case.

The evaluation of the performance of each IF with respect to the interferers
is a two step process. First the interferences coming from signals related to
the given standard are considered. Then, the effect of out-of-band blockers is
analyzed.
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The bandwidth ranges for the RF and IF filters are initially set so that:

1 Their relative bandwidths (BRF /fRF , BIF /fIF ) make them feasible.

2 They are larger than the channel bandwidth BRF , BIF > Bch.

3 They are smaller than the channel separation for the last IF filter BIF <
Bsep. In the case of the RF filter bandwidth, the filtering of the image band
has to be ensured. Therefore BRF < 2fIFmin.

As mentioned before, the signals related to the standard under analysis are
considered first. These are signals whose characteristics are known a priori.
They comprise the different input channels, their corresponding local oscilla-
tor frequencies and a number of other signals present on-chip that may cause
disturbances due to on-chip coupling. These signals may be the output of the
power amplifier of a transmitter sitting on the same die, the voltage controlled
oscillator (VCO) frequency, any digital clock present on chip, etc.

4.4 Intermodulation and Harmonics
All the frequency bands of the undesired intermodulation products, har-

monics, self-mixing products and mixer feed-through signals coming from the
combination of these “known” signals are computed. Should any of these sig-
nals fall within the signal band, either at the RF or the IF frequency bands,
the overlapping range, m and n in Equation 8.11, and the frequencies of the
signals that originate that distortion component are stored in TACT for further
display to the user both in numerical and graphical form. At this stage the actual
power levels of the signals at every point of the receiver chain are not known,
but the origin of the distortion component and the order give clues to an RF
designer about the power level and final impact of these signals in the receiver
performance.

The minimum (most detrimental) order of the distortion components falling
within each of the intermediate frequency bands for the standards under consid-
eration is displayed to the user. Section 6 shows an example of such plot. When
looking at a single intermediate frequency, all the distortion components with
their order, overlapping range with the signal band and origin are identified.

4.5 Out-of-band Blockers
When evaluating the effect of out-of-band blockers that fall within the RF fil-

ter pass-band a different method from the one discussed in the previous section
is implemented. The characteristics of the out-of-band signals are not known.
The national or international regulatory bodies of the radio spectrum may en-
force a maximum power level for signals close in frequency to a licensed band.
However, no information on the bandwidth or dynamics of potential interferers
are known.
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Figure 8.8. Effect of out-of-band interferers after going through a non-linear stage.

It is well known that any combination of blocker frequencies fb1 and fb2

satisfying Equation 8.12 will produce third order intermodulation products that
will fall in band at a frequency finband. This effect, illustrated in Figure 8.8
cannot be avoided. Its impact will depend on the linearity of the receiver blocks.
Increasing the linearity of these components and/or reducing the RF filter band-
width mitigates the impact of these effects, but changing these parameters is
not always possible.

When an out-of-band blocker and one of the “known” signals mentioned
above are involved in the non-linear process, equation 8.11 cannot be used di-
rectly. Nevertheless, the same principle can be applied from a different stand-
point. This process, illustrated in Figure 8.9, unveils the out-of-band frequency
regions that may produce disturbances in the system. This information provides
a deeper insight into the performance of each of the evaluated intermediate fre-
quencies. It may change either the frequency plan choice or the requirements
of the filters for some of the intermediate frequencies. These undesired blocker
bands are computed as follows:

The combinations |fi ± n · fo/ch| are calculated.

The combinations m ·fblockerband are calculated. The blocker bands are the
RF filter pass-band without the signal bands.

The overlap between the resulting bands is computed.

The blocker bands corresponding to the overlapping range are computed.

5. Receiver Budget
Many tradeoffs have to be made when fixing the characteristics of each of

the blocks. The interdependency between the overall noise and non-linearity
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Figure 8.9. Calculation of the most detrimental out-of-band interfering frequency bands.

characteristics on the gain and selectivity of all the blocks makes this task
difficult.

The receiver budget is realized taking the radio specifications of the standards
under consideration, the receiver architectures a user wants to explore and the
high level models of the receiver blocks. At the output comes a set of candidate
receiver budgets with their performances shown to the user. The cost functions
that are evaluated at this stage are the overall noise figure (NF), the second and
third order intercept points (IIP2, IIP3), and the number of bits of the analog-
to-digital converter (ADC).

This parameter distribution should be done in such a way that:

The specs for each block are practically reasonable.

The aggregate parameters computed meet the specs determined using the
procedure described in Section 3.

We will see how to check this last condition in the coming sections. As for
setting reasonable specs for each of the blocks, there is no common procedure
or methodology that can be used. It is based on rules of thumb, experience,
contact with experts and a lot of digging in published work. This is a key issue
without an easy answer.

The architecture selection and the order in which the amplifying and filtering
operations are performed [13] will lead to different block combinations and
therefore, different results.

Although current trends call for implementation of different standards into
one common radio architecture [19] using programmable blocks, this may not
be feasible and may come at the expense of a degraded overall performance
of the receiver chain. As a consequence, one may find it better to duplicate a
block, rather than using a programmable common block. Even two completely
separate signal paths might be a better option. Hence, both the multi-standard
and the single standard cases are studied at the architectural and the block level
as was mentioned in Section 2.
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5.1 Sensitivity and Gain Levels
The gain budget is done both for the sensitivity value (maximum gain option)

and the maximum input power signal (minimum gain option). The automatic
gain control (AGC) tuning range is determined by the difference between the
minimum and the maximum gain levels. Thus, the far-near problem can be
addressed leading to an overall power save and avoidance of undesired effects
such as desensitization.

The gain distribution should be done bearing in mind:

The signal levels of the standards (maximum, minimum, noise floor, block-
ers, etc.).

Reasonable gain/loss levels for all the blocks (with some margin for circuit
non-idealities).

The gain range for the programmable gain stages (LNAs, VGAs) so that the
dynamic range requirements for the ADC are as relaxed as possible for the
chosen analog-digital partitioning.

The impact of the gain in the agreggate NF, IIP3 and IIP2.

The aggregate gain for the maximum and minimum gain options is calculated
by the addition of the individual gains in dB.

5.2 Noise Figure and Linearity
The overall noise factor for the cascaded receiver blocks can be calculated

using Friis equation:

nf = 1 + (nf1 − 1) +
nf2 − 1

A1
+ · · · + nfm − 1

A1 · · ·A(m−1)
(8.19)

where nfi is the noise factor and Ai is the power gain of the i-th block. The
noise figure is the equivalent in dB of the noise factor, NF = 10lognf .

This equation is only valid for cascaded components where no frequency
translation is performed [16]. When frequency translation is carried out, as is
the case in most receivers, the contribution of the image noise band should be
considered too. The characteristics of most receiver blocks in this image noise
band is very difficult to predict at this early stage of tough.

As Equation 8.19 clearly shows, the overall noise figure will be determined
by the first stages of the cascaded receiver. Hence, front end blocks with small
NF and high gain are crucial for a receiver meeting the NF specs.

It should be noted as well that lossy blocks will amplify the noise contribution
of the stages following them.
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As far as linearity is concerned, the third order intercept point at a given
frequency is equal to:

1
IP 2

3

=
1

IP 2
3,1

+
A1

IP 2
3,2

+ · · · + A1 · · ·An−1

IP 2
3,n

(8.20)

where IP3,i is the third order intercept point and Ai is the gain of the i-th block.
The second order intercept point has an equivalent equation.

It can be seen by inspection of Equations 8.19 and 8.20 that qualitatively,
linearity and noise performance impose opposed conditions to the gain distri-
bution. In terms of noise figure a high front-end gain is desirable whereas in
terms of linearity a low front-end gain is desirable. A fairly small front-end gain
makes intuitive sense when thinking of all the blockers entering the receiver
front-end together with the desired signal. Having a high front-end gain before
any filtering of these undesired signals might be very detrimental for the the
performance of the system if the RF front-end components are not extremely
linear and have a high dynamic range.

5.3 ADC’s Dynamic Range and Effective Number of Bits
The number of bits of the ADC is related with the dynamic range (DR) of

its input:

DRADC = Pmax − Pnoise + M (8.21)

where Pmax is the maximum signal power present at the ADC input, Pnoise is
the input noise floor, and M a margin set by the user. The effective number of
bits of the ADC ENOBADC can be calculated as:

ENOBADC =
DRADC − 1.76

6.02
(8.22)

5.4 Receiver Budget Optimization in TACT
Finding a parameter distribution that meets specs is the first goal the algo-

rithm implemented in TACT focuses on. Then, both the solution and the room
for improvement for each of the parameters is presented to the user. Further
optimization is performed using basically the same algorithm as when finding
the initial distribution that meets specs. This algorithm works as follows:

The loop of finding a solution that meets the specs is entered. First, whether
or not the specs are achievable at all is checked. If any of the cost functions
is not achievable, execution is halted, the best possible solution is displayed,
and the user is asked to revise the parameter margins. Otherwise execution
continues.
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while specs_met == false
if gain_redistrib_needed == true

redistribute_gain;
else % gain redistribution not needed

if rand < p % change it anyway sometimes
redistribute_gain;

else
redistribute_params_not_meeting_specs;

end;
end;
cost = check_specs;
if cost < specs

specs_met = true;
end;
if cost < best_cost

best_budget = this_budget;
end;

end;

Figure 8.10. Algorithm to find a budget meeting specs.

The first step is to generate a seed solution. Each parameter of each block is
set to the value that makes its specs most relaxed. Then, the operations sketched
in Figure 8.10 are performed.

The routine that changes the gain distribution has to determine both the
direction of the change (increase or decrease the gain), the location of the
change (front-end, back-end, everywhere) and the amount of gain change to
be introduced. When changing the gain, it is ensured that the new gain value
is within the range limits. The absolute value of the gain variation is random
within these limits.

In a receiver chain, there are blocks with variable gain and blocks with fixed
gain. When the multi-standard case is being evaluated, the gain changes for the
blocks programmable in gain are introduced with probability one. If the block
is not programmable in gain, the gain reassignment is taken into consideration
with probability p, where p is decided by the user. Depending on the gain values
the various standards try to assign to a block and the direction they are trying
to push the new value to, a different gain value will be resolved.
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Table 8.1. Execution time results.

Benchmark tmin(s) tmax(s) tmean(s) σ
WCDMA/WLAN 3.07 25.47 9.69 3.73

The reassignment of the values of the noise figure and intercept points for
each of the blocks is done according to their impact on the overall system. It
also takes into account how much margin for changing the parameter has. This
parameter reassignment only takes place when the overall value does not meet
specs.

If the ENOB specs are not met, the minimum gain of the AGC is adjusted, the
filtering specs are hardened or both. The probability of choosing each of these
options depends on the origin of the signals that determine the ADC dynamic
range.

The execution time of these algorithms depends on many factors. When do-
ing the frequency plan, the order of non-linearities considered and the number
of intermediate frequency points are the most important factors. The budget
optimization is based on simulated annealing [20]. Its execution time is non-
deterministic and very dependent on the cooling temperature dr:annealing and
the goal functions. Table 8.1 shows the maximum, minimum, mean and stan-
dard deviation of the execution time for the specs shown in Table 8.5. The
statistics are calculated over 200 runs of the tool.

Once the receiver specs have been set, tools providing more accurate models,
such as ADS, can be used so that second order effects can be accounted for.
Final adjustments in the block specs may have to be done at this point. It
is recommended to provide some margin in the cost functions when doing the
budget design using TACT in order to minimize the number of design iterations.
An interface with ADS is under construction. This interface will provide a
bridge between high and low level receiver design.

6. Case Study:WCDMA/WLAN Receiver Budget
This section presents a case study of a WCDMA/WLAN multi-standard

receiver. The radio characteristics of these two standards are summarized in
Table 8.2.

Zero-IF is one of the most commonly used receiver architectures for multi-
standard applications. TACT provides though the possibility of exploring inter-
mediate frequencies different from zero. For fi �= 0, choosing a high-side LO
makes the recommended intermediate frequency range of WCDMA go from
24.02 MHz to 500 MHz and the one of WLAN from 40 MHz to 2 GHz. This



166 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Table 8.2. Summary of the WCDMA (TDD) and WLAN(802.11b) RF specifications.

Parameter WCDMA WLAN
RF Frequency Band 2010-2025 MHz 2400-2485 MHz

1900-1910 MHz
RF Channel Bandwidth 3.84 MHz 20 MHz
Channel Separation 5 MHz 5/25 MHz
Sensitivity -117 dBm -76 dBm
Max Power Level -25 dBm -10 dBm
Adjacent Ch. Selectivity 33 dB 35 dB

range can be modified by the user. Some of the commonly used frequencies
within this range are 140, 190 and 380 MHz, which are widely used in UHF
and microwave broadband receivers [16]. A user building a commercial off-
the-shelf (COTS) components based system might find this information useful.

Moreover, in the WCDMA mode, for an intermediate frequency of 44.3
MHz the IF filter bandwidth BIF ranges between 3.84 and 5 MHz. For a higher
intermediate frequency such as 417.6 MHz where the relative bandwidth is
narrower, 4.2 MHz < BIF < 5 MHz.

Figure 8.11 shows one of the outputs provided by the frequency planning tool.
This plot gives a snapshot of the intermodulation and harmonic content due to
in-band interferers for different intermediate frequencies. The y-axes shows the
lower order of the distortion components falling within each of the intermediate
frequency bands. For a given pair of input signals, distortion components have
larger power the smaller their order is. Hence, low order distortion components
are, in general, more detrimental to the system. However, the order is not the
only important factor as was mentioned before. The impact of odd and even
distortion components depends on the receiver architecture [13, 16]. Their
cancellation or effect is usually addressed in different ways. The origin of the
signals producing distortion components and the frequency overlap with the
desired signal’s bandwidth are also key in determining the performance of each
intermediate frequency. TACT stores this information and makes it available
to the user when only one intermediate frequency is selected.

Let us continue with the example using WCDMA with an IF of 100 MHz.
Taking the worst case RF bandwidth from the interference point of view (the
largest bandwidth) the left-hand side blocker band goes from 1919.9 MHz to
2010 MHz. The band corresponding to twice a blocker band is located between
33839.9 and 4020 MHz. One of the intermodulation products coming from
the combinations |fi ± n · fo/ch| that is located within that range, is the one
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Figure 8.11. Minimum order of distortion components vs. the intermediate frequency band
within which they fall.

that covers the 3922.4-3927.4 MHz band and corresponds to n = 2 for the first
channel of the signal band and an fi of 100.12 MHz. This corresponds to the
blocker band 1961.2-1963.7 MHz. Therefore, should an interferer be located
within this band, a fourth order intermodulation product between the first signal
channel and that blocker would fall within the intermediate frequency range
centered at 100.12 MHz.

Once the user has chosen a frequency plan, it is time to move on to designing
the receiver budget. We have chosen a zero-IF receiver architecture for this case
study since it is one of the preferred architectures for multi-standard systems.
The RF standard specs (summarized in Table 8.2) are mapped into receiver
specs by TACT. The resulting receiver specs are shown in Table 8.3.

In order to find a parameter distribution meeting these receiver specs using
the zero-IF receiver shown in Figure 8.12, the budget tool within TACT is
executed. The distribution of the gain, noise figure, linearity performance,
and filtering characteristics changes along with the simulation step. These
parameters are readjusted in order to meet the noise figure and linearity specs
set by the standard, the ADC dynamic range specified by the user and the
analog-digital partitioning that results from them. The tool is asked to meet the
requirements shown in Table 8.3 and with a maximum dynamic range of 60 dB
for WCDMA and of 40 dB for WLAN.
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Table 8.3. Summary of the receiver specs for WCDMA (TDD) and WLAN (802.11b).

Parameter WCDMA WLAN
NF 9 dB 11 dB
IIP3 -17 dBm -5 dBm
IIP2 14 dBm 23 dBm
Phase Noise -120 dBc/Hz@5MHz -123 dBc/Hz@5MHz

-126 dBc/Hz@10MHz
-139 dBc/Hz@15MHz
-137 dBc/Hz@20MHz

0

90

ADC

ADC

VGA

LPF

LPF

RF filter
LO

LNA

VGA

Figure 8.12. Zero IF receiver architecture.

Figure 8.13 shows the resulting signal levels along the receiver blocks. The
levels of the desired input signals (maximum and minimum option), adjacent
channels, blockers and noise floor are plotted against the different blocks. These
signal levels are shown at the input of the RF filter (1), the LNA (2), the mixer
(3), the baseband filter (4), the baseband VGA (5), and the ADC (6). The
redistribution of the block characteristics performed during the optimization
of the budget makes these signals evolve with the simulation step until they
reach the levels shown in this figure. The optimization is done considering the
multi-standard case in order to ease the hardware sharing of the receiver blocks.

The final parameter distribution obtained in this run of the budget tool is
shown in Table 8.4. The performance of the proposed receiver is summarized
in Table 8.5. The obtained performance is shown to meet or exceed the require-
ments of the WCDMA/WLAN standards. As such, the case study validates the
benefits of the proposed tool.
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Figure 8.13. Signal levels along the blocks for WCDMA and WLAN for a typical TACT run.
The WCDMA signals shown in 8.13(a) correspond to: + Pmax, o Pmin, * Adjacent Channel at
5 MHz offset, x Adjacent Channel at 10 MHz offset, � Adjacent Channel at 15 MHz offset, �
Out-of-band Blocker at 15 MHz offset, �Out-of-band Blocker at 60 MHz offset, �Out-of-band
Blocker at 85 MHz offset, � Noise Floor. The WLAN signals shown in 8.13(b) correspond to:
+ Pmax, o Pmin, * Adjacent Channel at 25 MHz offset, � Noise Floor

Table 8.4. Parameter distribution for the proposed WCDMA/WLAN multi-standard receiver.

WCDMA
Parameter RF filter LNA Mixer BB filter VGA
Gain (dB) -3.7429 15.5271 4.2427 -3.5662 33.0083
NF (dB) 2.5758 2.2830 5.8957 9.7592 10.2608
IIP3 (dBm) 3.2397 -0.3067 1.6909 3.2397 4.3840
IIP2 (dBm) 40.0000 35.0000 55.0000 45.0000 50.0000

WLAN
Parameter RF filter LNA Mixer BB filter VGA
Gain (dB) -3.7429 14.9321 4.2427 -3.5662 35.5502
NF (dB) 3.1739 2.5971 6.7652 12.6336 12.8973
IIP3 (dBm) 13.4248 11.0595 12.4423 13.4248 13.7341
IIP2 (dBm) 40.0000 35.0000 55.0000 45.0000 50.0000

7. Conclusions
This chapter addressed the receiver budget problem with special focus on

emerging multi-band,multi-standard fully integrated radios. The discussions
were given in the context of a Transceiver Architecture Comparison Tool, TACT,
that automates the process of design space exploration for multi-standard ra-
dio transceivers. First an overview of design consideration and requirements



170 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Table 8.5. Specifications and performance of a typical run for a WCDMA/WLAN multi-
standard receiver.

Standard WCDMA WLAN
Parameter Specs Result Specs Result
DRADC(dBm) 60 58.3 49 48.9
ENOBADC 10 9.3 8 7.8
Gain(dB) - 45.5 - 47.4
NF (dB) 9 6.4 11 7.7
IIP3(dBm) -17 -15.6 -5 -4.8
IIP2(dBm) 14 27.6 23 28.1

is given, followed by a description of a method that does mapping of stan-
dard(s) specs onto receiver specs. Finally,the frequency planning algorithms
as well as budget design and optimization schemes used within TACT are de-
scribed and demonstrated in a case study of a programmable multi-standard
WCDMA/802.11b direct conversion receiver for fourth generation (4G) wire-
less.

Notes
1 In this chapter the noise factor of a system is abbreviated as nf instead of

f (the most extended notation) in order to avoid confusion with frequency,
which is referred to as f .
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Chapter 9

ON-CHIP ESD PROTECTION FOR RFICS

Elyse Rosenbaum and Sami Hyvonen

1. Introduction
Electrostatic discharge, or ESD, has been referred to as a “pervasive reliability

concern” for ICs [1] because there are so many different scenarios under which
an integrated circuit may lie in the path of a static discharge. For example, a
person may acquire static charge by walking across a carpet and then dissipate
this charge by picking up an IC and plugging it into a grounded socket. The IC
may itself acquire static charge, for example, by sliding down a plastic shipping
tube, and this charge will dissipate when the IC first contacts a conductor. These
events would be described by the Human Body Model and the Charged Device
Model, respectively [2]. Human Body Model type events are characterized by a
risetime of about 10 ns, duration of about 150 ns, and peak current on the order
of a few amperes. Charged Device Model type events are characterized by a
risetime of about 250 ps, duration of 1-2 ns, and a peak current of about 10 A.
RF transistors are designed to operate at milliamp current levels, and if the ESD
current were to pass through one of these devices, it would be destroyed, leading
to circuit failure. Therefore, between any arbitrary pair of pins, a safe path must
be provided for dissipation of static charge. This is achieved by on-chip ESD
protection circuits.

2.
A topology for full-chip ESD protection is illustrated in Fig. 9.1 for a chip

with multiple power supply domains. Other topologies are possible, but this
one is probably the most robust [3]. The ESD bus should be a continuous
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Figure 9.1. Representative drawing of a full-chip ESD protection network. Each I/O pad is
protected by a dual-diode circuit.

ring around the chip [3]. If it is a dedicated ESD bus, then it need not be
connected to a bond pad. Each box marked “active clamp” represents a circuit
that conducts positive current between VDD and VSS only when a fast transient is
detected. Positive current between VSS and VDD is carried by the many parasitic
N -well to P -substrate diodes throughout the chip, or by a diode the designer
places explicitly. The original active clamp circuit is illustrated in Fig. 9.2 [4].
Subsequent versions of this circuit are more compact and/or provide better

VDD VDD

BigFET

R

C

Figure 9.2. Active clamp schematic. Keeping in mind that the IC is unpowered during an ESD
event, this circuit turns on when a fast transient (i.e., ESD event) occurs on the VDD line. The
RC timer circuit holds the input of the left-most inverter low for an interval on the order of the
RC product; consequently, the gate of the BigFET is held at VDD. Once the RC timer charges
up to the inverter switching threshold, the gate of the BigFET will be pulled to ground following
three inverter delays. The RC time constant is chosen to be on the order of 1-μs, to ensure that
the BigFET stays on for the full duration of an HBM event. To ensure that the BigFET does
not get driven into breakdown, it must be a very wide device capable of handling large currents
while biased in the saturation region of operation. Channel widths as large as 8000 μm are not
unusual [8].

latchup immunity [5–7]. It is noted that the BigFET within the active clamp can
be implemented as several, moderately sized, nonadjacent, parallel-connected
devices; one of these medium-sized FETs would be placed at each I/O pad. Such
a distributed network can provide an extremely high ESD protection level [8].
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A bi-directional protection circuit between the I/O pad and VSS may be sub-
stituted for the dual-diode circuits illustrated in Fig. 9.1. A bi-directional circuit
would conduct current of both polarities between its two terminals, although it
must remain off when the I/O pad voltage has a value associated with normal
operation. Examples of bi-directional protection circuits will be shown later.
These tend not to be easily portable between foundries, but are of interest be-
cause they potentially provide better voltage clamping for the case of positive
stress between the I/O pad and VSS than does the dual-diode circuit [9]. Voltage
clamping may be a concern if a thin gate oxide (i.e., MOS FET gate termi-
nal) is connected to the pad. Otherwise, the dual-diode circuit is preferred for
RF applications because it has the highest current carrying capability per unit
capacitance of all commonly used ESD protection circuits [10].

3. ESD Protection Circuits for RF I/Os
ESD protection circuits load the I/O pads at which they are placed; that

is, they introduce a shunt impedence. With this in mind, one may define a
figure-of-merit (FOM) for ESD protection circuits that will be used at I/O pads,
FOM = VHBM · ZESD [11], where VHBM is the circuit’s failure voltage for
Human Body Model stress and ZESD is its off-state impedance. The off-state
impedance of a protection circuit is capacitive, so the FOM may be rewritten
as FOM = VHBM

ω·CESD
, where ω is the operating frequency in rad/s. Note that

other measures of the circuit’s ESD protection level, such as its failure current
If , may be substituted for VHBM.

A sufficiently high FOM enables the “plug and play” design methodology.
Plug and play refers to the practice of placing an ESD protection circuit at the
pad after the rest of the design is complete [12]; such practice is reasonable
if the last minute inclusion of the protection circuit has an insignificant effect
on circuit performance. Note that the FOM is a decreasing function of circuit
operating frequency, and we’ve found that plug and play is extremely difficult
at 10 GHz.

A high FOM facilitates co-design. Co-design refers to the practice of de-
signing the RF circuitry and the protection circuit concurrently [13]. Although
placing a parasitic load at the pad will have some deleterious effect on perfor-
mance, co-design enables one to optimize the design such that both reliability
and performance are acceptable.

For the case of narrowband I/Os, the cancellation technique—a resonant
circuit technique—may be used to relax the FOM requirement for the protection
circuit. The T -coil protection circuit is another inductor-based technique for
providing ESD protection at RF-inputs, in this case broadband inputs. These
protection circuits will be described in Section 4.
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3.1 Design for High FOM
The FOM is affected by the choice of protection device, its layout and the

interconnect routing. As noted previously, the dual-diode protection circuit
has the highest FOM among the protection circuits commonly used in CMOS
technology. The dual-diode circuit consists of a “top” diode connected between
the I/O pad and the local VDD, and a “bottom” diode connected between the local
VSS and the I/O pad. There are several different ways to construct the bottom
diode—a substrate diode and an N -well diode are illustrated in Fig. 9.3. In one

p+ n+ p+

P-substrate

I/O
VSS

n+ p+ n+

P-substrate

I/O
VSS

N-well

p+ p+

W

Figure 9.3. A substrate diode is illustrated on the top, and an N -well “bottom” diode is il-
lustrated on the bottom. The substrate diode has a 30% larger FOM. Single stripe designs are
illustrated here (for example, there is one N+ stripe shown for the substrate diode) but, in practice,
multiple stripes are used to achieve the desired protection level.

experimental study of 0.18-μm RF-CMOS technology [14], it was demonstrated
that the substrate diode has a significantly higher FOM than the N -well bottom
diode; using a modified FOM of If /CESD, the FOM of the substrate diode was
reported to be 29.3 mA/fF, while that of the N -well diode was 20.4 mA/fF.

Electrostatics dictates that current density should be largest along the PN
junction perimeter; this is confirmed by the data of Fig. 9.4 which demonstrates
that the ESD protection level provided by substrate diodes increases less than
linearly with the dimension W shown in Fig. 9.3. As a result, the FOM is
a decreasing function of W and minimum (or near minimum) width stripes
are recommended. The perimeter effect also explains why the N -well bottom
diode has a lower FOM than does the substrate diode. The N -well diode
consists of two PN junctions connected in parallel; there is a P+-diffusion/N -
well junction and a P -substrate/N -well junction. The latter junction has a
relatively large ratio of area to perimeter; capacitance increases linearly with
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Figure 9.4. Substrate diodes. Protection level per unit capacitance vs. width of N+ stripe, i.e.,
the width of the PN junction. The protection level does not scale linearly. Data was provided by
E. Worley [15].

area while protection level does not. The well-to-substrate PN junction with its
low FOM reduces the overall FOM of the N -well bottom diode. (Note that the
N -well top diode has a large FOM [14].)

The interconnects should run in a metal layer that has been chosen to mini-
mize CESD, i.e., maximize FOM. As illustrated in Fig. 9.5(a), the connection
between the diode and the I/O pad can be made using low-level metal. This
configuration provides maximum capacitance between the signal line and the
grounded substrate. Fig. 9.5(b) illustrates the use of top-level metal to make
the connection between the diode and the I/O pad; this minimizes the capaci-
tance between the signal line and ground. In one case study, we found that the
routing configuration of Fig. 9.5(b) yields 57% less wire capacitance than that
of Fig. 9.5(a). Finally, the connection between the diode and VDD can also be
made using top-level metal, as shown in Fig. 9.5(c). Routing VDD on top-level
metal does not lower the capacitance relative to that provided by the routing
shown in Fig. 9.5(b), since both the VDD line and the substrate are connected
to AC grounds. In fact, the configuration of Fig. 9.5(c) has higher capacitance
than the one of Fig. 9.5(b) due to the capacitance between the two sets of via
stacks. Therefore, the wiring configuration of Fig. 9.5(c) is not recommended.

3.2 Plug and Play
Plug and play is an especially convenient protection strategy for wideband

amplifiers. We have demonstrated this for the case of an ultra-wideband (UWB)
low noise amplifier (LNA) [16]. Excellent LNAs for UWB receivers can be
implemented in SiGe BiCMOS technology. The schematics of common-
emitter (CE) and common base (CB) UWB LNAs are shown in Fig. 9.6. Both
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Figure 9.5. Different wiring configurations for an N-well top diode. (a) Interconnects run on
low-level metal. (b) I/O-side interconnect runs on top-level metal. (c) Interconnects run on
top-level metal. This configuration is not recommended due to the large capacitance between
the two sets of via stacks.

amplifiers can be input matched to 50 Ω over the UWB band (3.1 to 10.6-GHz).
For the CE amp, the relevant design equations are gm = fT

50×3.1×109 Ω−1 and

Cin = 1
50×2π×10.6×109 F [17], where fT is the transition frequency of the tran-

sistor and Cin is the sum of CESD and the bondpad capacitance. Cin must
be limited to 300 fF in order for the amplifier to function well up to 10.6-
GHz. For the CB amp, the design equation is gm = 1

50Ω−1, and the budget
for CESD depends on the desired value of S11. The total capacitance at the
input pad (Cin) is the sum of the bondpad capacitance, the current-source ca-
pacitance, the emitter capacitance and CESD. S11 is maximum (i.e., worst)
at the upper cut-off frequency, 10.6 GHz. The S11 and Cin are related by

S11 = 20 log
(

50×Cin×π×10.6×109√
1+(50×Cin·10.6×109)2

)
. Typically, S11 is desired to be -10 dB

or less, in which case Cin is limited to 200 fF. Due to the CE amp’s relatively
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Figure 9.6. The schematic of a wideband CE amp is illustrated on the left [17] and a CB amp
is shown on the right. ZL represents the load device, which is usually a series R-L circuit.

Table 9.1. Measurement results for 3 UWB LNAs. The CB designs are from [16]; the CE
work is from [17]. The one-inductor CB amp has an R-L load. The zero-inductor CB LNA has
a resistive load. The CE amplifier inherently has better performance but consumes considerably
more power and area; the area penalty is due to its multiple inductors. CB amps were ESD
protected.

large budget for input capacitance, it is particularly well suited to the plug and
play approach for ESD protection. However, plug and play may also be used
to protect the CB amp, provided one has available a protection circuit with
very high FOM. We have designed and tested an ESD-protected, low-power,
UWB CB amplifier; ESD protection was provided by small, robust diodes [15].
Measurement results are summarized in Table 9.1; the results prove that ESD
protection does not have to compromise RF performance.
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3.3 Co-design
As a first example of co-design, consider the design of a common-source,

narrowband LNA; its schematic is shown in Fig. 9.7. Inductive source

ZL

VDD

LS

LG

Figure 9.7. Schematic of a common-source, narrowband LNA. Biasing circuitry is not shown.

degeneration is used to obtain the desired input impedance at the circuit op-
erating frequency [18]. For the case of no capacitance at the input pad, i.e.,
Cin = CESD + Cpad = 0, the relevant design equations are Lsgm

Cgs
= 50 and

1
2π

√
1

Cgs(LS+LG) = fRF. The input LC circuit also boosts the circuit gain; the

amplifier transconductance is given by Gm = gm ·Q, where Q = 1
50 ·

√
LS+LG

Cgs
.

Even if Cin > 0, a 50-Ω input match can be obtained by adjusting the values of
LS and LG, provided Cin is not too large. However, in this case, Gm < gm ·Q.
Clearly, when ESD protection is used, the designer is forced to make trade-offs
between gain and input matching. By selecting the ESD protection circuit, and
thus CESD, early in the design cycle, one can then size the input transistor and
the inductors, LS and LG, so that both S11 (input match) and gain (S21) have
acceptable values.

Co-design was used for the dual-band, 802.11a/g LNA shown in Fig. 9.8.
The input matching network should provide matching and gain at two distinct
frequencies; the LLC network shown in Fig. 9.8 was the simplest passive net-
work found to meet these requirements [20]. For the case of no ESD protection,
one may derive analytic design equations for LM1, LM2, CM , LS , Cgs, and
gm [20]. With the inclusion of CESD, it becomes more practical to use an op-
timizer to select the component values. Note that small, secondary protection
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Figure 9.8. Schematic of a dual-band LNA for 802.11a/g WLAN receivers [19].

diodes were placed at the gate of the input transistor to reduce the likelihood of
gate oxide breakdown during Charged Device Model (CDM) ESD events.

The circuit of Fig. 9.8 uses two series-LC loads which are tuned to the two
operating frequencies (2.45 and 5.25 GHz). At resonance, these loads minimize
the voltage swing at the drain, facilitating highly linear operation at a very low
supply voltage. This circuit was fabricated in 0.18-μm BiCMOS technology
and was operated using a 0.5-V power supply [19]. Measurement results are
summarized in Table 9.2. Overall performance metrics at the upper operating
frequency were not as good as expected; this is attributed to mistuning of the
upper input match (minimum S11 was obtained at 6-GHz rather than 5.25-GHz).
However, a very high level of ESD protection was obtained and dual-band
operation was demonstrated, thus highlighting the value of co-design.

4. Inductor-based Protection Circuits
On-chip inductors are area-intensive and, for this reason, forbidden in many

cost-sensitive applications. However, on-chip inductors are often used in high-
performance RFICs. In such applications, inductor-based ESD protection cir-
cuits can be used to achieve an outstanding ESD protection level with virtually
no RF performance penalty.

4.1 Cancellation Technique
Two resonant ESD protection circuits are illustrated in Fig. 9.9. The LC res-

onator protection circuit of Fig. 9.9(a) was proposed by Leroux and Steyaert [21].
It is tuned to the RF operating frequency; at resonance, its impedance is very
large (ideally, infinite) and thus its effect on input match is negligible. The
inductor is intended to carry the ESD current. The cancellation circuit of
Fig. 9.9(b) was proposed in [22]. It contains a traditional ESD protection
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Table 9.2. Dual-band LNA measurement results. Poor performance in the upper frequency
band is attributed to mistuning of the input match. Nevertheless, highly linear operation at
VDD = 0.5V has been demonstrated, along with excellent ESD reliability.

2.45-GHz Operation 5.25-GHz Operation

Simulated Measured Simulated Measured

Gain 14.9 dB 13.9 dB 13.1 dB 8.7 dB

NF 2.84 dB 4.98 dB 5.09 dB 6.58 dB

S11 -14.4 dB -14.4 dB -19.7 dB -12.4 dB

IIP3 +2.87 dBm +3.23 dBm

-1dBCP -6 dBm -6.93 dBm -2 dBm -2.26 dBm

VHBM > 9 kV

VDD/Pd 0.5 V / 2.5 mW

(a) (b)

Figure 9.9. (a) LC resonator protection circuit. (b) Cancellation circuit. Resd and Cesd model
an ESD protection circuit (e.g., dual-diodes or GGNMOS) in its off-state.

circuit (e.g., dual-diode circuit or grounded-gate nFET) plus a parallel inductor
that resonates with CESD and the bondpad capacitance at the circuit operating
frequency. The simulated response of both circuits to a 500-V CDM discharge
is shown in Fig. 9.10. The discharge excites high amplitude oscillations at the
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Figure 9.10. The simulated response of the two circuits in Fig. 9.9 to a 500 V CDM discharge.

tank resonant frequency in the LC resonator protection circuit. This is not the
case for the cancellation circuit; the low on-resistance of the ESD protection
circuit damps the oscillations. Only the cancellation circuit can protect against
CDM-type ESD stress.

Under normal operating conditions, the total impedance of the cancellation
circuit plus bondpad is given by Z = QL·QC

QL+QC
· 1

ωC , where C is the sum of CESD

and the bondpad capacitance, QL is the quality factor of the inductor and QC is
the quality factor of the capacitor. The FOM of the cancellation circuit is given
by FOM = QL·QC

QL+QC
· VHBM

CESD
. The cancellation’s circuit FOM is larger than that

of a “regular” ESD protection circuit by a factor equal to QL·QC
QL+QC

; typically, this
factor is about 10. Ideally, the FOM will be limited only by the Q of the on-chip
inductor; this means that one must choose high-Q ESD protection devices.

4.2 ESD Protection Devices for the Cancellation Circuit
ESD diodes from a 0.18-μm CMOS technology were characterized in [14];

with one exception, all had acceptably high Q values ranging from 17 to 20 at
5 GHz. The N -well bottom diode, however, only had a Q value of 10.

In another study, the Q values of open-base SiGe HBTs and SiGe dual-diode
circuits were simulated [23]. As shown in Fig. 9.11, at a dc bias of VDD/2
and a freqency of 5 GHz, the quality factor of the HBT protection device is
about 15 while that of the dual-diode circuit is about 45. The higher Q of the
SiGe diodes is attributed to the fact that their p-regions are made exclusively
of extrinsic base material; the base-emitter capacitor is thus in series with a
smaller resistor than is the base-emitter capacitor of the HBT.
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Figure 9.11. Simulated (off-state) impedance at 5 GHz of dual-diode and HBT protection
circuits as a function of the pad bias (VDD = 2.5V ). Devices were sized to provide equal
protection levels. The dual-diode circuit has much higher quality factor.

The grounded-gate nFET (“GGNMOS”)—an nFET with its source, gate and
body tied to ground and its drain tied to the I/O pad—is one of the most fre-
quently used, bi-directional ESD protection devices [2]; this device is normally
off, but it can be triggered into breakdown (snapback) by an overvoltage at
the drain terminal. GGNMOS are laid out using multiple gate fingers; a gate-
coupling circuit (“GCNMOS”) may be used to promote uniform turn-on of
all the fingers [24]. However, the GCNMOS has very low Q—less than 5 in
one experiment [23]—because the gate resistor is in series with the gate-drain
capacitance. Uniform turn-on may also be achieved by using a floating body
device (“FB-GGNMOS") [25], e.g., a grounded-gate nFET inside an isolated
P -well. We observed that deep trench-isolated FB-GGNMOS have 30% higher
Q than do conventional, junction-isolated FB-GGNMOS (see Fig. 9.12).

4.3 Cancellation Circuit Optimization
Six versions of a CMOS LNA were designed, each with a different input

protection circuit, so that we could quantify the benefits of the cancellation
circuit and determine how to best do the implementation [14]. The LNAs were
targeted for use in an 802.11a WLAN receiver. They were fabricated in a 0.18-
μm RF-CMOS technology. The LNA schematic is shown in Fig. 9.13. The 6
variants are shown in Fig. 9.14.

LNA #1 (Fig. 9.14a) is virtually unprotected. Very small diodes are placed
near the gate of the input transistor to provide some protection against CDM
stress, and ensure that all the gate oxides were not destroyed during routine
handling and before we got to test the parts. These small diodes are present in
all the designs. Because the input is not loaded with a large ESD protection
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Regular FB-GGNMOS FB-GNMOS with deep trench isolation

Figure 9.12. Regular and deep trench isolated, floating-body grounded-gate nFETs. Quality
factor was measured at 5 GHz. The regular device has Q = 13.3 and the device with deep trench
isolation has Q = 17.5.

LNA core

Figure 9.13. Schematic of the LNA test circuit used to evaluate various ESD protection circuits.
DC bias circuits are not shown. 0.18-μm RF-CMOS technology. VDD = 1.8 V, Pd = 6 mW,
and f = 5.25 GHz.

circuit, we expect LNA #1 to have the best performance. A rail clamp (VDD-
to-VSS ESD protection circuit) is present in this LNA and all the others, but is
not shown in the schematic.

The input pad for LNA #2 (Fig. 9.14b) is protected with a conventional dual-
diode circuit. The diodes are sized to provide at least 4-kV HBM protection.
They degrade both the input match and the gain, even after the other circuit
components are resized. The output pad is also protected, but its capacitance is
absorbed in the output matching network.

LNA #3 (Fig. 9.14c) employs the basic cancellation technique. Note that a
dc blocking capacitor is placed in series with the cancellation inductor so as
to not short out the dc bias circuit for the input transistor. The dc bias applied
to the ESD diodes is the same as that for the amplifier. As a result, the dual
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Figure 9.14. (a) Unprotected LNA – #1.(b) Conventional ESD protection – #2.(c) Basic can-
cellation circuit – #3.(d) Cancellation circuit with optimum dc bias – #4.(e) One-sided, bottom
diode protection circuit – #5.(f) One-sided, top diode protection circuit – #6.

diode circuit may not be sitting at its minimum C or maximum Q bias point
(see Fig. 9.11 for illustration of these bias dependencies).

In LNA #4 (Fig. 9.14d), a series dc blocking capacitor is included so that the
ESD diodes and the input transistor may be biased separately. It was not known
whether this circuit’s performance would exceed that of LNA #3 because the
series MIM capacitor is non-ideal: its bottom plate is capacitively coupled to
the substrate (ground); also, the capacitor forms a voltage divider with the LNA.

LNA #5 (Fig. 9.14e) uses the “one-sided, bottom diode cancellation circuit.”
By replacing the top diode with an inductor, we reduce the total capacitance
at the pad and increase the protection circuit FOM. Because the inductor can
not protect against fast transients (i.e., CDM stress), the inclusion of the CDM
diodes was critical here. Note that this circuit also requires the use of a series
dc blocking capacitor.

LNA #6 (Fig. 9.14f) uses the “one-sided, top diode cancellation circuit.”
In this technology, the top diode has lower C and higher Q than does the
bottom diode. Therefore, we anticipated that LNA #6 would have better RF
performance than LNA #5.

The measurement results are summarized in Table 9.3. The RF metrics are
reported at 5.5-GHz as that was the peak gain frequency. Human Body Model
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Table 9.3. Measurement results for the 6 LNAs shown in Fig. 9.14. RF metrics were obtained
at 5.5 GHz.

protection levels were projected on the basis of 100-ns TLP (transmission line
pulse) testing, using the formula VHBM = 1500 · It2, where It2 is the second
breakdown, i.e., failure, current [26]. All of the circuits with ESD protection are
very robust, able to handle more than 7 kV of ESD stress. The unprotected LNA
fails at a 350-V level, which is unacceptable; 2 kV is widely accepted as the
minimum requirement for HBM protection. The unprotected LNA, however,
has the best RF performance measured in terms of gain, noise figure or input
match. Only the LNA with conventional ESD protection has unacceptable RF
performance; its S11 is greater than -10 dB. The cancellation circuits provide
significantly better RF performance than does the conventional ESD protection
circuit. Despite non-optimum biasing of its ESD diodes, LNA #3 had better RF
performance than that of LNA #4. As expected, LNA #6 outperformed LNA #5.
Note that the RF performance of LNA #6 is very close to that of the unprotected
LNA #1. The only significant difference is the ESD protection level. This
study verified that the cancellation circuit provides better RF performance than
do conventional ESD protection circuits while providing equally good ESD
reliability.

Worst-case ESD protection levels were given in Table 9.3. Table 9.4 provides
greater detail; it lists the failure current for each pin combination. In the ESD-
protected LNAs, the weakest ESD paths are those containing inductors (al-
though these paths are still very robust, providing over 7-kV HBM protection).
Visual inspection revealed that the vias to the inductor underpass were dam-
aged, presumably due to the locally high current density. Therefore, if one
wishes to use a one-sided cancellation circuit, one should be careful to use a
large number of parallel vias to the underpass.
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Table 9.4. Failure current (Amps) for each LNA and for each pin combination. Ifail is obtained
using 100ns TLP testing. HBM protection level is projected as 1500∗Ifail.

4.4 T -coil Based ESD Protection Circuit
A T -coil can provide broadband, resistive input matching. Furthermore, it

more than doubles the bandwidth relative to that of an RC input, where R is
the termination resistor and C is the total capacitance of the ESD protection
circuit, bondpad and input device [18, 27]. A schematic of the T -coil based
ESD protection circuit [27] is shown in Fig. 9.15. To obtain a resistive input

Figure 9.15. T -coil based protection circuit [27]. The circuit input is assumed to be capacitive,
e.g., a MOSFET gate terminal. Zin = Rterm if the values of L1, L2, and CB are chosen
correctly.

match, one must select L1, L2, and CB according to the design equations in [27].
In the one study of this protection circuit, a 1-kV HBM ESD protection level
was achieved [27]. We note that this is not an adequate protection level, and
that a similar protection level with far less area penalty could be obtained by
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using a too-small, conventional ESD protection circuit. Nevertheless, the T -
coil should still be considered a promising ESD protection technique. Further
study is needed to identify the cause of the low protection level reported in [27]
and implement a remedy.

5. ESD Testing of RFICs
ESD-induced failures are generally detected by monitoring the leakage cur-

rent. Leakage testing can not be performed on circuits containing certain vari-
ants of the cancellation circuit, specifically, those with an inductor directly
connected between the input pad and VSS. Of more general concern is the fact
that RF performance metrics might be degraded at stress levels lower than that
which causes a significant increase in leakage [28, 29]. To investigate this sub-
ject, a combined RF and TLP test system was developed. A TLP (transmission
line pulse) tester generates short duration, high current pulses by discharging
a charged transmission line into the device under test [30]. ESD can occur
between any arbitrary pair of pins so one must be capable of doing TLP testing
between any pair of pads. To accomplish this, the TLP return path had to be
isolated from the chip ground to which all the RF test equipment is connected.
The resulting measurement system is illustrated in Fig. 9.16 [31]. In several test

100

81

Figure 9.16. TLP/RF measurement system [31]. The RF measurement unit can be any piece
of RF test equipment, e.g., a noise figure meter or VNA. Note that the resistor box, i.e., resistive
π-network, for the TLP system has 50Ω input impedance at both ports. As a result, the pulse does
not bounce back and forth between the DUT (device under test) and the resistor box, facilitating
the production of square pulses with short risetime. Note that the TLP system ground is isolated
from the chip ground. This allows for ESD testing between any arbitrary pair of pads on the
chip. During RF testing, only switches F and C are closed (and the RF switch is in the lower
position). Switch F is open during TLP testing.

circuits, a change in the RF performance metrics (gain, noise figure) occurred
at a current level that was 20% lower than the failure current as determined by
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leakage measurement. Therefore, it is recommended that RF performance be
monitored during ESD testing.
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Chapter 10

SILICON-BASED MILLIMETER-WAVE
POWER AMPLIFIERS

Mona Mostafa Hella and Burak Çatli

1. Introduction
Millimeter-wave sensor and communication applications create an increasing

demand for high-frequency devices and monolithic integrated circuits. Com-
pared to the radio frequency band which is highly occupied with cellular and
WLAN standards, the millimeter-wave band offer the availability of broader
frequency ranges, higher gain and smaller antenna dimensions. For sensor ap-
plications, the shorter wavelength results in higher resolution and for commu-
nication purposes, the atmospheric attenuation at these frequencies decreases
interference between the communicating cells [1].

Traditionally, systems operating in the high microwave/mm-wave bands are
realized using multiple modules implemented mainly in III-V technologies,
increasing the overall cost and complexity. The recent advances in silicon-
based technologies have generated devices with transit frequencies (fT ) in the
100-200 GHz range thus extending the reach of these technologies to the mm-
wave circuit and system development. Silicon is by far the most widely used
semiconductor that provides low cost, established production lines and a high
standard of technological expertise. Integration in silicon will make it possible
to realize complex mm-wave transceivers with on-chip mixed-signal and digital
signal processing, at much lower costs and with high reliability and yield.
Additionally, complex analog/RF/mm-wave subsystems can be digitally tuned
for optimized performance under different operating conditions. These factors
provide a strong motivation for the development of new circuit and architectural
techniques that overcome the drawbacks of low active gain devices and low
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quality factor passives in standard silicon processes for the implementation of
mm-wave systems.

Monolithic integrated millimeter-wave circuits based on CMOS and
SiGe technologies will dramatically impact the cost, size, and availability of
millimeter-wave applications such as radars and gigabit wireless local area net-
works. Fully integrated phased array radar transceivers operating at 24GHz
as well as front-end components at 60 and 77GHz bands have been recently
published in CMOS and SiGe technologies [2]- [7]. This chapter will fo-
cus on the challenges and possible design techniques of power amplifiers for
millimeter-wave transceivers.

2. Challenges in Microwave/Millimeter-Wave Power
Amplifier Design

The design of a fully integrated power amplifier with reasonable output
power, efficiency and gain remains a challenge in today’s pursuit of system-
on-chip (SOC) RF and mm-wave integrated transceivers. Although CMOS and
SiGe devices have excelled in small signal (output power < -10dBm) mm-wave
circuits [8]-[10], silicon-based power amplifiers have rarely delivered power
above 10-20dBm with power added efficiency PAE above 15% at frequencies
beyond 10GHz.

The low output power and efficiency in silicon-based mm-wave power am-
plifiers are due to the limitations of the active devices and the lossy passive
network used for impedance matching and wave-shaping. For active devices,
the maximum output power of the single device is limited by the value of the
breakdown voltage. The breakdown voltage of CMOS and SiGe transistors
with fmax > 70GHz for mm-wave applications is typically less than 2V, while
III-V transistors with equivalent performance have a breakdown voltage higher
than 8V[11]. In addition, silicon-based transistors have lower gain and thus
require higher DC-bias currents which translates into a lower value of optimum
impedance (Ropt ≈ Vmax

Imax
) in order to deliver the same amount of power as

III-V devices. This high bias current constraint the design of on-chip passives
because of the metal electro-migration at high current densities. Thus, the width
of the metal-lines forming on-chip inductors (RF chokes and output matching
elements) has to increase to handle these large currents, thus increasing the par-
asitic capacitance to ground and lowering the self-resonance frequency. The
reduction in Ropt has also a practical lower limit determined by the impedance
matching to an off-chip 50Ω load. The higher the transformation ratio, the
more sensitive it is to component tolerances which affects both the loss and the
bandwidth of the matching network.

In addition to the limitations posed by active devices, the low substrate resis-
tivity and the thin metal and dielectric layers in a typical silicon-based process,
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degrade the quality factor (Q) of on-chip inductors and capacitors. Moreover,
at higher frequencies, skin effect increases the ohmic losses of inductors and
transmission lines. This is due to the reduction of effective metal thickness
which limits the benefits gained by using thicker metal layers in RF-enhanced
processes.

Typical power amplifier schematic.

As shown in Figure 10.1, there are several on-chip components in a typical
power amplifier. First, an inductor is required in the harmonic control block
to achieve the desired harmonic suppression at the output and to improve the
drain wave shaping for better power efficiency and linearity by resonating the
transistor‘s drain capacitance. The low Q of this inductor can have a significant
effect on the power efficiency of the power amplifier, typically losing 20% to
40% of the power drained from the DC supply in this inductor alone. In order to
minimize the loss, the impedance of this inductor should be comparable to the
low impedance of the load presented to the transistor and the output impedance
of the transistor.

A high impedance inductor is needed as an RF choke to feed the DC current
to the transistor and, meanwhile, maintain the low-impedance, low-loss AC
ground together with the bypass capacitor. However, due to the series metal
resistance, this inductor, if implemented on-chip, suffers from a significant
power loss. The bypass capacitor should also be large, which would consume
a large area on chip.

Figure 10.1.

Silicon-Based Millimeter-Wave Power Amplifiers
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In the input and inter-stage matching networks, it is necessary to place an
inductor in parallel with the gate to tune out the gate capacitance in order to
match the low gate impedance to the 50Ω input or to the output impedance of
the driver stage. A low impedance DC block, which will be implemented by a
big capacitor, is also necessary in the input matching network.

For mm-wave frequencies, the size of the different inductors in the power
amplifier circuit falls in the 10-100pH range. Inductor-lines, microstrip, and
coplanar wave-guide structures are typically used for low-inductance values im-
plementation. Extensive electromagnetic simulations are required to model all
passives as well as interconnect lines whose inductance values are comparable
to those used in the basic amplifier.

3. Power Amplifier Design Approaches
The choice of the power amplifier architecture is determined by the output

power, gain, and PAE requirements as well as the used technology (fmax relative
to the operating frequency). As the operating frequency increases relative to
fmax of the transistors, the gain of the single stage decreases. To reach the
required output power levels, the number of gain stages increases and the overall
power added efficiency (PAE) decreases. Multi-stage amplifiers are also more
prone to instability. Harmonic matching based classes, such as class E or class
F, do not help in increasing the efficiency in this case as the harmonic content
at the drain of the transistor is already low at the higher frequencies close to
fmax.

We will start with the single-ended amplifier stages and address techniques
to increase their output power capability while using low breakdown voltage
transistors. We will then move to differential stages and finally to multi-way
power combining techniques.

3.1 Single-Ended Amplifier Topologies
Single-ended designs are used to avoid using a balun or a differential an-

tenna. The effect of ground bondwire inductances is one of the main problems
with single-ended topologies at millimeter-wave frequencies. For example, a
bondwire inductance as low as 50pH at 24GHz adds 7.5Ω reactive impedance
to the on-chip ground, which is comparable to the optimum load for a silicon-
based common source/emitter stage. This source/emitter degeneration reduces
the gain and the power added efficiency (PAE) of the amplifier. In a multi-stage
single-ended power amplifier, the effect of ground bounce might cause stability
issues as well. One possible solution is to increase the number of ground pads
and separate the grounds of the different stages.
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Figure 10.2.

Due to the low breakdown voltage limitation, the cascode configuration us-
ing thick-oxide transistors is widely used in CMOS technology[12, 13]. For
mm-wave frequencies, the thick-oxide transistor option might not be feasible
as its fmax is much lower than thin-oxide transistors which decreases the power
amplifier gain. However, cascoding can be done using two high fT transistors.
In the traditional cascode structure as the one shown in Figure 10.2(a), the bi-
asing at the gate of the cascode transistor is fixed. Thus, most of the output
voltage still appears across the upper transistor. The self-biased cascode tech-
nique, shown in Figure 10.2(b) has been proposed by Sowlati et al [14, 15] to
extend the output power capability of the output stage by equally distributing
the output voltage across the main and the cascode transistors. The gate bias for
transistor M2 is provided by Rb-Cb, which is the same as the DC drain voltage
of M2. The RF swing at the drain is attenuated by the low pass nature of Rb-Cb.
The values of Rb and Cb are typically chosen for equal gate drain signal swings
on M1 and M2. Thus, hot carrier effects and oxide breakdown are avoided.

The concept of RF-driven cascoding delivers the same effect of equal volt-
age distribution through using a different cascoding approach. For SiGe HBT
transistors, in a standard cascode configuration, if the base of the upper tran-
sistor (Q2) is biased at a constant voltage, as shown in Figure 10.3(a), through
a filtered regulated current mirror (not shown in the figure), the emitter volt-
age will remain relatively constant due to the logarithmic dependence of Vbe

(a) Conventional cascode amplifier. (b) Self-biased cascode amplifier[14].

Silicon-Based Millimeter-Wave Power Amplifiers
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on Ic. Most of the output swing will still appear across the upper transistor,
which will cause the upper transistor to suffer breakdown while the bottom tran-
sistor (Q1) will have a relatively small collector-emitter voltage (Vce) swing.
Figure 10.3(b) shows the collector and emitter voltage waveforms for the fixed-
bias cascode configuration, where the emitter of Q2 remains almost constant
and Q2 experiences high collector-emitter voltage. By connecting the base of

Figure 10.3. (a) Fixed-bias cascode amplifier. (b) Collector and emitter voltage waveforms for
fixed-bias cascode amplfier. (c) RF-driven cascode amplifier. (d) Collector and emitter voltage
waveforms for the RF-driven cascode amplifier.

the cascode transistor (Q2) to the RF input through an RC network as shown in
Figure 10.3(c), the base will move with the same polarity as the output voltage.
The emitter of Q2 will follow the base simultaneously as an emitter-follower
for the base drive, which will effectively divide the output voltage swing be-
tween the top (Q2) and the bottom (Q1) transistors, thus decreasing the stress
on the collector-emitter of Q2. Ideally, the base of Q2 should move with half
the voltage swing of its collector (Vout) for equal voltage division between the
upper and lower transistors. It can be observed in Figure 10.3(d) that VCE2 is
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almost equal to VCE1, effectively distributing the stress on both Q1 and Q2.
In addition, the low-impedance path at the base of Q2 increases its breakdown
voltage BVcer and extends its output power range [16].

Example: A 24GHz Single-Ended Power Amplifier

Figure 10.4. (a) Schematic of a two stages single-ended CMOS power amplifier. (b) Simulated
output power and power gain of the amplifier at 24GHz.

There are only three mm-wave power amplifiers reported to date in silicon-
based processes[11]-[17, 18], with only one as a single-ended amplifier in
CMOS technology[17]. For the this design, a 2-stage single-ended class AB
power amplifier is implemented using 0.18μm FETs. A cascode configuration
is used in each stage to ensure stability and increase breakdown voltage. The
self-biased technique [14] is used for the cascode transistors to extend the output
power range. To minimize the effect of gate resistance, which can be a limiting
factor for fmax, the finger width of the unit transistor was chosen to be very
small with large number of fingers (2μm×200) and gate contacts at both ends.
This also allows substrate contacts to be placed closer to the device, minimizing
substrate losses.

Silicon-Based Millimeter-Wave Power Amplifiers
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For the schematic shown in Figure 10.4(a), input, output, and inter-stage
matching are implemented on-chip using inductor-lines formed of the top metal
layer over a deep trench to isolate the inductor from the substrate. This technique
generates small value inductors with high quality factor. In the original design
in [17], the inductor lines are replaced by shielded substrate coplanar wave
guide structures. The width of all inductor lines is determined based on the
current handling capabilities of these lines. Inductors Lb1 and Lb2 tune out the
capacitance at the gates of transistors M1 and M3. Inductors L1 and L2 act as
RF chokes, while Lout transforms the 50Ω load to the optimum impedance at
the drain of M4.

The amplifier has been simulated while accounting for the effect of parasitics,
including ground inductances as shown in Figure 10.4(b). Using 5 ground
bonding pads with their typical packaging parasitic inductances, the PA can
deliver 11dBm of maximum output power. The output power is estimated to
increase to 14dBm with around 6dB increase in gain by decreasing the ground
inductance. This shows the enormous effect the ground bondwires have on the
gain and output power capability of the power amplifier.

3.2 Cascaded Differential Stages with Transformer-Based
Inter-stage Matching and On-Chip Output Balun

The differential push-pull topology can be used to eliminate many problems
in single-ended configurations. As shown in Figure 10.5, due to its symmetric
configuration, AC grounds are created at both DC supply and on-chip ground
nodes. They are inherently low loss and low impedance. Thus, the need for a
lossy on-chip RF choke inductor and a large bypass capacitor is avoided. The
connection from these ac virtual grounds to the positive supply and ground will
carry only current at dc and even harmonics, thus eliminating the loss caused by
the RF signal and odd harmonics going through lossy supply lines. Furthermore,
this structure desensitizes the operation of the amplifier to external bond wires.

The only limitation is the need for an output balun to transform the differential
load into 50Ω impedance. While off-chip baluns are typically used at lower
frequency ranges, on-chip L-C baluns are a compact and integrated solution
that can be employed in the mm-wave frequency range.

As an example, the power amplifier shown in Figure 10.5 targets the 17GHz
band [19]. It employs two on-chip transformers for the input balun and for
interstage matching. The push-pull circuit configuration has a 4:l load-line im-
pedance benefit compared to a single-ended design, which is a main advantage
at low supply voltages as discussed in section 2.

The input transformer acts both as a balun and as an input matching network
when combined with capacitors C1 and C2. The coupling coefficient in the
design published in [19] is limited to 0.45 at 17GHz which introduces major
losses between stages and reduces the overall output power. This is mainly due
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Figure 10.5. A fully integrated differential SiGe PA with transformer-based matching network
and on-chip balun [19].

losses between stages and reduces the overall output power. This is mainly due
to the limitation on the number of metal layers in the used technology (three
metal layers).

A Lattice-type LC-balun [20] is used to provide output matching while con-
verting the differential signal to 50Ω. While this design is based on lumped
components, transmission-line implementation has also been reported [21]. The
ideal lattice-type balun consists of two inductances LA = LB and two capacitors
CA = CB (Figure 10.5). An RF choke and a DC-block capacitor are added to
bias the transistors. If Ropt is the optimum balanced impedance at the collec-
tors of the push-pull pair, and RL is the load impedance, then L and C can be
calculated according to:

LA = LB =
Z1

ω
(10.1)

CA = CB =
1

ωZ1
(10.2)

Z1 =
√

RoptRL (10.3)

where Z1 is the characteristic impedance of the bridge and ω=2πf is the
frequency of operation. Asymmetry in the balun response due to the effect of
bond-wire inductance connected to the output pads and parasitic capacitances

Silicon-Based Millimeter-Wave Power Amplifiers
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causes the transformed load impedance to appear inductive at one of the bal-
anced output ports and capacitive at the other. Compensating for this effect
requires careful matching of the transistors connected to each port of the balun
by using unequal values for the passive components in the bridge. Thus, a
symmetrical balun design is required for mm-wave power amplifiers to ensure
the transistors drive identical loads over a broad frequency range.

Implemented in 0.35μm SiGe technology, the power amplifier in this exam-
ple can operate from 8GHz to 17GHz without any external element. It delivers
17dBm of output power using a 2.4V supply with a small signal gain of 15dB.

4. Power Combining Techniques
When the required output power is larger than what is available from a sin-

gle transistor or a differential stage, power combiners can be used to sum the
power from several transistors or amplifier stages to achieve the desired overall
output power over a wide bandwidth. Traditional microwave power combining
techniques rely on the properties of wave-guides to make effective multi-way
power combiners with minimum losses. In microwave monolithic integrated
circuit designs (MMIC), the Wilkinson power combiner is one possible tech-
nique that is realized using λ/4 transmission lines [22]. The realization of
effective integrated power combiner is determined by the size and quality fac-
tor of the on-chip passive network. Two possible approaches have recently
evolved; the doubly-balanced architecture using directional couplers, and the
distributed active transformer.

4.1 Doubly-Balanced Architectures
Balanced amplifiers are a classical microwave concept that is typically used

to provide a flat gain over wide bandwidth. A fairly flat gain is obtained if the
amplifier is designed for less than maximum gain at the expense of poor input
and output matching. By using two 90◦ hybrid couplers to cancel out input and
output reflections from two identical transistors or amplifier stages, matching
can be restored while maintaining a flat gain. The first 90◦ hybrid coupler di-
vides the input signal into two equal amplitude components with a 90◦ phase
difference, while the output coupler recombines them. Because of the phasing
properties of the hybrid coupler, reflections from the amplifier inputs cancels at
the input of the hybrid coupler, resulting in improved impedance match; a sim-
ilar effect occurs at the output of the balanced amplifier. The doubly balanced
amplifier combines two balanced amplifier in a differential configuration. The
180◦hybrid coupler is used to provide a differential signal for the two balanced
amplifiers. The architecture has recently been reported in [23] for WLAN ap-
plications targeting the 5GHz frequency band. The output power in this case is
quadrupled compared to that of a single amplifier. The topology also allows the
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Figure 10.6. Doubly-balanced transceiver front-end topology based on 90◦ and 180◦ couplers
[23].

implementation of an antenna switch suitable for time division duplex (TDD)
systems without any additional components. A fully differential transceiver
architecture is maintained using this topology as well as the availability of one
port to monitor the output power of the amplifier. The main challenge in this
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��
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Figure 10.7.

implementation is the integration of directional couplers. Couplers are often
implemented as quarter wavelength transmission lines in microstrip, stripeline,
or waveguides form. Branch-line hybrid coupler (Figure 10.7(a)), and Lange
couplers (Figure 10.7(b)) are two popular hybrid coupler implementations [22].
As shown in Figure 10.7, they both depend on the realization of λ/4 lines. While

(a) Branch-line coupler. (b) Lange coupler

Silicon-Based Millimeter-Wave Power Amplifiers
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on-chip λ/4 line is 8.7mm at 5GHz band, which is completely impractical for
silicon integration, it drops to 1.6mm at 24GHz which can be realized. In the
original design in [22], the matching network and the couplers are designed
using a low temperature co-fired ceramic LTCC material and integrated in the
package. Other publications uses lumped element representation of directional
couplers as capacitor-inductor-capacitor CLC π-networks [24] which has lim-
ited bandwidth compared to transmission-line implementation. For mm-wave
frequencies, possible on-chip implementation of directional couplers has re-
cently been reported. In [25], a 30GHz branch-line coupler is implemented
using thin film microstrip lines (TFMS) in SiGe HBT technology. The 30GHz
on-chip coupler has -4dB insertion loss which can largely affect the power
amplifier performance. It is worth noting that for the specific case of power
amplifiers, the width of the microstrip lines used in the coupler has to be wide
enough to handle the large currents in the output stage. The area on chip of the
directional coupler is also considerable compared to other passives. At 30GHz,
the total area of the directional coupler is 1.25mm×1.25mm.

4.2 Transformer Coupled Power Combining Balun
Aoki et al. [26] have proposed the distributed active transformer DAT tech-

nique which functions as an N-way power combiner. Figure 10.8 shows a con-
ceptual view of this technique. The power requirement in this case is distributed
among a number of differential driver stages whose outputs are connected in
series through the distributed transformer. In the simplified layout shown, each
center-tapped drain is the primary of an on-chip transformer that is realized
out of coupled lines. The secondary is a one-turn square inductor, where each
arm is coupled to its corresponding center-tapped primary. Because the four
arms of the secondary are connected in series, the voltage contribution adds as
desired and produces the output voltage across the load RL. The impedance
transformation implies that the current in the secondary is less than that of the
primary thus narrower lines can be used for the secondary.

Generalizing to N differential pairs with N output transformers, the voltage
will be boosted 2N times with a power boost of 4N2. The value of inductances
in the primary and secondary of the transformer is chosen to satisfy maximum
quality factor conditions to minimize the losses in the power combiner. Using
a 4-way distributed transformer, the value of primary inductance will be equal
to 1/16 of the secondary inductance. This translates into very low inductance
value for the primary of the transformer. If spiral inductors/transformers on a
silicon substrate are to be used, the small primary inductance results in extremely
short metal lines. Inter-winding these short primary metal lines with the multi-
turn secondary force them to be very narrow. Unfortunately, this reduces the Q
of both primary and secondary circuits significantly. This is the main motivation
behind using the coupled lines or slab inductors shown in Figure 10.8.
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Figure 10.8. Conceptual schematic and layout of a 4-stage PA coupled through a distributed
active transformer [26].

Although this technique is by far one of the most elegant ways for output
power boosting using low breakdown voltage transistors, the performance is
also limited by the losses in the power combining network and practical load
values seen by each stage. The imperfect magnetic coupling between the pri-
mary and secondary coils increases the loss in the power combiner. Monolithic
transformers typically use multi-turn primary and secondary coils to achieve a
high magnetic coupling ratio (K > 0.8). For a single turn planar transformer
as the one used in [26], the K-factor is limited to 0.6 even when minimal metal
spacing is used (this is also an issue since top metal layers are usually spaced
further than lower metal layers and metal-metal spacing is determined by the
technology design rules). Higher coupling factor transformers have been re-
cently proposed in [11] that can synthesize small load impedances and supply
sufficient DC current to bias the transistors.

5. Case Study: Design of a 24GHz Power Amplifier Based
on Distributed Active Transformer

Using a 4-way power combiner as shown in Figure 10.8 which has a 1:1
transformation ratio between the total primary (4 sections) and secondary in
order to simplify the practical realization on chip, the 50Ω load impedance is
converted to 12.5Ω seen by each amplification stage. The design can then be
divided into;

the design of a power combiner using slab inductors on chip,

Silicon-Based Millimeter-Wave Power Amplifiers
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the design of an output stage with a 12.5Ω load to deliver 100mW output
power(total power=400mW).

5.1 Slab Inductor Design and Characterization
Slab inductors are simply metal lines on top of silicon substrate. They can

be used for low inductance value implementation and offer much higher Q than
spiral inductors, as well as lower area occupation. For the design of the power
amplifier combining network, we need an analytical slab inductor optimization
flow to determine the value of inductance that provides the highest quality factor
at the frequency of interest and satisfy the current handling requirements for
the primary of the transformer.

l

W

t

h

substrate

Figure 10.9. A generic slab inductor structure.

A generic slab inductor structure is shown in Figure 10.9, where the design
parameters are

W = the width of the conductor.

l = the length of the conductor.

t = the thickness of the conductor

h = the distance between the substrate and the conductor

The desired inductance value and the quality factor are a function of these
parameters as well as the substrate resistivity.

Selection of Metal Layer (t and h): Advanced silicon technologies provide
multiple metal layers. In the used technology, we have 7 metal layers with
the top being a thick metal layer. Different metal layers have different
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thicknesses and are located at different distances from the ground. The
quality factor is proportional to t and h. In the process used, the 7th metal
layer is the top metal which has the highest distance from the substrate and
the highest thickness. In a traditional design, the top metal layer would
be the first choice, however, according to the technology physical design
rules, the spacing between parallel top-metal lines should be greater than
few microns which will severely degrade the coupling coefficient of the
transformer down to 0.4. The same design rules are valid for the 6th metal
of the process, thus it is also not practical for transformer realization. For
this reason, the 5th metal is selected for the implementation of the slab
inductors. Although its thickness is 0.5μm, the transformer implemented
using this layer has a coupling coefficient close to 0.6.

Inductor sizing(W and l): In this design, the main concern is the maxi-
mization of the quality factor while preserving a width that satisfies current
electro-migration rules for the output stage. We used first-order equations
for inductance calculation while final design parameters are determined us-
ing electromagnetic simulations.

– Quality factor: We start with the simple quality factor formula that
neglects the substrate resistance and the capacitive coupling between the
metal line and the substrate. While this is a valid assumption at lower
frequencies, it is not valid for final calculations at mm-wave frequencies.
This was just used to provide a first cut design that will later be modified
according to EM simulations. The following simple formula can be used
to find the quality factor.

Q =
Lω

R
(10.4)

– Inductor dimensions: As a starting point, some sample inductance val-
ues proper for slab inductor realization are selected, such as 50pH,
100pH, 150pH…. Several set of design parameters (W and l for constant
conductor thickness) give the same inductance value. The dimensions
of the slab inductors are calculated using the following equation [27]:

Lrect =
lμ

2π
{ln 2l

W + t
+ 0.5 +

√
W 2 + t2 + 0.46tW

3l
− W 2 + t2

24l2
}

(10.5)
where μ is the magnetic permeability of free space (μ= 4π 10−7). The
different dimensions that generate the same inductance value have dif-
ferent parasitic resistances. The series parasitic resistance is calculated
using the equation:
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Table 10.1.

The sample inductance values The selected sample widths
50pH(75pH) 30μm,40μm,50μm,60μm

100pH(130pH) 30μm,40μm,50μm,60μm
200pH(235pH) 30μm,40μm,50μm,60μm

R =
L

W
R� (10.6)

where R� is the sheet resistance of the conductor. Once the dimensions
are determined using equation 10.5 and the parasitic resistance is cal-
culated according to equation 10.6, the initial approximate value for the
quality factor of each inductor is determined using equation 10.4.

Table 10.1 shows the sample inductance values and selected conductor
widths. For each inductance value, the width is increased to reduce the
parasitic resistance. The length of the inductor is changed each time to
obtain the same inductance value. The initial values are obtained using
equations 10.4, 10.5 and 10.6. The lower boundary of the width is deter-
mined by the current handling capability of the metal line or the parasitic
resistance of the metal line. For the upper boundary, if the width is selected
larger than 60μm, either the aspect ratio is close to 1 or the length of the
conductor is too high depending on the target inductance value.

Note that equation 10.4 completely ignores all the loss sources in the induc-
tor except the series resistance of the metal. The electromagnetic simulation
results take into account the substrate and skin effects which can be signifi-
cant at mm-wave frequencies. Also equation 10.5 gives very accurate results
when the dimensions of the inductor are sufficiently large. However, for the
inductors designed, the dimensions are so small that the results of equation
10.5 diverge from EM simulation results. The inductors were simulated
in an EM simulation environment (SONNET) for different set of design
parameters. The quality factor of each structure at 24GHz is simulated as
shown in Figure 10.10. Note that while equation 10.5 gives the value of
the inductance in terms of (W,l,t), the effective slab inductance determined
using EM simulations is higher. The actual inductance values are reported
between brackets in Table 10.1.

In Figure 10.10, the feasible inductance values for the highest Q can be
determined. For the 100pH(130pH), the value of Q saturates as the width
increases. The Q curve for the 200pH(235pH) is much lower than the

Example of inductance values and corresponding dimensions.
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Figure 10.10. EM Simulations showing the quality factor for different inductance values.

other two cases. The lower boundary for the inductor is determined by
practical limits. Inductance values lower than 50pH(75pH) may not be
realized precisely since it is comparable to interconnect inductances. They
may also be sensitive to process variation and/or suffer from the absolute
tolerance of the used design tools.

Final design dimensions of the inductor are determined by considering the
trade-offs that are stated above. An inductance of 80pH is selected as the final
optimum value. The width is selected as 50μm and the length of the inductor
is 175μm. For this width, the metal can handle an rms current slightly higher
than 200 mA, which is equal to two times of the rms operational current for
this example. The inductor has a Q of 37 at 24GHz.

The simulated S-parameters of the inductor are used to create an equivalent
R-L-C-K netlist for the Spectre simulations, where K is the coupling coef-
ficient. Figure 10.11 shows the 6-segment equivalent circuit used for the
transformer and Table 10.2 shows the corresponding design parameters.

5.2 Single-stage Amplifier Design
The basic differential push-pull power amplifier stage is shown in Fig-

ure 10.12. Each unit stage provides a quarter of the required output power.
Using the inductance value determined from the slab inductor analysis, the
devices size (m1 and m2) are changed such that the required output power is
obtained at the secondary winding. The swing at the output of the primary
side is determined by the real impedance at this point and the transient current
that is supplied by the driving transistors. Cl is used to cancel the inductive
part of the impedance of primary winding at the frequency of operation. The
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Figure 10.11. E6-segement equivalent circuit for modeling the distributed transformer.

Table 10.2. Equivalent circuit component values.

Component value
Rd 100Ω
Cd 3fF
Rs 70Ω
Ls 18pH
CP 10fF
K 0.6

m1 m2

C1
Lp Lp

LsLs rloss

Lg Lg

- +

+ -

VDD VDD

Figure 10.12. Basic Differential Stage.
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Table 10.3. Final Design Parameters.

Component value
VDD 2V

Lp 80pH
Ls 80pH
Lg 30pH

(W/L)m1,m2 200x (2μm/0.18μm)

real output impedance is determined by the output resistance of transistors,
loss resistance of primary winding and transferred loss resistance of secondary
winding. Estimating the size of the transistors theoretically is not feasible due
to the lack of accurate large signal models for the devices. Instead, we changed
the size of the active device in simulations to obtain the required output power
at the secondary winding. However, if the device size is changed, the parasitic
capacitance of the wide driver transistor will also change and the value of Cl
should be readjusted to provide resonance condition at the operating frequency.
Lg is used to tune out the gate capacitance. Final design parameters are given
in Table 10.3.

5.3 Simulation Results
Figure 10.13 shows the power combination process at a given output power

level. The signal adds up in the secondary windings of the transformer. The
power amplifier is simulated using 0.18μ CMOS technology parameters. It can
deliver a 1-dB compression point of 23.3dBm, a small signal gain of 18dB with
output saturation power of 25.5dBm and maximum drain efficiency of 35.6%
using a 1.8V supply as shown in Figure 10.14.

The power amplifier using magnetically coupled transformers has a broad-
band characteristic due to the transformer action as shown in Figure 10.15. It
is worth noting that the same technique has been recently used for the imple-
mentation of a 21-26GHz three stage common-base power amplifier in SiGe
technology[11]. The design of the transformer in the power combiner was
optimized for higher coupling coefficient (k=0.9) and double the turns ratio
by using a self-shielded structure as shown in Figure 10.16 which resembles
a coaxial transformer. The self shielding design technique was applied to all
on-chip passive devices to optimize inter-stage and I/O coupling at mm-wave
frequencies while supplying the DC current ratings for the PA. 23dBm output
power with 20% power added efficiency at 22GHz and 13% at 24GHz were
measured using a 1.8V supply.

Silicon-Based Millimeter-Wave Power Amplifiers
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Figure 10.13. Power combining in time domain.

10

12

14

16

18

20

22

24

26

-15 -10 -5 0 5

Pin (dBm)

P
o

u
t 

(d
B

m
),

 G
ai

n
 (

d
B

)

0

5

10

15

20

25

30

35

40
P

A
E

 (
%

)

Pout (dBm) Gain (dB) PAE (%)

Figure 10.14. Pout, Gain and PAE v.s. Pin.

6.
Wireless communications beyond 20GHz are gaining momentum as they

offer several advantages compared to 1-6GHz regime. The reduction in an-

Summary and   Conclusions
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Figure 10.15. Simulated 1-dB compression point versus frequency.

Figure 10.16. Self-shielded monolithic transformer used in the distributed-active-transformer
DAT-based power amplifier reported in [11].

tenna size at mm-wave frequencies makes compact, multiple antenna arrays
more practical. Electronic beam steering capabilities of these short wavelength
arrays antennas will simplify their deployment in WLAN applications. These
applications will be available in the future at much lower costs thanks to the
advances in CMOS and SiGe technologies. Although these advances will gen-
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generate faster devices, the breakdown voltage of these devices will dramatically
decrease, limiting their capabilities for power amplifier implementation and thus
complete integration with the communication transceiver. We have presented
different techniques for power amplifier design in the mm-wave range that ex-
plores circuit ideas to overcome the low breakdown-voltage barrier. Power
combining techniques through the use of on-chip lumped or distributed trans-
formers, directional couplers are possible ways to generate higher power from
multiple amplifier stages. Realizing high quality passive elements to be used
in these combiners is the primary challenge in the mm-wave range. Accurate
modeling of these devices is also crucial to obtain first pass designs. Finally,
recent publications of power amplifiers in the 24GHz, 60, and 77GHz using
CMOS and SiGe technologies show that silicon-based technologies has the po-
tential to compete with III-V technologies for medium power applications in
the mm-wave range.
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Chapter 11

MONOLITHIC INDUCTOR MODELING
AND OPTIMIZATION

Niklas Troedsson and Henrik Sjöland

It has become a necessity to use on-chip inductors in radio frequency in-
tegrated circuits. Particularly oscillators need inductors to archive high per-
formance. In LC oscillators the quality factor of the inductor is critical to
the phase noise performance, and since the self-resonance frequency of the
inductor will limit the operating frequency and tuning range of the oscillator,
careful optimization is needed. As the transistors are scaled to smaller geome-
tries, the supply voltage must be reduced. Since the inductors have almost
zero DC voltage drop they can be used to increase the voltage headroom in
low voltage RF circuits. For cross-coupled differential pair LC oscillators, an
inductor at the source node of the differential pair will not only increase the
signal headroom [1], but if resonating at twice the oscillation frequency it will
also increase the phase noise performance significantly [2]. The gain and noise
factor of LNAs and mixers can also be improved by using inductors to tune out
parasitic capacitances [3].

Since both the industry and the market push for higher operating frequencies,
it has become increasingly important to estimate self-resonance frequencies
accurately. An inductor is needed that not only meets the requirements of the
inductance, L, and the quality factor, Q, but also has a minimum amount of ca-
pacitance, i.e., has the highest self-resonance frequency possible. An accurate
knowledge of the self-resonance frequency is necessary in order to create an
optimized design that takes capacitance into account. A time-consuming op-
timization process is typically needed to find an inductor geometry that meets
all these requirements.
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Figure 11.1. Inductor π-model. Cox:tgL is the total capacitance from the inductor trace to
ground and Cox:ttL is the total turn-to-turn capacitance.

There is a demand of electromagnetic (EM) simulators that can rapidly extract
L, Q (LQ) and self-resonance frequency; and also an accurate inductor model
to be used in circuit simulators such as Spice and SpectreRF. This motivated
the development of the tool called Indentro [4], which can be used to quickly
find an optimized inductor geometry, and to extract a lumped π-model for use
in circuit simulators.

1. Monolithic Inductor Modeling
By modeling monolithic inductors with empirical [5, 6] or semi-empirical

formulas [7], computation time is greatly reduced compared to field solvers
such as ASITIC [8], FastHenry [9], ADS Momentum, etc. The lumped induc-
tor π-model, Fig. 11.1, is commonly used in circuit simulators. The inductance
and series resistance including skin effect can be calculated using concise for-
mulas. Other aspects such as eddy and proximity effects, must be evaluated
by electromagnetic field simulators for accuracy [8, 9]. Complex formulas and
inductor π-models have, however, been presented for calculating both eddy-
current losses over conductive substrates [10] and current crowding (proximity
effects) [11], but unfortunately there are not yet any simple formulas to fully
describe the properties of integrated inductors, and field solvers are too slow
for optimization.

Figure 11.2 and Fig. 11.3 show typical inductor layouts using top metal layer
and a crossing (bridge) metal layer. The top metal is often thicker than other
metal layers reducing the series resistance. Symmetrical inductors have higher
quality factors than spiral inductors, and also require less area than using two
spiral inductors in a differential circuit, whereas spiral inductors have higher
self-resonance frequencies. Moreover, the more circular an inductor is, the
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(a) square (b) hexagon (c) octagon (d) circle

Figure 11.2. Layout of symmetrical inductors.

(a) square (b) hexagon (c) octagon (d) circle

Figure 11.3. Layout of spiral inductors.

higher the self-resonance frequency and quality factor. A circular geometry has
the shortest length for a given enclosed area, hence the least capacitance and
series resistance for a fixed inductance. The performance therefore increases
going from left to right in Fig. 11.2 and Fig. 11.3. However, the improvements
beyond octagonal shape are very small.

In [12] a fully symmetrical inductor is presented that combines the geometry
of spiral and symmetrical. The proposed inductor has a lower Q and inductance,
but instead has the advantage of better immunity to environmental noise. A
new method to enhance the quality factor of inductors by suppressing current
crowding has been presented in [13]. The idea is to have 2 or 4 narrow paths
in parallel (as opposed to 1 wide for conventional inductors), and let these
paths change place 2 or 4 times between the inner and the outer turns. A 40%
improvement in Q was reported using a 0.18μm CMOS process.

We will now present how to easily calculate the desired inductance value as
well as the different unwanted parasitics, that is, capacitances and resistances.
To achieve the best possible accuracy estimating the self-resonance frequency,
the capacitances are calculated using co-planar microstrip theory and the prin-
ciple of conservation of energy.
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Figure 11.4. Layout of spiral inductors, showing design parameters.

1.1 Inductance
Simple expressions for the inductance of monolithic inductors are presented

in [14]. They include three models: Modified Wheeler, Current Sheet Approx-
imation, and Data Fitted Monomial Expression. All three have been compared
to over 19,000 inductors simulated with ASITIC [8]. The models use a fill-
ing factor defined by (11.1). The average diameter of the inductors is (11.2),
Fig. 11.4:

drho =
2 Ro − 2 (Ro−w−(n−1)(w+s))
2 Ro + 2 (Ro−w−(n−1)(w+s))

(11.1)

davg =
2 Ro + 2 (Ro−w−(n−1)(w+s))

2
(11.2)

where n is the number of turns. The parameters Ro, w, and s are in μm, which
yields davg in μm; drho becomes dimensionless.

Modified Wheeler

In 1928, during the early days of radio, Wheeler [15] presented several
formulas for discrete planar spiral inductors. The formulas in [14] are modified
to apply to monolithic planar spiral inductors (11.3):

Lmw = K1 μ0 n2 davg

1 + K2 drho
· 1
10−9

(11.3)

where K1 and K2 are geometry-dependent constants, Table 11.1. Lmw will be
in nH when davg is in m.

w

s

D=2Rodavg



Monolithic Inductor Modeling and Optimization 221

Table 11.1. Constants: Modified Wheeler.

Geometry K1 K2

square 2.34 2.75
hexagon 2.33 3.82
octagon 2.25 3.55

Table 11.2. Constants: Geometric mean distance (GMD).

Geometry c1 c2 c3 c4

square 1.27 2.07 0.18 0.13
hexagon 1.09 2.23 0 0.17
octagon 1.07 2.29 0 0.19
circular 1.00 2.46 0 0.20

Current Sheet Approximation

The current is approximated to flow at the sides of the conductor in sheets with
equal current density. After evaluation using the concept of geometric mean
distance (GMD) and arithmetic mean distance (AMD), the resulting expression
becomes (11.4). The maximum error is 8% for s ≤ 3w. Most inductors are
built with s ≤ w, since the magnetic coupling is stronger with smaller spacing.
A large spacing is only desirable to reduce interwinding capacitance.

Lgmd = μ0 n2 davg
c1

2

(
log

(
c2

drho

)
+ c3 drho + c4d

2
rho

)
1

10−9
(11.4)

where c1, c2, c3, and c4 are geometric constants, Table 11.2. Lgmd will be in
nH when the factor davg is in m.

Data Fitted Monomial Expression

The final expression (11.5) is based on a data-fitting technique. The coeffi-
cients of this expression are developed from a library of inductors [14], but also
seem to agree well with results from different simulators:

Lmon = β (2 Ro)α1 (w)α2 (davg)α3 (n)α4 (s)α5 (11.5)

where the coefficients are geometrically dependent, Table 11.3. Lmon will be
in nH when constants Ro, w, s, and davg are in μm.
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Table 11.3. Constants: Data-fitted monomial expression.

Geometry β α1 α2 α3 α4 α5

square 1.62 · 10−3 −1.21 −0.147 2.40 1.78 −0.030
hexagon 1.28 · 10−3 −1.24 −0.174 2.47 1.77 −0.049
octagon 1.33 · 10−3 −1.21 −0.163 2.43 1.75 −0.049

1.2 Resistance: Metal Losses
The ohmic losses in the windings are caused by the finite conductivity of the

metal. The largest contribution is typically from the DC resistance (11.6):

RDC = ρ
l

wh
(11.6)

where ρ is the resistivity of the material (Ωm), l is the total length of the windings
(m), and w and h are width and height (m) of the winding trace.

As the frequency increases, the skin-effect becomes prominent. A magnetic
field is induced in the conductor, forcing the current to flow near its edges.
The series resistance is then increased since the current flows through a smaller
effective area of the conductor. A formula for high frequency resistance in
rectangular conductors is given by (11.7) [16]:

RAC = RDC

[
1 +

(
f

fl

)2

+
(

f

fu

)5
] 1

10

(11.7a)

fl =
πρ

2μwh
(11.7b)

fu =
π2ρ

μh2

[
K

(√
1 − h2

w2

)]−2

(11.7c)

where μ is the permeability [Vs/Am] of the metal. The frequencies fl and fu are
the boundary frequencies of the low and the high frequency cases, respectively.
K is the elliptic integral of the first order (11.8):

K(x) =
∫ π

2

0

1√
1 − x2 sin2(φ)

dφ (11.8)

where 0 ≤ x ≤ 1. The elliptic integral function has been implemented in
Matlab, making it easy to use.

The proximity effect can only occur if two or more conductors are present.
The magnetic field from each conductor then affects the current flow in the other
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ones, resulting in a non-uniform current distribution. The proximity effect is
similar, in this respect, to the skin effect. The effective cross-section of the
conductor decreases, increasing the resistance. Metal losses in the inductor,
such as DC, skin effect, proximity effect, and eddy currents, can be simulated
with FastHenry [9].

1.3 Electric and Magnetic Substrate Losses
The eddy current effects due to the nearness of the substrate can be severe,

depending on the substrate resistivity and frequency of operation [17]. The
higher the resistivity, the higher the Q value and self-resonance frequency. The
higher the frequency, the greater the losses. The resistivity can be divided
into three regimes [17]: the high region from 10 to 1000Ωcm is the inductor
mode regime where metal losses dominate, since the substrate behaves as a
dielectric represented by a small oxide capacitance and a resistance large enough
to suppress any resonance; the middle region from 0.1 to 10Ωcm is the resonator
mode regime where the substrate resistance and capacitance start to resonate
with the inductance and drastically lower the Q and fsr; the low region from
0.001 to 0.1Ωcm is the eddy current regime where eddy currents dominate and
further degrade Q. Eddy currents in the substrate ruin also the inductance value
and cannot be shielded, although direct (capacitively coupled) ohmic substrate
losses can.

To avoid eddy currents in the shield, a patterned ground shield with narrow
traces is usually used under the inductor [6, 18, 19]. Another approach would
be to use as high a shield resistivity as possible [17]. For the rest of this
section, only electric substrate losses will be considered, i.e., situations with no
shielding, so that shield resistance, Rsh, is not present and therefore does not
need to be taken into account.

An expression for the substrate resistance is presented by [20]. The current
flow is possible due to the capacitive coupling between the traces of the inductor
and the substrate (with no shield present) through the non-conductive dielectric
(often SiO2):

Rsub = ρ
hSub

A
(11.9)

where A is the effective area underneath the traces, from approximately the
inner turn to the outer turn, and hSub is the substrate thickness.

The capacitance can be calculated using a the plate capacitance approxima-
tion with the same parameters as for the resistance:

Csub = εrε0
A

hSub
(11.10)
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Figure 11.5. (a) Electric and magnetic substrate losses without shield. (b) Magnetic (eddy)
substrate losses with shield.

which results in the expression:

RsubCsub = ρεrε0 (11.11)

The result can be regarded as the time constant of the substrate material,
independent of geometry parameters.

1.4 Capacitance
The basic ideas used to calculate the capacitances of the lumped inductor

π-model is:

1 To employ two dimensional co-planar microstrip theory to calculate the
distributed capacitance from trace to ground and between inductor traces.

2 To use the principle of conservation of energy to calculate the equivalent
lumped capacitances.

The capacitances seen at a terminal of an inductor is dependent on the geome-
try of the inductor and on the signals applied to both terminals; ground is also
an signal. If the terminal voltages are different we assume a linear voltage
profile along the inductor traces. The total capacitive energy stored in the dis-
tributed capacitances can then be found by integration. The equivalent lumped
capacitances at the terminals, storing the same amount of energy, can then be
found.

The capacitance theory is presented in [7] and will therefore not be dealt
with at any length here. Fig. 11.6 depicts capacitances that can be calculated by
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Figure 11.6. Cross-section of microstrips on-chip and their capacitances.

Using the microstrip theory we extend the capacitance analysis to include fringe
capacitances, Cf , in addition to the ordinary plate capacitance, Cp, which will
significantly improve the accuracy of the capacitance estimation.

The distributed capacitances of inductors were analyzed by investigating the
capacitances of co-planar microstrips [21, 22]. From basic microstrip theory
we derived equations fitting the surroundings of on-chip wires, i.e. the wires
are completely surrounded by an isolation material (SiO2) and rest on top of
a substrate (Si) as shown in Fig. 11.6. This is an approximation of the on-
chip isolation material and the package material usually directly on top of the
chip, all here assumed to have the same relative permittivity εr. The Equations
(11.12)-(11.15) slightly differs from [21] due to these assumptions.

Fig. 11.6 depicts the capacitances from odd-mode excitation of parallel cou-
pled microstrip lines. Odd-mode corresponds to the case when one strip is
charged positively and the other negatively. This is the case of maximum en-
ergy storage between the strips. The capacitances (per length) are summarized
in (11.12), where Cp is the plate capacitance, Cf the fringe capacitance in ab-
sence of an adjacent strip, and C

′
f is the fringe capacitance in presence of such

a strip. Cgdb is the fringe capacitance between the edges at the bottom of the

common microstrip theory, slightly attuned to fit our monolithic environment.

strips, and Cgdt the top.
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Cp = ε0εr
w

h
(11.12a)

Cf =
1
2

(
εr

c Z01
− Cp

)
(11.12b)

C
′
f =

Cf

1 + A
h

s
tanh

(
8
s

h

) (11.12c)

Cgdt =
1
2
ε0εr

K(k
′
fa)

K(kfa)
(11.12d)

Cgdb =
1
2

ε0εr

π
ln

(
coth

(πs

4h

))
+ 0.013

Cf

s/h
(11.12e)

where Z01 is the characteristic impedance of the microstrip with εr of the
isolation material set to 1 (single microstrip in air), (11.13). The effective
width we is given by (11.14).

Z01 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

60 ln
(

8
h

we
+

we

4h

)
if

w

h
≤ 1,

120π
(we

h
+ 1.393 +

0.667
(we

h
+ 1.444

))−1
if

w

h
≥ 1.

(11.13)

we =

⎧⎪⎪⎨
⎪⎪⎩

w + 5
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4π

(
1 + ln

(
4π

w

t

))
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w

h
≤ 1

2π
,

w + 5
t

4π

(
1 + ln

(
2
h

t

))
if

w

h
≥ 1

2π
.

(11.14)

Furthermore, the variables A, kfa, and k
′
fa are given by (11.15a), (11.15b), and

(11.15c) respectively.

A = exp (−0.1 exp (2.33 − 2.53w/h)) (11.15a)

kfa =
s/h

s/h + 2w/h
(11.15b)

k
′
fa = 1 − k2

fa (11.15c)

K(m) is the elliptic function of the first kind,

K(m) =
∫ π

2

0
(1 − m sin2 θ)−

1
2 dθ (11.16)
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where m is limited to 0 ≤ m ≤ 1. The elliptic functions are implemented in
Matlab for easy use.

The sidewall plate capacitance Cgt between wires is given by (11.17).

Cgt = ε0εr
t

s
(11.17)

To facilitate a comparison of the fringe capacitances and the plate capacitances
we define capacitance ratios for the following cases:

(11.18a): a single wire, trace-to-ground.

(11.18b): the outer conductor in an array of co-planar parallel conductors,
trace-to-ground.

(11.18c): the mid-conductor in an array of three conductors, trace-to-ground.

(11.18d): capacitance between two conductors relative sidewall plate ca-
pacitance, trace-to-trace.

C1:tg =
Cp + 2Cf

Cp
(11.18a)

C2:tg =
Cp + Cf + C

′
f

Cp
(11.18b)

C3:tg =
Cp + 2C

′
f

Cp
(11.18c)

C
′
gd =

Cgt + Cgdb + Cgdt

Cgt
(11.18d)

In Fig. 11.7 the capacitance ratios (11.18a)-(11.18c) are plotted. The process
parameters used are t = 3μm and h = 6μm (thick top metal). The results are
interesting since only a few earlier papers, e.g. [23, 24], have included the fringe
capacitance in their models, but solely for optimization of spiral inductors. As
will be described in 1.5 the symmetrical inductors are much more sensitive
to the turn-to-turn capacitances, so good modeling of all the capacitances is
necessary, in particular of the fringe capacitances.

As can be seen, for most commonly used wire geometries and especially for
small wire widths, the fringe capacitances dominate over the plate capacitances.
Obviously, the fringe capacitances must be taken into account for an accurate
estimation of the parasitics and the self resonance frequency.

The ratio C1:tg is spacing independent and represents the maximum trace to
ground ratio value that can be obtained (infinite spacing). For wide wires, about
30μm, this ratio is around 2.25, meaning that the total capacitance is 2.25 times
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Figure 11.7. Capacitance ratios versus width, w. (t = 3μm, h = 6μm.)

larger than the plate capacitance. As wires become narrower, at 5μm the ratio
rises to 5.5.

The ratios C2:tg and C3:tg are spacing dependent. As can be seen, for large
spacing between wires they approach the C1:tg ratio, i.e. the roof. For smaller
spacings the ratios C2:tg and C3:tg differentiate more clearly. C3:tg is always
smaller than C2:tg.

The sidewall ratio C
′
gd (11.18d) is presented in Fig. 11.8. The simulations

have been done for 10μm wide conductors. First observe the thick top metal
that has 2.5-6 times the sidewall plate capacitance when the spacing is swept
from 2μm to 20μm. The thin top metal has an even larger ratio of 5 to 20 times.
This clearly shows that the turn-to-turn capacitance is completely dominated by
fringing, and calculating it using plate capacitance only results in gross under
estimations.

1.5 The Equivalent Lumped Capacitances
The theory of finding equivalent lumped representations of the distributed

capacitances will only be briefly addressed here, since it is also presented
in [7]. To find the equivalent capacitances of different inductor topologies, the
principle of conservation of energy is employed. One of the key results of the
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analysis in [7] is that the turn-to-turn capacitance exerts a major influence on
the self-resonance frequency of symmetrical inductors, but has little effect in
spiral inductors and can thus often be neglected.

Energy Storage from Trace to Substrate

One Terminal Grounded Spiral Inductor

Through (11.19) the equivalent capacitance seen at the signal node is derived.
Wox:tg is the energy stored in the distributed capacitance from trace to ground,
which must be equal to Wspi:tg, the energy of the equivalent capacitance.
We have assumed a linear voltage drop along the inductor traces to calculate
Wox:tg [25, 26], and constant Cox:tg. For the highest accuracy, however, Cox:tg

can not be assumed constant, according to the previous section:

Cox:tg = Cp + Cf + C
′
f for the inner and outer turn of the inductor.

Cox:tg = Cp + 2C
′
f for the other turns if more than 2 turns.

Cox:tg = Cp + 2Cf for one turn inductors.

Fig. 11.1(b) illustrates the lumped inductor π-model and its capacitances for the
spiral inductor with one terminal grounded. According to (11.19d), Kspi:tg = 3.
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W =
CV 2

o

2
(11.19a)

Wox:tg =
∫ L

0

Cox:tg

2

(
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x

L

)2
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Cox:tgLV 2
o

2
1
3

(11.19b)

Wspi:tg =
Cspi:tgV

2
o

2
= Wox:tg (11.19c)

Cspi:tg =
Cox:tgL

3
(11.19d)

Differentially Driven Symmetrical Center Tapped Inductor

The differentially driven inductor always has a zero signal potential point at the
trace’s center. It is sometime referred to as the center tap of the inductor and it
can be connected to a DC potential for biasing purposes without damaging the
inductor’s properties. Since the potential is zero in the center, the symmetrical
inductor can be seen as two spiral inductors with half the length and one terminal
grounded. The capacitance Csym:tg is thus (11.20), [27].

Csym:tg =
Cox:tg

3
L

2
=

Cox:tgL

6
(11.20)

In the ideal case without the resistive losses in Fig. 11.1(a) the differential
capacitance is Cox:tgL

12 . According to (11.20), Ksym:tg = 6.

1.6 Energy Storage from Trace to Trace
Although the derivation of the concise expressions is complex, some simple

approximate equations result. For most symmetrical geometries Ksym:tt can be
approximated by 2, and for spirals (Kspi:tt) by 1/n2, where n is the number of
turns. Spiral inductors composed by many turns will therefore have a negligible
trace to trace capacitance, as opposed to the symmetrical inductors where this
capacitance has a large influence.

2. The Inductor CAD-Tool Indentro
This section presents an optimization program for on-chip inductors based

on the theory of the present chapter. By using empirical and semi-empirical
formulas to calculate inductance, resistance, and capacitance, optimization time
is greatly reduced, as compared to field solvers. The program also facilitates
the drawing of a layout by generating an output file in cif format that can easily
be imported into Cadence Virtuoso. Above all it incorporates the equivalent
distributed capacitance analysis described in [7].



Monolithic Inductor Modeling and Optimization 231

Figure 11.9. Main window of Indentro.

Indentro is a stand-alone Matlab program working under Windows, i.e.,
Matlab itself is not needed to run the program. Indentro can optimize the
geometry of two of the most commonly used inductors, spiral and symmetrical,
in terms of Q factor, LQ product, and self-resonance frequency (Fqself), as
well as to promote the research carried out in [7]. Fig. 11.1 shows the currently
supported geometries. It was to accommodate the increased demand for a fast
and simple optimization program for monolithic inductors that Indentro was
created, Fig. 11.9 [4].

Thanks to the simplicity of the algorithm, and using fast empirical and semi-
empirical formulas to calculate the lumped π-model, Indentro reduces the op-
timization time greatly compared to field solvers. When a suitable geometry
has been found using the fast formulas, an accurate π-model is created using
FastHenry for the inductive and resistive parts, and the equivalent distributed
capacitances from Indentro. This final equivalent lumped π-model is valid for
a single frequency only, and when sweeping the frequency a new π-model is
therefore calculated for each frequency.

2.1 Higher Accuracy Together with FastHenry
Since the concise and rapid empirical and semi-empirical formulas used by

Indentro do not take into account the proximity effect, there can be a significant



232 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Figure 11.10. Graphic view of technology file.

error in Q value. For this reason, Indentro can call up FastHenry and extract
both the inductance and the series resistance [28, 9], while using capacitances
by Indentro. The results from FastHenry may differ from the quicker formulas
used by Indentro because of the proximity effect and because the final inductor
geometry exported to FastHenry may not be exactly the same shape. The fast
empirical formulas used by Indentro assume a certain geometry, however, after
adding bridges and contacts, the geometry of the inductor may be more oval
shaped in accordance with geometric parameters and layout rules. Thus, a
FastHenry simulation is always needed when a particular inductor geometry
has been determined. FastHenry does not take into account the electrical or
magnetic losses of the substrate. When using a lightly doped substrate, shielded
by a patterned ground-shield, the results will, however, be quite accurate.

2.2 Technology File
A technology file is needed containing all layer parameters of the semicon-

ductor process. It is easy to create such a file by copying the “test tech.m” file
that is provided in the Indentro package [4] and changing or adding values. A
graphic view of a technology file is shown in Fig. 11.10.
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Export Layout to Cadence

A “.cif” file of the layout can be generated and imported into Cadence. To
do this, the GDSII layer numbers of the drawing layers must also be known.
This feature of the program is one of the most beneficial ones, since drawing
the inductor traces (as well as contact windows) by hand is especially tedious
work.

3. Verification of the Capacitance Model
The capacitance modeling described in this chapter and used by Indentro has

been verified by on-chip probe measurements of different inductors in a 0.18μm
CMOS technology [29], and by measurements of a quadrature oscillator in a
0.25μm CMOS technology [7], where the inductors have been designed so that
the self-resonance frequency has a major influence on the oscillation frequency.
In both of the cases the measurements and simulations agreed well.

3.1 Cox:tt For Naked versus Molded Die
It is assumed that the isolation material on top of the metal has infinite

thickness. This is a fairly good assumption if the die is placed in a molded
plastic package. However, with the die naked as in the case of probing this
is not true, since the passivation material is usually less than 1μm thick. The
capacitance, Cox:tt, thus changes significantly. A change of Cox:tt is particularly
hazardous for symmetrical inductors. The influence of this capacitance is large
due to the low division factor of 2, compared to spiral inductors which have a
factor close to the number of turns squared, n2, see section 1.6. As can be seen
in Fig. 11.6, for a very thin passivation layer, and hpackage = 0, the field lines
Cgdt travel mostly through air with εair = 1 rather than SiO2 dielectric with
εr ≈ 4.

We now evaluate the difference in Cox:tt between a naked die and a molded
one. The total capacitance between the strips are:

Cox:tt = Cgdt + Cgt + Cgdb (11.21)

Unless the strips are thick and narrow, and has a small spacing, Cgdt and Cgdb

dominate over Cgt. Thus for strip lines with a thin passivation layer, and under
the assumption that Cgdt ≈ Cgdb we get:

Cox:tt ≈ Cgdt:mold
εair

εr
+ Cgdb ≈ Cgdt:mold

(
1 +

εair

εr

)
(11.22)

Compared to Cox:tt ≈ 2Cgdt:mold the capacitance Cox:tt decreases by a factor
of (11.23) for a naked die compared to a molded package that Indentro assumes.

Csym:tt:die = Csym:tt

1 + εair
εr

2
≈ Csym:tt

1
1.6

(11.23)
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Table 11.4. Octagonal Inductor Geometries Under Measurement.

Inductor Radius Width Spacing Turns

No. I 140μm 10μm 4μm 8
No. II 100μm 4.5μm 8.5μm 6
No. III 90μm 3μm 8μm 6

The change of value of Csym:tt:die will be used later on when comparing the
results of Indentro and FastHenry to the measurements. The change is less for
inductors with thick metal and small spacing, when Cgt has more influence.

3.2 Probe Measurements
Three symmetrical inductors on four different chips have been measured.

Two chips were measured with a 1-port method, and the other two with a 2-
port. A die photo of two of the inductors can be seen in Fig. 11.11, and their
geometries are presented in Table 11.4.

The inductors are not optimized for high Q-value, but in order to verify
the results of Indentro they have rather been chosen with different parameter
settings in terms of radius, width, spacing, and number of turns.

A 0.18μm CMOS process with 6 metal layers and high substrate resistivity
(10Ω-cm) was used, including a thick top metal option for inductors and power
lines. The 2μm thick top metal of aluminum is located approximately 5μm
above the metal 1 shield of the test inductors.

The measurements have been conducted with a HP8720C Vector Network
Analyzer (VNA), which measures from 50MHz to 20GHz. Infinity probes
from Cascade Microtech1 was used. The probe measurements seemed to be
sensitive to skating distances, and efforts were therefore made to maintain an
equal skating length of 25μm for reproduceability of the results.

The VNA and probes were calibrated with an Impedance Standard Substrate
(ISS), which provides open, short, load, and through structures. WinCal from
Cascade Microtech was used to calibrate the VNA and collect the data. De-
embedding of the measured data were performed using an open pad structure on-
chip and simulated short structures with FastHenry (one for 1-port and another
for 2-port).

1-Port Measurement

A balun was used to stimulate the inductors with true differential signals.
The measurements were limited to the balun’s frequency range, from 2GHz to
18GHz. To get the best differential signal from the balun, three different cables
were tested on different outputs of the balun, thus a total of six combinations



Monolithic Inductor Modeling and Optimization 235

(a) Inductor No. I

(b) Inductor No. III

Figure 11.11. A photograph of two of the inductors. The skating marks from the probes are
clearly visible.

were tested. The combination with the least phase error was the chosen and the
1-port measurements were compensated for the remaining error in phase and
magnitude before extracting the differential Q-value.

Results

The differential Q-value and self-resonance frequency, fsr, were extracted
from the three inductors described in Table 11.4 and the results are plotted in
Fig. 11.12. The Q-value was calculated by:

Q = −
m(Yin)
�e(Yin)

(11.24)

where we have used Yin = Y11 for 1-port measurements, and Yin = Y11 − Y12

for 2-port. The self-resonance frequency can be found as the frequency where
Q equals zero (13GHz for inductor II). As can be seen, the 1-port and 2-port
measurements are in alignment with the simulation results by Indentro and
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Figure 11.12. Comparison between Indentro with FastHenry, and 1-port and 2-port measure-
ments.

FastHenry. Since the die is naked and not molded the capacitance Csym:tt, cal-
culated by Indentro, has been compensated with (11.23) for a better agreement
in terms of Q-value and self-resonance frequency.

3.3 QVCO Frequency Measurements
A 1.8GHz QVCO with high phase noise performance suitable for low supply

voltages has been implemented in a 0.25μm CMOS process from Agere Sys-
tems. Inductors were used instead of transistor based current sources to enable
low supply voltages, and varactors in the buffer maximizes the output amplitude
over the frequency range and also reduces the power consumption [7].

The circuits were packaged in Amkor 5 × 5mm packages with 28 leads
suited for RF applications, and mounted on a double sided PCB with SMA
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connectors. Two supply voltages were tested, 1V at which the quadrature VCO

Figure 11.13 presents the tuning characteristic for three chips measured at
1.0V and 1.3V supply. As can be seen the characteristic for the 1.3V supply
is more desirable since it is almost linear. The dashed lines are the simulated
frequency response. Fig. 11.14 illustrates the strength of the capacitance analy-
sis presented, where frequency simulations have been made with and without
the fringe capacitances. In this circuit the inductor capacitances represent ap-
proximately half the total tank capacitance, and the errors neglecting fringing
becomes dramatic.

Notes
1 The probes are in a GSG configuration with a pitch of 100 μm. The fre-

quency range is from DC to 40GHz. The contact resistance is less than 50
mΩ on aluminum pads.

Monolithic Inductor Modeling and Optimization

and buffer used 2.5mA, and 1.3V at which the total current needed was
5.4mA.
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Figure 11.14. Simulated tuning characteristic at 1.0V and 1.3V supply with and without the
fringe capacitances.
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Chapter 12

CHALLENGES IN THE DESIGN OF PLLS IN

Waleed Khalil and Bertan Bakkaloglu

1. Introduction
Phase-locked loops (PLLs) are used to implement a variety of timing related

functions, such as frequency synthesis and clock/data recovery. Previously
,PLL designers have been preoccupied with optimizing one or several PLL pa-

rameters to achieve the best performance. More recently however, the challenge
has shifted to building affordable radios by seamless integration of different cir-
cuit blocks. This includes building the PLL block in deep-submicron process
nodes that are hostile to pure RF and analog circuit techniques. In this chapter

,different challenges in the design of PLLs in deep submicron technology to
address the growing need for developing multi-band radios and realizing high
data rate communication systems will be explored. Furthermore, some of the
digital techniques and architectures for designing PLLs that are now becoming
more ubiquitous in digital centric process technologies will be examined.

2. Technology Trends
The recent advances in deep submicron technology have enabled the eco-

nomic integration of all the necessary ingredients to build multiple radio systems
on a small Si area. However, with simultaneous operation between some or all
of these radios, the challenge remains to achieve a noise floor that is in par with
single radio chip solutions. While interference noise (substrate coupling, induc-
tance and signal integrity, voltage headroom shrinkage) remains to be solved,
other challenges have emerged and need to be addressed. As process dimen-
sions shrink, gate current and subthreshold leakage present new challenges to
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Figure 12.1.

both system and circuit designers. On the system front, leakage current is be-
coming a major factor in system power budgeting and thus has a large impact
on all battery-powered devices. On the circuit side, leakage is challenging
the traditional charge based circuit design techniques. Technology scaling is
also having an ever-increasing effect on process variations. Device mismatch
and threshold voltage variation are now impacting the design in many different
ways. A new paradigm shift is required, where statistical design methodology
will replace traditional and conservative “over-design” methods.

2.1 Multi-Standard/Multi-Band Design
The number of mobile subscribers has grown more than a hundredfold in the

past 10 years with over 1 billion subscribers globally. A look at the evolution of
radio systems in wide area networks (WAN) from the current second-generation
(2G and 2.5G) to third-generation (3G) reveals the rapid convergence between
voice and data systems. With respect to local area networking (LAN), the
rapid acceptance of WLAN and Bluetooth technologies has increased the rate
of their attachment to mobile terminals (e.g. mobile PCs and cellular phones),
as highlighted in Figure 1. New technologies such as HSDPA (High Speed

Data rates for current and future radios.
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Downlink Packet Access), EVDO (Evolution Data Optimized) and WiMAX
are being deployed and adopted at a never before seen pace. GPS and DVB-H
(digital video broadcast) are also among other technologies that are leaping
into wireless terminals. Figure 1 highlights the increased demand for data
rate in both current and future wireless standards. The idea of integrating
multiple radios in a system on a chip (SoC) or in a package (SiP) may have
been ridiculed a few years ago- but is now being touted as a viable option. It
has only been a few years since the mobile terminal industry created a common
platform where two or more radios were co-located on the same PCB board.
The challenge at the time was to make this integration happen in a cost effective
way without incurring significant cost. Today, the focus is more on the total
integration of multiple radios on one piece of silicon with the same goal of
making future wireless products more affordable. In order to make this a reality,
there are numerous obstacles that need to be overcome in the RF, baseband,
front-end module, packaging, CAD and system validation fronts. In the RF
domain, coexistence (i.e. radio to radio interference) is a major issue that
needs to be carefully analyzed and addressed. A closer look at the multi-
radio frequency spectrum (Figure 2) shows that both RF circuit and system
engineers are confronted with multiple interference problems ranging from band
coexistence (Intermodulation, receiver saturation) to out-of-band emissions.
The required signal isolation at the package or substrate crosstalk level can be
upward of 100dB. Previously, it was possible to verify this level of isolation by
performing an EM (electromagnetic) simulation at the small scale single chip
level. Unfortunately, with the given multi-radio complexity, RF designers are
unequipped to simulate systems with such complexity due to the shortcomings
of the existing EM tools.

With regards to the PLL, the multi-standard multi-band radio requirements
present a new set of challenges and unresolved issues. Developing the appro-
priate usage model for a multi-radio device is a key factor in determining the
number of PLLs required to operate in parallel and the specifications for each
one of them. Table 1 provides a list of the different standards that will most
likely be supported in a multi-radio solution. Given that it is still unclear which
combination of these standards will be operated simultaneously, it is difficult
to determine the required number of discrete PLLs on the IC. However, some
logical assumptions can be made based on the predicted user model in a multi-
band radio. For instance, either WiMAX or any one of the cellular standards
(GSM or WCDMA) will need to be supported at any given time depending on
the carrier and network availability. Concurrently, WiFi, Bluetooth, GPS and
DVB-H could all be operating in parallel. Hence, in an SoC it is possible to have
six separate PLLs that are operating simultaneously (WCDMA is FDD which
requires two PLLs). Therefore, it is unavoidable to have mixing between the
frequencies and associated harmonics of these different PLLs at the power sup-

Challenges in the Design of PLLs in Deep-Submicron Technology
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Figure 12.2. Mobile frequency spectrum

ply or substrate level. Unless this mixing is carefully analyzed and prevented,
it could lead to undesired spurs or even a complete loss of lock in one or more
of the PLLs. In an ideal scenario, all of these separate PLLs are built based
on a single PLL architecture that can be configured for the different frequency
bands and standard requirements. Although this will minimize the design cycle
at the chip-top assembly level, it will make the design of the individual PLL
extremely challenging if not impossible: First, this will require a VCO design
with a very wide tuning range that will cover over a decade of frequency bands.
This can be done using: 1) a very large varactor which translates to large a
VCO gain (e.g. few GHz/V) and thus a poor phase noise performance or 2) a
switched capacitor array which has never been proven to cover a tuning range
of more than 25%. Secondly, using a single loop filter design to cover all the
different standards is not possible as a tradeoff between the PLL switching time
and close-in/far-out phase noise needs to be made per each standard specifica-
tions. It is then clear that building a unified PLL or frequency synthesizer using
the traditional analog approach will not be possible and hence a more digital
centric approach will be needed. Some of these new options will be further
discussed in the following sections.

2.2 Coexistence with Digital Nanometer Technology
Digital CMOS is clearly the process of choice for multi-standard multi-band

radio integration. This technology has already been proven with respect to
technological and commercial issues, resulting in today’s wide availability of
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Table 12.1. Multi-radio PLL frequencies and bandwidth Standard RX Frequency Range (MHz)

single chip radio solutions. Moore’s law of scaling and the efficient implemen-
tation of DSP functions with RF and mixed-signal circuits on a single chip are
what make this technology superior compared with other technologies. Digital
CMOS technology however, has several disadvantages when compared with
the widely available BiCMOS technology. Issues such as high leakage and
1/f noise, reduced headroom, large coupling due to substrate or transistor gate,
inferior passive elements and poor RF models still need to be addressed. The
impact of technology scaling on the device performance is shown in table 2.
While it is clear that the transistor speed (i.e. fT ) continues to scale up as fea-
tures scale down, it is also evident that this gain is made at the expense of large
loss of other performance parameters. For instance, there is an exponential rise
in sub-threshold and gate leakage current. Also, the analog performance of the
transistor represented by its gmro has greatly suffered with process shrink.

With the advance of technology nodes, the growing challenge of DFM (de-
sign for manufacturing) presents another problem for RF circuit designers. As
180nm designs shrinks to 130nm, 90nm, 65nm, and smaller, the shift to sub-
wavelength lithography and high-K dielectrics requires a new paradigm for
manufacturing robust circuits. With respect to design, this implies a rapid in-

TX Frequency Range.

(MHz)  (MHz)
BW 

(MHz)
GSM:
850
900(E-GSM) 
1800 
1900 

824-849  
880-915  
1710-1785  
1850-1910  

869–894  
925–960  
1805–1880  
1930–1990  

0.2 

WCDMA:
Band I-FDD  
Band II-TDD  
Band III-TDD  
Band V-TDD  

1920–1980 
1850–1910  
1710–1785  
824–849  

2110–2170 
1930–1990  
1805–1880  
869–894 

5

WiFi: 
802.11b/g
802.11a 

2400-2480 
4900-5850 

20

Bluetooth 2402-2480 1
WiMAX:

3.5 GHz(Licensed) 
5.5 GHz(Unlicensed) 

2300-2700 
3300-3900 
5150-5850 

1.25,1.75,2.5,
3.5,5,7,10,
14,20

GPS 1575.42 N/A
DVB-H:
UHF 
L-Band 

470-890 
1670-1675 

5,6,7,8

2.5 GHz(Licensed)

TX Frequency Range  Standard RX Frequency Range  
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Table 12.2.

crease in the number of design rules (DRs), which greatly restricts that degrees
of freedom needed to optimize both the circuit and layout performance. In
general, the trend in DFM is towards: 1) using only a limited set of device
geometries, and 2) enforcing a tight poly, diffusion, metal and via density by
adopting the auto dummification process across the entire Si die. Although
this process of dummification can be easily applied in the digital world, it is
an extremely challenging process when it comes to analog or RF designs. Un-
like digital layout, both analog and RF layouts are structured for matching and
signal isolation purposes where it usually takes many rounds of iterations to
deal with coupling and device/signal matching issues. Having a dummification
script inserting random structures over the whole layout to satisfy a given den-
sity requirement destroys what took a long time for RF and analog designers
to build. With respect to the PLL, the VCO and charge pump are the ones that
are greatly affected by the dummification process. In a VCO layout, the tank
inductor occupies a large area (e.g. 2000μm× 200μm) and is typically drawn
with a gap of a few tens of microns to the nearest active or metal area. When
dummification is randomly applied inside and around the tank area it creates a
large disturbance to the magnetic flux. This in turns makes the inductance and
quality factor much more difficult to predict and control. The PLL LPF occu-
pies a large die area (e.g. few mm2) and is typically implemented with either
MIM or MOS caps. Having a large area of the die filled with a uniform structure
(cap) breaks the dummification rules and the only alternative is to spread the
filter cap across the entire die. Inside the PLL, the filter cap is tied to the VCO
control voltage, which is the most sensitive area in the PLL design. Hence, the
chance of large noise coupling to this node will increase tremendously causing
a large amount of spurs to appear at the PLL output. In general, these kinds of

CMOS technology scaling trends (C. Sodini, RFIC2005).
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Figure 12.3. Power spectral density of a PLL output signal.

spurs are difficult to debug and eliminate. It is clear from the above discussion
that technology scaling will make the task of designing a multi-band radio too
difficult unless new circuits and architectures are invented to fully exploit the
speed of digital technology. It is then natural to assume that future PLL archi-
tectures will be based on over-sampling techniques accompanied with fast DSP
operations.

3. PLL Performance Metrics
In this section, a review of the basic PLL performance parameters will be

presented. Although the majority of these parameters have a direct influence on
certain standard specifications, they are rarely specified in a product datasheet
and instead are calculated based on detailed system simulations.

3.1 Spectral Emission
Spectral emission is a measure of the PLL output power versus offset fre-

quency in a given band of interest. In general, there are two different types
of phase instabilities in a PLL output signal, as shown in Figure 3. The first
is deterministic -commonly called spurious- which is caused by discrete sig-
nal frequencies appearing as discrete components in the power spectral density
(PSD) plot. Typically, this is caused by coupling through either the power line
or by direct signal coupling due to capacitive or inductive paths into the VCO
nodes. The second type of phase modulation is random in nature and is termed
phase noise.

In modern communication systems, signal sources are used in both modula-
tion and demodulation processes. With respect to modulation, a local oscillator
(LO) signal is used as a carrier signal in order to up-convert the baseband in-
formation. Conversely, an LO signal is also required to achieve frequency

Challenges in the Design of PLLs in Deep-Submicron Technology
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down-conversion in the demodulation process. With the rapid and ubiquitous
usage of available spectrum, RF system designers are forced to adopt stringent
specifications for the allowable frequency tolerance of the signal sources. In
a simple case, the spectrum of a spectrally pure, single frequency sinusoidal
source is represented as an infinitely narrow pulse (i.e. Dirac-delta function) in
the frequency domain. In reality, the spectrum of a real carrier signal has finite
width as it suffers from undesired amplitude and phase modulation due to noise
disturbances. Digital communication systems specify the Bit Error Rate (BER)
as a direct measurement of the link quality. The degradation to the BER is di-
rectly proportional to the amount of unwanted amplitude and phase modulation
to the signal. In practice, spurious phase modulation is more detrimental than
spurious amplitude modulation. This is due to the fact that the vast majority of
digital communication systems rely on angle (phase or frequency) modulation
instead of amplitude modulation. Also, the magnitude of spurious amplitude
error that the signal suffers is usually far less than spurious phase modulation
and can also be easily calibrated unlike the phase modulation error.

Phase Noise & Spurs

Phase noise in an oscillator signal is defined as rapid, short-term, random
fluctuations in the phase of a wave caused by time-domain instabilities. Phase
noise shows as continuous sideband noise in the PSD and is caused by thermal,
shot or flicker (1/f) noise sources. In the time domain, an actual sine wave
signal with both amplitude and phase modulation could be represented as:

v(t) = Vo[1 + A(t)] sin[2πf0t + φ(t)] (12.1)

where A(t) denotes the amplitude variation/modulation part and φ(t) denotes
the phase fluctuations. There are two fundamental methods to characterize
phase perturbations1. The first is done directly in the RF domain by measuring
the PSD of the signal on a spectrum analyzer where phase noise is represented in
the sideband power on either side of the carrier f0. Phase noise is then extracted
by measuring the spectral density of these sidebands at a given offset, Sv(f0±f).
The second method is by demodulating the carrier and then extracting the phase
fluctuation term at baseband. The analysis of this baseband signal can produce
the spectral density of phase fluctuations, Sφ(f), or the frequency fluctuations,
Sf (f). The relation between phase noise and Sφ(f), Sf (f) will be detailed
later in the discussion. In the following sections, each of the different PSD
components will be analyzed.

1. Sv(f0 ± f):
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This the PSD of the voltage fluctuations measured directly using a spectrum
analyzer in Watts/Hz. The sideband energy measured is usually comprised of
both AM and PM noises. Assuming that AM noise is negligible compared to
PM noise, Sv(f0 ± f) is the most straightforward technique to measure the
phase fluctuations of a signal. However, to extract the correct signal noise,
the phase noise sidebands to be measured must be greater than the spectrum
analyzer’s own noise floor by at least 10 dB.

2. Sφ(f):
This is defined as the spectral density of the rms value of the phase fluctuations

measured in radians2/Hz:

Sφ(f) =
[φRMS(f)]2

df
0 < f < ∞ rad2/Hz (12.2)

Note that this measure of the phase modulation sideband noise power (i.e.
φ(t)) is not related to the carrier frequency. In practice, Sφ(f) is measured
in baseband by passing the signal through a mixer/phase detector and then
measuring the PSD of the output signal. This is not to be confused with Sv(f0±
f) which is PSD of the signal itself measured in Watts/Hz. Equation (2) can be
used to extract the rms phase error as follows:

φ2
RMS =

∫ ∞

0
Sφ(f)df (12.3)

3. L(f):
The single sideband phase noise, L(f), is defined as the noise power due

to the phase fluctuations of the signal in a 1Hz bandwidth to the total carrier
power, specified at a given offset fHz from the carrier. Although this is an
indirect representation of phase noise, it is by far the most commonly used
term to express phase noise. Assuming that AM noise is much less or further
suppressed from the PM noise,L(f) can be directly extracted from the spectrum
analyzer as the ratio of noise sideband power to the carrier power; as shown in
Figure 4:

L(f) = 10 log
Sv(f0 ± f)

Psignal
dBc/Hz (12.4)

However, care should be taken as noted earlier when using spectrum an-
alyzers to measure L(f) as they generally have a relatively high noise level
that limits the accuracy of phase noise measurement. Typical spectrum analyz-
ers can reliably measure phase noise down to −130dBc/Hz level. Another
method to extract L(f) is by measuring Sφ(f) [11]. Recall that in basic FM
modulation theory, the carrier sideband levels are related to the magnitude of

Challenges in the Design of PLLs in Deep-Submicron Technology
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Figure 12.4. Spectrum analyzer output displaying the carrier phase noise.

phase deviation by Bessel function terms. Assuming the phase deviations are
sufficiently small to prevent high order sidebands, only the first Bessel terms
are significant and other terms can be neglected. Then the relation between the
single sided phase noise, L(f) and the spectral density of the phase fluctuations
Sφ(f), can be a approximated by:

L(f) ≈ 10 log
(

Sφ(f)
2

)
dBc/Hz (12.5)

Hence, there is numerical equivalency between dB(rad2/Hz) and dBc/Hz.
The relation between the rms phase error and phase noise can then be calculated
by substituting Eq. (5) into Eq. (3):

φ2
RMS = 2

∫ ∞

0
10

L(f)
10 df (12.6)

In general, there are two different types of phase and amplitude noise; either
additive or multiplicative. Additive noise is defined when the noise power is
independent of the signal power. The most common source of additive noise
in a system is the amplifier added noise, kTBF ; where B is the bandwidth of
interest and F is the noise factor of the amplifier [3]. Assuming an amplifier
with noise figure, NF (dB), the total noise power per Hz referred to the input
of the amplifier is:

N = KT + NF (dB) = −174dBm/Hz + NF (dB) (12.7)
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where N is the total noise power per unit Hz at the input of the amplifier. The
ratio between the total noise power to the input carrier level in dBc/Hz can be
expressed as:

N

C
= −174dBm/Hz + NF (dB) − C(dBm) dBc/Hz (12.8)

where C is the input carrier power in dBm. The above equation includes
both AM and PM noise contributions, where half of the total noise is AM noise
and the other half is PM noise. The phase noise part of the signal can then be
expressed as [11]:

L(f) =
(

N

C

)
φ

=
N

2C
= −177dBm/Hz + NF (dBm)−C(dBm) (12.9)

Note that the above equation expresses the amplifier added phase noise to
the signal assuming the amplifier is operated in the linear region. For the case
where a high powered signal is present at the input of the amplifier due to
either the carrier itself or a blocker signal, the amplifier will be operated near
its compression point and the NF generally increases by a few dBs. Additive
noise affects the PLL output signal as it gets buffered and amplified before
being sent outside the PLL. In order to avoid loading the LC tank in the VCO
with a variable load, an isolation buffer is usually added, where the NF of
this buffer sets the wideband phase noise floor level according to Eq. (9).
Among all multi-radio standards in Table 1, the GSM standard has the most
stringent wideband noise requirement of −162dBc/Hz at 20MHz carrier
offset. In order for the VCO buffer to have minimal noise contribution on
the output signal, it is typically designed to have phase noise not exceeding
−170dBc/Hz. Assuming a VCO swing signal of 0dBm (0.63Vp−p), this
corresponds to a worst case NF of 7dB for the VCO buffer. Fortunately,
as technology scales down, the switching time of the transistors improves and
meeting this noise figure target is no longer viewed as a design obstacle. Another
type of noise that occurs when the noise power is proportional to the signal
power is multiplicative noise [3]. This type of noise is associated with the
presence of noise components in either the amplitude gain path (i.e. AM noise)
or phase gain path (PM noise) of a given circuit. For the case of a VCO
circuit, an amplifier is used as a gain stage to compensate for different losses
in the oscillator tank. The thermal and 1/f noise components of the amplifier’s
transconductance (gm) are converted to multiplicative AM and PM noises at the
output of the oscillator. In addition to the PM noise part, the AM noise will also
modulate the varactor element, which is part of the tank circuit, thus causing
the output frequency to change and resulting in AM to PM noise conversion [1].
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With technology scaling, the impact of this noise on the VCO low frequency
noise can be significant unless special mitigation techniques are introduced in
the VCO design. As process shrinks, the 1/f noise corner of the transistors
has significantly increased to the 100 − 1000MHz range and thus causes this
type of noise to impact the in-band, out-of-band and wideband noise spec of
the PLL. The first step in reducing this noise is to use a very low gain VCO
architecture; e.g. Kv < 50MHz/V . This can be achieved by using a switched
cap array along with a small varactor to constitute the VCO tuning element.
Another technique to reduce the AM to PM noise contribution is by using an
amplitude limiting circuit to control the VCO bias, thus greatly minimizing
the total amplitude variation at the VCO output. The analysis of both of these
techniques will be further discussed in the following sections. Phase noise
imposes fundamental limitations on the ultimate SNR, which can be achieved
when detecting either an FM or a PM modulated signal. The majority of today’s
communications systems rely on phase modulation techniques (e.g. QPSK or
8PSK). For these systems, in order to meet the required SNR, the maximal
allowable phase error and/or rms phase error are typically specified for both
the transmitted signal and the receiver LO signal. Alternatively, for systems
using more complex amplitude and phase modulation schemes (e.g. QAM), the
Error Vector Magnitude (EVM) is typically specified. The EVM is a measure of
both amplitude and phase errors as both are important in determining the overall
SNR of the signal. Since phase error is not directly specified for these systems,
it is then up to the system designer to allocate a certain budget in the EVM for
phase error, leaving the rest to amplitude error. However, in a properly designed
synthesizer, the amplitude error is rarely a consideration since it is usually 20dB
or more below the phase error level. This is attributed to the fact that the major
source for amplitude error (which is quadrature amplitude mismatch), can be
easily reduced by either layout matching techniques or by on-chip calibration
techniques. LO phase noise can degrade both the receiver’s sensitivity and
selectivity, as shown in Figure 5. Close-in (i.e. in-band) phase noise of the LO
desensitizes the received signal by self mixing with the desired signal and thus
causing a reduction in the SNR. Conversely, in a process termed reciprocal
mixing, wide-band (i.e. far-out) phase noise of the LO mixes with interferers,
resulting in additive broadband noise from the interferers.

A) Close-in Phase Noise
Close-in phase noise impacts the received signal as it gets demodulated along

with the desired signal by causing adjacent constellation points to be incorrectly
detected. Figure 6 shows the constellation diagram of a QPSK signal and the
effect of phase noise on its demodulation. The original signal for bits (1,1)
is shown as the dark circle while the signal effected by the LO phase noise
is shown as the light circle. The phase error between the ideal signal and the
actual received signal is statistically distributed and typically modeled using a
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Figure 12.5. Impact of LO close-in and far-out phase noise on the receiver.

Gaussian distribution with the standard deviation equal to the rms phase error
of the LO. Since the rms phase error represents only one standard deviation
in the phase rotation, large rms phase errors would increase the probability in
making an error. The extent of the system’s vulnerability to phase error depends
greatly on how closely packed the constellation points. Complex modulation
schemes such as 16QAM and 64QAM have more compact constellation dia-
grams than simple BPSK or even QPSK constellations and are therefore much
more susceptible to phase error.

The uncoded symbol error rate (SER) for any given modulation scheme can
be computed as follows [2]:

PSER

(
Es

N0
, φ

)
=

∫ +π

−π
Ps

(
Es

N0
|φ

)
Pφ(φ, σ2

φ)dφ (12.10)

Where Es/N0 is the ratio of the symbol energy to noise power spectral
density. The first quantity inside the above integration Ps(Es/N0|φ), is the
conditional probability of making a symbol error given a certain phase error φ.
This quantity is dependent on the modulation type and is derived by Crawford
[2] for different modulation schemes. The second quantity Pφ(φ, σ2

φ) is the
probability density function of phase error and can be calculated using the
Tikhonov probability distribution function:

pφ(φ, σ2
φ) =

√
1

2πσ2
φ

exp

[
cos(φ) − 1

σ2
φ

]
(12.11)

where σ2
φ is the variance of the phase error which is set to equal the rms phase

error, φrms2, as phase noise is a randomly distributed process with zero mean.
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Figure 12.6. Effect of phase noise on QPSK signal.

Equations (10), (11) and (6) can be used to calculate the impact of a given PLL
phase noise on the SER or BER for a given modulation type.

B) Wideband Phase Noise
The phenomenon of reciprocal mixing in the receiver is illustrated in Figure 5.

The magnitude level of the noise sidebands has been exaggerated to highlight
the problem [9]. In practice, since the interfering signal is generally many
decades higher than the desired signal, the phase noise of the LO at large offset
must be kept at a much lower magnitude to prevent further SNR degradation.
For narrow band signals, the phase noise response in the region of interest can
be assumed to be flat and the maximum allowable phase noise of an LO signal
can be derived assuming a given SNR as:

where B is the channel bandwidth. In reality, a margin of few dBs (3− 5dBs)
is added to the above equation to prevent phase noise from becoming the domi-
nant factor in limiting the receiver performance. With respect to the transmitter,

L(f) ≤ Pdesired(dBm) − Pinterferer(dBm) − SNR(dB) − 10 log(B)
(12.12)
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Figure 12.7. Typical transmitter frequency mask.

wideband noise results in the radiation of significant energy into one of the ad-
jacent TX channels or to the nearby RX band. High transmitter power can also
jam nearby receivers operating on the adjacent channel. A frequency mask is
typically specified for the transmitted power in any given standard. The mask
is a measure of the transmitter output power versus frequency and is strictly
monitored by the standard body (i.e. FCC) to insure coexistence between multi-
channels, multi-bands and multi-standards. There are three different emission
regions that are specified in a transmitter mask: 1) in-channel, 2) out-of-channel
and 3) out-of-band signal emission, as shown in Figure 7. In-channel emission
determines the link quality by limiting the in-band spurious emission in the al-
located channel. Out-of-channel emission measures the amount of interference
the user cause to different users of adjacent channels in other transmitter or
receiver bands. This type of emission is caused by the modulation type itself or
by wideband phase noise from the PLL and other circuits in the signal chain.
For the case of out-of-band emission, it is usually determined by how much
interference the user can cause to all other users of the radio spectrum in other
standards (e.g. military, aviation, police, etc). This type of emission is typically
caused by wideband phase noise and spurs.

C) Phase Noise & OFDM
Recently, wideband digital radio systems are increasingly relying on mul-

ticarrier modulation schemes to achieve high data rates (i.e. Orthogonal Fre-
quency Division Multiplexing, OFDM). Multicarrier OFMD currently used for
WLAN and WiMAX is shown to be very robust against the common “multi-
path” problems since it suffers from frequency selective fading much less than
single carrier systems. However, the performance of OFDM systems is shown
to be more sensitive to the close-in phase noise performance of both transmit
and receiver oscillators compared to single carrier systems. In a single carrier
narrowband system, phase noise occupies a small part of the total bandwidth.
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While in OFDM, each sub-carrier contributes its own phase noise to the overall
modulated waveform. The thermal and 1/f noise in the LO circuit elements
generate sideband phase noise that affects the OFDM signal during the mod-
ulation and demodulation process and this reduces the BER of the signal6, as
shown in Figure 8. Carrier phase noise impacts the system BER in two ways:
1) common phase error (CPE) and 2) inter-carrier interference (ICI). CPE is
caused by self-mixing of each sub-carrier with the low frequency part of its
own phase noise spectrum. The effect of CPE is that all sub-carriers are rotated
by a common random phase angle. Since all carriers suffer the same CPE,
it is possible to both measure it and correct it in baseband using special pilot
sub-carriers. The ICI is caused by the mixing of the phase noise sidebands
of all neighboring sub-carriers with the desired sub-carrier. Both close-in and
far-out phase noise of the LO contribute to ICI. The SNR loss due to ICI is
a function of the oscillator phase noise profile and sub-carrier spacing. For a
fixed channel bandwidth, decreasing the sub-carrier spacing (or alternatively
increasing the number of sub-carriers) will result in rapid loss of SNR. In a
typical OFDM system, the PLL phase noise is integrated over a specified band
and needs to be below the EVM requirement of the system. For example, in
the WiMAX standard, the integrated phase noise is < 1 degree (rms) with an
integration frequency of 1/20 of the tone spacing to 1/2 the channel bandwidth.
Therefore, the phase noise integration period can start as low as 100Hz for
the smallest channel bandwidth case of 1.25MHz. In order to meet such a
requirement, all the PLL sub-circuits (i.e. charge pump, VCO, LPF, etc) need
to have very low 1/f phase noise contribution. Table 3 can further be used to
work out the total integrated phase noise in dBc that meets a given rms phase
error requirement.

3.2 Lock Time
The lock time is the time that it takes the PLL to switch between two different

frequencies. This time is measured from the start of the frequency switching
action to the time the new frequency settles within a specified accuracy. When
the PLL switches between two different frequencies, the chip can neither trans-
mit nor receive any data until the frequency offset error is acceptable. In turn,
this reduces the effective data rate that the system can achieve. While the PLL
lock time is mainly dependent on the loop bandwidth, it also depends on the
size of the frequency jump during the PLL switching. A rough number that can
be used to estimate the PLL lock time is:

LockT ime ≈ 3
loopBW

(12.13)
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Figure 12.8. The effect of oscillator phase noise sidebands on the modulated sub-carrier in
OFDM systems.

Table 12.3. Relation between integrated phase noise and rms phase error. RMS Phase Error.

In general, the PLL lock time is driven by the given standard specifica-
tions. For example, the Bluetooth standard employs a transmission technique
called frequency hopping spread spectrum whereby the carrier frequency of the
transmitter changes channels up to 1600 times per second. The PLL then needs

Integrated Phase Noise 
(dBc)

5 -21.2 
4 -23.1 
3 -25.6 
2 -29.1 
1.5 -31.6 
1 -35.1 
0.8 -37.1 
0.6 -39.6 
0.4 -43.1 

Φ
RMS Phase Error  
(   rms indegrees)
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to switch frequencies every 625μs, which means its lock time cannot exceed
a fraction of this time. In WLAN, during receive/transmit switching, the per-
turbation to the VCO can temporally drive the PLL out of lock. This in turn
can generate a transient LO frequency offset that affects the accuracy of the
frequency estimation loop in the baseband MODEM, thus degrading the total
system performance. To satisfy the TX to RX switching time requirement of the
WLAN standard while budgeting for this frequency offset, the PLL lock time is
specified to be < 10μs. In the GSM standard, while the lock time requirement
is also dictated by the TX to RX switching time, it is relaxed to < 200μs.
In multi-band radio, designing a single PLL that satisfies a wide variation in
lock times is a formidable task that may even be impossible without program-
ming the PLL loop filter. For example, an attempt to force the tight lock time
requirement of WLAN on all standards translates into wider PLL loop band-
width (BW ), e.g. in the order of 1MHz. However, this is far from optimum
when it comes to meeting the much tighter in-band phase noise specification
for GSM. On the other hand, satisfying the GSM phase noise mask typically
requires a loop BW in the 100KHz range. This will then not meet the WLAN
switching time requirement. To address these conflicting requirements, having
a programmable loop filter for each standard can be an easy solution, but it will
definitely require large Si die area to accommodate for the different capacitor
sizes in each LPF setting. Another alternative is to use a digital LPF, which can
be easily programmable to address different standards. This requires a different
PLL architecture that will be further discussed in the following sections.

3.3 Bandwidth
Among all the different PLL design parameters, the loop bandwidth is the

most critical with respect to the PLL performance across all other parameters.
The loop BW optimization process presents a tradeoff between lock time and
phase noise/spurs. While having a narrow loop BW reduces the impact of
phase noise and spurs, it degrades the PLL lock time. Conversely, making it
wider will improve the lock time at the expense of higher phase noise and lower
spur rejection. In a simple form, a PLL is treated as a continuous time system
that can be analyzed in the Laplace domain. However, due to the sample nature
of the phase detector the loop needs to be analyzed in the sampled z-domain. If
the loop BW is set to be less than 1/10th of the input reference frequency then
it is possible to approximate the PLL by a linear function and analyze its loop
response in the continuous time (i.e. s-domain). When designing the PLL’s
LPF, a choice needs to be made on the type and order of this filter. Figure 9
shows the topology of both active and passive type filters assuming a charge
pump based PLL design. Note that the PLL is always one order higher than the
LPF because the VCO performs an integration of the control voltage and thus
provides a factor of 1/s in the loop transfer function.
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Figure 12.9. LPF types: a) Passive LPF, b) Active LPF.

The vast majority of PLLs available in the market today use a second order
LPF as it provides sufficient attenuation for the reference spurs. In the wireless
domain, a third or even fourth order LPF is often required to provide a superior
spur attenuation level in comparison to the second order LPF. In integer-N type
PLLs, both charge pump leakage and current mismatch contribute to spurs at the
reference frequency and its harmonics away from the carrier signal. Fractional-
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Table 12.4. Relative spur attenuation level (dB) for 3rd and 4th order LPF relative to 2nd order
LPF.

N type PLLs suffer from the same problem in addition to fractional spurs.
These spurs are generated by the tonal content of the ΣΔ modulator in the PLL
feedback path. Another source of fractional spurs is out-of-band noise folding
as a result of charge pump and phase detector nonlinearity. Both reference
and fractional spurs can degrade the rms phase noise and/or the spectrum mask
specifications of the PLL. The addition of one or two poles to the second order
LPF can significantly reduce the level of these spurs while having a minimal
impact on the loop stability, especially if the location of this additional pole(s)
is chosen correctly. Typically the additional pole(s) is positioned at 10x or
higher away from the loop unity gain frequency to have minimal impact on the
phase margin and stability. The spur attenuation level is directly related to the
position of the spur away from the loop’s unity gain frequency. Table 4 lists the
spur attenuation level for both 3rd and 4th order LPF relative to the 2nd order
attenuation level at different spur frequencies. As the table indicates, there is
little gain in spur attenuation using a 3rd or 4th order LPF compared to a 2nd

order LPF if the spur frequency is below 50x the loop unity gain frequency.
If the spur frequency is equal or above 100x unity gain frequency, a 4th order
LPF can provide sizable advantage compared with a 3rd order LPF. Oftentimes,
moving to a 4th order LPF design is the only way to get rid of a particular spur
that prevents the system from complying with the spectrum mask requirement.

In terms of phase noise, the PLL loop BW can either suppress or increase the
noise impact of different PLL subcomponents on the overall phase noise. Inside
the loop BW , the VCO phase noise is attenuated as it gets high-pass filtered by
the loop response. Outside the loop BW , the noise from the reference oscillator,
charge pump, divider and phase detector is attenuated as it is low-pass filtered
by the loop response. From the perspective of phase noise, deciding on the
optimum loop BW requires prior knowledge of the noise from the individual
PLL subcomponents. The optimum phase noise point can be reached by setting
the PLL unity gain frequency to equal the interception point of high-pass and
low-pass noise components. Figure 10 illustrates an example of a typical phase
noise plot showing the contribution of different PLL sub-blocks and the overall
PLL phase noise curve. The integrated rms phase error for each block is also

Spuroffset frequency/Loop unity gainfrequency  
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20
6

50
13.5
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19.5

1000 
39.4
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3
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Figure 12.10. PLL phase noise example showing contribution of different PLL sub-circuits.
(A. Maxim, Silicon Labs Inc.)

listed on top. The plot shows that the loop BW was optimally placed where
the high-passed VCO noise (LCO) equals the dominant low-passed noise from
the charge pump (CPi).

4. Impact of Technology Scaling
In this section, we will describe in detail the challenges of PLL design with

technology scaling. In particular, we will focus on the degradation in PLL per-
formance due to leakage, charge pump current mismatch and voltage headroom
decrease.

4.1 Charge Pump Leakage Effects
Consider the general case of having a static phase error at the input of the

PFD. Figure 11a shows the relation between the average charge pump current
and the input static phase error. Assuming a certain phase error of 2πτ/T ,
the corresponding average charge pump current is δI . In the time domain, the
charge pump output current is comprised of a train of pulses with pulse width
τ , as shown in Figure 11b.

The Fourier series expression of the periodic train of pulses shown in Figure
11b can be expressed as:
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Figure 12.11. a) Average charge pump current vs. input phase error at the phase detector. b)
Time domain representation of charge pump output.
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For small phase error (Δθ � 1), Eq. (14) can be approximated as:

Iout(t) = δI + 2δI

∞∑
n=1

cos(2πnfref t) (12.15)

The above equation shows that the average charge pump current for the given
phase error is δI , while the magnitude of the harmonics at nfref is twice the
average value. It is also clear that for the case of zero static phase error under
lock condition, both the charge pump average and reference harmonics currents
are set to zero. Now consider the case of constant charge pump leakage current
(Ileak). Figure 12a shows the output of the charge pump current at a given offset
voltage. In order for the loop to lock under zero static current condition, the turn
on time for the up current is increased for a small period of time τ , as shown in
Figure 12b. This is further illustrated in Figure 13 where- unlike the ideal lock
situation, the charge pump is locked at a phase offset 2πτ/T corresponding to
the leakage current Ileak. Referring back to Eq. (15), the charge pump current
as a function Ileak can be expressed as:
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Figure 12.12. a) Charge pump up and down current at arbitrary phase offset showing the leakage
effect. b) Charge pump output under lock condition.

Iout(t) = Ileak + 2Ileak

∞∑
n=1

cos(2πnfref t) (12.16)

The next step is to calculate the frequency deviation error Δf(n) at the nth

harmonic of the reference clock:

Δf(n) = 2IleakZfilt(nfref )Kv (12.17)

The peak phase deviation can then be expressed as:

Δθ(n) =
2IleakZfilt(nfref )Kv

nfref
(12.18)

And the relative spur level to the carrier signal is related to the peak phase
error by:

L(nfref ) = 20 log
(

Δθ(n)
2

)
= 20 log

(
IleakZfilt(nfref )Kv

nfref

)
(12.19)

Now consider as an example a 2nd order LPF, the filter impedance Zfilt can
be expressed as:

Zfilt(s) =
1 + sR1C1

s(C1 + C2)(1 + sR1
C1C2

C1+C2
)

(12.20)
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Figure 12.13. Charge pump linear phase analysis showing locking under leakage condition.

Substituting Eq. (20) back into Eq. (19) and assuming thatfref � unitygain
frequency, the relative spur level can be approximated as:

L(nfref = 20 log

(
IleakKv

2πnC2f2
ref

)
(12.21)

A plot showing the reference spur level as a function of the leakage current for
a 2nd order PLL is shown in Figure 14. For this PLL, the reference frequency is
set to be 50x the unity gain frequency. The plot shows a spur level of−53dBc for
leakage current set to 1% of the charge pump current. This clearly underscores
the fact that even a small amount of leakage can have a large impact on the spur
levels.

4.2 Charge Pump Mismatch Effects
The effect of charge pump current mismatch is shown in Figure 15a. The

time ΔT is defined as the finite pulse width for the phase detector reset signal.
In the majority of PLLs, this represents an intentional delay added in the reset
path to remove the dead-zone problem in the PFD. The difference between the
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Figure 12.14. Reference spur level as a function of leakage current.

charge pump mismatch and leakage effects is that the later is active during the
entire period while the former is only active during the switching time of the
charge pump currents. The value of the mismatch current between down and
up currents is defined as ΔI . Figure 15b shows the output of the charge pump
under lock condition. The up current signal arrives slightly ahead of the down
signal by time τ to cancel the effect of the mismatch current. This τ can be
calculated by equating the average of the up and down pulses:

Icτ = ΔI(ΔT − τ) → τ =
ΔI

Ic + ΔI
ΔT ≈ ΔI

Ic
ΔT (12.22)

The Fourier transform of the total output current can then be expressed as
the superposition of two trains of pulses:
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τ
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]
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Figure 12.15. a) PLL up and down currents under mismatch condition. b) PLL output current
in lock condition.

For τ � T , the above equation can be approximated as:

Iout(t) = −2Ic
τ

T
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n=1

sin(2πnfref t)2πn
τ

T

(12.24)

= −4πIc
τ2

T 2

∞∑
n=1

n sin(2πnfref t)

Substituting τ from Eq. (22) into the above equation:

Iout(t) = −4π
ΔI2ΔT 2

IcT 2

∞∑
n=1

n sin(2πnfref t) (12.25)

Following the same procedure in Eq. (17)-(19), the relative spur level can
be calculated as:

L(nfref = 20log
(

2ΔI2ΔT 2Kv

nIcC2

)
(12.26)

Figure 16 illustrates different PLL lock conditions under positive mismatch,
negative mismatch and zero mismatch conditions. Although having a large reset
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pulse width is advantageous in eliminating the dead-zone problem, Eq. (26)
shows a quadratic increase in the spur level as the pulse width increases. A plot
showing the spur level vs. the % mismatch current in the charge pump is shown
in Figure 17. For the given plot, the reset pulse width is assumed to be 100ps
which is equivalent to a few gate delays in a 90nm technology. Even for charge
pump current mismatch that is up to 10%, the calculated spur level is shown
to be extremely low (i.e. 100dBc). Previously, it has always been assumed
that the mismatch in charge pump currents is a major source of reference spurs
when compared to the charge pump leakage effect. However, the above analysis
shows the opposite trend as technology scales down. This is due to the fact that
the mismatch related spur is highly dependant on the reset pulse width which
scales down significantly as technology advances. For both present and future
wireless systems, the reference clock is kept at a fixed frequency as it is tied
to the current widely available crystal sources. As technology scales down,
the reset pulse width also shrinks due to smaller gate delays, which reduces
the ratio between the reset pulse width to the reference clock period. Since
the charge pump current mismatch is only active during the reset pulse period
its overall impact is reduced as technology advances. On the other hand, the
leakage related spur scales up with technology as leakage current increases and
therefore is a much bigger concern to the design of the PLL. To mitigate against
this problem, a 3rd or even 4th order LPF is required to provide additional spur
attenuation, as indicated earlier.

4.3 Voltage Headroom
Due to a lowered breakdown voltage associated with deep sub-micron

processes, several DC and AC parameters inside a PLL need to be limited.
In low-voltage oscillators, in order to achieve the required VCO tuning range
with a limited voltage swing the varactor is usually biased where the C(V) char-
acteristic is very steep. Due to reduced headroom and increased output swing,
another limitation comes from the cross-coupled switching devices in a VCO
core. In deep-submicron CMOS implementations, it is common to use a single
NMOS switching pair. This minimizes the parasitic capacitances and increases
the tuning range. When a p-n junction varactor is used, the device is often bi-
ased close to 0V . At this bias point, the dependency of the varactor capacitance
on its terminal voltage becomes very high. As in any non-linear system, volt-
age dependent parameter changes cause amplitude-to-phase (AM/PM) noise
conversion. In the case of a VCO, this nonlinear effect increases the impact
of several AM noise sources, including power supply, thermal, flicker and sub-
strate noise on the phase noise floor of the VCO. Especially in lightly doped
substrates associated with deep submicron designs, cross-coupling effects be-
come even more severe. Therefore, it is critical to keep the AM to PM noise gain
factor, denoted here as KAM/PM to a minimum. KAM/PM can be represented
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Figure 12.16. PLL linear phase plot under different current mismatch conditions.

as:
Δφ = KAM/PM · ΔA (12.27)

Where Δφ is the phase deviation induced by amplitude deviation ΔA. This
effect can be minimized by two techniques that are critical to minimize the
headroom requirements in deep-submicron designs: 1) digital tuning range
calibration and 2) amplitude range control.

Digital Tuning Range Calibration

Due to the increased digital gate density associated with deep-submicron
processes, digital and mixed-mode calibration techniques can be utilized for
increasing the tuning range of the VCO. Figure 18a shows a typical digitally
calibrated VCO, where a bank of binary weighted capacitors is used for tuning
the output frequency.

A segmented DAC approach can be utilized in order to cover a wide tuning
range. Another advantage of the capacitor bank digital calibration approach
is that it enables the use of high quality factor bondwire inductances since
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Figure 12.17. Reference spur level as a function of % mismatch in charge pump current.

manufacturing variations associated with these inductors can also be tuned by
the bank of capacitors. The tuning capacitors can be divided into binary and
thermometer weighted sub sections. As an example, in order to achieve 7b of
capacitor tuning resolution, 4 least significant bits (LSBs) can be made up of
capacitors weighted as C, 2C, 4C and 8C, whereas the remaining three most
significant bits (MSBs) can be made up of seven units of 16C capacitors. A
unit element of a 16C can also be divided up into two 8C units to improve
matching. Typically a start-up algorithm based on a successive-approximation
(SAR) technique is used to coarse and fine tune the VCO target frequency.
This can be achieved by simply counting VCO edges with respect to a known
reference period. In designing digitally calibrated VCOs, three critical factors
should be considered: 1) effective varactor Q when the capacitor is enabled, 2)
tuning ratio of the tunable capacitors, and 3) sensitivity of the tank circuit to
supply and ground AM noise [5]. The coarse tuning cell is shown in Figure 18b.
When B is high, M0 is on and the coarse tuning cell is on. Transistors M3 and
M4 provide DC bias to ground for the drain and source of M0 ensuring minimum
on-resistance Rds,on for M0, maximizing the effective varactors Q. When B is
low, M0, M3, and M4 are off and the coarse tuning cell is disabled. Since the
drain and source of M0 are now floating due to large signal swing at the VCO
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Figure 12.18. (a) A digitally calibrated VCO to mitigate reduced tuning range due to limited
voltage headroom (b) Unit coarse tuning cell.

outputs, the drain and source of M0 can swing below ground and slightly turn
on M0, which leads to poor off-Q. Two PMOS transistors M1 and M2 are added
to bias the drain and source of M0 to Vp to ensure M0 is off. The outcome of this
scheme generates a family of tuning curves for each digital setting, effectively
covering an equivalent frequency range with minimum headroom requirements,
as shown in Figure 19.

Oscillation Amplitude Control

In deep-submicron, wide frequency and operating range applications, the
voltage swing associated with the oscillator core becomes an important relia-
bility and power consumption concern. Another critical point to consider in
deep-submicron processes is the increased flicker noise. As the oscillation
amplitude increases, the flicker noise associated with the tail current source up-
converts with a higher gain. For wide tuning range applications, it is critical to
keep the VCO power consumption and oscillation amplitude stable [12]. This
can be achieved by analog and digital means. Digital controllers have several
advantages over analog ones, especially with respect to phase noise. Figure 20
shows a block diagram of a typical analog controlled VCO. The plot shows that
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Figure 12.19. Reduced effective tuning voltage range of a digitally calibrated VCO.

Figure 12.20. Block diagram of an analog amplitude controlled VCO.

the oscillation amplitude is continually sensed by a feedback amplifier A3(s)
and error signal is fed back into the oscillator tank through A1(s).
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Figure 12.21. Block diagram of a digital amplitude controlled VCO.

Due to the analog and on-line nature of this control loop, the noise associated
with the feedback and error amplifiers contribute to the output phase noise. In
digital applications an alternative technique can be used to continuously tune
the output oscillation amplitude. Figure 21 shows a digital version of this
calibration loop, where the control update is only made when needed, reducing
the impact of phase noise related to the active circuitry in the control loop.

Figure 22 shows a typical application of both approaches on an LC-tank VCO.
In both cases an amplitude control circuitry generates a current bias proportional
to the oscillation amplitude and feeds an error signal to the oscillator core by
changing its tail current bias.

5. Architecture Landscape
5.1 Direct Digital Synthesis

Direct Digital Frequency Synthesis (DDFS) is a technology that has been
in existence for nearly 30 years. Application of this technology, however, had
been limited until recent years. High digital gate density in deep-submicron
processes have alleviated many of the road blocks that have prevented its practi-
cal use (cost, high power dissipation, difficult implementation, and the need for
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Figure 12.22. Circuit level implementation of (a) analog and (b) digital amplitude controlled
deep-submicron VCOs.

Challenges in the Design of PLLs in Deep-Submicron Technology



274 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Figure 12.23. Typical DDFS with associated word truncation points and spur sources.

high speed high precision D/A converters) allowing this technology to become
a very appealing alternative to analog based frequency synthesis techniques.
DDFS offers some significant advantages over analog based frequency synthe-
sis in that its programmability allows for adaptive channel bandwidths, multiple
modulation formats, frequency hopping, and high data rates. These attributes
have made DDFS an essential part in advancing communication system tech-
nologies. However, one drawback of DDFS for high frequency applications is
that it produces high level spurious frequencies due to several numerical quan-
tization and roundoff mechanisms inside the DDFS [14]. The conventional
DDFS (sometimes referred to as the numerically controlled oscillator) consists
of four basic blocks: 1) a phase accumulator 2) a phase to amplitude converter
(usually a sin() look up table stored in ROM) 3) a digital to analog converter,
and 4) a reconstruction filter. Figure 23 shows the block diagram of a conven-
tional direct digital synthesizer along with digital truncation and word-limiting
points that can generate spurs at the output.

The phase accumulator generates an M-bit accumulated phase information
as shown below:

Φ[n + 1] = (Φ[n] + FCW )mod2M (12.28)

Assuming N is less than M , before going into the phase-to-amplitude con-
version ROM the truncated N-bit phase would have a recursive truncation error
that can be represented as:

ECW = FCW −
⌊

FCW

2M−N

⌋
2M−N (12.29)
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The phase error associated with the truncated word can be represented as:

Φe[n + 1] = (Φe[n] + ECW )mod2M−N (12.30)

With the phase error shown above, the output of an ideal sin/cos look-up
table becomes:

v[n] = cos
(

2π(Φ[n] − Φe[n])
2M

)
(12.31)

= cos
(

2πΦ[n]
2M

)
cos

(
2πΦe[n]

2M

)
+ sin

(
2πΦ[n]

2M

)
sin

(
2πΦe[n]

2M

)
This expression generates two sideband spurs around the fundamental, with

their frequency proportional to the error term Φe[n]. As seen in this equation,
this quantization error is around the fundamental and it is bandpass in nature.
Another quantization error incurs at the output of the look-up table due to
quantization before the DAC. This is similar to DAC quantization noise and
it has a white power spectral density. The final input into the DAC can be
represented as:

vQ[n] = cos
(

2π(Φ[n] − Φe[n])
2M

)
+ AQ (12.32)

Where AQ represents white quantization noise due to amplitude truncation.
In order to avoid truncation problems at the sin / cos ROM and reduce the
dynamic range requirements before the DAC, noise shaping techniques similar
to section 5.2 can be utilized. Figure 24 shows an application of lowpass and
bandpass noise shapers to shape truncation noise into out of band quantization
noise, improving overall spurious-free dynamic range (SFDR) of the DDFS.

5.2 ΣΔ Fractional-N PLLs
In conventional integer-N PLLs, the reference frequency fref dictates the

minimum channel spacing. This is because the output frequency can only be
an integer multiple of fref . For PLLs that require small channel resolution
only small reference frequencies can be used. This results in a very narrow
loop BW as the PLL BW usually tracks fref for both stability and minimum
reference spurs attenuation requirements. Reducing the loop BW is undesirable
as it leads to longer settling time and large area capacitors. Another important
factor to consider is that all of the PLL’s in-band phase noise gets multiplied
by 20 log(N), where N is the division ratio. This could mean significantly
higher phase noise when the output frequency is high and channel spacing is
small. For example, in the case of GSM, the divider ratio will be as high as
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Figure 12.24. A ΣΔDDFS with a lowpass noise shaper before the amplitude LUT and a
bandpass noise shaper before the DAC. Associated noise shaping functions and NTF zeros are
shown below the DDFS.

10,000, which will add up to 80dB to the close-in noise floor. The fractional-N
architecture [10] allows frequency resolution that is a fractional portion of the
reference frequency, fref :

fout = Nfref : N = n +
k

f
k = 0, 1, 2, ... (12.33)

where n is the desired integer part, f is the fractional resolution which is typi-
cally set as 2m with an m-bit digital word. Therefore fref can be set to be much
higher than the channel step size and overall division ration N can be reduced
substantially. For the case of GSM, this means that a much higher fref can now
be selected (typically 26MHz), which implies a reduction in in-band phase
noise by a factor of 42dB (20 log[26e+6/200e+3]). The basic architecture of
a fractional-N PLL is illustrated in Figure 25a. The architecture is very similar
to integer-N with the addition of an accumulator and modulus divider (N/N+1).
The main function of the accumulator is to dither between the two division
values, N/N+1, to provide an averaged divide ratio that is a fractional number
between N and N+1. For example, assume that the synthesizer divides by N
+1 every M cycles and by N the rest of the time. The average division ratio is
Navg = N + 1/M :



277

fout =
(

(N + 1)
1
M

+ N

(
M − 1

M

))
fref =

(
N +

1
M

)
fref (12.34)

This is further illustrated in Figure 25b where both N and M are set equal to
4 resulting in a fractional division of 4.25. The problem with this architecture
is that a periodic sawtooth waveform develops at the output of the phase detec-
tor. This periodic signal modulates the VCO creating the so called fractional
sidebands (spurs). A worse case scenario can occur if a near-integer fractional
setting is picked for the synthesizer. This results in fractional spurs that occur
either near or inside the PLL loop BW experiencing little or no attenuation.
Many methods have been developed to combat this problem such as: 1) frac-
tional compensation by phase interpolation or 2) noise shaping ΣΔ modulators.
Phase interpolation extracts the exact component of the instantaneous phase er-
ror signal represented by the residue signal of the accumulator [6]. This signal
is converted to analog by a D/A and then subtracted from the phase detector
output, which results in eliminating the spurious phase error signal. The perfor-
mance of this method is highly dependent on the precise matching between the
D/A converter gain and PFD gain and exact timing synchronization between
the error signal path and compensation path. Because this is highly dependent
on analog component matching, fractional compensation is usually not perfect.
Another problem with fractional compensation is that it tends to raise the phase
detector noise floor through the additional D/A noise. It is thus more advan-
tageous to prevent the generation of spurious tones rather than generating and
then compensating for them.

A ΣΔ modulator can be used to generate a noise shaped random signal
to control the modulus divider, as shown in Figure 26. Unlike the previous
accumulator method that generates a periodic divider signal, the ΣΔ modulator
generates a control sequence with an average density equal to the desired count.
However, it achieves this in such a way that all phase noise is pushed to higher
frequencies12. This out-of-band quantization noise is then suppressed by PLL’s
LPF before it gets to the synthesizer output.

In typical ΣΔ A/Ds and D/As, the input to the modulator is a busy AC
signal. This produces an output signal with white quantization noise shaped by
the modulator noise transfer function (NTF). Typical fractional-N synthesizers
are used for a channel select application, where a fixed division ratio (i.e. DC-
signal) is applied to the input side. This can lead to large spurious tones at the
output of the modulator and hence rigorous simulations across all allowable
fractional ratios are required to check for tonal content. To overcome this
problem, the modulator is realized using an architecture that minimizes DC
tones. Higher order (i.e. > 2) modulators produce far less spurious tones and
in-band noise than 1st and 2nd order modulators. However, the modulator’s
out-of-band phase noise rises at a rate of 20 ∗ (L− 1)dBc/dec, where L is the
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Figure 12.25. a) Basic architecture of fractional-N PLL, b) Fractional division example,
N=4.25.

modulator order. Hence a LPF with order > L is required to filter down out-of-
band noise by at least 20dBc/dec. Third order ΣΔ modulators are commonly
used in today’s fractional-N synthesizers as they provide low in-band noise and
good tonal behavior. A single or multi-bit dithering is normally added to the
input of the modulator signal to further suppress any tonal content. Figure 27
shows a block diagram of an all digital third-order ΣΔ modulator based on
a MASH architecture. The signal x[n] is typically a 16-24-bit high precision
digital signal representing the desired division ratio. The output signal y[n] is
a 3-bit coarse quantization representation of the signal x[n]. The quantization
error signal e[n] = x[n]−y[n] is assumed to be a white noise signal that is highly
shaped by the modulator’s NTF. The NTF for a third-order MASH modulator
can be represented by the ideal third order high-pass function, (1− z−1)3. The
PSD of the modulator NTF is plotted in Figure 28 where the time domain noise
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Figure 12.26. ΣΔ fractional-N synthesizer.

is shown in blue while the ideal (1 − z−1)3 transfer function is shown as a
dashed line.

Although ΣΔ fractional-N synthesizers are by far the most widely used ar-
chitecture in all of today’s wireless transceivers, they still have a fundamental
challenge in meeting the spur level requirements in various standards. Frac-
tional PLLs inherently suffer from two different types of spurs: 1) ΣΔ quantiza-
tion spurs and 2) spurs based on out-of-band noise mixing and intermodulation.
Quantization type spurs are easily predictable by simulating the tonal content
behavior of the modulator. By using a simple linear model for the PLL, the
simulation can show the exact amplitude and frequency of these types of spurs.
The second type of spurs which are also known as near-integer fractional spurs
are due to the loop high sensitivity to charge pump and PFD non-linearity [7].
These spurs simply don’t show up in the PLL spectrum using just a linear sim-
ulation model. The frequency of these spurs lie at fractional frequency Δf and
its harmonics from the carrier:

Δf = |fout − Nfref | (12.35)

These spurs experience little or no attenuation if the spur frequency Δf lie
inside or near the loop BW . This can result in the PLL failing the spectrum
mask and/or EVM requirement. A simple way to reduce these spurs is by
shifting the PFD operating point to avoid the charge pump non-linearity around
zero phase error. This can be done by using a small but constant leakage current
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Figure 12.27. Third-order ΣΔ modulator block diagram.

to force the charge pump operation outside the dead zone region. Another way
to get around this problem is to use some charge pump linearization techniques
that reduces both transient and DC mismatch between up and down currents.

5.3 All Digital PLL (ADPLL)
All-digital PLL (ADPLLs) have been utilized in video communications, mi-

croprocessor clock generators and in read-channel applications due to their
reduced die size and fast frequency adaptation. The main difference between
a digital phase detector PLL and an ADPLL is the implementation of the loop
filter and in some applications, the oscillator. ADPLLs utilize a digitized ver-
sion of the phase difference between the reference and feedback edges, and use
minimum-phase infinite-impulse-response (IIR) digital filters for the loop filter
implementation. ADPLLs can use a digital codeword controlling a digitally
controlled oscillator (DCO), or a DAC to control a VCO. As discussed in the
earlier sections, reduced supply voltage, wide process variations and expensive
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Figure 12.28. Noise Spectrum for 3rd order ΣΔ MASH modulator.

silicon estate associated with deep-submicron processes are all contributing
factors in making ADPLLs an attractive approach for wireless and wireline
communication transceivers. Digital loop filters can enable variable loop band-
widths and modulation options for the ADPLL with minimum silicon area. The
ADPLLs can be used alone or with wideband analog PLLs. There are several
design concerns that need to be addressed while designing ADPLLs. Due to
the digitized nature of the phase detector, as in any ADC, the nonlinearity and
supply rejection of this cell becomes a critical design issue. Especially in delay
line based implementations, supply sensitivity of the ring-oscillator should also
be minimized. The next two sections describe the operating principle of two
commonly used ADPLLs.

DDFS Driven ADPLLs Unitizing Frequency Discriminator Feedback

As outlined above, due to loop parameter variations inside a PLL, having an
all digital loop filter driving the voltage controlled oscillator (VCO) is a very
attractive approach. The modulation data can either be introduced in the loop
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Figure 12.29. Block diagram of a frequency discriminator controlled ADPLL.

divider, or it can be introduced at the reference frequency. A ΣΔ direct-digital
frequency synthesizer as discussed above can be utilized to generate a modulated
data as the reference frequency [13]. An alternative DDFS-like arrangement
generating a first order noise-shaped single-bit output is shown in Figure 29.
This ΣΔ-DDFS can be used as a reference of an all-digital PLL, while the
feedback signal comes from a ΣΔ frequency to digital converter (ΣΔFDC)
[4]. Frequency to digital converters, or digital frequency discriminators are used
to extract instantaneous phase, or frequency of a phase/frequency modulated
signal. This building block is most commonly used at the down-converted IF
frequency of a communication receiver but recently is being utilized for on-line
calibration of frequency synthesizers, modulators and as a feedback divider of
all-digital PLLs. The ΣΔFDC digitizes instantaneous frequency of a modulated
waveform similar to an over-sampled ADC that processes the amplitude of a
signal. For an FM modulated input signal, the input waveform can be described
as

vFM (t) = cos
[
2πfct + 2πkFM

∫ t

0
m(τ)dτ

]
(12.36)

The instantaneous frequency fi(t) is the derivative of the phase and is:

fi(t) = fc + kFMm(t) (12.37)

wherefc is the carrier frequency, m(t) is the modulating signal andkFM is the
frequency sensitivity (modulation index) of the modulator. A ΣΔFDC digitizes
the deviation of fi(t) from its nominal center frequency fc with a finite SNR
and certain noise-shaping characteristics due to over-sampling. Very well-
known filtering and decimation algorithms can be utilized for reconstructing
the phase/frequency data out of the ΣΔFDM. Modulation information can be
introduced into the DDFS (Φ[n]) as well. As seen in Figure 29, the phase
detector takes a digital difference between the input and feedback bit-streams
and feeds it to the all-digital loop filter. Once lock is obtained, theoretical noise
shaping response of the feedback and the reference path gets subtracted, greatly
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Figure 12.30. Block diagram of an ADPLL utilizing a DCO.

reducing the spurious content at the DAC output. A simple first order low-pass
filter can also be used to reduce the images associated with the DAC.

ADPLLs Utilizing Digitally Controlled Oscillators (DCOs)

An alternative technique that has been utilized for ADPLLs is using a time
digitizer (time-to-digital converter) to feed into a digital loop filter, eventually
dithering the digital control node of a DCO, as shown in Figure 30. The DCO
can be based on LC tank [15] or digital delay line based ring oscillator [8].

Figure 12.31. Typical DCO architectures utilizing a) programmable LC tank circuit b) pro-
grammable delay line via unit delay cells.
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Two commonly used DCOs are shown in Figure 31. In the LC-tank case,
the bank of unit capacitors can be dithered by the high speed control signal
being generated by the digital loop filter. This effectively tunes the oscillation
frequency of the LC tank. In the ring-oscillator DCO option, the unit delay ele-
ments can have adjustable drive strengths, increasing or decreasing the overall
speed of the DCO.
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Chapter 13

RFIC DESIGN FOR FIRST-PASS SILICON
SUCCESS

James Wilson and Mohammed Ismail

1. Introduction
The cost of each design cycle increases as the fabrication process technology

advances. As such, new techniques are required to minimize the number of spins
required before a chip meets all of its specifications. This chapter presents
the motivation behind and requirements for what is termed “first pass silicon
success” in the context of designing complex RF integrated transcivers for
wireless applications. Design techniques leading to first pass success and taking
advantage of the increased integration of digital, analog and RF are presented
that address these issues.

The radio transceiver of tomorrow will be very complex, as it will have to
meet increased demands of wideband operation at much higher data rates. In
4G wireless systems, convergence of cellular and WLAN traffic for VoIP will
require the radio to operate in multiple RF bands and with different modulation
schemes ranging from QPSK to 64- and 256-QAM OFDM. Current and future
trends call for the highest levels of integration to achieve low cost and low
power for handheld wireless devices. While CMOS technology scaling and
innovations in platform based systems and Network-on-Chip (SOC and NOC)
have resulted in great strides within the digital part (digital baseband/MAC), the
radio part of a wireless solution remains a major bottleneck. In today’s radio
design environment, a fully integrated CMOS radio requires several silicon
spins before it meets all product specifications and often with relatively low
yields. This results in significant increase in NRE cost, especially that mask set
costs increase exponentially as feature size scales down. Furthermore, this could
lead to missing important market windows, particularly with the decreasing life
cycles of semiconductor products.
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M. Ismail and D. Rodrı́guez de Llera González (eds.), Radio Design in Nanometer Technologies, 287–314.
C© 2006 Springer.



288 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Integrated RF systems lack arbitrary composability, i.e. they cannot be com-
posed from their sub-systems as easily as their digital counterparts. RF per-
formance is highly susceptible to random variations in process and operating
conditions. Such variations do not scale with the process. Worst-case corner
simulations often lead to over-design and increased power consumption. RF
models, package models and design kits are based on certain assumptions that
severely limit design space exploration. All these factors prohibit first-time-
right silicon.

1.1 What is First Pass Silicon?
First pass silicon success means four criteria have been met:

1 Only one tapeout has been performed

2 All the blocks in the design meet their block level goals

3 The overall system specifications are met

4 The yield of the chip is at an acceptable level

Obviously for a chip to be first time right there can be only one tapeout. If
it works on the second tapeout, then it is not first time silicon success! A chip
cannot be considered a success if any of the blocks are not meeting their goals,
or if any of the system specifications are not being met. The latter is the one that
can be the toughest to meet. Chip yield is very hard to estimate for analog and
RF blocks, and is usually much lower than digital yield. This will be discussed
more in section 1.3.0.

1.2 Is Having Only One Silicon Spin Important?
So the question can be asked “Is having only one silicon spin important

enough to worry about when there are so many other issues to worry about?”
The answer is undeniably YES! There are three reasons that first pass silicon is
important: NRE costs, mask set costs, and time to market.

NRE stands for non-recurring engineering. They are the costs associated with
designing the chip such as paying the design team’s salaries, design software
licenses, and overhead for the project duration. Consider the typical design
cycle shown in figure 13.1.

A design starts out with the system specification followed by block specifi-
cations. Once the block specifications are firm the block design start, followed
by layout. There can be several loops between design and layout to account
for parasitic extraction. After the layout is set, the chip is sent to fabrication.
When it returns, the chip is tested to see if it meets the original specifications.
If it does not meet the specs, or the specs didn’t quite work well enough to pass
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Specifications
2-4 Weeks

Design
3-6 Months

Layout
2-4 Months

Fabrication
8 weeks

Test
1-3 Months

Figure 13.1. A typical design cycle can take from 6 to 9 months.

qualification, the cycle starts all over again. The first time through the design
cycle can take between 6 and 9 months to complete.

The cost for a design cycle is not limited to NRE. The mask set costs are
increasing exponentially for every each new process generation. Figure 13.2
plots the mask cost versus process generation. It shows that a mask set for the
90nm process costs around $900,000 currently. When moving to 65nm, the
cost rises to nearly $3,000,000.

To calculate the costs of a design cycle, assume that the design team is 10
people. It takes 9 months to complete the design cycle, which is over $500,000
in NRE. At 0.18μm the cost of a mask set is $250,000. This puts the cost of a
single spin at $750,000. Additional spins usually take less time and cost less,
but can still cost more that $400,000. But there are other problems caused by
having to respin the design.

Even if the dollar cost of extra respins can be tolerated, the company might
not be able to tolerate the extra time. If the error that caused the respin is small
and can be fixed in 1 month, it still takes 8 weeks to fabricate the new chip.
This new chip will then have to be tested again, which is another month that
the deadline slips. So in the best case, a respin costs about 4 extra months.
These 4 months are time that the product is not on the market, and time that the
engineers are not working on the next product.
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Figure 13.2. The price of mask sets are increasing exponentially with every new process gen-
eration[1].

1.3 Why Do Chips Fail?
The causes for failure can be generalized into 5 categories:

1 Complexity

2 Errors in the system level

3 Errors in the block level

4 SoC/Integration issues

5 Yield

Many of these categories overlap with one another. Complexity is an un-
avoidable byproduct of integration. As system specifications become stricter,
the requirements on the system level and block level become stricter.

Complexity

As an example of a complex chip, consider the chip[2] shown in Figure 13.3.
This is an 802.11a/b/g WLAN radio transceiver. The chip contains 2 LNAs, 2
PLLs, 7 mixers, 2 I/Q basebands, 2 PAs, a bandgap and a crystal oscillator.
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Figure 13.3. An 802.11a/b/g WLAN radio transceiver.
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While complexity in and of itself does not cause chip failure, it can directly
lead to chip failure. Assume that each block has a percentage chance to not
work through some sort of error, be it in block design, block specifications, or
integration issues. As chips become more complex, they include more blocks.
The more blocks in a chip, the higher the odds that at least one of those blocks
will not work correctly. This leads to the next cause for failure: errors at the
system level.

Errors at the System Level

Once the system level specifications are stable, the block level specifications
are derived. Thus if there are problems in the system level, even if the blocks
meet all of their performance metrics, the chip can still end up as a failure. As
an example, consider PLL phase noise. If the system level does not account
for all the causes of phase noise in the complete transmit and receive chain, the
PLL phase noise may end up being specified too loose. This can happen if the
AM-PM noise of the PA is not taken into account, or the phase noise introduced
in the digital demodulation is not handled properly. Another example of a
system error is the AGC settling time. If the AGC algorithm requires 3 steps
to properly set the gain, but the system specifies the group delay too high to
allow 3 gain steps before data reception begins, then this is a system problem.
A third example the crystal drift specifications. If the crystal oscillator drifts
in a manner that is not accounted for, for example because it is a AT cut rather
than a BT but, then this can lead to a much higher bit error rate than expected,
even though all of the blocks are working properly.

Errors at the Block Level

There are too many ways that block design can cause failure to be able to list
them all. Instead a few of the most common errors are presented here. The four
most common errors in the block design are: changes in the process, parasitic
elements, bad models, or incorrect simulation test benches.

While changes in the process, i.e. a process shift, cannot be seen in advance
by the block designer, they are listed here because they cause the block to fail.
The designer needs to ensure that the design will work across a wide range of
process variations to ensure a robust design.

Parasitic elements are accounted for in a proper design flow. This is usually
done through the use of parasitic extraction. But this is not the panacea of
proper design that many believe it to be. Consider the layout of a RF device.
This RF device has a corresponding model that was derived from a series of
measurements of a test structure of that RF device. This layout is generated from
an automated layout generator that most design kits support. This layout closely
matches the model. The problem is that the measurement already accounts for
some of the parasitic elements of the layout of that device, since the device that
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was measured has some parasitic elements already. For instance the capacitance
between the drain and source of each finger is in the measurement, as well as
the overlap capacitance between the gate and source. But when the device
is included in a block layout, there is more routing above and around the RF
device. Currently, parasitic extraction tools cannot distinguish between what
parasitic elements are already in the model, and what elements are not and need
to be included in the extraction. What this can lead to is over estimation of the
parasitic elements, because the parasitic elements are included in the extraction
explicitly, even though they are already accounted for in the model.

This leads to the next cause of block failures: bad models. There is nothing
that a designer can do about bad models. The accuracy of the device models
needs to be verified before the block design begins. The most reliable way
to accomplish this is to fabricate a test chip and measure each of the devices
being used. This way the test chip can be tailored to be sure that the devices are
measured in the same way that the devices are used in the actual chip. However,
if a design can be made robust enough, the bad models can be overcome.

The last example here is incorrect test benches. This is something that
experienced designers usually don’t have a problem with, but new designers
do. The most common error in a test bench is incompletion. This means that
not everything that should be included is included. A proper test bench accounts
for the input loading, the output loading, parasitic elements on the supplies and
ground networks, bond wires from the package, and coupling between aggressor
and victim nodes. The problem is that once all of these affects are included, the
test bench is very large and takes a long time to run, and in some cases, wont
even converge. The designer needs to use his or her experience to know what
effects will dominate the performance, and include those in the test bench.

Errors in block design can have a large impact on the testability of a chip.
For instance, if the PLL does not lock, then the receiver performance cannot be
measured because the mixers cannot down-covert the signal.

SoC/Integration Issues

When the RFIC is integrated into a system-on-chip (SoC), new methods of
introducing errors are found. Noise, cross talk, and verifying large digital and
analog circuitry together are just a couple of the issues that SoC designs need
to overcome. In addition, as the level of integration increases, the ability to test
a chip becomes more difficult. This is because fewer signals are being brought
out of the chip, and so fewer signals are able to be observed. Special test modes
need to be implemented to allow for testing of blocks in-situ. More about SoC
integration will be discussed in section 2.
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Figure 13.4. Texas Instruments Bluetooth transceiver [3].

Yield

In a SoC design, the digital circuitry can occupy much more silicon area than
analog circuitry. Digital circuits usually have a yield above 99%, while RF and
analog yield is much lower. This is not as critical of an issue for a two chip
design, but for a SoC it can cause a chip from going from a high margin product
to a loss leader.

Consider the chip shown in figure 13.4 [3]. The digital circuitry occupies
about 75% of the chip, while the analog is about 25%. Assume that the digital
yield is 99% and the analog yield is 75%. If this were a two chip solution, then
the yield of the digital chip would be 99% and the analog chip would be 75%,
and the total amount of silicon lost to yield would be about 7%. But this is a
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SoC, so the chip yield can be approximated as the lower of the analog yield and
the digital yield, which means that 25% of the silicon is lost to yield problems.
There is a big difference in the profitability of a product between a yield of 93%
and a yield of 75%.

2. SoC Integration
This section will discuss some of the issues related to SoC integration. First

the issues with RF block level integration will be discussed, followed by general
integration issues. Then SoC specific issues are presented, followed by a short
discussion of tapeout problems.

2.1 RF Block Integration
When integrating RF blocks, you have all the issues of analog integration,

with the introduction of several new problems. One of the biggest problems
with RF blocks is that the load that the block drives change during the design
process. For example, an LNA drives a mixer. The mixer input impedance
will change several times while the mixer is being designed. This is because
the mixer input stage is being resized to meet the mixer requirements. But the
LNA cannot wait for the mixer to be finished before starting design, so the LNA
has to make an assumption about the mixer input impedance to begin the LNA
design. At several times during the design the LNA designer will receive an
update from the mixer designer as to the mixer input impedance, and adjust
the test bench to account for the change. Then when the mixer is finished, the
LNA must re-simulate everything to account for the mixer input impedance.
It is important to simulate with the actual mixer, and not a lumped equivalent
circuit for the final simulations. The lumped equivalent circuit is only valid for
the frequency that the values were extracted at. So to see effects such as out of
band performance, the actual mixer needs to be included to present a correct
load at these far away frequencies.

Not only does the load change during the design, but the top level intercon-
nects form a part of the load tank. These interconnects must be included in
the simulation to produce accurate simulations. Usually a 3D field solver is
used to model these interconnects between blocks. As an example, consider
the routing between the 2.4GHz LNA and the RF mixers for the transceiver
shown in figure 13.3. A close-up of the interconnect is shown in figure 13.5.

The interconnect is routed as two single paths of 5μm width, with 5μm sep-
aration. With a routing of this length, there should be a significant inductance,
and because they are routed with 5μm separation there should also be large
coupling, both inductive and capacitive, between them. Analyzing the inter-
connect in Asitic gives an inductance of 0.911nH, a resistance of 3.11Ω, and a
coupling coefficient of 0.69.
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Figure 13.5. The routing between the LNA and mixer form part of the LNA resonant tank

Notice that the horizontal routing of 130μm is included in the interconnect
model? This is because it was is not included in the Asitic model of the LNA
load. Even though it is only just over 100μm in length, it changes the inductance
of the interconnect from 0.7 to 0.9nH.

Another interconnect effect that must be accounted for is the mutual inductive
coupling between the routing and the load tank. Looking at the top inductor of
the LNA, the interconnect looks like an additional quarter turn of the top load
inductor, but not the lower load inductor. This will introduce some imbalance
between the positive and negative paths of the differential LNA.

The 0.9nH inductance from the interconnect has a large affect on the per-
formance of the LNA. The load inductors are provide 4.5nH of inductance at
2.4GHz, which compared to the 0.9nH of the interconnect, shows that the in-
terconnect forms a significant part of the load tank. Without this interconnect
model, the resonant frequency of the LNA would have shifted down by approx-
imately 220MHz. Depending on the quality factor of the LNA, this could have
dropped the gain by 5-10dB at 2.4GHz. In addition to this loss of gain, due to
the difficulties of measuring far out of band signals in an integrated receiver, it
would be very hard to find the actual frequency of resonance when testing the
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receiver in the lab. Without knowing the actual resonant peak, it becomes very
difficult to estimate and there for hunt down the parasitic elements that shifted
the load.

2.2 General Integration Issues
One of the biggest problems with high levels of integration is noise coupling.

One of the ways to mitigate noise coupling is to filter the bias network inside
each of the blocks. In addition to filtering the bias network, current mirrors can
be filtered also. However, this is not always possible, since a large filter on the
bias network will cause the block to startup and shutdown slowly. One way to
avoid this problem is to use a dual time constant filter, where at startup a small
time constant is used to provide fast startup, and a large time constant is used
during active operation to provide better noise isolation. Another approach to
mitigate noise coupling through the bias network is to use multiple bandgaps
or voltage regulators, giving each noisy block its own separate bias network.

To minimize supply coupling, each major section of the chip has its own
power supply domain. The power supplies on a typical RFIC are split between
receiver and transmitter, RF and baseband, PLL, input/output, and digital. This
gives 7 different supply domains:

Receiver RF supply (RXRF)

Receiver BB supply (RXBB)

Transmitter RF supply (TXRF)

Transmitter BB supply (TXBB)

Each PLL with its own supply domain (LO1, LO2, etc)

Input/Output supply (IO)

Digital supply (DIG)

An example of a good RF package is the quad-flat-no-lead package[4], shown
in figure 13.6. It has an open die paddle, which allows for down-bonding of
the grounds. This allows for as many grounds as can be fit in the pad ring of
the chip. Using a large amount of ground bond wires minimizes the inductive
drop in the ground network, giving a more solid ground voltage.

After the chip top level is assembled, the extra space is filled in with a
capacitor filler cell. This filler cell serves two purposes: maximize the unit
capacitance per μm2, and maximize the metal density. Metal density issues are
discussed in section 2.4.

Several different approaches are available to get the largest unit capacitance
in a given area. The simplest approach, and also one of the most effective, is to
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Figure 13.6. Example of a QFN package [4].
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Figure 13.7. Unit cell that provides a large capacitance per μm2 and metal density fill.

use a cell that stacks a moscap, metal overlap capacitance, and then a mim cap
on top. An example is shown in figure 13.7. Using a 10μm by 10μm unit cell,
the capacitance density is around 7.9fF/μm2 on a 0.18μm process.
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Even though the quality factor of the this capacitor is not very high, the
structure still needs to be dampened to prevent ringing on the LRC network
formed from the supply lines and decoupling. To implement the dampening,
four 200Ω resistors in parallel are used to from a 50Ω resistor, which is put in
series with the decoupling capacitance.

This structure allows for very high on-chip capacitance (multi-nF totals),
but this may not be enough for very noisy circuits. Another solution is to use
low-voltage dropout regulators (LDOs) to provide a regulated supply voltage
to each independent block.

2.3 SoC Issues
There are two main issues that need to be addressed for a SoC: performance

issues and functional issues. The performance issues are noise and crosstalk,
specifically substrate isolation, package isolation and signal coupling, and per-
formance verification of large mixed-signal blocks. The functional issues are
mixed signal verification and pre-silicon functional validation.

Substrate Isolation

Substrate isolation is required because the substrate is shared between the
RF, analog and digital circuits. The RF blocks are sensitive to coupling noise
down to around 1μV, while analog blocks are sensitive to coupling noise down
to around 10μV. Digital noise is couples to both analog and RF blocks, while
analog noise couples to the RF.

To isolate the substrate, it is recommended to use a high resistivity substrate,
on the order of 10-50Ω-sq. The high resistivity substrate provides isolation
through physical separation. If a low resistivity substrate is used, then after
about 20μm, physical separation no longer provides any benefits [7]. The
high resistivity substrate also provides an excellent RF medium, as the high
resistivity minimizes eddy currents generated from inductors in the substrate.
This allows for high quality inductors to be fabricated on silicon. In addition,
it gives excellent block to block isolation.

However, a high resistivity substrate is a poor digital medium. The high
resistivity means that the substrate is near floating, so more substrate contacts
are required to ground the bulk, and this means a larger standard cell. Also, the
larger resistivity means that blocks are more sensitive to latch-up. This requires
that the digital cells have a larger separation, which grows the digital size.

Another technique which can be used to provide substrate isolation is to
separate the source from the bulk of the digital nmos transistor. This reduces
the switching noise injected into the substrate, as the substrate is now biased by
a quieter ground that the digital ground.

Yet another technique to provide substrate isolation is to specially design
the digital blocks. If the digital blocks are designed so that large amount of
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transistors do not all switch at the same time, the magnitude of the digital noise
can be minimized. This is accomplished through the use of delay elements on
the non-critical signals to distribute the clock switching time.

Mixed Signal Simulations

Simulation of large digital blocks with analog and RF is very time consuming.
There is a lack of existing tools that work across different levels of abstraction.
However, mixed signal simulations are required to verify block level interaction.
A mix of behavioral and transistor level circuits can be used to speed up the
simulation time. A high speed simulator can be used to speed up the simulation
time. These simulators allow the accuracy to be set for each block depending
on the targeted performance. The problem is that these simulators only work
in the time domain, performing transient analysis.

To verify functionality, a large number of test vectors need to be simulated.
Because of the time needed to check performance, these test vectors are not
used. A behavioral model is developed for the analog and RF blocks to verify
connectivity and model functionality. Then the chip-top simulations can be run
with modelsim or any fast digital simulator.

2.4 Tapeout
After all of the blocks have finished layout, and the top level has been inte-

grated together, it’s almost time for tapeout. But first several additional steps
are need: dummy blocking layers need to be added, p-implant blocking layers
need to be added, and the die seal needs to be added.

The fabrication company will not fabricate chips that do not meet minimum
metal density requirements. These rules are there to insure a uniform metalliza-
tion so that the fabrications steps can be completed with the greatest accuracy.
Usually these rules required minimum metal densities around 30%, depending
on the layer. But with an RF chip, a large portion of the design is taken up by
the inductors, which require no other metal near them to function properly. On
these chips it can be very difficult to meet the minimum metal density.

To meet the metal density requirements, either the fab or the customer will
need to run a dummification program to fill in the empty spaces with a dummy
pattern. The program runs by looking a small window, and checking the metal
density in this window. If this window does not have the minimum metal
density in it, the program will insert metal in a special pattern. Then it steps
over by a percentage of the window size, and repeats the operation. For digital
and non-critically matched circuits, this is not a problem and does not affect
the performance. But for matched circuits, the dummy pattern can create non-
matched conditions do to geometry dependent etching effects. For RF circuits,
the dummies can cause disturbances to the fields generated by the high frequency
operation.
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Figure 13.8. The dummy blocking layers are used to prevent dummy patterns from being added
to special areas.

To avoid these problems, special layers called dummy blocking layers are
used to mark areas where dummy metal should not be placed. Typically these
dummy blocking layers are placed over all active circuits, inductors, mim capac-
itors, precision resistors and matched elements. However, adding the blocking
layers to all of these circuits individually is very tedious, and can result in
missed blocks. An easier way to accomplish this is to block off larger sections
at a time. The drawback from this approach is that if too much of the chip is
blocked off, it may be impossible to get the required metal density. Figure 13.8
shows the dummy mask for WLAN chip presented earlier in this chapter.

Similar to dummy blocking layers, a later called a p-implant blocking layer
can be added to certain processes. This layer will prevent the native p-substrate
from being doped to a low-resistivity substrate. The result is that areas un-
derneath the p-implant blocking layer will be high resistivity. The problem
with this is that this high resistivity substrate cannot be used to make active
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Figure 13.9. The p-implant blocking layer is used to create high resistivity substrate regions.

devices, as no channel will form. This requires special care when placing this
layer. Usually this layer is only used for certain RF applications, such as under
inductors, RF mim capacitors and RF signal routings. Figure 13.9 shows the
p-implant blocking layer used for the WLAN chip.

The die seal is used to prevent the substrate from cracking during the sawing
of the dice. It is composed of each metal layer, one stacked on top of the other,
with vias included. Special rules are used on this layout, different from the
normal layout rules. A standard die seal is not used in RF design. This is
because after spending so much time and effort to minimize noise coupling in
the chip, a ring of metal looping around the entire perimeter would couple noise
from all parts the chip around to the other parts, in effect looking like a big noise
antenna. So a special die seal called a staggered die seal is employed. This die
seal is actually two die seals, with breaks overlapping in each seal, similar the
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Figure 13.10. The die seal used is a staggered die seal, designed to minimize the noise coupling
in the chip.

way that bricks overlap in a brick wall. Figure 13.9 shows the principle behind
the staggered die seal.

Once all of the extra layers are added, the die seal is put in place, and the
chip ID has been added, the entire chip is put through a final DRC check. Once
it is DRC clean, it is sent to the fab. For full mask tapeouts, usually the project
lead is sent to the fab to oversee the mask creation and perform mask signoff.

As shown in figure 13.2 the cost of a mask set is very expensive. What is
actually being bought are the set of glass masks that are used by the fab to
generate the patterns on the wafers. There are several steps between sending
the data to the fab and the actual start of wafer production.
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Figure 13.11. The reticle is used to provide the stepper with an image large enough to allow
for accurate steps.

Once the fab receives the data from the customer, usually in gds2 format, the
fab runs its own DRC check. After they have verified that it is DRC clean, the
reticle layout starts. The reticle is the layout of a series of chips next to each
other to give the stepper an image large enough to use. Figure 13.11 shows a
sample reticle. The reticle can be used to produce more than one version of a
chip in a single full mask tapeout. For instance, if there are 6 different versions
of a chip, and 2 test chips, then 50% of the reticle could be allocated to the main
chip, 40% split between the 5 other high risk versions, and two spots saved for
the test chips. The drawback of this approach is that the main version starts at
a yield of 50%.

Between the dice on the reticle, the fab will place test structures to monitor
the process. Next the fab can place the dummy patterns if the customer did not
already place them. At this point the fab will run a DRC check on the whole
reticle. Once the reticle passes this DRC check, it is ready to be sent to the
photomask house. The photomask house will convert the data to the format
that they use, usually mebes. They will run the data through their programs
and produce the final mask patterns. At this point, the project lead is required
to inspect the masks. The checklist that needs to be passed is very long, but the
key points that are checked are:
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Check that every layer is mapped correctly, and that the tone is the correct
phase

Check that the dummy patterns are placed correctly, and on the correct layer

Check that every layer is included

Each die in the reticle needs to be checked, since each die used a different
database

This can take from several hours to several days to check by hand, depending
on the number of individual designs being produced. Once the lead designer
is satisfied with the masks, the mask signoff form is signed and the data is sent
down to the photomask fab to being creation of the masks.

After the wafers are completed, they are usually sent to a packaging house.
The packaging house will cut the individual dice out, package them and then
ship them on to the customer.

3. Self Awareness
3.1 What is Self Awareness?

Before any discussions of self awareness begin, first the question “What
is self awareness” needs to be answered. Webster defines of self awareness
as: “An awareness of one’s own personality or individuality.” Great, but how
does this relate to an RFIC? Self awareness can be interpreted in two different
situations for an RFIC:

1 System level self awareness

2 Block level self awareness

System level self awareness will be discusses in section 6. That leaves block
level self awareness. So what does it mean that a block is self aware? This
means that the block knows how well it is performing. This requires that the
block is able to quantify its performance. To do this, the block needs to be
able to measure its input and output characteristic. Figure 13.12 shows the idea
behind a block being self aware.

This leads to two more questions:

What parameters need to be measured?

How does the block measure these parameters?

The answer to the first question is rather obtusely: “It depends on the block.”
For example, an LNA needs to measure the gain, linearity, noise and input



306 RADIO DESIGN IN NANOMETER TECHNOLOGIES

Figure 13.12. Being self aware means that the block knows how well it is performing, by

Table 13.1.

Block Gain Linearity Noise Input I/Q DC Filter Phase Output
Match Offset Corner Noise Power

LNA Yes Yes Yes Yes No No No No No
Mixer Yes Yes Yes No Yes No No No No

Baseband Yes Yes Yes No Yes Yes Yes No No
PLL No No No No Yes No No Yes Yes
PA No Yes Yes No No No No No Yes

match. It doesn’t care about I/Q imbalance or DC offset. Table 13.12 lists
some of the more common blocks and the measurements that are needed.

The second questions answer is again “It depends on the block.” For blocks
line the LNA, mixer and PA, the gain and linearity are most easily measured at
the input and output of the block using an RF detector. For the baseband, the
parameters are most easily measured in the digital demodulator. For the PLL,
the output power can be measured with the RF detector, while the phase noise
can be measured in the digital baseband or using a special phase noise circuit.

3.2 Measuring the Gain
An example of a small RF detector is given in [5]. Figure 13.13 shows the

schematic of the detector. When the input amplitude is low, the device is in the
active region, and the output voltage is described by the drain current equation.
When the input is large, the device is nonlinear. Id becomes larger than Ibias,
and C2 is discharged.

The benefit of this device is that it is very low power ( 2μA), minimally
loads the circuit ( 10kΩ), and has a flat frequency response. When it is used

measuring its input and output.

Parameters to be measured for self awareness.
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Figure 13.13. Schematic of an RF detector.
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Figure 13.14. The RF detector can be calibrated against the PA to get accurate amplitude
measurements.

to measure the gain of a block, the absolute accuracy of the detector is not
important, so the device gives good measurements for gain. This isn’t to say
that the detector cannot be used to measure an absolute value, it just needs to be
calibrated first. This can be done by measuring the power of a known source,
such as the PA output. Figure 13.14 shows a configurations where one RF
detector is calibrated first against the PA, then used to measure the input and
output power of a DUT.
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Figure 13.15. To measure the compression point of the DUT, sweep the output power of the
PA.

3.3 Measuring the Linearity
The linearity can be measured in a similar fashion as the gain. Instead of

applying a fixed input power to the DUT, the PA is used to provide a swept
power. Then the gain is measured and the compression point can be extracted.
This is possible because the PA usually outputs much more power than the
compression point of the receiver. In figure 13.15 the PA output power is swept
from -30dBV to 0dBV, and the gain of the DUT is measured at each power step.

3.4 Baseband Measurements
The baseband parameters can be measured with the help of the digital base-

band, which directly follows the stage. In the standard configuration shown
in figure 13.16a, the I and Q imbalances can be measured. Using both ADC’s
the performance of an individual baseband can be measured, as shown in fig-
ure 13.16b. For instance the frequency response of the I BB is measured by
using direct digital synthesis to generate a swept frequency through the I DAC,
and the input and output of the I BB are then measured by the I ADC and Q
ADC.

4. Self Calibration
Now that the blocks are self aware, they each have a mechanism to track

their own performance. In order to implement calibration, the cause of the
impairments needs to be identified. Once they are identified, circuit techniques
can be used to turn the performance of the block. This completes the calibration
loop as shown in figure 13.17.
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Figure 13.16a. To measure the IQ imbalance, use both receiver basebands.

I BB I ADC
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Figure 13.16b. To measure one baseband, use both ADCs and DDS from the transmitter.

The root cause of an error is usually common between similar blocks. For
example, missing gain in RF blocks with tuned tanks can be caused by parasitic
capacitance or inductance in those tanks. This means that different circuit
techniques do not necessarily need to be created to address the same issues in
different blocks. Continuing the example, to account for the parasitic elements
in the tuned tanks, allow for the tank elements to be tunable.
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Figure 13.17. Once the cause of the impairments are found, circuit techniques can be used to
close the calibration loop.

As an example, an LNA has extra capacitance added that shifts the resonant
frequency of the tank. Through self awareness, the LNA knows that the peak
of the gain curve has moved down by 100MHz. By tuning the load capacitance
and measuring the gain again, the LNA is able to move the gain peak back to
the correct frequency. Figure 13.18 shows the LNA goal and the shifted gain.

Being self aware and implementing tuning of the block performance gives
bestows several important benefits. First, blocks no longer need to be over-
designed to compensate for corner variations. Continuing on with the LNA
example, consider the case of the slow-slow corner. To account for the lower
gm in this corner, usually the gain in the typical corner is set well above the
required specification. This means that 90% of the time the LNA consumes
25% more power than necessary just in case the process shifts to the slow-slow
corner. Now the LNA can increase the gain when the self awareness shows
that is below the specification. Conversely, during the fast-fast corner lots, the
power consumption can be reduced by lowering the gain.

Another benefit from being self aware and having self calibration is that
blocks can be locally optimized based upon global parameters. If the system is
operating well above the error floor, in between the noise threshold and power
saturation, the power consumption in the blocks can be relaxed at the cost
of noise and linearity degradation. This can drastically reduce active power
consumption.

A third benefit is that multi-standard operation can be gained from a uniform
architecture. By extending the length that blocks can locally tune, they can be
pushed out to cover multiple standards. So if the LNA, mixer and PLL tuning
range can be extended to cover 1.8GHz to 2.4GHz, the blocks can cover GSM
and WLAN.
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Figure 13.18. Through self awareness, the LNA knows that the gain has shifted down by
100MHz, and can retune its tanks to move it back.
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5. Self Configuration
Now that the block is self aware and can self configure, it can be designed

to self configure. This means that the system can adjust the goals of the self
calibration routines to change how the block is configured.

Continuing on the with the LNA example, consider this case: for the last
several RX time slots, the signal has been strong and the SNR well above
what is needed for the demodulator. The system tells the LNA to use channel
11, have a gain of 10dB and minimize the power consumption. During the
TX-RX turnaround, the LNA adjusts the load to maximize the performance at
channel 11, then reduces the power consumption down to the minimum that
still produces 10dB of gain.

This feature will allow a block to adapt itself to a different set of requirements,
such as different RF bands, different channel bandwidths, different data rates,
etc. It is a direct extension of the self calibration that was built up before.

6. Leveraging Self Configuration for System Parameters
Usually the most important system parameter is bit error rate (BER). The

sensitivity is defined as the minimum input power that the receiver still meets the
required BER. The BER must stay below the threshold in cases where blockers
are present. The maximum input power is referenced to the BER in a similar
manner.

To determine the sensitivity and maximum input power, link budgets are
used. They are good at determining these points, but are poor for determining
the error floor. These points are shown in figure 13.19.

The BER floor is better calculated through residual BER[6]. residual BER is
a combination of phase noise from all the sources as well as amplifier distortion.
This error floor is the region that the wireless system will operate most of the
time, yet most of the design time is spent meeting the parameters for threshold
and overload. If the system is operating between the threshold and overload
regions, then it reasonable to assume that the BER is below the requirement
for the standard. Now the system can ask the power hungry blocks to lower
their power consumption at the cost of performance. This will raise the BER
up close to the maximum allowable BER, while saving power.

The complete system incorporating system optimization through self con-
figuration is shown in figure 13.20.

Two approaches can be taken to arrive at what block parameters can be
changed to maximize a system parameter

1 System level analysis

2 An algorithmic approach
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In the system level analysis approach, the performance is derived from an
analytic analysis of the system blocks and modulation used. This derivation
must be done for each modulation type being used, as the block non-idealities
affect the BER different for each modulation type. This approach provides
insight into the most critical parameters, but can be time consuming for a multi-
standard SoC.

In the algorithmic approach, optimization routines are implemented in the
optimization engine. These routines use existing optimization algorithms such
as LMS, simulated annealing, genetic evolution, etc, to predict what the opti-
mum parameters are. This can be performed without knowing the modulations
used in advance, however it does not provide any insight into the most critical
parameters.

7. Conclusion
This chapter has covered a broad range of topics. Initially first pas silicon

success was presented, and the motivation behind it discussed. Next integration
issues that cause block failure in a SoC were presented. Finally, a method to
provide self calibration and configuration to any block in a SoC was presented.
This method provides a roadmap to not only achieving first pass silicon success,
but also optimizing the performance of the radio.
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Lange coupler, 203
Laptops, 36
Lattice-type LC-balun, 201
LC resonator protection circuit, 181
Least significant bits (LSBs), 269
LeoCore, 96
Link budget, 312
Link quality, 248
LMS, 314
LNA, 29, 36, 41, 49, 53, 162, 177, 187, 217, 290
LO, 16
Local area networking (LAN), 242
Local oscillator (LO), 247
Local oscillator, 38
Lock time, 256
Long Term Evolution or UTRAN-LTE, 101
Loop bandwidth, 256, 258
Loop stability, 260
Low IF, 37, 43
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Low-frequency noise, 107
Low-IF, 25
Low-IF, 105
Low-IF Receive, xiii, 107
Low-noise amplifier, 36
LRC network, 299
LTCC material, 204
Lumped π-model, 218
Lumped inductor π-model, 224, 229
LUT, xvii, 276
MAC, 287
MASH, 278
Mask set, 287
Matching network, 194, 196, 200, 204
Matlab, 222, 231
Microprocessor clock generator, 280
Microstrip, 203
Microwave monolithic integrated circuit designs

(MMIC), 202
MILLIMETER-WAVE, 193
MIM, 246
MIM capacitor, 186
Mixer, 38, 43, 168, 217
Mm-wave transceivers, 193
Mobile PC, 242
Mobile phones, 35
Mobile terminal, 242
Mobile terminals, 101
Mobility, 85
Modem, 12
MODEM, 258
Modified Wheeler, 220
Modulation index, 282
Molded plastic package, 233
Monolithic inductor, 218
Monolithic integrated circuits, 193
Moore’s law, 11, 59
MOS, 246
Most significant bits (MSBs), 269
Multi-band, 102, 241, 247, 255
Multi-channel, 255
Multi-mode, 9
Multi-mode system, 87, 94
Multi-path, 255
Multi-path propagation, 84
Multi-radio frequency spectrum, 243
Multi-standard, 101–102, 108, 145, 255
Multipath problem, 41
Naked die, 233
Nanometer processes, 119
Nanometer Technology, 244
Narrowband I/Os, 175
Networks on Chip (NOC), 73
NMT, 26
Noise coupling, 246
Noise factor, 42, 151, 217
Noise figure, 148, 250

Noise shaping ΣΔ modulators, 277
Nonlinearity, 41
NRE cost, 66, 287
Nyquist criterion, 42
Nyquist rate, 48
Odd-mode excitation, 225
OFDM, 88, 255, 287
Off-the-shelf, 103
Ohmic losses, 222
On-chip inductors, 181
On-chip inductors, 217
On-chip mixed-signal, 193
On-resistance, 269
One-sided

bottom diode cancellation circuit, 186
top diode cancellation circuit, 186

Optimum impedance, 194
Oscillator, 233
Oscillator core, 270
Oscillators, 217
OSR, 50, 112
Ossie, 36
OTA, 47
Out-of-band, 255
Out-of-band blockers, 156
Out-of-band emissions, 243
Out-of-channel, 255
Over-design, 242
Over-sampling, 247
Oversampling ratio, 50
Oxide breakdown, 197
P-implant blocking layer, 301
PA, 28, 36, 290
Parasitic capacitance, 217
Parasitic load, 175
Passivation layer, 233
PCB, 12, 243
PDA, 145
PDA’, 36
Permeability, 222
Phase detector, 281
Phase fluctuation, 250
Phase noise, 151, 236
Phase noise, 248
Phase noise, 250, 252, 260, 270
Phase-locked loops (PLLs), 241
Phased array radar transceivers, 194
Pipelined ADC, 46–47, 109
PLL, 27, 246, 255, 260, 267, 275, 290
PLL phase noise, 292
PLLs, 243
PM noise, 249
Power added efficiency (PAE), 196
Power added efficiency PAE, 194
Power amplifier, 36, 194, 196, 211
POWER AMPLIFIERS, 193
Power consumption, 44–45, 47
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Power dissipation, 109
Processing latency, 86
Programmability, 101, 107, 109
Programmable, 41
Programmable baseband processor, 83
Programmable filters, 41
Proximity effect, 223
Proximity effects, 218
PSD, 248
Pseudo-Data-Weighted-Averaging (P-DWA), 114
Push-pull circuit configuration, 200
Push-pull power amplifier, 209
QAM, 252
QFN package, xviii, 298
QPSK, 252–253, 287
Quadrature, 38
Quadrature mixers, 37
Quadrature techniques, 38
Quality factor, 195, 207

Q, 217
Quality-of-Service, 6
Quantization noise, 42, 44, 275
Quarter wavelength transmission lines, 203
QVCO, 236
Radio receiver, 40
RAM, 63
Read-channel applications, 280
Receiver Budget, ix, 160
Receiver saturation, 243
Reciprocal mixing, 252
Reconfigurability, 101
Reconfigurable, 102
Reconfigurable ADC, 112
Reconfigurable SC Modified Cascaded ΣΔ ADC,

xiii, 115
RF choke, 195, 200
RF detector, 306
RF digitization, 107
RF filter, 168
RF front-end, 49, 52–53, 163
RF sampling, 50
RF-driven cascoding, 197
RF-enhanced processes, 195
RF-filter, 38
RFCMOS, 23
RFIC, 103, 181, 293
Ring-oscillator, 281
ROM, 63, 274
Sample and hold, 47
Sampler, 38
Sampling, 48
Sampling downconversion, 50, 53
Sampling frequency, 104
Sampling mixers, 53
Sampling receivers, 48
SC circuits, 113
SDR, 35–36, 38, 48, 51, 53

Sea of DSP (SOD), 68
Second Order Non-Linearity, 155
Segmented DAC, 268
Selectivity, 252
Self Awareness, x, 305
Self calibration, x, 308
Self configuration, x, 312
Self mixing, 252
Self resonance frequency, 227
Self-mixing, 157
Self-resonance frequency, 194, 217, 219, 233, 235
Self-shielded structure, 211
Sensitivity, 252
Sensor applications, 193
Set-top box, 36
Settling error, 47
Settling time, 47
SFDR, 19
Shannon, 4, 59
Sheet resistance, 208
SIA roadmap, 63
Sideband energy, 249
SiGe, 111, 177, 194, 202
Sigma-delta (ΣΔ) modulation, 107
Signal integrity, 241
Signal isolation, 243
Signal to noise+distortion ratio (SNDR), 114
Silicon spin, 287
SIMD, 66
Simulated annealing, 314
Single sided mounting, 13
SIP, 15
Size, 109
Skin effect, 208, 218, 223
Skin-effect, 222
Slab inductor, 206
Slewing time, 47
SNR, 50, 312
SOC, viii, 14, 61, 63, 65, 67, 69, 71, 73, 75, 77, 79
Soft handover, 91
Software Defined Radio (SDR), 102, 156
Software defined radio, 35, 53
Software defined radios, vii, 9
Software Radio, 103
Software-defined radio (SDR), 101
SONNET, 208
Spectral emission, 247
Spectre, 209
SpectreRF, 218
Spectrum agility, 9
Spice, 218
Spiral inductor, 229
Spiral inductors, 205, 218
Spreading code, 91
Spurious-free dynamic range (SFDR), 275
Spurs, 247
SRAM, 69
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Standard silicon processes, 194
Stripeline, 203
Strong disturber, 40
Sub-carrier, 256
Sub-wavelength lithography, 245
Subsampling, 43, 48, 108
Substrate coupling, 241
Substrate diode, 176
Substrate resistance, 223
Substrate resistivity, 206
Successive-approximation (SAR), 269
Super heterodyne receiver, 23
Superheterodyne, 37
Superheterodyne, 105
Superheterodyne Receiver, xiii, 106
Surface-acoustic wave (SAW), 17
Switched capacitor filters, 48
Symbol error rate (SER), 253
Symbol rate, 93
Symmetrical inductor, 218
Symmetrical inductor, 229
System in a package (SiP), 243
System on a chip (SoC), 243
System validation, 243
System-on-chip (SOC), 194
TACT, 147
Tank circuit, 269
Technology file, 232
Technology scaling, 242
Texas Instruments Bluetooth transceiver, xviii, 294
Thermal noise, 41, 46
Thin film microstrip lines (TFMS), 204
Third order intermodulation, xiv
Third order non-linearities, 154
Third Order Non-Linearity, 154
Tikhonov probability distribution, 253
Time division duplex (TDD), 203
Time-to-market, 147
Timing offset, 85
TLP (transmission line pulse), 189
Transceiver Architecture Comparison Tool, 147
Transconductance, 46

Transformer, 202, 205–206
Triple band, 14
True Software RadioTM(TSR), 103
Tunable capacitor, 269
Tunable RF filters, 48
Tunable RF-filters, 53
Turn-to-turn capacitance, 228
Turn-to-turn capacitances, 227
Typical, 83
Unity gain frequency, 260
Up-conversion, xi, 26
Up-convert, 247
UWB, 177
Varactor, 251
VCO, 30, 244, 251–252, 260, 267, 270, 277
VGA, 162
Video communications, 280
VLIW, 65
VLSI, 59
Voltage clamping, 175
Voltage controlled oscillator (VCO), 281
Voltage headroom shrinkage, 241
Wave-guide, 202
Waveguide, 203
WCDMA, 15, 93, 243
Wide area networks (WAN), 242
Wideband amplifiers, 177
Wideband Code Division Multiple Access

(WCDMA), 102
Wideband Phase Noise, 254
WiFi, 243
Wilkinson power combiner, 202
WiMAX, 101, 243
WLAN, 35–36, 50, 101, 185, 193, 202, 213, 242,

258
Yield, 287
Zero IF, 40
Zero-IF, xi, 24
Zero-IF, 105
Zero-IF, 167
Zero-IF Receiver, xiii, 106


