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Preface
Advances in Systems, Computing Sciences
and Software Engineering

This book includes the proceedings of the International Conference on Systems, Computing Sciences
and Software Engineering (SCSS’05). The proceedings are a set of rigorously reviewed world-class
manuscripts addressing and detailing state-of-the-art research projects in the areas of computer science,
software engineering, computer engineering, systems sciences and engineering, information technology,
parallel and distributed computing and web-based programming.

SCSS’05 was part of the International Joint Conferences on Computer, Information, and Systems
Sciences, and Engineering (CISSE’05) (www.cisse2005.org), the World’s first Engineering/Computing
and Systems Research E-Conference.

CISSE’05 was the first high-caliber Research Conference in the world to be completely conducted online
in real-time via the internet. CISSE’05 received 255 research paper submissions and the final program
included 140 accepted papers, from more than 45 countries. The concept and format of CISSE’05
were very exciting and ground-breaking. The PowerPoint presentations, final paper manuscripts and
time schedule for live presentations over the web had been available for 3 weeks prior to the start of
the conference for all registrants, so they could choose the presentations they want to attend and think
about questions that they might want to ask. The live audio presentations were also recorded and were
part of the permanent CISSE archive, which also included all power point presentations and papers.

SCSS’05 provided a virtual forum for presentation and discussion of the state-of the-art research on
Systems, Computing Sciences and Software Engineering. The virtual conference was conducted through
the Internet using web-conferencing tools, made available by the conference. Authors presented their
PowerPoint, audio or video presentations using web-conferencing tools without the need for travel. The
Conference sessions were broadcasted to all the conference participants, where session participants were able
to interact with the presenter during the presentation and (or) during the Q&A slot that followed the presenta-
tion. This international conference was held entirely on-line. The accepted and presented papers were made
available after the conference both on a CD and as a book publication by Springer.

The SCSS conference audio room provided superb audio even over low speed internet connections,
the ability to display PowerPoint presentations, and cross-platform compatibility (the conferencing
software runs on Windows, Mac, and any other operating system that supports Java). In addition, the
conferencing system allowed for an unlimited number of participants, which in turn granted us the

Xiii



Xiv PREFACE

opportunity to allow all SCS2 participants to attend all presentations, as opposed to limiting the number
of available seats for each session.

This volume of the conference proceedings includes 66 papers that were presented in the conference.
The papers cover an interesting range of topics such as fuzzy algorithms, parallel computing, multimedia
applications, grid computing, distributed software programming, semantic web, web mining, semantic
web knowledge management, pervasive grids, non visual interfaces, character recognition, and self
evolving software.

We hope that you will find the selected papers interesting and covering the state-of-the-art advances in
the area of Systems, Computing Sciences and Software Engineering. We are looking forward to your
participation in CISSE’06 (www.cisse2006.0rg).

Editors

Prof. Tarek Sobh Prof. Khaled Elleithy

Vice Provost for Graduate Associate Dean, School of Engineering
Studies & Research Dept. of Computer Science

Dean, School of Engineering and Engineering

University of Bridgeport University of Bridgeport



An Elastic Display Method for Visualizing
and Navigating a Large Quantity of Alarms in a
Control Room of a Nuclear Power Plant

Sang Moon Suh, Gui Sook Jang, Geun Ok Park, Hee Yun Park, In Soo Koo
Korea Atomic Energy Research Institute
P.O. Box 105
Yusong, Taejon, Korea

Abstract-In a conventional control room of a Nuclear Power
Plant, a great number of tiled alarms are generated especially
under a plant upset condition. As its conventional control room
evolves into an advanced one, an annunciator-based tile display
for an alarm status is required to be removed and replaced by a
computer-based tile display. Where this happens, it becomes a
bothering task for plant operators to navigate and acknowledge
tiled alarm information, because it places an additional burden
on them. In this paper, a display method, Elastic Tile Display, was
proposed, which can be used to visualize and navigate effectively
a large quantity of tiled alarms. We expect the method to help
operators navigate alarms with a little cost of their attention
resources and acknowledge them in a timely manner.

1. INTRODUCTION

In the control room of an NPP(nuclear power plant), an
alarm system is one of the primary means which provides the
operating personnel with status information of the process
abnormalities and failures. According to [1], it should be
designed (a)to alert the operators to off-normal conditions
which require them to take actions, (b)to guide the operators,
to the extent possible, to the appropriate response, (c)to assist
the operators in determining and maintaining an awareness of
the state of the plant and its systems or functions, and (d)to
minimize distraction and unnecessary workload placed on the
operators by the alarm systems.

The alarm information is presented to the plant personnel in
a various ways of a display format. While the annunciator-
based tile display is a main format for the alarm information in
the conventional control room, a computer-based tile display,
message list display, and integration display are additional or
dominant formats in a hybrid control room or the advanced
one.

Annunciator-based Tile Display

Fig. 1 shows a typical type of the annunciator-based tile
display for the alarm information installed in the upper section
of the control panel. The annunciator-based alarm system is
usually found in the conventional or hybrid control room of an
NPP. This type of display presents alarms in a spatially
dedicated position. The spatially dedicated alarms are
continuously visible whether in an alarmed or cleared state.

The annunciator-based tile display has been generally found
to be superior to the other two types of displays during plant
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upset conditions of which a great number of alarms are
generated [2]. It allows the plant operating personnel a rapid
detection and pattern recognition, because the operator can
access alarm information in parallel via the display. Also it
does not put additional burden on the plant personnel caused
by secondary tasks like navigating numerous pages.

The disadvantage of using the spatially dedicated alarm is
that the operators usually have difficulties finding the alarm
contents because of its limited space for the alarm message.
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Fig. 1. Typical control panel with the annunciator-based alarm
display in the conventional control room.

Computer-based Message List Display

Fig. 2 shows an example of a computer-based message list
display for alarm information. In this type of display, alarms
are not presented in a spatially dedicated position as they are
usually presented according to some logic such as time or
priority. It often presents many different alarms via the same
display device in contrast with an annunciator-based tile
display where a given location presents only one alarm. A
scrolling display is required to acknowledge the hidden alarms.

The major advantage of the computer-based message list
display is the flexibility to present the many attributes of alarm
information[2]. It can provide the plant operators with more
descriptive alarm messages in contrast with a tile display. Also
it can provide them with the higher priority alarms prior to the
lower priority ones.

The disadvantages of the message list display are generally
from the limited viewing area on the VDUs. This type of

T. Sobh and K. Elleithy (eds.), Advances in Systems, Computing Sciences and Sofiware Engineering, 1-3.
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2 SUH ET AL.

display format is usually considered as creating difficulties of
acknowledging the hidden alarms for the plant operators
especially in high density alarm conditions. And operators
typically prefer to use SDCV (spatially dedicated and
continuously visible) displays in these conditions.

dew

da vy HE EEEE @

Fig. 2. An example of the computer-based message list display.

Computer-based Integration Display

Fig. 3 shows an example of a computer-based integration
display with a process mimic diagram for presenting alarm
information. In this type of display, the operators can access
alarm information and plant process variables simultaneously
without any additional VDUs dedicated to an alarm system.

Despite the operators preference for the computer-based
integration display that integrates alarm and process
information in a display, there are two problems associated
with the computer-based integration display for an alarm
system [3]. There are usually several hundreds of display
pages for the process information. In this type of display, the
operators have to navigate many pages to acknowledge newly
generated alarms. When he/she moves to the next page to
acknowledge new alarm, he/she should remember the alarms
he has already acknowledged.

Fig. 3. An example of a computer-based integration display.

Purpose of the Study

In contrast with the conventional type of a control room
shown in Fig. 1, the advanced control room is expected to be
some form of the one shown in Fig. 4. As shown in Fig. 4, it is
expected that the advanced control room consists of VDU-
based interfaces mainly, and the conventional annunciator-
based tile display will be removed and replaced by the
computer-based alarm display system.

But as discussed in the previous section, the conventional
annunciator-based tile display has several advantages of a
good human performance such as a rapid detection and pattern
recognition. So its predominant features should be
incorporated into the computer-based tile display in the
advanced control room.

Fig. 4. Typical type of advanced control room of a complex process plant.

This paper presents a new method to be used when the
annunciator-based tile display for alarm information is
implemented into the computer-based tile display. It was
motivated from the work that E. Kandogan and B.
Shneiderman had done [4].

The next section provides some requirements which are the
basis for the ETD(elastic tile display) we proposed in this
paper, followed by a brief description of the ETD. Next, the
further studies to verify its impact on a human performance by
an experiment will be described.

II.  REQUIREMENTS

When we incorporate the alarm information of the
annunciator-based tile display into the computer-based tile
display, we have to consider the key advantages of the
annunciator-based tile display on a human performance such
as a rapid detection and pattern recognition. To maximize
these advantages, the following requirements should be
established.

The method of a computer-based tile display method
should be assured so that only one display page
accommodates all the alarms to take advantage of a
pattern recognition.
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It is a very troublesome task for operators to navigate alarm
information on a VDU-based user interface to find out what's
really going on the plant. Management and navigation of the
displays can impose a significant additional burden on the
operator which are not related to the primary task of
monitoring and controlling the plant [2].

The navigating task of the display method should be done
with a small amount of attention to help the operators do
the primary task of monitoring and controlling the plant.

When we implement or design the computer-based tiled
alarm system, it should satisfy the guidelines or standards on
the density of alarm information. The following requirement
described in [5] should be satisfied to make a tile matrix.

The alarm tile display of the method should contain a
maximum of 50 alarms.

III. ELASTIC TILE DISPLAY

In the previous section, we established three key
requirements that the method of the computer-based tile
display should meet. Based on these requirements, the
computer-based alarm display method, ETD, was designed,
which can be used to visualize and navigate effectively lots of
tiled alarm information (see Fig. 5). It was motivated from the
work that E. Kandogan and B. Shneiderman had done [4].
They proposed a rapid window management method called
Elastic Windows.

The Elastic Windows is based on three principles:
hierarchical window organization, space-filling tiled layout,
and multi-window operations. The animating characteristics of
ETD are similar to Elastic Windows. But the purpose of an
application is quite different from each other. The way of
navigating the tiled alarm information is illustrated in Fig. 5.

IV. FURTHER WORKS

In this paper, we established the key requirements to
implement tiled alarm information onto the VDU-based user
interface. Based on these requirements, a display method, ETD,
was proposed. We expect that the ETD is better than the
independent overlapped tile display shown in Fig. 6. It is
constructed in a hierarchical manner which has several display
levels from a system to a component. It will be the base line
for a comparison experiment.

The experiment will be set to validate the following
hypotheses.

Elastic Tile Display a yields faster performance than an
independent overlapped tile display for an alarm
acknowledgement task.

Elastic Tile Display yields a faster performance than an
independent overlapped tile display for a situation
awareness task.

[1]

[2]

B3]
[4]

[3]
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Fig. 5. Elastic Tile Display: an effective technique of
visualizing and navigating many tiled alarm information.
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Fig. 6. An independent overlapped tile display.
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An EAI Technology Framework

Jing Liu, Lifu Wang, Wen Zhao, Shikun Zhang, Ruobai Sun
School of Electronics Engineering and Computer Science, Peking University
Beijing 100871 China
liujing@cs.pku.edu.cn

Abstract—EAI issue is constantly a significant aspect of
enterprise computing area. Furthermore, recent advances in Web
Service and integration sever provide a promising pushing to EAI
issues. However, few investigations have focused on a general view
of EAI technologies and solutions. To provide a clear perspective
about EAI a technology framework-ABCMP is presented in this
paper. ABCMP attempts to describe the structure of diverse EAI
technologies, which allows a general comprehension of the EAI
issue. Moreover, process topic about ABCMP is also discussed to
provide a wider vision of the technology framework.

Key words—software engineering, EAI technology framework,
software process, software architecture.

1. INTRODUCTION

With the emergence of a growing number of enterprise
applications, there has been an increasingly focus on EAI
(enterprise application integration) concepts and technologies.
By reducing time consumed in transferring data between
existing information systems, EAI provides real time business
processing ability to a company and greatly promotes its
efficiency. As EAI develops, the vast emerging technologies
for EAI create a lot of complexity to the EAI knowledge system
as well as successful solutions to several cases. Also the
combination of a series of problems and individual
requirements from different organizations and trading
communities ask for a number of different solutions. However,
although approaches to application integration vary
considerably, it is possible to create some general categories,
which include information-oriented, business process
integration-oriented, service-oriented and Portal-oriented
integration. [1]

Information-oriented integration refers to the integrations
accomplished through databases, which means that databases
or information-producing APIs are the main channels for
integration. Information-oriented integration includes three
categories: data replication, data federation and information
and interface processing. [1] Information-oriented integration
is a relatively straightforward and explicable EAI approach
which widely adopted in EAI cases, especially the earlier ones.
However, its deficiencies in maintainability and business logic
describing ability make it less popular recent years.
Technologies supporting this kind of integration include ADO,
JDBC, EJB, and ORM, which often provides a series of drivers
for accessing different kinds of databases. Information-oriented
integration related business entities are mainly business data
and their interrelationships.

Business process integration-oriented products lay a set of

5

casily defined and centrally managed processes on top of
existing sets of processes contained within a set of enterprise
applications. [1] Earlier business process integration products
are message queue servers which link a number of applications
through message queues. By increasingly combined to the
business domain and supports from the workflow technology,
business process integration products are becoming more
related to the business processes in organizations, and
consequently allow it to be more directly designed and
maintained [11]. Business process integration is increasingly
adopted through a growing number of supporting products,
such as WBI of IBM and Biztalk of Microsoft.

Service oriented application integration allows applications
to share common business logic methods. This type of
integration is supported by remote method and remote object
technologies, such as DCOM and web service. Among these
technologies, Web service is the most prevailing for its widely
accepted standards, which lead to an excellent ability of
crossing platforms. Unlike information oriented integration,
service oriented integration requires some changes to the
existing applications, which demands a greater investment and
process.

Portal oriented integration is a specific integration approach
aimed at the integration of user interface, which closely related
to the B/S structure and Portal server. Even it is very different
from the other three kinds of integration which directly connect
applications, it is really suit for some situations such as
enterprise portal site and B2B exchange. [13] Many companies
are providing their Portal server products, which generate a
series of open standards such as portlet.

Moreover, the widely spreading trend of web service in
recent years has greatly influenced the EAI approaches. Firstly,
the commonly supported SOAP and WSDL protocol provide
basic connectivity, which are open standards and have the
ability of platform independent. [5] Besides, the UDDI protocol
supports the publishing service for web services. SOA and
Service Bus are presented for an entire architecture for
integration. [3][4] Also, WS-T, WS-C, WSPR and many other
open standards are provided for Web Service, which launches a
strong impact to service oriented integration. Web
Service-based solutions tend to be broke down into a series of
small and low-risk steps towards a more legible process. With a
growing amount of software supporting these standards above,
service-oriented integration is being more and more widely
adopted.

At the same time, the application integration server emerged
as another trend in EAI technology domain. Many companies
have developed their own integration server, such as WBI from
IBM and Weblogic Integration from BEA. These integration

T. Sobh and K. Elleithy (eds.), Advances in Systems, Computing Sciences and Sofiware Engineering, 5-10.
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servers provide a series of solutions for EAI in addition to
several common integration functions and services. For
example, most of them provide the Business Process
Integration-oriented solution, and offer a message server and a
workflow server supporting it. Portal-Oriented integration
solution and Portal server are also supported by most of the
integration severs. Combined with developing environment,
EAI applications based on integration server could be
developed with great ease.

In this paper an EAI technology framework-ABCMP is
presented to provide a global view of these various
technologies in diverse areas of EAI Besides, some relevant
processes and features are discussed in detail.

The paper is organized as follows. In Section 2, related
literature is presented Section 3 introduces the ABCMP
technology framework, including a detail description. Section 4
presents a common feature analysis of the ABCMP. Section 5
discusses important processes of the framework. In Section 6,
we present a sample application based on ABCMP and an
analysis. In Section 7, the conclusion of this paper is presented.

II. RELATED LITERATURE

Many frameworks and architectures have been proposed to
support the development of various types of EAI applications.
In this paper, we argue that although existing frameworks are
useful for certain cases of EAI applications, they have often
ignored establishing a global view of EAI issues and
technologies, which is especially valuable for designing
complex solutions needing the combination of different
integration technologies.

Many previous researches are centered on special categories
or even specific products. In [15], an architecture for dynamic
data source integration is proposed, which is useful for
information oriented integration. Nevertheless, it is
incompatible with combined integrations requiring both
information and service connectivity. In [14], the integration
framework provided by BEA, which is closely related to the
Weblogic Integration, provides solutions for data integration
and application integration. However, it does not describe
relationship between these solutions and how to combine them
together when necessary. In [7], many more models, which are
useful for solving certain problems of EAI, are described and
classified.

The UML profile for Enterprise Distributed Object
Computing (EDOC) and the UML profile for EAI try to
provide a comprehensive view of the EAI issues. [8] They
successfully describe most concepts in the EAI domain through
the object oriented way. On the other hand, a clear and
distinctive description of the relationships of these concepts
and technologies is not presented, which is very critical for a
universal view of EAIL

Denver Robert presents the adaptive EAI framework, which
has a fine structure and can adapt most existing technologies
well. [6] The framework organizes many EAI elements in a

layered way and generates a comprehensive view which
includes many technologies. However, its software architecture
is not flexible enough and other EAI services are not
considered.

All these EAI models, architecture and frameworks provide
meaningful description of many aspects of EAI, which makes
the foundation of our research. In this paper, we try to presents
an EAI technology framework which organize elements in
previous researches and provides a global view of EAI
technologies.

III. ABCMP — AN TECHNOLOGY FRAMEWORK OF EAI

A. Basic elements in EAI

EALl is a strategy approach that connects internal information
systems of an enterprise. EAI refers to the existing applications
that being integrated and an EAI application connecting these
systems. Basic elements in EAI are showed in the figure below.

. . ransact
Sceurity [| Session

EAI
Control

Business
Method
Method
Business

App 2

Business

Method

Business

Fig. 1. Basic elements in EAIL

As the figure shows above, there are four parts of an EAI
application: business data and method (the overlapping area of
EAI application and integrated applications), EAl method, EAI
control and EAI basic support. Firstly, Business data and
method refers to several business data and method in existing
applications which need to interact with other applications.
Secondly, EAI method refers to the new developed methods
used to connect these business data and method which comes
from different applications of different platforms. Thirdly, EAI
control refers to the part which controls the invocation of EAI
methods and business methods. The EAI control part drives the
static methods to an EAI application. Furthermore, EAI basic
support part includes several basic supporting components in
EAI runtime environment, such as security and transaction,
which are critical for a strong and effect integration.

Figure 1 depicts a number of necessary basic elements in
EAIL An EAI technology framework ABCMP is presented
below, which describes the relationships between these
elements and technologies related to these elements.
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B. ABCMP- An EAI Technology Framework

Various technologies are adopted for basic elements in EAIL
which add complexity to the EAI solutions. We present the
ABCMP, an EAI technology framework, to depict the structure
of these technologies and bring a comprehensive view to the
EAI solutions. The structure of ABCMP is showed in the
following figure.
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Fig. 2. ABCMP

ABCMP depicts EAI in five aspects: physics, method,
control, software architecture and basic support. The major
code part of the application appear in three layers: the Physic
layer depicts the physic platforms and connections for existing
application; the Method layer depicts the business method and
data in existing applications and the integration application; the
Control layer is responsible for organizing elements in model
layer to an application. The Software Architecture part
describes how to select different elements in the three layers to
form an integration application. There is also the Basic Support
part offering basic supports to the EAI environment.
Technologies used for each part are given in detail as follows.

Physics: The Physics layer depicts the platforms and
protocols used by applications which need to be integrated.
Back Applications, such as ERP (Enterprise resource plan),
PDM (Product data relationship management),
MES(Manufacture execution system), are among the major
applications which need to be integrated. Usually, these
applications are strictly tied to important departments of a
company and are now required to be integrated with each other.
Legacy Applications is another kind of applications needing
integration. These applications usually run on mainframes such
as IBM 0S/390. Therefore, they can not be easily replaced, and
need to be integrated with new applications to form more
automated and wider area processes. Database is also a key
source for integrated applications, which are used in almost
every enterprise applications in recent years, among them there
are Oracle, DB2, Sybase and SQL Sever. In addition, there are

lots of protocols maintaining the connections between these
existing applications and databases, most of them are open
standards and are supported by most companies.

Method: The Method part consists of business data,
business method and EAI method. Business data are mainly
stored in databases, which can be accessed via several
technologies, such as JDBC, ADO, Stored Procedure, ORM
tools. However, most of these technologies are closely related
to specific platforms. Business method wraps the behavior of
business. Technologies supporting business method are
developing rapidly, from RMI to EJB, from DCOM to Web
Service. Besides existing business data and method, EAI
method is one important part of Model layer. EAI method
includes accessing to existing business data and method, and its
own business logic. EAI methods are often local methods
written in languages such as Java, C and C#.

Control: The control layer is mainly used for the driving and
organization of Model layer. There are three major styles of
control: the message style control, the service bus style control
and the GUI style control. The message style control is usually
driven by a Message Queue Sever or Workflow Engine. In this
style, the invocation of EAI method is controlled by the
Workflow process and the method is invoked when message
arrives. MQ, WBI, Web Logic Integration are some famous
software supporting this kind of control. Service bus style
control is based on the SOA. EAI method and business method
are wrapped to web service and exposed on service bus, while
other applications control these services through the service
bus. The major standards used in this style are UDDI, WSDL
and WS-1. Moreover, there are also some implementations for
Service Bus. GUI style control is a more common and simple
style of control. By developing GUI, user can control the
integration application by interacting with GUI, in which the
invocation of EAI method is caused by operation in user
interface. Also, a lot of technologies can be used for GUI
developing, such as JSP, Swing, and SWT.

Software Architecture: The software architecture part
depicts the structure of the application, or in another word, the
structure of the Physic, Model and Control layer. Although it is
the only part in the technology framework which refers to little
technology, it is still essential for the framework for it depicts
the structure of the units from other parts. Since there are
several software architecture styles for common applications,
software architecture styles for EAI applications vary
accordingly. [2] Event based style is frequently used in
message style control system, in which message producer and
message subscriber are largely separated. Repository style is
combined with database centered applications, in which
distributed application is integrated by interacting with the
same database. There are also many other software architecture
style in EAI applications, such as Layered and Client-Server.
Also the combinations of several software architecture styles
are common in complex EAI applications.
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Basic Support: The Basic Support part consists of common
functions and services needed for EAI. Transaction is one
important basic support, which is usually associated with
several distributed systems in EAI environment. MTS and JTS
are major technologies used for transaction support in EAL
Security is also an important basic support, especially in some
applications for key departments. SSO is a major technology
supporting EAI security, which connects the security systems
in distributed applications. Event log and error handler are
some other basic supports, and log4j is one developing tool
supporting it.

As described above, most technologies related to EAI can be
classified according to the framework. Consequently, a clear
structure of the EAI application is formed, which is helpful for
designing the EAI application. How to adopt EAI based on
ABCMP is discussed in detail in Section 5.

IV. CoMMON FEATURES OF ABCMP

Each part of ABCMP refers to a number of similar
technologies, which have some common features behind the
variety of technologies. Some of these common features are
more closely related to business domain, which helps providing
a profound view of solutions. Major common features are
displayed in the figure below.
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Fig. 3. Common features of ABCMP

As the figure shows, business data part is mainly responsible
for describing, storing and accessing business data in EAIL In
systems using database for storing, table and other concept are
used for describing data, and JDBC and other technologies are
used for storing and accessing data. The commonness of
business data can be described by Persistent Object, Field,
Reference and other elements. As to database, based on the
ORM technologies, Persistent Object can be compatible with
RDBMS and OODBMS. As to the file system and other storing
mode, business data can also be easily described as Persistent
Object. By using object-oriented concepts as Persistent Object,
one can manipulate business data more concisely, and make

semantic features more consistent with business domain.

Business method and EAI method are mainly in charge of
offering of business functions. RMI, EJB and other
technologies expose business functions through remote call or
objects, making them available for other systems. This
common feature can be depicted by a number of relevant
concepts, such as Service Repository, Service and Service
Object. These concepts can well describe different kinds of
business method and EAI method, despite that they are
implemented by different technologies such as RMI or EJB.

Message style control part adopts message and workflow
technologies. Among these technologies, every transaction step
is activated by some specific message. These specific messages
are raised by application when using message server, and are
also generated by workflow engine according to transaction
results and predefined rules with workflow engine. The
common features in this part can be described by concepts as
Process and Process Step. Every transaction in workflow
process is a Process Step, which is the same with every
invocation caused by a specific message in a message queue.

Basic supports can be described by Session, Transaction,
Security Name Service and Log. Session maintains status and
data in one session between different applications. Transaction
maintains transactions related to EAI method, business method
and business data. Security depicts security mechanism in EAI
applications. All these basic supports have different
implementation technologies on different platforms.

There are also some common features in other parts of the
technology framework. In SOA style control part, Web Service
can be used to depict composition parts. Meanwhile, in GUI
style control part, technologies can be sorted to three kinds: B/S,
C/S and common application. In addition, applications in
physics part can be categorized into back application, legacy
application and database. Moreover, in software architecture
part, software architecture for different EAI application can be
classified through different styles.

Most of these common features can be used to simplify the
design task. After mapping the existing technologies to the
ABCMP, business entities besides the technologies can be
described through these common features and differences
among the technologies are diminished. The processes guide in
Section 4 will describe how to develop EAI applications based
on ABCMP and its common features.

V. ABCMP RELATED PROCESSES

To efficiently develop applications based on ABCMP, some
important processes should be followed. These processes could
be executed one by one or by iteration, according to specific
process model.

Technology analysis and software architecture definition.
The first important step is to define the software architecture
based on technologies analysis according to ABCMP. By
mapping the technologies used by applications which need to
be integrated to ABCMP, a clear structure of the application
could be formed. Based on this structure, some software
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architecture styles can be utilized to design the software
architecture of the EAI application. For example, it is
recommended to utilize repository style when most
applications are based on database. Moreover, the software
architecture part of ABCMP should be basically defined in this
process. Also, the control style should be decided as part of the
software architecture. Besides, modules and connections
between modules should be preliminarily defined in this
process.

Business analysis and business data and service
definition. In this process, business data and method in method
part should be defined. By analyzing business logic in existing
applications, business data and method which are related to the
integration should be recognized and defined. The recognition
and definition of these business entities can be done according
to common features in the Method part. Clear understanding of
existing business logic and integration requirement is
demanded in this process.

EAI method definition and development. After defining
the existing business data and service, definition of EAI
methods used for manipulating them is also consequential.
These EAI methods are closely related to the integration
requirements. A clear definition of EAI methods is productivity
for further development and test. After this process, the method
part of ABCMP will be fully developed.

Control part definition and development. After defining
and developing the method layer, the control part should be
developed accordingly. While the control style has been
defined in software architecture, only specific design and
development are required in this process. For example of using
message style control, the work of this process is to define
processes in GUI develop environment.

These processes are well suited for modern iterated software
process models such as Agile Modeling, XP programming, and
RUP. However, it is recommended that the first process be
executed earlier than the other three processes. For instance of
executing these processes in RUP, it is recommended that the
first process be completed in the Inception phase; the second
process be mainly executed during the inception and
elaboration phases; and the last two processes be mainly
executed during the elaboration and construction phases.

VI. SAMPLE APPLICATION AND ANALYSIS

A. Sample Application.

In this section, a sample application based on ABCMP is
described. The requirement is an EAI application which needs
integrate an existing ERP system based on Oracle database, an
OA system based on Domino and an Enterprise Portal running
on WBI. Processes for developing the application based on
ABCMP are as follow:

Technology analysis architecture

and software

definition: By analyzing and mapping the existing
technologies, event-based style based software architecture is
selected. The reason is that most existing technologies are
based on process. Based on the event-based style, the software
architecture is basically defined, which is presented in Figure 4.

Business analysis and business data and service
definition: By analyzing existing business logic, several
business entities are defined. There are business data entities
such as Product, Order Form Contract, Customer, and so on.
Also, existing service are recognized: Product Subscribe,
Product Deliver, Contract and many other services that have
relationship with integration.

EAI method definition and development: After
investigating integration requirements, EAI methods are
defined, such as Product Add method to add product produce
plan when a contract is signed, Product Deliver Notification
method to notify that products are ready and customer should
be contacted for receiving products.

Control part definition and development: For message
style control is selected and WBI platform is used for EAI
application, the development of control part is to define
processes in WSAD platform. The GUI for deploying
applications and monitoring running process are already
provided by WBI platform, so the control part development is
very simple here.

The security and transaction support is also provided by
WBI platform. There is SSO support that can be used to access
Domino and Oracle. There is also Transaction support that
provided by WebSphere, which can be interacted through JTA
interface.
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Fig. 4. Sample application
From the development of the sample application, we can see
that developing EAI application based on the ABCMP is a
well-organized process. By separating the tasks and processes
according to the model, the development is free from complex
existing technologies, so more energy could be concentrated on
the business logic analysis and definition.

B. Analysis

An analysis of the solutions based on the ABCMP is
presented in this section. The analysis is based on the
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integration requirements factors presented by Themistocleous
[10], such as maturity and security. Major properties enhanced
by adopting ABCMP are as follow:

Maintainability: Maintainability is a critical property of
software system, referring to the capability of software to allow
changes without infecting the other parts of the application.
Regarding the EAI, major changes come from two aspects:
changes in business domain and changes of integrating new
systems. As to the changes in the business domain, mainly
referring to the changes in business data and method, ABCMP
can satisfy it well. In regard to the adding of systems, new
systems are compatible with ABCMP in most situations, which
makes the integration simple and cause little change to the
existing parts.

Complexity: Complexity refers to the complexity of the EAI
solution. A complex solution will bring too many difficulties in
implementation. ABCMP provide a reasonable partition for the
solution, which brings a clear structure to the application and
greatly reduces the complexity.

Non-Invasive: Non-Invasive shows the changes to the
existing systems. An excellent EAI solution should try to avoid
changes to existing systems. Applications based on ABCMP
access existing business data and method through mature
technologies, not referring to the alteration of existing
applications.

Security: Security is one of the basic supports in ABCMP,
including mainly SSO and log mechanisms. Security systems in
applications are connected through these security supports, and
provide functions as access control, integrity, usability and
non-repudiation. Many security supports can be added into
applications based on ABCMP.

Transaction: Transaction is another basic support in
ABCMP. By connecting distributed transaction through a
distributed manager, a sound support for transactions is
provided. Through ABCMP, transaction support can be easily
considered and adopted.

VII. CONCLUSION

This paper presents an EAI technology framework- ABCMP,
trying to describe the structure of EAI technologies. ABCMP is
useful for clarifying and analyzing EAI, which contributes a lot
to design decisions. Furthermore, this paper discusses some
other relevant issues about ABCMP, including common
features and process guiding of ABCMP. The analyzing of
these issues helps solving possible problems of ABCMP, which
makes the basic of ABCMP more stable.

In the further research of EAI, apart from advances on
individual technologies, we will work on an improved
knowledge structure. As EAI matures, better technology and
technology framework will be provided, and more automated
design tools and platforms based on them will be produced.
Moreover, process and management related knowledge will
also increase. All these improvements will finally drive EAI to
produce significant benefits to enterprise by a small investment.
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Abstract - Most researches concerning real-time
system scheduling assumes scheduling constraint to be
precise. However, in real world scheduling is a
decision making process which involves vague
constraints and uncertain data. Fuzzy constraints are
particularly well suited for dealing with imprecise
data. This paper proposes a fuzzy scheduling
approach to real-time system scheduling in which the
scheduling parameters are treated as fuzzy variables.
A simulation is also performed and the results are
compared with both EDF and LLF scheduling
algorithms. The latter two algorithms are the most
commonly used algorithms for scheduling real-time
processes. It is concluded that the proposed fuzzy
approach is very promising and it has the potential to
be considered for future research.

Keywords: Fuzzy scheduling, real-time systems, EDF,
LLF, MFDF, MFLF

I. Introduction
Real-time systems are vital to industrialized infrastructure
such as command and control, process control, flight
control, space shuttle avionics, air traffic control systems
and also mission critical computations [1, 3]. In all cases,
time has an essential role and having the right answer too
late is as bad as not having it at all.
In the literature, these systems have been defined as:
“systems in which the correctness of the system depends
not only on the logical results of computation, but also on
the time at which the results are produced” [1]. Such a
system must react to the requests within a fixed amount of
time which is called deadline.
In general, real-time systems can be categorized into two
important groups: hard real-time systems and soft real-
time systems. In hard real-time systems, meeting all
deadlines is obligatory, while in soft real-time systems
missing some deadlines is tolerable.
In both cases, when a new task arrives, the scheduler is to
schedule it in such a way that guaranties the deadline to
be met. As stated in [1] scheduling involves allocation of

resources and time to tasks in such a way that certain
performance requirements are met.

These tasks can be classified as periodic or aperiodic. A
periodic task is a kind of task that occurs at regular
intervals, and aperiodic task occurs unpredictably. The
length of the time interval between the arrivals of two
consecutive requests in a periodic task is called period.
Another aspect of scheduling theory is to decide whether
the currently executing task should be allowed to continue
or it has had enough CPU time for the moment and should
be suspended. A preemptive scheduler can suspend the
execution of current executing request in favor of a higher
priority request. However, a nonpreemptive scheduler
executes the currently running task to completion before
selecting another request to be executed. A major problem
that arises in preemptive systems is the context switching
overhead. The higher number of preemptions a system
has, the more context switching needed [5].

There are a plenty of real-time scheduling algorithms that
are proposed in the literature. Each of these algorithms
bases its decision on certain parameter while attempting to
schedule tasks to satisfy their time requirements. Some
algorithms use parameters that are determined statically such
as the Rate Monotonic algorithm that uses the request
interval of each task as its priority [7, 15]. Others use
parameters that are calculated at run time. Laxity and
deadline are among those parameters that are the most
considered. Laxity says the task execution must begin
within a certain amount of time while deadline implies the
time instant at which its execution must be completed [2].
In the following, there are descriptions of two famous
algorithms which are commonly used in real-time systems
and are proved to be optimal for uniprocessor systems
when the system load factor is less than one. System load
factor is defined as follow:

n
=36
i=1 7" i
Earliest Deadline First (EDF) is a dynamic algorithm that
does not require processes to be periodic. Whenever a

process needs the CPU time, it announces its presence and
its deadline. This algorithm keeps a list of running
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processes that is sorted on deadlines. It always runs the
first process on the list that is, the one with the closest
deadline. When a new process becomes ready, the
algorithm first checks its deadline. If this deadline occurs
before the currently running process, then the algorithm
preempts the current one and starts the new process.

The Least-Laxity-First (LLF) scheduling algorithm
assigns higher priority to a task with the least laxity. The
algorithm, however, is impractical to implement because
laxity tie results in the frequent context switches among
the tasks [4].

Static scheduling works perfect when there is enough
information in advance about what has to be done, but
dynamic scheduling does not have this restriction.
Although, the dynamic algorithms focus on timing
constraints but there are other implicit constraints in the
environment, such as uncertainty and lack of complete
knowledge about the environment, dynamicity in the
world, bounded validity time of information and other
resource constraints. In real world situations, it would
often be more realistic to find viable compromises
between these objectives. For many problems, it makes
sense to partially satisfy objectives. The satisfaction
degree can then be used as a parameter for making a
decision. One especially straightforward method to
achieve this is the modeling of these constraints through
fuzzy constraints.

The scope of the paper is confined to scheduling of
preemptive periodic tasks in soft real-time systems with
fuzzy constraints. The rest of the paper is organized as
follow. In section II the fuzzy inference system is
discussed. Section III covers the proposed model and
section IV contains the experimental results. Conclusion
and future works are debated in Sections V.

II. Fuzzy Inference System

Fuzzy logic is an extension of Boolean logic dealing with
the concept of partial truth which denotes the extent to
which a proposition is true. Whereas classical logic holds
that everything can be expressed in binary terms (0 or 1,
black or white, yes or no), fuzzy logic replaces Boolean
truth values with a degree of truth. Degree of truth is often
employed to capture the imprecise modes of reasoning
that play an essential role in the human ability to make
decisions in an environment of uncertainty and
imprecision.

Fuzzy Inference Systems (FIS) are conceptually very
simple. They consist of an input, a processing, and an
output stage. The input stage maps the inputs, such as
deadline, execution time, and so on, to the appropriate
membership functions and truth values. The processing
stage invokes each appropriate rule and generates a
corresponding result. It then combines the results. Finally,
the output stage converts the combined result back into a
specific output value [6].

The membership function of a fuzzy set corresponds to
the indicator function of the classical sets. It is a curve

that defines how each point in the input space is mapped
to a membership value or a degree of truth between 0 and
1. The most common shape of a membership function is
triangular, although trapezoidal and bell curves are also
used. The input space is sometimes referred to as the
universe of discourse [6].
As discussed earlier, the processing stage which is called
inference engine is based on a collection of logic rules in
the form of IF-THEN statements where the IF part is
called the "antecedent" and the THEN part is called the
"consequent". Typical fuzzy inference systems have
dozens of rules. These rules are stored in a
knowledgebase. An example of a fuzzy IF-THEN rule is:
IF laxity is critical then priority is very high, which laxity
and priority are linguistics variables and critical and very
high are linguistics terms. Each linguistic term
corresponds to membership function.
An inference engine tries to process the given inputs and
produce an output by consulting an existing
knowledgebase. The five steps toward a fuzzy inference
are as follows:

e  Fuzzitying Inputs

e Applying Fuzzy Operators

e Applying Implication Methods

e Aggregating All Outputs

e Defuzzifying outputs
Bellow is a quick review of these steps but a detailed
study is not in the scope of this paper.
Fuzzifying the inputs is the act of determining the degree
to which they belong to each of the appropriate fuzzy sets
via membership functions. Once the inputs have been
fuzzified, the degree to which each part of the antecedent
has been satisfied for each rule is known. If the antecedent
of a given rule has more than one part, the fuzzy operator
is applied to obtain one value that represents the result of
the antecedent for that rule. The implication function then
modifies that output fuzzy set to the degree specified by
the antecedent. Since decisions are based on the testing of
all of the rules in an FIS, the results from each rule must
be combined in order to make a decision. Aggregation is
the process by which the fuzzy sets that represent the
outputs of each rule are combined into a single fuzzy set.
The input for the defuzzification process is the aggregated
output fuzzy set and the output is a single value. This can
be summarized as follows: mapping input characteristics
to input membership functions, input membership
function to rules, rules to a set of output characteristics,
output characteristics to output membership functions,
and the output membership function to a single-valued
output.
There are two common inference processes [6]. First is
called Mamdani's fuzzy inference method proposed in
1975 by Ebrahim Mamdani [8] and the other is Takagi-
Sugeno-Kang, or simply Sugeno, method of fuzzy
inference Introduced in 1985 [9]. These two methods are
the same in many respects, such as the procedure of
fuzzifying the inputs and fuzzy operators.
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The main difference between Mamdani and Sugeno is that
the Sugeno output membership functions are either linear
or constant but Mamdani’s inference expects the output
membership functions to be fuzzy sets.

Sugeno’s method has three advantages. First it is
computationally efficient, which is an essential benefit to
real-time systems. Second, it works well with
optimization and adaptive techniques. These adaptive
techniques provide a method for the fuzzy modeling
procedure to extract proper knowledge about a data set, in
order to compute the membership function parameters
that best allow the associated fuzzy inference system to
track the given input/output data. However, in this paper
we will not consider these techniques. The third,
advantage of Sugeno type inference is that it is well-suited
to mathematical analysis.

III. The Proposed Model

The block diagram of our inference system is presented in

Figure 1.

The input variables mapped into the fuzzy sets as
illustrated in Figures 2 and 3.
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Fig.2. Fuzzy sets corresponding to external priority

The shape of the membership function for each linguistic
term is determined by the expert. It is very difficult for the
expert to adjust these membership functions in an optimal
way. However, there are some techniques for adjusting
membership functions [10, 13]. In this paper, we will not
consider these techniques. They can be further studied in
a separate paper.
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Output
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Laxity (3)

Fig.1. Inference system block diagram.

In the proposed model, the input stage consists of two
linguistic variables. The first one is an external priority
which is the priority assigned to the task from the outside
world. This priority is static. One possible value can be
the tasks interval, as rate monotonic algorithm does. For
Figure 1, the other input variable is the laxity. This input
can easily be replaced by deadline, wait time, or so on, for
other scheduling algorithms. Each parameter may cause
the system to react in a different way. The only thing that
should be considered is that by changing the input
variables the corresponding membership functions may be
changed accordingly.

For the simulation purposes, as it is discussed later, two
situations are recognized: First, by using laxity as a
secondary parameter and, second, by replacing the laxity
parameter with deadline. In fact, two algorithms are
suggested: one with laxity as the second parameter. This
algorithm is called MFLF'. The other algorithm is with
deadline as the second parameter. This one is called
MFDF.
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Fig.3. Fuzzy sets corresponding to laxity

We have produced 23 rules for our proposed system.
Some of these rules are mentioned here:
e If (EPriority is high) and (laxity is critical) then
(Priority is very high)
e If (EPriority is normal) and (laxity is critical)
then (Priority is high)
e If (EPriority is very low) and (laxity is critical)
then (Priority is normal)

' Minimum fuzzy laxity first
* Minimum fuzzy deadline first
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e If (EPriority is high) and (laxity is sufficient)
then (Priority is normal)
e If (EPriority is very low) and (laxity is sufficient)
then (Priority is very low)
In fuzzy inference systems, the number of rules has a
direct effect on its time complexity. So, having fewer
rules may result in a better system performance.

The Proposed Algorithms
The MFLF algorithm is as follows:

Loop
1. For each task T, feed its external priority and
laxity into the inference engine. Consider the
output of inference module as priority of task T.
2. Execute the task with highest priority until an
scheduling event occurs (a running task finishes,
a new task arrives)
3. Update the system states (laxity, deadline, etc)
End loop

The algorithm for the MFDF is similar to the MFLF with
laxity replaced by deadline.

IV. Experimental Results
The simulation consists of two parts. First, the system was
examined for the case where the system load factor is less
than one. Second, the system was observed in overloaded
conditions. These divisions are suggested because, first,
both EDF and LLF algorithms has been proved to be
optimal in situations where the system load factor is less
than one. The results of this phase shows whether or not
the simulation is performed correctly. A correct
simulation will reveal that there is no task misses for
either of EDF and LLF algorithms. At the same time, it
will show whether or not our algorithms perform as well
as the EDF and LLF. Second, recall that soft real-time
systems, as their definition implies, can tolerate some
deadline misses. In real situations, there is no guarantee
for soft real-time systems not to be overloaded.
Evaluating systems in overloaded conditions is important
in comparing the behavior of our scheduling algorithms
with the existing EDF and LLF algorithms. As it was
discussed earlier, LLF is impractical to implement so we
decided to use a modified version of it that solves the
problem of frequent context switches. This modified
algorithm is fully discussed in reference [4] and is proved
to be optimal.
To compare these algorithms, we need to automatically
generate some sample systems. The system generation
methods will be discussed later.
Performance metrics, which are used to compare different
algorithms, must be carefully chosen to reflect the real
characteristics of a system. These metrics are as follows.

Response time, which is defined as the amount of time a
system takes to react to a given input, is one of the most
important factors in most scheduling algorithms.

Number of missed deadlines is an influential metric in
scheduling algorithms for soft real-time systems.

When task preemption is allowed, another prominent
metric comes into existence and that is the number of
preemptions. Each of preemptions requires the system to
perform a context switching which is a time consuming
action.

CPU utilization is also an important metric because the
main goal of a scheduling algorithm is to assign and
manage system resources so that a good utilization is
achieved.

Yet another metric, which is considered in our study, is
the number of missed deadlines from the class of highest
priority tasks. This corresponds to the external priority
being very high.

A. Comparison in Non-overloaded Conditions

This comparison was mainly performed to show the
correctness of the simulations. To do the evaluation, 2500
test cases with load factors less than one were generated.
In each test case, the number of tasks and the

corresponding execution time and request interval
randomly generated.
" -
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Fig.4. Response time in non-overloaded conditions

For this simulation phase, the goal is to compare average
response time. As Figure 4 states all four algorithms show
approximately the same performance with respect to the
response time. The results are exactly what we have
expected. The average response time of the test cases is
summarizes in Table 1.

Table 1. Average Response time

EDF LLF MFDF MFLF

8.728 8.966 8.762 8.958
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B. Comparison in Overloaded Conditions
Comparison parameters which are used here are average
response time, number of tasks missing their deadlines,
number of preemptions, and CPU utilization.

The simulation was done on 2500 test cases. These test
cases were randomly generated. In each test case, the
number of tasks and the corresponding execution time and
request interval randomly generated. Also, each task has
been assigned a priority according to the rate monotonic
principle (tasks with shorter request interval are given
higher priorities) [7].

As Figure 5 states, when the load factor is less than one,
all the algorithms have the similar performance. However,
when the system becomes overloaded, the response time
of both EDF and LLF is much tardier than MFLF and
MFDF.

- MFLF

Response Time

05 T 15 1 25

Load Factor

Fig.5. Response time in overloaded conditions

Figure 6 states that for load factors less than one the
number of misses is zero. This is because it has already
been proved that any system with a load factor less than
or equal to one runs safe under either of EDF and LLF.

o "

Misses

L L
05 T 75 2 25

Load Factor

Fig.6. Number of Misses

Fortunately, MFLF and MFDF perform as well as either
of EDF and LLF. In this case, the number of misses is
exactly zero for all four algorithms. Because in drawing

diagrams some curve fitting techniques is used, it seems
that number of misses for algorithms when the load factor
is a little bit less than one is a positive number. However,
we have examined the numerical results and confirm that
the number of misses is exactly zero.

When the load factor is more than one the MFDF has the
best performance and MFLF has a performance similar to
EDF. The LLF has the worse performance among all four
algorithms.

As the Figure 7 shows, there is an opposite relation
between the numbers of preemptions on the one hand and
response time on the other hand. As the response time
gets better number of preemptions comes to worse value.

60

Preemptions

05 T 15 2 25

Load Factor

Fig.7. Number of Preemptions

MEFDF that has the best performance with respect to
response time has a larger number of preemptions. But
there is something good about it, and that is, its behavior
is predictable as it acts in a linear way. Having higher
number of preemptions is reasonable because it eventually
leads to having better response time and also better CPU
utilization. There should be a balance between the number
of preemptions and other factors. Reference [11] argues
why such a balance is needed.

1

CPU Utilization

05 1 [ 2 25

Load Factor
Fig.8. CPU Utilization

Figure 8 demonstrates that with the fuzzy methods CPU
utilization is much higher than non-fuzzy methods. When
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the load factor is about 3, the MFDF and MFLF use about
80 percent of CPU time while EDF uses 60 percent of
CPU time and the LLF just uses about 20 percent of CPU
time.

Considering the number of missed deadlines from the
class of highest priority tasks, Figure 9 shows that both
MFDF and MFLF perform much better than EDF and
LLF. Comparing Figure 9 with Figure 6 shows that in
load factor 3 about 80 percent of missed deadlines in both
EDF and LLF are from the class of highest priority tasks
while in MFDF and MFLF just about 30 percent of misses
are among highest priority tasks. This is because external
priority is considered as a decision parameter in the latter
two algorithms. It should be mentioned that highest
priority tasks in this simulation as discussed earlier, are
those with shorter request intervals. These kinds of tasks
since their deadline is too short may miss their deadline
easier than the others. This is why in EDF and LLF about
80 percent of misses are among these tasks.
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Fig.9. Number of missed deadlines from the class of highest priority
tasks

V. Conclusion and Future Works

Using the fuzzy concept in real-time scheduling, as it was
shown, has the following advantages: (1) it better utilizes
system resources such as CPU, (2) it decreases the
number of missing deadlines, (3) it improves the system
response time, and (4) it serves more important tasks
better.

In the future, for improving the time complexity of the
system, rule reduction techniques are going to be applied
to the system. Also, to improve performance, adjusting
membership functions with adaptive methods of inference
is required [10, 13]. Fuzzy scheduling is well suited for
parallel and distributed systems as some parallel and
distributed fuzzy inference systems have been introduced
[14]. A detailed analysis of fuzzy scheduling for parallel
systems is in progress. Also a non-preemptive version of
these algorithms is under publication.
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Abstract - For decades, different algorithms were proposed
addressing the issue of constructing Huffman Codes. In this
paper we propose a detailed time-efficient three-phase parallel
algorithm for generating Huffman codes on CREW PRAM
model exploiting n processors, where n is equal to the number of
symbols in the input alphabet. First the codeword length for
each symbol is computed concurrently with a direct
parallelization of the Huffman tree construction algorithm
eliminating the complexity of dealing with the original tree-like
data structure. Then the Huffman codes corresponding to
symbols are generated in parallel based on a recursive formula.
The performance of the proposed algorithm depends directly on
the height of the corresponding Huffman tree. It achieves an
O(n) time complexity in the worst case which is rarely
encountered in practice.

Keywords: Data Structures, Parallel Algorithms, Huffman Codes, Optimal
Prefix Codes, PRAM

1. INTRODUCTION

Since the introduction of the Huffman encoding scheme by
D. A. Huffman [8] in 1952, which elegantly addresses the
problem of constructing optimal prefix codes for a given
alphabet, Huffman encoding has been widely used in
information processing systems particularly in text, image and
video compressi