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Preface

Over the last decade, Computational Fluid Dynamics (CFD) has become a ma-
ture technology for the development of new products in aeronautical industry.
Aerodynamic design engineers have progressively taken advantage of the possi-
bilities offered by the numerical solution of the Reynolds averaged Navier-Stokes
(RANS) equations. Significant improvements in physical modeling and solution
algorithms as well as the enormous increase of computer power enable high-
fidelity numerical simulations in all stages of aircraft development.

In Germany, the national CFD project MEGAFLOW furthered the devel-
opment and availability of RANS solvers for the prediction of complex flow
problems significantly. MEGAFLOW was initiated by the first aviation research
program of the Federal Government in 1995 under the leadership of the DLR (see
Kroll, N., Fassbender, J. K. (Eds).: MEGAFLOW – Numerical Flow Simulation
for Aircraft Design; Notes on Numerical Fluid Mechanics and Multidisciplinary
Design, Volume 89, Springer, 2005). A network from aircraft industry, DLR and
several universities was created with the goal to focus and direct development
activities for numerical flow simulation towards a common aerodynamic simu-
lation system providing both a block-structured (FLOWer-Code) and a hybrid
(TAU-Code) parallel flow prediction capability. Today, both codes have reached
a high level of maturity and reliability. They are routinely used at DLR and
German aeronautic industry for a wide range of aerodynamic applications. For
many universities the MEGAFLOW software represents a platform for the im-
provement of physical models and for the investigation of complex flow problems.
The network was established as an efficient group of very closely co-operating
partners with supplementing expertises and experience. Focusing on common
software, the process of transferring latest research and technology results into
production codes used at industry has been considerably accelerated.

Despite the progress made in CFD, future demands of aircraft industry with
respect to more environmentally friendly, safer and more economical aircraft re-
quire further improvement of simulation capabilities. The need to achieve reliable
results at a high level of accuracy for complex configurations within short turn-
around time places severe constrains on the application of CFD for aerodynamic
data production and the integration of RANS methods into multidisciplinary
simulation and optimization procedures. Consequently, enhanced CFD capabil-
ities for reducing design cycle time and cost are indispensable for the industry.



VIII Preface

In order to meet future requirements of German aircraft industry, two
MEGAFLOW follow-on projects were set up, MEGADESIGN within the third
aviation program of the Federal Government mid 2003 and MegaOpt as an
internal DLR-project linked to MEGADESIGN. Based on the MEGAFLOW
software, the main objectives of these four-year projects were to ensure the pre-
diction accuracy with a guaranteed error bandwidth for certain aircraft con-
figurations at design conditions, to reduce the simulation turn-around time for
large-scale applications significantly, to improve the reliability of the flow solvers
for full aircraft configurations in the complete flight regime, to extend the flow
solvers to allow for multidisciplinary simulations and to establish numerical
shape optimization as a vital tool within the aircraft design process. Partners of
the MEGADESIGN consortium were DLR (Institute of Aerodynamics and Flow
Technology), Airbus, EADS Military Air Systems, Synaps Ingenieur-Gesellschaft
mbH, FastOpt, HPCC Space GmbH, RWTH Aachen University (Department of
Mechanics), Berlin Technical University (Institute of Fluid Mechanics and Tech-
nical Acoustics), Braunschweig Technical University (Institute for Fluid Me-
chanics), Darmstadt University of Technology (Institute of Fluid Mechanics and
Aerodynamics), Trier University (Department of Mathematics). The project was
coordinated by DLR. Both the Institute of Aerodynamics and Flow Technology
and the Institute of Aeroelasticity were involved in the complementary DLR-
project MegaOpt.

This volume contains results presented during the closing symposium of the
MEGADSIGN project which took place at DLR Braunschweig, Germany, on
May 23rd and 24th 2007 and was jointly held with contributions from the
MegaOpt project which finished at the end of 2007. Selected papers give an
overview of the main activities and results achieved within both projects. Im-
provements and enhancements of the flow solvers are described, followed by new
developments with respect to aerodynamic shape optimization and multidiscipli-
nary optimization. Improved numerical simulation capabilities are demonstrated
by several industrial applications.

Thanks are due to all partners and colleagues who have contributed in an open
and collaborative manner. The knowledge and engagement of each individual
contributed to the success and world wide appreciation of the MEGADSIGN
project.

The funding of partial activities through the German Government in the
framework of the air transport research program is gratefully acknowledged.
The editors would also like to express gratitude to M. Wagler and F. Prill for
technical support in compiling this book. Finally, the editors are grateful to Prof.
Dr. W. Schröder as the general editor of the Springer series “Notes on Numer-
ical Fluid Mechanics and Multidisciplinary Design” and also to the staff of the
Springer for the opportunity to publish the technical results of the German CFD
projects in this series.

Braunschweig / Göttingen Norbert Kroll
May 2009 Dieter Schwamborn
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Joël Brezillon, Richard P. Dwight, Markus Widhalm . . . . . . . . . . . . . . . . . . . 249



Contents XI

Aerodynamic Optimization of an UCAV Configuration
St. M. Hitzel, L. Nardin, K. Sørensen, and H. Rieger . . . . . . . . . . . . . . . . . . 263

Flexible Wing Optimisation Based on Shapes and Structures
Holger Barnewitz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287

Multidisciplinary Optimization of an UAV Combining CFD
and CSM
S.M. Hitzel, L. Nardin, K. Sørensen, H. Rieger . . . . . . . . . . . . . . . . . . . . . . . 307

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313



Part I

Reduction of Simulation
Time



Recent Developments
of TAU Adaptation Capability

T. Alrutz1 and D. Vollmer2

1 German Aerospace Center (DLR) Göttingen
Institute of Aerodynamics and Flow Technology – Numerical Methods Branch
Bunsenstrasse 10, 37073 Göttingen, Germany
thomas.alrutz@dlr.de

2 German Aerospace Center (DLR) Braunschweig
Institute of Aerodynamics and Flow Technology – Numerical Methods Branch
Lilienthalplatz 7, 38108 Braunschweig, Germany
daniel.vollmer@dlr.de

Summary. We present an overview of the mesh adaptation facility of the DLR TAU
code as well as details of improvements made to it in the recent MEGADESIGN project,
in particular focusing on advances made in the core of the adaptation module (for ex-
ample parallel (de-)refinement and other efficiency improvements) as well as a relatively
new type of adaptation indicator based on the adjoint solution (among other things)
for a goal-oriented mesh adaption.

These improvements to the existing algorithms already available in the TAU code
allow us to produce improved computational meshes in a more distributed manner,
which provide more accurate predictions for selected functionals of the flow solution
such as drag or lift – in fact, for any for which the necessary adjoint solution can be
computed.

1 Introduction

Today’s computational fluid dynamics (CFD) solvers are used to solve problems
of ever increasing size and complexity, with many industrial partners relying
more and more on the predictions of their computations and less on actual
testing until later development stages are reached.

A big improvement for complex configurations – although not the “panacea” it
may once have been touted as – was the introduction of unstructured methods,
which allow the cumbersome and time-consuming process of mesh generation
for such computations to be largely automated. This was thought to reduce
the reliance on experienced users for setting up such complicated computations.
Unfortunately, the quality of the computational mesh is still directly related to
the accuracy of the result.1 The quality of the mesh is in turn often dependent
on the experience of the user with similar flow configurations as it is usually not
clear a priori where dominant flow features will occur, and even whether they
will have an impact on the outcome of the computation.
1 Or in some non-trivial cases, whether a result could be obtained at all, as a low

quality mesh has a high impact on the robustness of the solver.

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 3–19.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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To remedy this and produce meshes that resolve each of the flow phenomena
of interest, local mesh adaption was introduced (for examples in the DLR TAU
code see [5]). This procedure takes an existing computational mesh and a flow
solution thereon2 to produce a new mesh that will in some sense yield a better
result for the observed flow topology, usually by inserting additional points in
“regions of interest” and sometimes removing points where they are not needed
or moving existing points to improve element quality.

In order to isolate these regions, a so-called adaption indicator or sensor is
computed for each point in the mesh to obtain a measure of the local mesh
quality3. This is a non-trivial process as mesh quality is not a purely local phe-
nomenon because it depends on how the flow solver itself operates – for example
the size of the stencil of the scheme, the exact nature of its gradient computa-
tions, or the flux functions used all influence how accurate a solver can be on a
particular mesh. For this reason, almost all mesh adaption indicators resort to
computing gradients of the solution variables with the notion being that mesh
regions where large changes in the solution occur (e.g. shocks/discontinuities)
have a strong impact on the quality of the result. In a sense, this is certainly
true as by Godunov’s theorem such regions can only exhibit 1st order accuracy
and as such, increased spatial resolution will improve the resolution of those
discontinuities.

Unfortunately, the existence of such strong shocks can lead to a problem
where most – if not all – of the added points during mesh adaption are spent
over-resolving shocks all the while neglecting either weaker shocks or under-
resolving smooth solution areas which nevertheless can have a larger impact on
the accuracy of the computation, depending on how the “accuracy” is measured.
This can result in solutions whose inaccuracy is amplified by the repeated ap-
plication of local mesh refinement based on such a gradient-based indicator – a
clear contradiction to the common opinion that using more points will always
give a better solution.

2 TAU-Code Adaptation Overview

The adaptation module of the TAU-code consists of three different components
for various grid manipulations to adapt a given grid to the solved flow field:

1. y+ based grid adaptation to adjust the first wall distance over turbulent
surfaces in hybrid grids,

2. hierarchical grid refinement and derefinement to introduce new grid points
on a given egde-indicator function without producing hanging nodes,

3. surface approximation and reconstruction for curved surfaces after introduc-
tion of new grid points.

2 As opposed to more dynamic methods that modify the mesh during the solver
iteration itself and not as a separate post-process, for example [23].

3 The quality of a mesh is not only dependent on the density of points, but also on
the elements that are constructed out of them, but we presuppose that a good mesh
adaption will produce adequate elements for the solver.
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In this section we will give a brief description of the of grid refinement algorithm
and of the implemented egde-indicator functions to detect regions of refinement
and derefinement.

A detailed description of the capabilities of the y+ based grid adaptation can
be found in [1]. In [2] we have presented the hierarchical grid refinement and
derefinement algorithm along with the requirements for a parallelization of the
adaptation module on distributed memory machines. A brief overview of the
algorithms used for the surface approximation may be found in [4].

2.1 Grid Refinement Algorithm

The basic concept of the local grid refinement and derefinement is similar to
the red/green refinement in [7,16]. The main requirements of a local refinement
strategy are the detection of grid areas which will be refined and a method of
element subdivisions, which results from insertion of new points to these areas.
A basic algorithm for the grid refinement reads as follows:

I. Build edge list and element to edge reference.
II. Evaluate edge indicators Ie.

III. Refine edge list considering:
a. the edge indicators,
b. the target point number and
c. the grid conformity.

IV. Calculate coordinates of new points.
V. Construct new elements.

VI. Interpolate solution to new points.

The refinement module (2.) uses an edge based approach. The refinement indica-
tors are therefore evaluated for all edges in the grid and new points are inserted
at the edge mid points. The element subdivisions can then be determined from
the configuration of refined edges [5]. Therefore, the edge list and the element
to edge reference has to be build up first (I.). In stage II. all edges (Ne) are
evaluated by the use of one of the sensor functions described in the next section.

2.2 Edge-Indicator Sensor Functions

The definition of a useful edge-indicator for local refinement depends on the in-
vestigated problem. Some approaches use a residual-based indicator or an adjoint
approach (see for details Sect. 3) while other make use of gradients or differences
of any suitable flow variable. The letter is the default setting for the refinement
module (2.) of the TAU-code adaptation.

The approximated gradient G(Φ) of a variable Φ in discrete form is ∆Φ/h with
∆Φ = Φp1 − Φp2 , i.e. the difference between the point values of the two points
p1 and p2 connected by one edge, where h is the length of the edge. We write
the indicator function as

Ie = ∆Φhα . (1)
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A widely used formulation is α = 1, i.e.: G(Φ)h
2. The advantage of scaling the

indicator with a positive value of α is that the refinement stops automatically
in the corresponding area after several cycles.

Our choice of ∆Φ for the indicator function is

∆Φe = max
i=0,...Nφ

(
cφi

(∆φi)e
(∆φi)max

)
(2)

with Nφ being the number of different flow variables considered and e the edges
in the grid.

The weights cφi are scaling parameters which enable the choice of different
combinations of the single parts of the indicator (to be set to zero in order to
turn off φi).

The reference values (∆φi)max are for a balanced scaling of each part of the
indicator function with

(∆φi)max = max
e=0,1,...Ne

((∆φi)e) , (3)

for all edges e in the grid. For the standard usage we have implemented three
sensors functions for the edge-indicator

A. The differences (∆d) of the flow values

(∆dφi)e = |φi(xp1 ) − φi(xp2 )| . (4)

B. The differences of the gradients (∆g) of the flow values

(∆gφi)e = |∂(φi(xp1 )) − ∂(φi(xp2 ))| . (5)

C. The differences of the reconstructed flow values (∆r) to the edge midfaces

(∆rφi)e = |(φi(xp1 ) + xe
2 ∂(φi(xp1))) −

(φi(xp2 ) − xe
2 ∂(φi(xp2)))| .

(6)

with φi the flow value, p1 and p2 the two edgepoints of edge e and xe = xp1−xp2 .

2.3 Target Point Number Iteration

In stage III. of the basic refinement algorithm we calculate an initial limit

L0 = c (maxIe + minIe) , (7)

with maxIe = maxe=0,1,...Ne(Ie) and minIe = mine=0,1,...Ne(Ie) for the indicator
Ie which results in the target number of new points if all edges with

Ie > Li , i = 0, 1, . . . (8)

are marked for refinement. The variable c depends on the distribution of Ie and
the desired target point number. This data is used to modify the default value
of c = 1

2 in order to speed up the target point number iteration.
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An addditional consistency loop over all elements in the grid marks additional
edges to get a valid subdivision case for each element. This loop has to be
repeated until no more edges are marked by the consistency test. The set of
implemented subdivision cases of the supported element types can be found
in [2].

At the end of stage III. we test if the actual number of new points (N̄p)
will match the given target number of new points (Ńp). In case of a match
(0.95Ńp ≤ N̄p ≤ 1.05Ńp) the algorithm will continue with stage IV. In case of a
mismatch, we have to calculate a new limit

Li+1 =
{

1
2 (Li + minIe) , maxIe = Li ; N̄p < 0.95Ńp
1
2 (Li + maxIe) , minIe = Li ; N̄p > 1.05Ńp

, i = 0, 1, . . . (9)

and start again on stage III. The extension of this loop for the derefinement is
quite easy because the same threshold (Ie < Li) can be used to detect edges
that have been refined in a previous adaptation step [2].

The stages IV. to VI. of the basic refinement algorithm are straight forward
and a description can be found in [4].

2.4 Recent Algorithmic Devolpments

Within the frame of the MEGADESIGN and the associated DLR project
MegaOpt continuated progress was made in the major parts of the adaptation
module. The detailed description of all the achievements is out of the scope for
this paper, so we refer only to the important improvements:

• The parallelization of the refinement and derefinement algorithm [2].
• The extension of the TAU-code primary grid partitioner to support dis-

tributed grid hierarchy for parallel dynamic repartioning of adapted grids [2].
• The parallelization of the y+ based grid adaptation [1].
• The support for 3D unstructured hexahedra elements for the y+ adapta-

tion [1].
• The implementation of vortex sensor functions for the edge-indicator (see

Sect. 2.2) to detect regions of vortical flow [22].

From all of the improvements the parallelization has the strongest effect on the
turn around time of a complex simulation. This holds not only for the adaptation
tool but also for the primary grid partioning as well.

2.5 Results

In order to show the capabilities of the parallelized version, we consider a scenario
like the one presented in [3], where we used the adaptation to ajust the grid
of a pitching delta wing in the regions of vortical flow. Here we started from
an initial grid with approximately 1 × 106 grid points and 2.5 × 106 volume
elements. It consists of an inner region of 1.9 × 106 prisms in 20 layers for the
boundary layer and an outer region of 650000 tetrahedra. After several steps of
adaptation we achieved a total number of 4.47×106 grid points, around 15×106
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(a) adapted (b) performance evaluation

Fig. 1. Cut of the adapted grid at x = 200 (a), performance on a Linux Opteron
cluster with a Gigabit interconnect (b)

volume elements and 4.17× 106 parents (see Fig. 1(a)). This grid was then used
for a performance evaluation of the parallel adaptation method. It can be seen
in Fig. 1(b), that the parallel adaptation and the partitioner scale quite well.
Even the overall time from the initial sequential grid partitioning, the parallel
adaptation and the parallel repartitioning is smaller then the time needed for
the sequential adaptation. In this case we could achive a speedup of 4.4 for 8
CPUs and 5.4 for 16 CPUs.

Table 1. Comparison of the performance of the parallel and sequential adaptation
with an AIRBUS A380 starting configuration (performed on a Linux Opteron cluster
with Infiniband interconnect)

Adaptation steps

Steps 1 2 3 4 5 6

# Mill. Points 7.5 9.3 10.2 11.9 11.5 12

1 CPU -/- 484.37 s -/- 635.85 s -/- 769.37 s

16 CPU4 54.53 s 54.97 s 55.16 s 57.07 s 55.08 s 83.05 s

Speedup -/- 8.81 -/- 11.52 -/- 9.26

Another example for the achieved speedup by the use of the parallelized ver-
sion can be seen in Table 1. In this case we used the adaptation to refine the
region of the jet blast of an AIRBUS A380 starting configuration [17]. It can
clearly be seen that the parallel version not only saves the time for the adapta-
tion process itself, but also saves the time needed for an additional (sequential)
partitioning step in order to use the parallel TAU solver and preprocessing.

The presented method has worked quite well for a lot of typical applications
in aerodynamic research [3, 13, 17, 20], but it has some restrictions with respect
to solution accuracy as we will discuss in the following section.
4 The timings for the parallel adaptation includes repartitioning.
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3 Target Functional-Based Mesh Adaption

Most of the time it is not necessary for a flow solution to contain equally accurate
results over the whole domain (which is also one of the reasons why constructing
an accurate and efficient mesh is hard) as the main interest in many compu-
tations is the prediction of key performance functionals, such as the drag (CD)
or lift (CL) coefficient of transport aircraft configurations for example. But not
each point of the grid contributes equally to the evaluation of these functionals,
and that can be used to our advantage. By using the so-called adjoint equation
to obtain information about where discretization errors in the solution have an
impact on the actual functional of interest, one can reliably identify regions of
the mesh for adaption for a given target functional. Obtaining an estimate of
the discretization error itself is a challenge of its own because if it were known
we would know the exact solution to the problem.

Another advantage of the described approach to mesh adaption based on a
target functional is that it – by its very construction – allows for an estimate of
the remaining error in the functional for the current solution. This is very useful
for measuring the reliability or conversely the uncertainty of a computation (as
investigated among others in the NODESIM-CFD or MUNA projects), and thus
can used to terminate a solver/mesh adaption cycle once the desired accuracy
in the target functional is reached.

3.1 Mathematical Background

The approach to goal-based adaption for finite-volume methods described herein
stems from the error correction approach to integral functionals with the dual
(or adjoint) problem as shown by Pierce and Giles [12]. While they mention uses
of the correction term as an adaptation indicator in passing, their focus lies in
achieving higher-order convergence as measured by the error in the functional
of choice.

Venditti and Darmofal [21] then develop a correction and mesh refinement
strategy for unstructured finite-volume methods using a discrete adjoint solution.
Their correction term is analogous to Pierce and Giles’ adjoint correction term
[19], but introduced by a slightly different argument. It is derived via a Taylor
series expansion on a coarse mesh to an embedded fine mesh where then terms
are approximated to avoid computations on the fine mesh altogether – except
for a residual evaluation.

We will give a compact derivation of the procedure as described by Venditti
and Darmofal [21] and as such will mostly adhere to their naming conventions,
these being

• U – (Converged) flow solution of the Euler or Reynolds-averaged Navier–
Stokes equations.

• R – Residual operator, i.e. to which degree the argument fails to solve the
discretized equations.

• I – Target functional (of the solution U), such as aerodynamic drag CD or
lift CL.
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• Ψ – (Converged) solution of the dual (or adjoint) problem, with boundary
conditions as imposed by the choice of target functional I.

• H, h – Used as super- and subscripts and refer to meshes on which particular
operations have been carried out. H is a “coarse” mesh and h is an embedded
“fine” mesh.

• L, J – Interpolation or prolongation operators for moving values between
meshes, often used implicitly when both mesh-subscripts are used (e.g. XH

h =
LH

h XH).

We depart from a Taylor-series expansion of the functional I on the fine grid
based on the coarse-grid solution:

Ih(Uh) = Ih(UH
h ) +

∂Ih

∂Uh

∣∣∣∣
UH

h

(Uh − UH
h ) + · · · . (10)

Similarly, we can expand the residual on the fine mesh

Rh(Uh) = Rh(UH
h ) +

∂Rh

∂Uh

∣∣∣∣
UH

h

(Uh − UH
h ) + · · · . (11)

If we now truncate the above series and isolate terms, we obtain(
∂Rh

∂Uh

∣∣∣∣
UH

h

)−1

(Rh(Uh) − Rh(UH
h )) ≈ (Uh − UH

h ) . (12)

By its very definition and the postulate that we deal with converged solutions
Rh(Uh) = 0 for a given Uh.5 If we use this fact, then the previous expansion of
the residual reduces to

−
(

∂Rh

∂Uh

∣∣∣∣
UH

h

)−1

Rh(UH
h ) ≈ (Uh − UH

h ) . (13)

If we now substitute (13) into (10) one obtains

Ih(Uh) ≈ Ih(UH
h ) − ∂Ih

∂Uh

∣∣∣∣
UH

h

(
∂Rh

∂Uh

∣∣∣∣
UH

h

)−1

Rh(UH
h ) . (14)

At this point, we introduce the adjoint variable Ψ with a definition as follows

(
Ψh|UH

h

)T

=
∂Ih

∂Uh

∣∣∣∣
UH

h

(
∂Rh

∂Uh

∣∣∣∣
UH

h

)−1

(15)

5 As an aside, for a given converged coarse-grid solution UH we have RH(UH) = 0, but
Rh(LH

h UH) �= 0. Instead of using a finer mesh to create a residual of higher accuracy,
one could also use a consistent residual operator with a higher order of accuracy
than the one used to solve for U to gage this discretization error.
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⇔
(

Ψh|UH
h

)T
(

∂Rh

∂Uh

∣∣∣∣
UH

h

)
=

∂Ih

∂Uh

∣∣∣∣
UH

h

(16)

⇔
(

∂Rh

∂Uh

∣∣∣∣
UH

h

)T

Ψh|UH
h

=

(
∂Ih

∂Uh

∣∣∣∣
UH

h

)T

(17)

based UH
h , i.e. the primal coarse grid solution interpolated to the fine mesh, with

the adjoint computation taking place on the fine level. This definition of the dual
problem is analogous to the one used in the optimization context (see for example
Gauger [10]) – except for the particular form of the primal solution (usually U
instead of the UH

h used here) – and can be solved with exactly the same solver
and boundary conditions that have been developed in the optimization context.

So as long as (17) holds true, we have

Ih(Uh) ≈ Ih(UH
h ) −

(
Ψh|UH

h

)T

Rh(UH
h ) , (18)

which is an approximation of the sought-after functional evaluation from a fine-
mesh solution based on a coarse-mesh solution interpolated to the fine grid minus
a correction term. As written above, this correction term incorporates a solution
for Ψ on the fine mesh, which we would like to avoid as the solution of the adjoint
problem is very roughly about half as expensive as the solution U of the original
problem so we could just have solved U on the fine mesh to start with. Thus
we used following ansatz of replacing the fine-mesh adjoint with an interpolated
adjoint from the coarse grid:

Ψh|UH
h
≈ LH

h ΨH|UH
= ΨH

h , (19)

where LH
h is a prolongation operator from the coarse grid H to the fine grid h.

This is a sensible approximation because the adjoint solution is smooth where
the primal solution exhibits discontinuities (Giles [11]). The smooth regions in
the adjoint solution are well-predicted by the interpolation operator, and these
regions are also the ones that coincide with large residuals (e.g. across disconti-
nuities in the primal solution), which in turn make a significant contribution to
the correction term. When we now apply this approximation to (18) and write
UH

h as JH
h UH (with JH

h being a similar prolongation operator), we arrive at

Ih(Uh) ≈ IH
h (JH

h UH) − (LH
h ΨH)TRh(JH

h UH) (20)

for which ΨH has to satisfy the traditional adjoint equation of(
∂RH

∂UH

)T

ΨH =
(

∂IH

∂UH

)T

. (21)

The correction term in (20) forms the basis of our mesh adaption indicator. It
is made up of many individual contributions, one from each of the points in the
computational mesh (of the form shown in (22) and as such we can use these
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point-wise contributions to identify regions in the grid where refinement would
have a non-negligible impact on the target functional, while the sum over all
these individual terms for all mesh points yields the correction term itself.

Another way of looking at the correction term in a more colloquial manner
concentrates on the two components that make up each point-wise contribution.
For the solution at a given mesh point i (expressed in primitive variables) this
contribution boils down to

Ψ |i · R|i = Ψρ|i Rρ|i + Ψu|i Ru|i + Ψv|i Rv|i + · · · . (22)

Individually, the residual R obtained from the fine mesh can be seen as a measure
of the discretization error on the original mesh (i.e. where a fine mesh would
result in a large update to the solution) whereas the adjoint solution Ψ relates
that to the sensitivity of the target functional I to changes in the solution. This
viewpoint led to the name of “dual-weighted residual (DWR)” method in the
Finite Element (e.g. Becker and Rannacher [6]) and Discontinuous Galerkin (e.g.
Hartmann [14]) community, where constructing residual operators of varying
order is comparatively easy.

3.2 Implementation in the DLR TAU Code

The DLR TAUcode [9] is a second order space and time6 accurate cell-vertex finite-
volume code working on hybrid unstructured meshes. The overall process-chain
that has been implemented works as follows:

1. We compute a (fully converged) solution of the original configuration. For the
purposes of this paper, the central scheme with an implicit LUSGS solver [8]
was used, but the procedure is completely independent of the solver itself
so any of the existing options in the TAU code can be used with no modi-
fication to the adaption (as long as the same solver is used for the residual
evaluation).

2. Based on this solution, we obtain the matching discrete adjoint solution.
Again, the procedure is not tied a particular adjoint implementation and
could equally well use the continuous adjoint implementation that is available
in the code for Euler computations.

3. In order to obtain the fine-mesh residual needed, the original mesh is globally
refined and the solution from the first step is linearly interpolated onto the
new mesh.

4. The (non-zero) residual of the coarse solution interpolated onto the fine mesh
is calculated. This is essentially a single iteration of the solver-loop to sum
all the fluxes across each of the faces and yields information on where a finer
mesh would modify the original flow solution.

5. The volume-weighted residuals are summed from the fine mesh back to the
original mesh, as that is where the adaption indicator is needed. This means
that the residual contributions from the dual cells that were added for the

6 Although the time accuracy can also be of third order if requested.
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embedded fine mesh are distributed back to their coarse parent cell (see
Fig. 3). A positive side effect of evaluating the indicator on the coarse mesh
is that the adjoint solution does not need to be interpolated to the fine mesh.
Also, no residual smoothing as proposed by Müller and Giles [18] was done
as the residuals did not exhibit a checkerboard pattern, most likely due the
different nature of the residual evaluation.

6. The actual adaption indicator εi whose magnitude is used to select elements
for refinement is calculated point-wise as ΨT · R, where Ψ is the adjoint
solution vector and R is the residual vector at the point. This is currently
performed in an external Python script with a thin layer called netcdfdic
on top of the NetCDF-interface used by the TAU code. The script performs
the sensor evaluation given the primal, adjoint and residual pval-files as
arguments.

7. Finally, we use TAU’s mesh adaption facility (as described in Sect. 2) to refine
the edges where either endpoints’ |εi| ≥ σ εt/|εg|, where σ is the standard
deviation of the local indicators/errors εi, εt is the prescribed uncertainty
one wants to achieve in the functional and εg is the “global error estimate”
which is simply

∑
εi; similar to the limits used by Kim and Nakahashi [15]

with a = 1.

The relevant processes and their inputs, outputs and dependencies are shown
in Fig. 2. A feature-based adaption only needs the left-most components from
the diagram, i.e. an initial grid with a flow solution is used with the adaption
to produce an adapted grid. While the overhead in terms of added complexity
is large, most of it uses existing – and thus well-tested – functionality.

The global refinement of the mesh that is used to produce the residual (i.e.
how much a finer mesh would change each point in the solution – a measure of the

Fig. 2. Flow chart of steps currently involved in the proposed adaption mechanism.
Note that most of the steps are necessary to produce a fine-mesh (and thus non-zero)
residual of the coarse grid solution for the estimation of the discretization error.
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(a) Original Mesh (b) Globally Refined Mesh

Fig. 3. The left-hand side shows two dual cells cells and the accompanying primal
mesh. On the right-hand side, the primal mesh has been globally refined, and one can
see that by distributing 1/2 of each newly added vertex’ dual volume to the endpoints
of the parent edge that it bisects, we account completely for the original volume as
shown in white.

discretization error) uses a slightly modified version of the normal TAU adaption
module, where all edges are forcibly bisected. Unfortunately, the TAU adaption
can not currently refine hexahedral sublayers (which are usually used for resolv-
ing the boundary layer in Navier–Stokes computations). This stems from the
fact that the TAU adaption employs automatic y+ adaption to redistribute the
points there. Nevertheless, work is under way to remove this restriction. Sim-
ple trials on such hybrid Navier–Stokes grids seem to suggest that the sensor
computation procedure itself works when one ignores the structured parts of the
mesh – although this of course makes the correction term incorrect . . .

For facilitating the evaluation of the sensor a new data-structure was in-
troduced that specifically tracks edge bisections with parent-child relationships
through the refinement and derefinement process. This allows us to use the nor-
mal derefinement procedure of the TAU adaption tool to restrict the sensor from
the globally refined mesh h to the original mesh H in a mode where for each point
that exists in h but not in H we distribute 1/2 of its value to each of the parent
edge’s endpoints. That this holds true for volume-weighted values can be seen in
Fig. 3 as all of the dual cell’s volume is accounted for and redistributed correctly
back to the original mesh points.

3.3 Results

We have used the above-mentioned process for grid refinement studies on var-
ious airfoils in 2D under differing flow conditions. Comparisons are made with
global mesh refinement, which is also used to estimate the “exact” value of the
functional via Richardson extrapolation, as well as the default feature-based
adaption already available in TAU. Some data-points for global refinement and
the default feature-based adaptation were taken from an earlier mesh refinement
study conducted by R. Dwight.

The feature-based adaptation was set up to introduce approximately 30%
more points into the mesh at each adaptation step, whereas the goal-oriented
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procedure flagged as many elements of the mesh for refinement as it deemed
necessary to achieve the prescribed error tolerance. This amount was usually
well in excess of that produced by the feature-based adaptation, but as the goal-
based adaption is more costly in terms of computational effort (as the adjoint
solution has to be computed as well), this need not be a disadvantage as long as
the mesh that is produced yields more accurate results.

Subsonic Flow (Euler)

The first test-case was the symmetric flow around the NACA0012 profile at
Ma∞ = 0.5 and an angle of attack of α = 0.0◦ and it used drag (CD) as the target
functional for the adjoint computation (and thus the functional correction/mesh
adaption procedure). The exact value of the drag is 0, due to completely subsonic
inviscid flow.

For this case, essentially any refinement will reduce the error in the functional
compared to the exact value. As expected, the different error thresholds for the
goal-oriented refinement strategy modify the number of elements (or more accu-
rately edges – as the TAU adaption tool is based on edge splitting) introduced
during each adaption cycle, where a lower error threshold (i.e. a higher required
accuracy) results in more refinement during a single adaption step.

The goal-oriented strategy does not improve on the already good results the
feature-based adaption provides, in fact it even performs very slightly worse;
although one has to remember that all of this take place in the space of a
single drag count. This state of affairs can be improved significantly when we
use the correction term as introduced beforehand, which comes at no extra cost
provided we are already computing the goal-oriented adaption indicator. Using
this correction factor, the new adaption strategy provides consistently better
results than the default gradient sensor. For the largest given error threshold
of εt = 0.0001, a single adaption cycle is enough to achieve a result that is
accurate enough – which the procedure realizes after evaluating and applying
the correction term on the second mesh – and self-terminates.

Transonic Flow (Euler)

The left side of Fig. 5 shows a series of mesh refinements for the NACA0012
airfoil at Ma∞ = 0.85 and α = 2.0◦. The horizontal black line represents the
“correct” value of the lift coefficient as obtained from the globally refined meshes
by Richardson extrapolation. This transonic case exhibits two shocks, a stronger
one on the upper side and a weaker one on the lower side. The goal-oriented
adaptation is performed to produce a mesh that increases accuracy of the lift
coefficient CL of the profile for different error tolerances εt. This tolerance es-
sentially increases or decreases the sensitivity of the adaption process and thus
somewhat dictates the amount of the new points introduced. If one wants to
achieve a very accurate end-result, even regions with a relatively small adap-
tion indicator magnitude will be refined in order to meet the required tolerance
whereas as these regions will be left as they are when only lower accuracy is
desired.
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Fig. 4. Grid after the three goal-oriented adaptions with εt = 0.001 (NACA0012 with
Ma∞ = 0.85 and α = 2.0◦) in the transonic Euler case

In this particular case, the default feature-based adaptation produces rather
erratic results and even seems to diverge from the “exact” value of CL. We
suspect this is the case due to the large gradients across the upper shock, which
make the grid adaption spend every last bit of its allocated point budget there
and thus neglecting other flow features such as the weaker shock and the trailing
edge that also have an impact on the lift.

The goal-oriented adaptation gives very good results for all tolerances (al-
though none of them has achieved a mesh on which εg < εt yet). After three
adaptation steps all meshes provide a lift coefficient that is within 0.0003 of the
exact value, whereas as the overall best result7 from 10 feature-based adaptations
is off by 0.002 and getting worse.

The final mesh after the third adaptation for εt = 0.001 can be seen in Fig. 4.
Easily visible are the two well-resolved shocks but the whole nose region as well
as the trailing edge are also refined to provide a more accurate lift coefficient.

Transonic Flow (Navier–Stokes)

For the RAE2822 airfoil at Ma∞ = 0.734, α = 2.29◦ with a Reynolds number
of 6.5 million and the SAE turbulence model, the goal-oriented indicator is also
much better than the default gradient sensor as it remains much closer to the
7 Which is usually not known as the exact value is not available . . .
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Fig. 5. Mesh convergence of different sensors for the transonic Euler (left) and Navier–
Stokes (right) case

result of the “global” refinement (see right of Fig. 5), but certain restrictions of
the TAU adaptation on hybrid grids remain in all cases, namely its inability to
insert additional structured layers tangential to the surface or only in parts of
the boundary layer. This also invalidates any possibility of using the correction
term, as the residual is not produced on a truly globally refined grid.

4 Conclusion

We have described the recent developments of the TAU adaptation module, in
particular as these pertain to the MEGADESIGN project. The improvements
to the parallel refinement and derefinement along with the parallel repartion-
ing have shown a significant increase of the overall performance. For most of
the applications we could achieve a parallel efficiency well above 50%, which
is necessary for a scalable code. The implementation of the vortical based flow
sensors gives the adaptation tool the possibility to detect and refine regions of
vortical flow automatically as long as the required data is precomputed by the
solver. This feature is of major interest for all applications where vortical flow
dominates and the standard set of gradient based sensors will fail.

For the goal-oriented mesh adaption approach encouraging results have been
presented for inviscid 2D flows around the NACA0012 profile for a variety of
flow conditions on triangular meshes and viscous flow for RAE2822 Case 9 on a
hybrid 2D mesh.

The advantages of the approach become evident for more complex flows such
as the transonic test-case presented, where the feature-based adaption process
diverges from the correct lift value. This is a very real problem for users, who
expect mesh adaption to improve their results and not make them worse, espe-
cially as the real or correct value is not known beforehand so that any prediction
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is as good or as bad as any other – but with more weight given to any result
produced on a mesh with more points. This fallacy is clearly shown here as well
as how the adaption based on a target functional alleviates the problem.

Nevertheless, complexity issues remain – it is questionable whether an adap-
tation indicator whose operation still requires a global refinement of the mesh
(even if it is just for a single residual evaluation) is viable in an industrial context.
Also, limitations of the adaptation module place inconvenient restrictions on the
refinement of structured layers in hybrid grids. Solutions to these problems are
sought after as part of future research.
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1 Motivation

Conventionally, two types of wall boundary condition are available for the so-
lution of turbulence transport equations in CFD. These exhibit very different
requirements on the wall normal distance of the first grid point and any viola-
tion of these requirements leads to a drastic degeneration in the solution quality.
This places a very high level of importance on the design of the numerical grid,
and contributes to the excessive human resources typically spent on this task.
Furthermore, these criteria depend strongly on the local flow field quantities,
which means that prior knowledge of the solution is required for correct grid de-
sign. In practice this often means that an iterative grid design process is required,
causing further grid generation expenditure.

The existence of two distinct wall boundary conditions has its origins in the
physical nature of turbulent boundary layer flow, in which distinct zones exist at
various distances to the wall. Normalisation of the flow variables and geometric
quantities with respect to the friction velocity Uτ =

√
τw/
 (where τw is the wall

shear stress) allows the description of universal boundary layer profiles [7]. Such a
profile of the normalised mean velocity U+ = U/Uτ and normalised wall distance
Y + = Uτn/ν (where n is the wall distance and ν is the kinematic viscosity) is
given in Fig. 1. The region nearest to the wall where turbulent stresses are
damped to negligible levels is termed the viscous sublayer, where U+ = Y + and
Y + < 5. “Low-Reynolds” boundary conditions target the full resolution of this
region within the solution, and hence require the first grid point to be placed
at Y + ≤ 1. Further away from the wall where turbulence effects dominate at
Y + > 30, the velocity profile is desribed by a logarithmic dependency on wall
distance, hence the terminology log-law region. The transition region between
the viscous sublayer and log-law region is known as the buffer layer. “High-
Reynolds” boundary conditions (often referred to as “wall functions”) target
the positioning of the first point within the log-law region, hence bridging of the
viscous sublayer and buffer layer through a parametric description that is valid
only for a subset of physical circumstances (e.g. turbulent local equilibrium). Best
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Mean velocity profile from the direct numerical simulation of turbulent channel
flow at Reτ = 395 [4]

practice guidelines [2] stipulate a placement of the first grid point at Y + > 20
for high-Re boundary conditions.

A further problem is therefore apparent with the conventional boundary con-
ditions: a gap is present in the region 1 < Y + < 20 where neither is valid. A
simple switch between the two formulations depending on the local Y + value is
therefore not possible. Another practical problem can emerge when combining
the use of low-Re boundary conditions with multi-grid convergence acceleration
techniques, as is the case for the FLOWer solver – it is very likely that the
auxiliary solutions on coarser grid levels will result in violation of the boundary
condition requirements.

This state of affairs is therefore highly undesirable for industrial CFD, and a
more general unified boundary condition is required that will deliver robust and
reliable solutions for arbitrary near-wall grid spacing, i.e. the first cell placement
at any value of Y +. Previously, only low-Re boundary formulations have been
implemented in FLOWer1. Such a generic boundary condition would therefore
represent a considerable operational advantage, allowing significantly reduced
grid generation time and computational expense by exploiting the advantages of
high-Re boundary conditions. The formulation, validation and demonstration of
such a solution is presented in the following sections.

2 Formulation and Implementation

The formulation of the hybrid adaptive boundary condition is strongly based
on the methodology developed by Rung et al. [8] with some modifications made

1 This is indeed the “natural” boundary condition type for the Spalart–Allmaras and
k-ω families of models implemented in FLOWer.
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to eliminate the need for an infrastructure modification in the FLOWer solver.
Consequently, the specification of the velocity at the wall-neighbouring point
is achieved using the turbulent viscosity rather than the momentum equation
coefficients. As will be seen, the hybrid formulation is based on an extension of
the high-Re boundary condition into the low-Re zone. Hence, the implementation
of a high-Re boundary condition in FLOWer was a sensible precursor step, and
will be presented first.

In the following, local wall coordinates will be used, with the x direction
tangential and y normal to the wall. The corresponding mean velocities U and
V are relative to the wall velocity. Values at the neighbouring grid point to
the wall are denoted (P ), while (B) refers to values at the solid boundary. The
implementation has been carried out for both the cell-centered and cell-vertex
discretisation and is valid for all implemented k-ω models.

2.1 High-Reynolds Boundary Condition

The derivation of conventional high-Re boundary conditions is based on sim-
plified two-dimensional planar shear flow. In the absence of strong external
forces, e.g. strong pressure gradients, self-similar profiles are present in the wall-
tangential directions, as a consequence of which the number of independent
variables reduces to one [10]. The flow is characterised by a simple turbulent
field dominated by an approximate equilibrium of production and dissipation.
Due to these simplifications, the high-Re boundary condition is of questionable
validity when these physical conditions are violated, however the reduction to a
minimal number of variables is practically desirable.

As outlined in Sect. 1, the high-Re boundary condition bridges the semi-
viscous near wall region through a parametric description of the flow, and the
velocity profile is logarithmic:

U =
Uτ

κ

[
lnY + + κB

]
=

Uτ

κ

[
ln(EY +)

]
,

κ = 0.41 , B = 5.2 , E = eκB . (1)

As mentioned above, the velocity at the wall-neighbouring grid point is fixed by
specifying the eddy viscosity µt, which is given by

µt(P ) =
Uτκ
n

ln (EY +)
− µ . (2)

To resolve the dependency of (2) on Uτ , a value of Uτ is obtained through the
parameterisation of the turbulent field. Assuming that the effective shear stresses
between the turbulent and semi-viscous regions are constant gives

−
uv(P ) = τw = 
(P )U
2
τ ⇒ Uτ

2 = τw/
 = |uv|(P ) . (3)

Applying the common empirical observation that |uv|/k ≈ 0.3 [7] gives the
following expression for Uτ :
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k(P ) =
|uv|(P )√

cµ
⇒ Uτ = c1/4

µ

√
k(P ) , (4)

where the parameter cµ = 0.09 is used.2

For the turbulent kinetic energy k, the value k(P ) is taken directly from the
model transport equation and a Neumann boundary condition is applied such
that k(B) = k(P ). In addition, the production term Pk of the k-equation is
modified according to

Pk(P ) = −uv
∂U

∂n
=

τw




Uτ

κn
. (5)

The definition of eddy viscosity for k-ω models together with a mixing length
scale for the log-law region are combined to give an expression for the turbulent
frequency ω in the wall-neighbouring cell:

ω(P ) =

(
k1/2

c
1/4
µ κn

)
(P )

. (6)

The value of ω on the wall is of no significance to the solution, and is singular
by definition. For cosmetic purposes ω(B) = ω(P ) is used.

2.2 Hybrid Adaptive Boundary Condition

The high-Re formulation must be extended such that it blends seamlessly into a
low-Re formulation inside the viscous sublayer. The dimensionless wall-normal
distance in the log-law region is given by the following rearrangement of (1):

Y + =
eκU+

E
. (7)

A Taylor series expansion of the numerator of (7) for small values of kU+ about
the origin combined with the low-Re value of Y + (i.e. Y + = U+) delivers the
hybrid expression for the dimensionless wall distance

Y +
hyb = U+ +

1
E

[
e(κU+) −

(
1 + κU+ +

(κU+)2

2!
+

(κU+)3

3!
+ · · ·

)]
. (8)

Armed with this relatively simple expression for Y +
hyb, the hybrid adaptive bound-

ary condition can be formulated. This is activated in place of the high-Re bound-
ary condition when the criterion

Y +
(P ) =

(
n c

1/4
µ

√
k 


µ

)
(P )

≤ 15 (9)

is met. The mechanism of the boundary condition is given by the following:
2 Although many of the k-ω models employ a variable cµ parameter, the boundary

value must be fixed in the high-Re formulation.
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Y +
hyb = U+ +

1
E

(
eκU+

− 1 − κU+ − · · · − (κU+)9

9!

)
U+ =

(
1 − e−0.14Y +

hyb

) ln(EY +
hyb)

κ

ϕ =
(
1 − e−0.09Y +

hyb

)2

θ = (1 − ϕ)
µ

n
+ ϕ


κUτ

ln(EY +
hyb)

τw = θ(U(P ) − U(B)) (10)

The blending function ϕ varies smoothly between near-zero in the viscous sub-
layer to unity deep inside the log law region, at approximately Y + > 100. This
serves to define the blending between laminar and turbulent viscosity in the low-
Re and high-Re regions respectively, which is effective in the parameter θ. This
in turn gives the effective viscosity divided by the wall normal distance for deter-
mination of the shear stress τw. Due to the implicit U+ = U+(Y +) formulation
of the system of expressions, these must be solved by iteration at every wall point
and time step in an explicit solver implementation such as FLOWer. For prac-
tical robustness reasons, the value of the dimensionless wall-normal distance is
limited to 0.3558 ≤ Y + ≤ 400, and an initialisation value of τw = 0.0015
∞U2∞
has proven effective.

The treatment of the turbulent kinetic energy and its production term is un-
changed with respect to the high-Re boundary condition, i.e. (5). The boundary
condition for ω is defined by

ω(P ) =
(

k1/2

cµ Lω

)
(P )

, (11)

where

Lω = κc−3/4
µ n

(
1 − e−γωRek

)
, Rek =

√
k n

ν
, γω = 0.057 . (12)

3 Validation

3.1 Transonic Airfoil Flow: RAE 2822 Case 9

For the initial validation of the newly implemented boundary conditions, the well
known two-dimensional RAE 2822 test case [3] was selected. This is characterised
by transonic flow conditions at Ma = 0.73 and Re = 6.5 × 106, with a shock
located at the 55% chord position on the upper surface. The interaction of the
shock with the boundary layer causes a weak or non-existent flow separation at
the angle of attack of α = 2.8◦ studied. The transition position was user-specified
at the 3% chord location.

The original grid provided was suitable for low-Re calculations and consisted
of 353×65 vertices in a C-topology. In order to generate a high-Re type grid with
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(a) cf , low-Re grid (b) cp, low-Re grid

(c) cf , high-Re grid (d) cp, high-Re grid

Fig. 2. RAE 2822 case 9, friction coefficient cf (left) and pressure coefficient cp (right)
profiles computed on the low-Re (above) and high-Re (below) grids using the Wilcox
k-ω model

otherwise minimal difference to the low-Re grid, the innermost eight cells nearest
to the wall were removed, resulting in 353 × 57 points for the high-Re grid.

In Fig. 2 the chordwise distributions of pressure and friction coefficient com-
puted using the Wilcox k-ω model [13] are compared to the experimental data for
both grids and all three boundary condition formulations. A dramatic demon-
stration is given for the deterioration of the results when the traditional low-Re
and high-Re formulations are applied to the inappropriate grid type; the skin
friction coefficient is massively underpredicted by a factor of approximately five
in both cases and a significant shift in the shock position is also seen in the plots
of cp. In contrast, the hybrid-adaptive boundary condition gives reliable results
irrespective of the grid used, which are comparable in quality to the application
of either low-Re or high-Re conditions on their native grids. This characteristic
was furthermore observed for a multitude of different k-ω type models tested,
which is demonstrated in Sect. 3.2.
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Fig. 3. RAE 2822 case 9: normalised velocity U/U∞ (left) and turbulent frequency ω
(right) at about 10% chord length (on the upper airfoil surface) along a wall-normal
grid line

Boundary layer profiles of U/U∞ and ω are compared between the different
boundary conditions along a wall-normal grid line in Fig. 3. The results from the
adaptive formulation are almost identical to those from the corresponding low-Re
or high-Re condition, and hence the solution can be said to be dominated by the
grid rather than the boundary condition formulation. The value of ω specified
in the first cell of the high-Re grid is seen to agree very well with the equivalent
value on the low-Re grid, however some deviation is seen in the gradient towards
the neighbouring cells.3 It is suspected that this may be caused by the uneven
grid spacing; whereas simply deleting the inner grid cells to create the high-Re
grid was done to ensure that both grids are otherwise comparable, this gives rise
to a significant jump in the cell spacing. In the natural application of high-Re
boundary conditions, the wall-normal distance of the first cell would be specified
together with a constant stretching ratio away from this.

3.2 Transonic Wing Flow: ONERA M6

The flow around the three-dimensional ONERA M6 swept finite wing geome-
try [11] has been computed as a further validation test case. At the computed
conditions of Ma = 0.84, Re = 11× 106 and α = 3.06◦, the flow exhibits a weak
separation due to shock – boundary layer interaction and a lambda double-shock
structure inboard that unifies at around the η = 0.85 span position (Fig. 4). The
calculation was conducted fully turbulent, and the high-Re grid was once again
generated via the removal of the eight inner cells from the low-Re grid, giving
rise to respectively 225× 49× 33 and 225× 41 × 33 vertices for the low-Re and
high-Re grids.
3 This behaviour has been demonstrated to be entirely independent of the ω value at

the wall, which is set equal to the first cell value purely for “cosmetic” reasons, as
stated in Sect. 2.
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Fig. 4. ONERA M6: Surface contours of density � computed with the Wilcox k-ω
model and hybrid adaptive boundary condition on the high-Re grid

The pressure coefficient distributions at various spanwise locations are plot-
ted in comparison with the experimental data in Fig. 5. As seen for the two-
dimensional RAE 2822 flow case, the agreement between the low-Re boundary
condition on the low-Re grid and the hybrid boundary condition on the high-
Re grid is excellent (shown for the Wilcox k-ω model). The functionality of the
hybrid-adaptive boundary condition for other k-ω models is also shown, with
the profiles from the linearised explicit algebraic (LEA) model [9] and explicit
algebraic Reynolds stress (EARSM) model [12] given for the high-Re grid.

To demonstrate the reduction in computation time achievable by the appli-
cation of high-Re boundary conditions, the convergence of computations using
the low-Re and high-Re grids are compared in Fig. 6 (low-Re and hybrid adap-
tive boundary conditions, respectively). The convergence of the solution is much
more rapid on the high-Re grid, achieving the same level of convergence with
much less iterations. Due to the 16% saving in grid points, each of these iterations
furthermore requires less CPU time. The number of iterations and CPU time
required to achieve the same level of convergence in the k-equation are listed
in Tab. 1: the necessary CPU time is reduced by 90% by the introduction of
a high-Re grid and suitable boundary condition. This is naturally of significant
benefit to industrial application.

3.3 Industrial Conditions

To demonstrate some of the advantages that can arise from application of the
adaptive wall function in an industrially-relevant environment, some example
results from the European REMFI project [1] will be shown. The focus of the
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Fig. 5. ONERA M6: Comparison of chordwise cp distributions at the η =
0.44, 0.65, 0.80 and 0.90 spanwise positions. Results from the high-Re and low-Re grid
are shown for the Wilcox k-ω model and those from the LEA and EARSM models are
shown for the high-Re grid only.

Table 1. ONERA M6: Number of iterations and computation time required to achieve
the same level of convergence in the k-equation

Iterations CPU sec

Low-Re BC on low-Re grid 10000 54000
Hybrid BC on high-Re grid 1500 5000

project was the investigation of improved numerical and experimental methods
dedicated to the prediction of empennage performance for transport aircraft. A
significant part of this involved the application of twin-sting rigs to support wind
tunnel models with minimal disturbance of the tailplane flow. The emphasis of
the relevant work package was to describe and quantify the aerodynamic inter-
ference mechanisms of such wind tunnel supports using computational methods
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Fig. 6. ONERA M6: Residuals of density � and turbulent kinetic energy k from com-
putations with the Wilcox k-ω model. Comparison of the hybrid boundary condition
on a high-Re grid with the low-Re boundary condition on a low-Re grid.

in the framework of a joint numerical and experimental study [6]. As such, the
turbulent flow around a wing-body-tail configuration of a transport aircraft was
computed at a range of transonic flow conditions. To provide information on
the disturbance effect, simulations of the clean aircraft were compared to those
with the twin sting support geometry included, and an important part of the
investigation was the capturing of Reynolds number effects. A range of Reynolds
numbers 3 × 106 ≤ Re ≤ 38× 106 were therefore to be computed, which for the
standard low-Re boundary condition would have meant a succession of increas-
ingly refined wall-normal grid spacings to maintain Y + ≤ 1 as Re increases.
In addition to the increase in computational expense, the grid generation effort
tends to increase as the near-wall cell aspect ratio increases; the thinner the
cells become, the greater the frequency of “negative volume” generation in the
vicinity of uneven surface contours.

Considerable project delays could hence be recovered through the introduction
of the hybrid-adaptive wall boundary condition, by enabling multiple Reynolds
number values to be computed on the same grid. The distribution of the Y +

value of the wall-adjacent cell is shown in the contour plots of Fig. 7 for the
Re = 3 × 106 computation (for which the grid was designed) and the highest
Re = 38 × 106 value. Although the level of empricism increases as more “wall-
function activity” is introduced, the results at higher Re are nonetheless valid.
Attempting this with conventional boundary conditions would not be possible
as the majority of the flow exhibits Y + values that fall in the “gap” between
low and high-Re formulations.

A further feature of the adaptive boundary condition that was exploited in
REMFI is the ability to blend high and low-Re boundary condition types seam-
lessly within a single simulation. The higher physical validity (and higher com-
putational expense) of the low-Re formulation can be limited to more important
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(a) Re = 3 × 106 (b) Re = 38 × 106

Fig. 7. Transport aircraft wing-body-tail configuration: Surface contours of Y + values
obtained from valid computations of varying Reynolds numbers using the same grid
using the hybrid-adaptive boundary condition and the FLOWer solver (Wilcox k-ω
model)

(a) Contours 0 ≤ Y + ≤ 1.5 (b) Contours 0 ≤ Y + ≤ 30

Fig. 8. Transport aircraft wing-body-tail model mounted on twin-sting wind tunnel
support rig: Surface contours of Y + values obtained from a computation at Re = 3×106

using the hybrid-adaptive boundary condition and the FLOWer solver (Wilcox k-ω
model)

or physically complex flow regions, with coarser wall-normal distributions tar-
geting high-Re boundary conditions elsewhere. Precisely this was done for the
computations that include the twin sting support rig: the same fine grid reso-
lution was applied to the aircraft geometry as used for the free aircraft, and a
much coarser grid was applied to the twin-sting booms and the yoke plate and
boss to which they are attached downstream. Two visualisations of the surface
Y + distribution (scaled to show the two target regions) are shown in Fig. 8 for
one of the twin-sting rig configurations at Re = 3 × 106.
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4 Conclusion

A hybrid-adaptive wall boundary condition has been succesfully implemented
into the FLOWer flow solver, which is applicable to all k-ω models and both the
cell-vertex and cell-centered discretisation schemes. The boundary condition has
been demonstrated to be robust and to successfully address all of the shortcom-
ings identified with the conventional two boundary condition types in Sect. 1.
The new boundary condition gives valid solutions for any value of Y + presented
by the grid, tending to the low-Re solution as Y + → 1 and to the high-Re solu-
tion as Y + > 15. The problem of the gap between low-Re and high-Re boundary
conditions has been solved through the seamless formulation. Compared to the
previous state of affairs with the FLOWer solver, in which only low-Re formula-
tions were available, the new boundary condition offers tremendous advantages
in an industrial environment:

• Structured grid design is often referred to as the bottle-neck in the industrial
CFD design process. The new boundary condition alleviates this situation
by allowing coarser near-wall cells in the vicinity of highly uneven surface
contours.

• The grid generation burden is further alleviated, through the removal of the
necessity to remesh a new configuration if it is found that the Y + values
exceed the acceptable limit for low-Re boundary conditions. A similar ar-
gument applies for unsteady flows where the Y + values can be expected to
fluctuate considerably at different time steps.

• The application of large Y + values allows very rapid approximate solutions
to be obtained (a 90% reduction in CPU time is typical, Sect. 3.2), which
would be impossible with low-Re boundary conditions alone.

• Approximate coarse grid computations would be of particular use for “quick
look” initial computations of a number of different prototype configurations,
as well as for coupled fluid-structure-interaction, multi-disciplinary optimi-
sation and unsteady manoeuvre calculations.

• Reynolds number effects can be captured on a single grid; previously, a new
grid would be required for increased Reynolds numbers.

• Mixed high/low-Re grids can be generated to focus the numerical expenditure
on the most important flow regions.

It must be emphasised that a move from low-Re to high-Re boundary conditions
brings an accompanying loss of generality: the simple high-Re boundary condi-
tions introduced here are based upon such physical assumptions as low surface
curvature, local-equilibrium turbulence and zero tangential pressure gradient.
However, a range of enhanced wall functions have been proposed in the liter-
ature that attempt to re-introduce these physical effects. Such enhancements
could in principle be incorporated into the hybrid adaptive boundary condition
formulation with ease.

The practical advantages of the hybrid adaptive wall boundary condition have
been clearly demonstrated in the REMFI project, where its application made
a successful completion of the computational objectives possible. The project
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progress would have suffered tremendously from an excessive grid generation
work load if only the original low-Re boundary condition were available.
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Acceleration of CFD Processes for Transport
Aircraft

Eberhard Elsholz

Airbus, Airbusallee 1, 28199 Bremen, Germany

Summary. A number of possible techniques to accelerate common CFD processes
based on the DLR TAU code [1] is addressed, the outcome is briefly discussed and
illustrated. As a result of these investigations, considerable increase of computational
efficiency has been identified and demonstrated.

1 Introduction

Since the use of CFD within the aerodynamic design process increased more
and more over the last years, permanent effort is dedicated to improve the CFD
tools in terms of accuracy and efficiency. So an important part of work within the
MEGADESIGN project was dedicated to the acceleration of the industrial CFD
processes in general, especially with respect to the CFD tools used in transport
aircraft design process.

2 Overview

Concentrating on improvements of the efficiency of CFD tools applied within
the complete process chain, there were considered three main aspects:

• Computational acceleration was investigated by utilizing improved features
of the TAU code such as implicit solution (LUSGS: Lower/Upper Symmet-
ric Gauss–Seidel, see [2] rather than sticking to the (well validated) ex-
plicit (Runge–Kutta time stepping) method. This attempt aimed to directly
decrease the necessary computing time.

• A serious attempt was made to introduce further automatization into the
process chain wherever possible. This idea was linked to decreasing the in-
put queueing time and by this the overall turn-around time of a complete
computation.

• Simultaneous application like the prediction of several polar points at the
same time was demonstrated in order to reduce the overall turn-around time
drastically. However, this approach requires a considerable amount of hard-
ware available, that must be reserved for a number of specific batch jobs
throughout the overall turn-around time.

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 35–40.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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It has been shown that by all of these techniques, significant acceleration had
been achieved – and clearly the ultimate combination of the different approaches
would promise dramatic speed increase for the near-future industrial design
process.

3 Utilization of Improved Code Features

Up to now, most industrial applications of the TAU code relied on the well
validated and stable explicit Runge–Kutta time stepping method. Although this
technique is limited to CFL (Courant–Friedrich–Lewy) numbers in the order of
2, stable and safe day-by-day computations were done at Airbus within this CFL
range, starting up the full multi-grid process even with CFL < 1.

However, considerable advantages can be drawn from the utilization of the
implicit LUSGS Iteration, which should allow much higher CFL numbers and
by this much faster convergence of the solution.

Two different investigations have been performed on this specific topic com-
paring also the solutions obtained from Spalart–Almaras 1-equation turbulence
model including Edwards modification (SAE) versus the Menter SST 2-equation
“Shear Stress Transport” turbulence model.

The investigations were performed on a variety of relevant test cases, ranging
from 2D multi-element profile up to 3D High-lift configurations (Fig. 1)

Summarizing across two aforementioned investigations, these test cases were
chosen as follows:

1. 2D High-lift Ma = 0.185 Re = 2.5 × 106

2. W/b coarse mesh (0.2 Mpoints) Ma = 0.8 Re = 5.5 × 106

3. W/b fine mesh (5.2 Mpoints) Ma = 0.78 Re = 4 × 106

4. W/b-engine (10.3 Mpoints) Ma = 0.8 Re = 28 × 106

5. W/b-flaps-tfn (11.7 Mpoints) Ma = 0.2 Re = 1.5 × 106

6. F4 w/b (≈ 20 Mpoints) Ma = 0.2 Re = 3 × 106

For two different turbulence models, i.e. the 1-equation SAE model and the
2-equation Menter–SST model, a typical comparison of performance of the dif-
ferent solution procedures is given in Fig. 2. For each of the test cases, both
methods were computed up to 10000 iterations for comparison, where at 2000
cycles a switch towards target lift was set. Using different CFL numbers, i.e.
CFL = 0.5 . . .2.0 in case of Runge–Kutta time stepping and up to CFL = 50
for the LUSGS method, demonstrates a considerable speed-up potential of the
implicit LUSGS method, reaching Ru–Ku’s accuracy of 10e−6 after 10000 cy-
cles already within less than 3000 cycles. With respect to the turbulence models
tested, the SAE model allowed higher CFL numbers for the LUSGS method
than the 2-equation SST model does.

In general, the resulting differences from SAE- and SST-turbulence models are
negligible, they mainly occur at the leading-edge suction peak and are smaller
than the differences obtained from different windtunnel tests (ONERA and NLR
windtunnels) in this region.
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Fig. 1. Different test cases used for code feature comparisons

Fig. 2. Residual history of explicit and implicit methods for 2-equation SST turbulence
model (Testcase DLR-F4)
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4 Automatization of Numerical Process Chain

Considerable progress in automatization of the process chain has been achieved
by introducing the Python script “Setup Taujob.py”. This script addresses dif-
ferent pre- and post-processing tools, such as mesh-deformation, drag decom-
position and boundary layer analysis in an easy way to use. The script then
generates standardized data structures and input files for the flow solver from
the user’s requirements and finally submits the complete job to the parallel-
processing computing system.

This technique allows highly efficient computations of

• complete parameter series like polars
• the full process chain including pre- and post-processing
• coupled CFD-CSM loops via a simplified beam bending approach

The script was developed as part of MEGADESIGN work to reach the
complex goals of the project.

Fig. 3. Collection of typical pre- and post-processing results obtained via Setup Taujob
script

Figure 3 presents an overview of typical results obtained from mesh deforma-
tion pre-processing as well as from boundary layer analysis and drag decompo-
sition post-processing. A short summary of flexible wing computations is given
in Fig. 4, showing the possible improvements of solutions along a complete polar
in comparison to the experiments (project milestone M 6.1).
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Fig. 4. Coupled CFD-CSM within Setup Taujob script: Typical results

5 Simultaneous Approach

As described above, productive computations can be prepared/submitted/
computed very efficiently by utilizing the Setup Taujob.py script. For demon-
stration purposes, this technique had been used in a simultaneous effort to obtain
a complete polar computation as fast as possible, i.e. nearly over night. For this
demonstration a complex aircraft in landing configuration was used, i.e. includ-
ing slats and flaps as well as engine/pylon installation, see Fig. 5. In this case, the
computational mesh consists of approximately 12 million nodes. Simultaneous
computations were performed for 6 different incidences along the polar, each of
them starting from scratch, i.e. free-stream conditions. Stable results were ob-
tained after 4000–6000 iterations, depending on the specific incidences. All this
was done within 12.9 hours of computation, utilizing up to 288 processors (48
per computed incidence) at a time.

Fig. 5 also summarizes the typical convergence behaviour, skin-friction pattern
at α = 15.18◦ and the resulting polars in terms of lift and drag versus the

Fig. 5. Test case for simultaneous approach: Residual history, skin-friction at
α = 15.18◦, lift and drag polars
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incidence. Comparison with the experimental data shows reasonable quality of
the achieved results.

This demonstration was performed in order to reach the project milestone M
4, which was fully achieved.

6 Summary/Conclusions

Three possible ways to accelerate CFD solutions have been addressed and their
outcome has been illustrated. From these investigations, the main conclusions
are as follows:

• Implicit time iteration schemes within the TAU code can speed-up compu-
tations by a factor up to 3 compared to the commonly used explicit Runge–
Kutta time-stepping method.

• Increasing the automatization including the existing pre-/post-processing
tools can save considerable turn-around time of computations.

• Simultaneous computations can produce a complete polar “over night”, de-
pending on the overall availability of involved hardware (processors) in the
parallel computing environment.

The investigations showed a great potential in accelerating CFD in general,
however, the specific techniques used in future applications may depend on the
user’s requirements.
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Efficient Combat Aircraft Simulations
with the TAU RANS Code
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Summary. Advanced aircraft design is driven by accurate analysis tools which are
combined to an optimization process. Modern aerodynamic analysis for complex air-
craft configurations are mostly dependent on flowfield simulation results with small
uncertainty levels. A software package which more and more fulfills those requirements
is the TAU Code developed at the DLR over many years. The aim of this contribution
is to demonstrate the ability of the TAU code to compute physically complex flow
problems which occur in flow field simulation tasks for combat aircraft at high angle
of attack. It is shown that the improvements developed during the Megadesign project
have led to efficiency gains beyond a factor of 2 with respect to run time. This progress
has contributed to two main milestones of the project and fulfilled the requirements
posed.

1 Background

The design challenges and problems which have to be tackled in aircraft design
for EADS Military Air Systems (EADS-MAS) are illustrated in Fig. 1. It is
shown that the designs of interest span from small aspect ratio wing combat air-
craft to high altitude long endurance aircraft systems including highly integrated
configurations with extreme small radar cross section properties.

The complexity of aircraft configurations can differ strongly dependent on
the development status of the project. An example configuration resulting in
geometrically complex aerodynamic flowfield analysis tasks is shown in Fig. 2.
To make flowfield simulations around such configuration successful in an in-
dustrial sense the corresponding methods and tools have to be efficient and
robust.

To achieve those objectives EADS Military Air Systems has developed over
the years a hybrid unstructured mesh generation system called MESHER [1]
which is designed and developed such that the user interaction becomes mini-
mal. The geometric configuration in Fig. 2 consisted of a CatiaV4 description
file of 140 MB in size, including the definition of 2749 topological faces and
6788 topological edges. The relevant surface mesh generation user input was

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 41–52.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Design challenges for EADS-MAS

the parameter for the minmal surface edge length for the whole aircraft and
a minimal edge length for the four air data transducers of 0.5 mm which can
be seen as small devices under the forebody. For the configuration in Fig. 2
the surface mesh had 2.3 million triangles. It can be observed that the edge
length distribution is dependent on the local curvature (Fig. 2 left) which is a
key prerequisite for achieving almost automatic surface mesh generation. The
righthand figure shows the flat shaded surface mesh illustrating the smooth
and accurate geometric resolution at surface locations of high local geometric
curvature.

Based on the computational meshes generated by the MESHER system
Reynolds-Averaged-Navier-Stokes (RANS) flowfield simulations were run suc-
cessfully with the TAU code [2] developed by the DLR. An example for the
complexity of simulation runs as they are performed at EADS-MAS frequently
for feasibility studies is depicted in Fig. 3.
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Fig. 2. Configuration complexity representative for aerodynamic studies at
EADS-MAS

Fig. 3. Combat aircraft in potential store configuration

2 Objectives

One major objective of the Megadesign project was to improve the simulation effi-
ciency in terms of runtime savings of the TAU code. The DLR as the developer of
the TAU code worked on several aspects of the software implementation. Corre-
sponding efforts were directed on possible improvements in the data structures for
cache-based processors and on the improvements of the solution algorithms of the
resulting algebraic non-linear equation problem. Two milestones were dedicated
to the proof of the related efforts from the industrial end-users of the TAU code.

3 TAU Code Efficiency Improvements

The first major milestone M1 “Reduction of simulation time for a full aircraft
configuration at least by a factor of 2” should confirm that for an industrial
representative configuration a runtime efficiency gain by a factor of two could
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Fig. 4. Combat aircraft configuration with (left) and without controls (right) deployed

be realized. For that exercise EADS-MAS chose a representative aircraft con-
figurations being used for internal studies. Test case 1 consisted of a baseline
zero-control configuration whereas test case 2 represented a configuration with
partially deployed controls. Both test case configurations are depicted in Fig. 4
with their respective surface meshes.

In specific test case 1 simulated the flow at Mach 0.65, α = 12◦ and 14◦

while Case 2 solved the flow for Mach 0.85, α = 22◦ and 24◦ for a half model
configuration with both leading-edge slats and canard deployed. For both test
cases a fully turbulent flow was assumed and corresponding RANS simulations
were performed at Re

m = 8 · 106. For all simulations the Spalart-Almaras turbu-
lence model after Edwards was used. The hybrid meshes shown in Fig. 4 used
approximately 12 · 106 mesh-points for case 1 and almost 13 · 106 for case 2.

Fig. 5 illustrates the resulting flow simulation solutions in form of the surface
pressure distributions. A detailed analysis of the solutions revealed that the
leeside flow is well ordered and characterized by a stable leading edge vortex
system. This physical behaviour is not observed for test case 2 where the flow at
higher angles of attack leads to a vortex breakdown which is shifted towards the

Fig. 5. Surface pressure distribution for test case 1 (left) and test case 2 (right)
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Fig. 6. Comparison of convergence characteristics for test case 1, Start-Up Phase (left
column) and Restart-Phase (right column)

apex of the wing. Although the configuration has the slat system fully deployed
and the foreplane turned into a nominally neutral position, the vortex burst
phenomenon cannot be avoided. So unsteady modes are introduced into the
RANS solution which produce oscillations around the average values for forces
and moments.

Those flow conditions are reflected in the convergence characteristics of the
two test cases. In Fig. 6 the convergence results for test case 1 are depicted
using two versions of the TAU code. As the reference the TAU code version
2003.1.0 was used as this was the actual version at the beginning of the project.
For performance comparisons the TAU version 2004.1.2 was chosen according to
the milestone time schedule. The major difference in between both versions are
the implementation of a relaxation method (LU-SGS) and improved local data
structures for cache-based processing for the 2004.1.2 version.

On the left hand side of Fig. 6 the convergence behaviour for the density resid-
uals and total lift is displayed for the start-up phase whereas the right hand side
shows the corresponding curves for the restart of the computation with different
parameters settings. The staged computational procedure is derived form the
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Table 1. Case 1

(a)

TAU - version time per sg-cycle time per 2v-cycle time per 3w-cycle
[sec] [sec] [sec]

2003.1.0 21.5 33.5 37.0

2004.1.2 6.3 12.2 13.7

(b)

Phase TAU-version angle of

attack
CFL fine mesh

CFL coarse

meshes
cycles equivalent

3w cycles

Start
2003.1.0 12◦ 1.0 / 1.0 / 1.0 - / 0.5 / 1.0 2000 sg /1000 2v / 3000 3w 5067

2004.1.2 12◦ 1.5 / 1.5 / 1.5 - / 1.0 / 1.5 2000 sg /1000 2v / 2500 3w 4311

Restart
2003.1.0 14◦ 1.0 / - / 1.0 - / - / 1.0 500 sg / - / 1500 3w 1791

2004.1.2 14◦ 1.5 / - / 1.5 - / - / 1.5 500 sg / - / 1000 3w 1230

experience that for complex configurations at higher angles of attack efficient
parameter settings are rarely stable. To circumvent unsuccessful computations
first a reference solution (e.g. at a smaller angle of attack) is produced using
conservative numerical parameters. Any variations of the flow state nearby the
reference solution is tried with more efficient parameters such like activation of
a multigrid solution process or the use of higher CFL numbers, etc..

All computations were performed on a Linux-cluster at EADS MAS. The
computing node consisted of two Intel Xeon processors being operated at 2.66
Ghz. The various nodes are linked together over a high performance switch
from Quadrics delivering a latency time for small data packages in the order
of 6µsec and a bi-directional bandwidth of almost 400 MB/sec. The code was
compiled with the standard Intel compiler. For all computations 32 processors
or 16 computing nodes were used.

In the following the obtained performance data are arranged in tables 1 and 2
in appropriate form. Here sg identifies a computation on the finest grid level alone
(single grid), 2v stands for a simple 2-level multigrid cycle and 3w means a 3-level
multigrid cycle. Experience shows that computational efficiency is improved by
using the multigrid technique on coarser levels.

The tables 1 and 2 for case 1 respective case 2 show that the relation of the
2003.1.0 / 2004.1.2 Tau versions indeed produce a CPU time reduction by a
factor of 3.2 for the start case for case 1 and 2.6 for case 2, while the restart case
1 achieves a factor of 3.9 and the one of case 2 a factor of 3.3. In tables 1(b)
and 2(b) the corresponding numerical parameters and procedures used are given
in full detail. The figures presented allow to draw the conclusion that the run
time efficiency improvements are linked evenly to the developments of improved
data structures for cache-based processor architectures and to the introduction
of implicit relaxation methods (LU-SGS). However the results also show that
the simulation results do not coincide for same parameter choices. This issue has
to be clarified by the code developers.
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Table 2. Case 2

(a)

TAU - version

time per
sg-cycle
[sec]

time per
2v-cycle
[sec]

time per
3w-cycle
[sec]

2003.1.0 21.5 33.5 37.0

2004.1.2 6.9 13.4 14.6

(b)

Phase Tau-version angle-of-

attack
CFL fine mesh

CFL coarse

meshes
cycles equivalent

3w cycles

Start
2003.1.0 22◦ 1.0 / 1.0 / 1.0 - / 0.5 / 1.0 2000 sg /1000 2v / 5000 3w 7067

2004.1.2 22◦ 1.5 / 1.5 / 1.5 - / 1.0 / 1.0 2000 sg/1000 2v / 5000 3w 6862

Restart
2003.1.0 24◦ 1.0 / - / 1.0 - / - / 1.0 500 sg / - / 2000 3w 2291

2004.1.2 24◦ 1.0 / - / 1.0 - / - / 1.0 500 sg / - / 1500 3w 1736

Nevertheless, these figures demonstrate the substantial progress being achieved
on the TAU code algorithmic efficiency within the Megadesign project.

4 Polar Simulations for High Angle-of-Attack Cases

Another demonstration of efficiency gains being realized by TAU code improve-
ments is the computation of an angle-of-attack polar over night for a partially
trimmed aircraft. This demonstration was linked to the major milestone M4.
The following parameters were chosen allowing a comparison with experimental
values. Some details of the configuration are illustrated in Fig. 7.

Angle-of-attack α -4◦, 0◦, 4◦, 8◦, 12◦, 16◦

Mach Ma 0.85

Reynoldsnumber ReLref
3.8 · 106

Referencelength (1:15 Model) Lref 386 mm

Reference-temperature Tref 300 K

Transition fully turbulent

Slats ε -19.5◦

Canard -20◦

The computational mesh for the configuration was also generated with the
EADS Mesher tool [1]. According to experience the surface triangular mesh was
refined in critical regions of the configuration. This is especially true at the
stagnation points, wing-flaps and wing-fuselage intersections and the leeside of
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Fig. 7. Details of the surface mesh for a partially trimmed configuration specified in
Table 4

the wings. Almost 650000 surface grid points were used to describe the half model
configuration accordingly. In total the volume mesh consisted of 16 million mesh
points.

For the exercise the TAU code version 2006.1.0 was applied. Experience has
shown that for simulations in the transonic regions the k, ω-LEA turbulence
model reveal better agreements with experimental results as compared with the
standard k, ω-model. Therefore all polar computations were based on the lin-
earized, explicit and algebraic variant of the k, ω-model. All computations were
run on 48 partitions on the cluster system described before.

To achieve the aims efficiently a baseline simulation was performed at an angle
of attack of 8◦ which was used as the necessary solution for the intended restart
procedure of all other polar points being defined in Table 4. This computational
technique is necessary to keep numerical stability for reasonable code parameter
values as the CFL number or convergence acceleration technique like multigrid.
It turned out that code instabilities for complex configuration like a combat
aircraft are linked to the retarded establishment of the turbulence solution field.
If an adequate turbulent solution field is available computations could be started
with more efficient parameter values.

Fig. 8 displays the convergence characteristics for the baseline computation.
The first 1000 iterations were performed without using the multigrid technique,
during the following 9000 iterations the 3w-cycle was applied to enhance nu-
merical convergence. It is observed that after 5000 cycles the density residual
has reached an asymptotic level whereas the force and moment coefficients tend
to reach their final values after 6000 cycles. The computational time to achieve
such a result after 6500 iteration cycles was almost 43 hours on the hardware
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Fig. 8. Convergence characteristics for force and moments (left) and density residual
(right) at α = 8◦

resources available. Fig. 9 shows the resulting distribution of the y+-values on the
upper and lower side of the configuration. For two-equation turbulence models
those values should not exceed a value of 1 which is achieved reasonably well in
the computation.

Fig. 10 shows the lift and pitching moment of the simulations in comparison
with wind-tunnel results. Given the fact, that the flow field in many cases is dom-
inated by separated vortex flows with embedded shock systems the agreement
of in both cases is quite satisfactory. It is observed that between 20◦ < α < 30◦

a stabilization of the pitching moment occurs. The capability to re-predict such
effects would certainly increase the confidence into the simulation approach. This
was demonstrated successfully in in-house studies. However, those computations
last far longer than the time given for the Megadesign exercise and therefore
were not taken into account for the polar demonstration.

Fig. 11 shows the pressure and skin friction distribution for a medium α = 8◦

and higher α = 16◦ angle-of-attack case. For the α = 16◦ case it is obvious
that leading edge vortex systems develop on the leeside wing. The trace of these
vortices can be seen very clearly on the skin friction maps shown in Fig. 11 (right
hand side, bottom view). From Fig. 12 the effect of the restart solution procedure
is illustrated in form of the convergence characteristics for forces and moments.
Whereas almost 8000 iterations were needed to achieve at a converged state the
restart immediately allows to choose more efficient numerical parameters. This
is reflected by a quasi-steady state being reached in less than 3000 cycles.

In total it can be stated that all “restart” computations could be run in
less than 20 hours wall clock time. This allows to run 5 parallel jobs on the
available cluster hardware with 256 processors. Such an approach requires a
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Fig. 9. Y +-Distribution on the combat aircraft configuration at Mach = 0.85, α = 8◦

Fig. 10. Lift and pitching moment of a combat aircraft at Mach 0.85

baseline solution nearby the targeted flight conditions. As explained above such
a baseline simulation requires much longer time for convergence. Therefore the
aim to perform a 6-point polar computation over night (12 hours wall clock
time) could not be reached. It was estimated that with the hardware resources
installed approximately 430 processors would be needed to exactly fulfill the
requested milestone. However the runtime figures obtained show clearly that with
reasonable hardware resources given such requirements could be easily achieved
today.
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Fig. 11. Surface pressure (left) and skin-friction magnitude (right) on the combat
aircraft configuration at Mach = 0.85 and α = 8◦ (top) and 16◦ (bottom)

Fig. 12. Convergence characteristics for force and moments at α = 8◦ (left) and for
α = 16◦ (right) restarting the computation from the α = 8◦ solution
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5 Conclusions

One of the relevant objectives of the Megadesign project was to demonstrate
that the TAU code is capable to cope with the demanding industrial simualtion
tasks. Those demonstrations were given by industry and DLR frequently in re-
cent years. However, in the industrial context a CFD code should exhibit features
like robustness, accuracy and efficiency. Efficiency improvements were in the fo-
cus of the Megedesign project. Several measures have contributed to convincing
runtime improvements for the TAU code. EADS Military Air Systems has used
a complex combat aircraft configuration for corresponding computational ex-
ercises. The baseline runtime improvements of the TAU code for cache–based
processors could be demonstrated in a convincing manner. In all computations a
factor of 2-3 could be verified and therefore all development aims were success-
fully reached. Such a progress of the TAU code made it possible to successfully
tackle the milestone linked to another industrial relevant requirement. This is to
compute routinely aerodynamic polars to support aerodynamic data set genera-
tion by numerical means. In the course of the project it was demonstrated that
the computation of an aerodynamic polar for a complex combat aircraft could
be realized with success. Certainly those requests depend on the availability of
corresponding computer hardware. However the required hardware performance
gains are achievable in industry by modest investments. Overall the work being
done in the Megadesign project to improve the TAU performance is an important
step forward for industrial use in an operational project context.
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Summary. A universal wall-function method for RANS turbulence modelling is pre-
sented which allows for a considerable solver accelaration and reduction of memory
consumptions at only a small loss in accuracy even in flows with separation and reat-
tachment. The range of validity of the approach in investigated by considering the
near-wall RANS solutions in regions of strong adverse pressure gradient leading to
separation and near stagnation points. The method is then applied successfully to
aerodynamic flows with separation including transonic flows with shock induced sep-
aration and a subsonic highlift airfoil close to stall. From this some first best practice
guidelines are suggested.

1 Introduction

This contribution is dedicated to turbulence-model consistent universal wall-
functions which allow for a considerable solver accelaration and reduction of
memory consumptions at only a small loss in accuracy even for flows with sep-
aration and reattachment. The huge computing costs for 3D flow simulations in
complex geometries are still a major limiting factor in the “appropriate” usage
(in terms of the numerical discretization error) of CFD tools in industry. Addi-
tional needs for faster CFD solutions arise as CFD-solvers are used more and
more as part of optimization processes and from engineering studies which have
to cover a wide range of flight conditions e.g., Mach number, Reynolds number,
angle of attack, and possibly flap deflection angle.

Denote y+(1) = y(1)uτ/ν the distance of the first node above the wall in
viscous length-scales where y(1) denotes the wall distance, uτ is the friction ve-
locity and ν is the viscosity. The aim of hybrid wall functions is to provide a
boundary condition for solid walls that enables flow solutions independent of
the location of the first grid node above the wall, allowing large values of y+(1)
in regions of attached flow. Classical low-Re boundary conditions require a so-
called low-Reynolds grid with y+(1) ≈ 1. Then up to 50% of the boundary-layer
nodes reside in the near-wall region. Moreover, this increases the numerical stiff-
ness due to the small cell height in conjunction with the steep gradients. As
a remedy, wall-functions are considered. The major short-coming of standard
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wall-functions based on the log-law is that the underlying high-Re grid require-
ment ceases to be valid inevitably in flows with separation. Historically, the first
improvement over standard wall-functions was to use a so-called hybrid formu-
lation, see e.g. [4, 15, 16] which removes the high-Re grid constraint in a natural
way. Another approach by [7, 22] is discussed in [10]. Hybrid wall-functions are
approximative velocity profiles for the entire near-wall region down to the wall.
In turbulent boundary layer flows close to equilibrium, on high-Re grids they
give grid-independent solutions (similar to standard wall-functions) but a sig-
nificant grid dependent spreading can be observed if the first off-wall node is
located in the buffer layer. Hence the second crucial modification was to devise
universal wall-functions which are consistent with the turbulence model of the
global (outer) flow, as revealed first by [8]. Such wall-functions are based on the
universality of the near-wall RANS solutions for each given one- respectively
two-equation model in zero-pressure gradient (ZPG) turbulent boundary layer
flows.

Application to aerodynamic flows requires further investigation. Such flows
include stagnation points and subsequent not fully developed turbulent flow,
regions of strong pressure gradient with a large pressure gradient parameter and
regions of separated flow. A detailed investigation of the range of validity of
model-consistent wall-functions in such flow situations and a discussion of the
treatment of the turbulence variables in wall-function methods is given in [10, 11].

This contribution is organized as follows. Section 2 gives the governing equa-
tions for compressible fluid flow and RANS turbulence modelling. In Sect. 3 the
proposed wall-function method is described and validated for a flat plate tur-
bulent boundary layer flow at zero pressure gradient. The role of the pressure
gradient parameter is discussed in Sect. 4. The numerical method is described
in Sect. 5. In Sect. 6 the method is applied to aerodynamic flows with separa-
tion. Section 7 considers the combination of wall-functions and adaptation of the
prismatic boundary layer mesh in wall-normal direction. Some first best practice
guidelines are given in Sect. 8 and conclusions are drawn in Sect. 9.

2 Compressible RANS Equations

We consider the steady-state Favre-averaged compressible Navier–Stokes equa-
tions in a bounded Lipschitz domain Ω ⊂ Rd (d = 2, 3). We use the eddy-
viscosity assumption for the Reynolds-stress tensor and the gradient-diffusion
approximation for the turbulent heat-flux vector. We seek velocity u, density 
,
pressure p, and temperature ϑ s.t.

∇ · (
u) = 0 in Ω , (1)
∇ · (
u⊗ u) − ∇ · [2µeT(u)] + ∇p = 0 in Ω , (2)

∇ · (
uH) − ∇ · [u (2µeT(u))] − ∇ · (κe∇ϑ) = 0 in Ω . (3)

We use the Sutherland law for molecular viscosity µ and the equations of state
p = 
Rϑ, e = cvϑ for specific internal energy, and h = e + p/
 = cpϑ for specific
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enthalpy, with gas constant R, specific heat at constant volume cv, specific heat
at constant pressure cp. Denote H = h+ 1

2u ·u the total enthalpy and moreover
we define the strain rate tensor T(u) by

T(u) ≡ S(u) − 1
3
∇ · u I , with S(u) =

1
2
(∇u + (∇u)T

)
.

Moreover we introduce effective viscosity µe = µ + µt and effective thermal
conductivity κe = κ + κt where κ = cpµ/Pr, κt = cpµt/Prt with laminar and
turbulent Prandtl numbers Pr = 0.72 and Prt = 0.85, respectively.

The Spalart-Allmaras type one-equation turbulence models [3, 19] compute
the eddy viscosity µt from the relation µt = 
νt with νt = fv1 max(ν̃; 0) where
ν̃ is the solution of the transport equation

∇ · (
uν̃) − ∇ ·
(

µ + 
ν̃

σ
∇ν̃

)
− 


cb2

σ
(∇ν̃) · (∇ν̃) = cb1
S̃ν̃ − cw1
fw

(
ν̃

d

)2

with d being the distance to the closest wall and near-wall damping function
fv1 = χ3/(χ3 + c3

v1) with χ = ν̃/ν. On walls ν̃ = 0 is prescribed.
Several k-ω model versions (e.g. [13, 14, 17, 23]) have evolved from the original

proposal [25] where µt = 
k/ω and k, ω are the solution of

∇ · (
uk) − ∇ · ((µ + σkµt)∇k) = 2µtT(u) : ∇u − βk
kω

∇ · (
uω) − ∇ · ((µ + σωµt)∇ω) = 2γ
 T(u) : ∇u − βω
ω2

with constants βk, βω, γ, σk and σω. We impose k = 0 on solid walls.
Regarding ω, asymptotic theory (cf. [25]) gives the near-wall behaviour ω =

6ν/(βωy2) as y → 0 which becomes singular at the wall. In industrial RANS
solvers, the boundary condition equation (26) in [14] (abbreviated Menter b.c.)
is very popular. Alternatively, Wilcox [25] suggests to prescribe ω (least least) at
the first grid point above the wall Γδ at wall-distance yδ located in the viscous
sublayer (Wilcox b.c.):

Menter b.c.: ω = Cwωδ on Γw, with ωδ =
6ν

βωy2
δ

, Cw = 10 , (4)

Wilcox b.c.: ω = ωδ on Γδ , with ωδ =
6ν

βωy2
δ

. (5)

3 Turbulence Model Consistent Universal Wall Functions

The aim of wall-functions is to remedy the no-slip boundary condition for the
momentum equation (2) and the required near-wall resolution. In order to sim-
plify the presentation, an adiabatic wall boundary condition is assumed for the
energy equation (3).
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Fig. 1. Domain decomposition with full overlap in the near-wall region

3.1 Wall Function Formulation

For this purpose, we couple the global RANS problem solved in the entire com-
putational domain Ω with a problem to be solved in the near-wall region Ωδ via
a domain-decomposition with full overlap as sketched in Fig. 1, see [12, 21]. For
this purpose let Γδ denote the artificial inner boundary located within or below
the logarithmic part of the boundary layer.

1. Global RANS problem. Solve the full compressible RANS plus turbulence
model equations in the whole domain Ω with modified wall boundary con-
dition for the momentum equation, where the wall-shear stress is prescribed
instead of imposing no-slip:

u · n = 0, (I − n⊗ n)2µT(u)n = −τbl
w ut on Γw . (6)

Therein, I−n⊗n is the projection operator onto the tangential space of Γw

and ut denotes the unit velocity vector in streamwise direction

ut =
vt

|vt|
, vt = (I − n⊗ n)u|Γδ

with (I − n ⊗ n)ij = δij − ninj (7)

with δij = 1, if i = j and zero otherwise (1 ≤ i, j ≤ d).
2. Near-wall RANS problem. Solve the full compressible RANS plus turbulence

model equations in the near-wall region Ωδ with no-slip condition at the wall
and matching of global flow and near-wall problem at the inner matching
boundary Γδ

ubl = 0 on Γw , ubl = u on Γδ .

3. Compute wall shear stress. The wall shear stress τbl
w is determined from the

near-wall solution ubl via

(I − n⊗ n)2µT(ubl)n = −τbl
w ut on Γw .
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3.2 Boundary-Layer Approximation for Universal Wall Functions

The idea of the wall-function method is to compute τw from the solution of
a simplified set of equations called boundary layer equations. Numerical tests
show that effects of compressibility in the near-wall region of equilibrium flows
are negligible for Mach numbers smaller 1.4. Moreover, in regions of attached
equilibrium flow the near-wall solution is already surprisingly well described by
the Prandtl boundary-layer equations.

Then, for each xw ∈ Γw and given uδ = ||vt|| from the global RANS solution
in (7), seek the wall-parallel component of velocity ubl(y) such that

∂

∂y

(
(ν + νbl

t )
∂ubl

∂y

)
= f in {xw − yn | y ∈ (0, yδ)} , (8)

ubl(0) = 0 , ubl(yδ) = uδ , (9)

where the right hand side f = 0 or f = 1/
 dp/dx is assumed to be independent
of y and given from the global RANS solution at Γδ. Therein, νbl

t is the near-wall
turbulence model to be studied later and n is the outer surface normal vector.
Moreover, denote yδ = dist(xw, Γδ). The variant f = 0 is called equilibrium
stress balance model leading to universal near-wall solutions.

It is well-known that for equilibrium boundary layers, e.g., the fully developed
turbulent flow over a flat plate at zero pressure gradient, in the region between
the wall and the outer edge of the logarithmic layer, the profiles for mean flow u
and turbulence quantities k, ω, ν̃ and hence νt are universal, i.e., they collapse
when scaled with friction velocity uτ and viscosity ν = µ/


u+ =
u

uτ
, y+ =

yuτ

ν
, ν+

t =
νt

ν
, k+ =

k

u2
τ

, ω+ =
ων

u2
τ

.

These universal near-wall profiles may be obtained by integration of (8) with
f = 0 and the corresponding one-dimensional boundary-layer equations for k
and ω, respectively ν̃. The universal profiles for ν+

t are turbulence model specific
in detail, but in equilibrium flow situations close to the mixing-length relation
ν+
t = κy+ with near-wall damping.
Moreover it can be seen from (8) in plus-units which reads

(1 + νbl,+
t )

dubl,+

dy+
= 1 + p+y+ in (0, y+

δ ), p+ =
ν


u3
τ

dp

dx
, (10)

that it is the pressure gradient parameter p+ which controls the validity of the
equilibrium stress balance assumption.

3.3 Model-Consistency of Universal Wall Functions and
Grid-Independent Predictions

Universal wall functions are the solution of (8) with f = 0 which reads in
non-dimensional form
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(1 + νbl,+
t )

dubl,+

dy+
= 1 in (0, y+

δ ) . (11)

A universal wall-function method is called consistent with respect to the turbu-
lence model used, if the low-Re RANS solution for a flat-plate turbulent bound-
ary layer flow at zero-pressure gradient also solves (11). This implies νbl

t = νt,
i.e., wall functions have to be turbulence-model specific, as demonstrated first
by [8]. Consistency ensures that u = ubl in the entire near-wall region Ωδ, ex-
cept a deviation due to numerical errors. Then predictions for surface transfer
coefficients like cp and cf are also independent of the location of the match-
ing boundary Γδ which consists of the first grid nodes above the wall. Thus
turbulence-model consistent universal wall functions should give (almost) grid-
independent predictions for flows close to equilibrium.

Except the noval approach [8], existing wall-function methods are not model-
consistent. Instead, they are based e.g. on the algebraic model for νbl

t by Spald-
ing [20], see [4], or they use an approximative hybrid law of the wall for ubl, see
e.g. [15].

As the near-wall profiles of different versions of the Spalart-Allmaras model
respectively the k-ω model almost collaps (see [9, 11]) it is sufficient to determine
one model-consistent universal wall-function for the Spalart-Allmaras model and
one for the k-ω model

FSA,a = (1 − ϕSA)FSp,5 + ϕSAFRei,m, ϕSA = tanh

((
y+

24

)3
)

(12)

Fkω,a = (1 − ϕkω)FSp,3 + ϕkωFRei,m, ϕkω = tanh

((
y+

50

)2
)

(13)

Therein, we use Reichardt’s law of the wall u+ = FRei(y+) with

FRei(y+) ≡ ln(1 + 0.4y+)
κ

+ 7.8
(

1 − e−
y+
11.0 − y+

11.0
e−

y+
3.0

)
. (14)

and use the fact that Reichardt’s law blended with the classical log-law Flog =
ln(y+)/κ + 5.1 gives an excellent agreement in the log-layer when using the
formula

FRei,m = (1 − ϕb1)FRei + ϕb1Flog , ϕb1 = tanh

((
y+

27

)4
)

(15)

Spaldings law [20] with parameter N ∈ {3, 4, 5} is given by the inverse formula
y+ = F−1

Sp,N(u+) with

F−1
Sp,N(u+) ≡ u+ + e−5.2κ

(
eκu+ −

N∑
n=0

(κu+)n

n!

)
. (16)

For a general approach for arbitrary RANS turbulence models we refer to [8].
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Fig. 2. Analytical model-consistent wall-function (12) for SA-E model (left) and (13)
for baseline k-ω model (right)

3.4 Flat Plate Turbulent Boundary Layer at Zero Pressure
Gradient

The ability of the present wall function proposal to give solutions independent of
the wall-normal grid spacing of the first mesh node is studied for the boundary
layer flow at zero pressure gradient by Wieghardt and Tillmann, recorded in [24],
pp. 98–123, as Flow 1400.

The model-consistent formulas (12) and (13) give almost grid independent
predictions for cf for the SA-Edwards (SA-E) model and the baseline k-ω model,
respectively (see Fig. 2). We mention that the remaining slight grid-dependence
is due to numerical errors, see [8] for a detailed discussion. In order to obtain
grid independent results for k-ω type models, it is crucial to replace the standard
(sqrt) blending [22] by a new proposal, as the standard blending deviates dis-
cernibly from the low-Re RANS solution for ω in the buffer layer. The following
formulas are considered, where latter is preferred:

Standard (sqrt) blending: ω =
√

ω2
vis + ω2

log ,

New proposal: ω = ϕωb1 + (1 − ϕ)ωb2, ϕ = tanh

((
y+

10

)4
)

with the blending formula and the asymptotic relations

ωb1 = ωvis + ωlog , ωb2 =
(
ω1.2

vis + ω1.2
log

) 1
1.2 ,

ωvis =
6ν

βωy2
, ωlog =

uτ√
βkκy

.

The standard blending causes a significant grid-dependent spreading of the re-
sults. Moreover, we recommend to use Wilcox b.c. (5) instead of Menter b.c. (4)
(recall that the latter was designed for low-Re grids). We finally mention that
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formula (13) gives almost grid-independent results also for other variants of the
k-ω model. For more details see [10, 11].

4 Near-Wall Behaviour of RANS Models in Situations of
Non-equilibrium Flow

Aerodynamic flows around airfoils and full aircraft configurations are charac-
terised by non-equilibrium flow situations which cannot be described by the
stress equilibrium assumption (11), and the purpose of this section is to investi-
gate its range of validity. Of major interest are stagnation points and subsequent
not yet fully developed turbulent flow, regions of adverse pressure gradient with
relatively large pressure gradient parameter, and regions of separation and reat-
tachment. For the near-wall behaviour of RANS turbulence models in a recircu-
lation region see [8].

In regions of adverse pressure gradient (APG), the important parameter is
the pressure gradient parameter p+, see (10). Due to its definition, p+ goes to
infinity as the stagnation and separation points are approached. Figure 3 (left)
shows the Reynolds number dependence of the p+-distribution on the upper
side of the A-airfoil at α = 13.3◦. As can be seen from (10), in attached fully
developed turbulent boundary layer flow, the range of validity of zero-pressure
gradient wall-functions is determined by the size of p+. Note that p+ is positive
for adverse pressure gradients and negative for favourable pressure gradients.

The near-wall solutions for both the SA-E model and the SST k-ω model show
an increasing deviation from the universal solution with increasing p+, see Fig. 3
(right) and Fig. 4 (left) respectively. For the turbulence quantities ν̃ and k, the
deviation from their universal solution is much larger than for the corresponding
velocity profiles. However, in the viscous sublayer (y+ < 5) the agreement with
the universal ZPG solution is still very close, except at very large p+-values
very close before separation. For a detailed discussion we refer to [10, 11]. The
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Fig. 3. Reynolds number dependence of p+ (left) and p+-dependent near-wall be-
haviour (right) for SA-E model for adverse pressure gradient (APG) flow [8]
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Fig. 4. Left: Near-wall solutions for SST k-ω model at different p+-stations for APG
flow [8]. Near-wall solutions in leading edge region of ONERA A-airfoil at incidence of
13.3◦.

near-wall behaviour of the SA-E and the SST k-ω model at a certain position
in the leading edge region of the ONERA A-airfoil at an incidence of 13.3◦ and
Re = 2 × 106 is shown in Fig. 4. For y+ � 10 the universal velocity profile
is a good approximation to the RANS solution if the airfoil is treated fully
turbulent. For larger y+-values the agreement is poor, in particular for the SA
model. Moreover it has to be pointed out that the boundary layer thickness in
viscous units is extremely thin in the leading edge region, i.e., y+

99 � 100.
From these observations it may be concluded that very good agreement

between the low-Re solution and the solution with wall-functions can be ex-
pected only if the grid constraint y+(1) � 10 is satisfied. This constraint has
to be satisfied in particular for SA-type models at small Reynolds numbers, say
Re � 3 × 106. Otherwise the solution can exhibit spurious oscillations near the
leading edge. On the other hand, for transonic flows at large Reynolds num-
bers, very good agreement between the low-Re solution and the solution with
wall-functions can be obtained even on meshes with y+(1) � 70.

We remark that off-wall boundary conditions for k and ν̃ using the universal
ZPG solution for k and ν̃ are additional sources of grid-dependent results, see
also [11]. Instead, we prescribe k = 0 and ν̃ = 0 on Γw.

5 Numerical Method

The numerical results are obtained using the DLR TAU-code. The wall-shear
stress prescribed in (6) is given by τbl

w = 
u2
τ , where uτ is computed as follows.

Suppose a solution of (8), (9) with f = 0 is known in either of the two closed
forms

u

uτ
= F

(yuτ

ν

)
or

yuτ

ν
= F−1

(
u

uτ

)
,
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then the matching condition ubl = uδ on Γδ and the relation ubl = uτF(yuτ/ν)
imply

F
(yδuτ

ν

)
=

uδ

uτ
resp. F−1

(
uδ

uτ

)
=

yδuτ

ν
,

which can be solved for uτ using Newton’s method. Denote TM ∈ {SA, kω} and
N ∈ {3, 5}. For the numerical solution of

uδ

uτ
= FTM

(yδuτ

ν

)
, FTM = (1 − ϕTM)FSp,N + ϕTMFRei,m

we proceed as follows:

1. From the initial guess u0
τ = uδ/yδ, seek uτ,Rei as solution of

uδ/uτ = FRei,m(yδuτ/ν).
2. Using the new initial guess u0

τ = uτ,Rei, seek uτ,Sp as solution of
yδuτ/ν = F−1

Sp,N(uδ/uτ ).
3. Compute ϕTM from (12) respectively from (13) and set

uτ = (1 − ϕTM)uτ,Sp + ϕTMuτ,Rei.

Convergence in steps (1) and (2) is achieved within three to four iteration steps.

6 Validation for Aerodynamic Flows

In this section the method is validated for aerodynamic flows. For all cases we
use a series of hybrid-Re grids of O-type with varying y+(1), generated using the
commercial grid generation tool CentaurSoft (www.centaursoft.com). The grids
are built such that the thickness of the prismatic layer has an almost constant
value and fully contains the boundary layer.

6.1 Transonic Airfoil Flows RAE-2822 Cases 9 and 10

We apply the method to the transonic airfoil flows RAE-2822 case 9 (no/small
separation region at Ma = 0.73, Re = 6.5×106 and angle of attack α = 2.8◦) and
case 10 (shock induced separation at Ma = 0.75, Re = 6.2 × 106 and α = 2.8◦)
studied experimentally in [2].

The predictions for the pressure coefficient cp and the local skin friction co-
efficient c

(loc)
f (based on the local dynamic pressure at the boundary layer edge

qP, [2]) are given in Figs. 5(a)–5(f).
The predictions of cp are remarkably grid-independent, in particular regarding

the shock position. The predictions for cf with wall-functions are in fair agree-
ment with the low-Re results provided y+(1) � 10. In the separation region, the
agreement for y+(1) � 10 is surprisingly good, whereas on the coarser grids with
y+(1) � 20 the differences become more pronounced.

The aerospace engineer is more interested in the integral lift and drag coef-
ficients, which are given in Table 1. Moreover the results on a low-Re mesh of
H-type using both the low-Re condition and the wall-function (also called hybrid
Reynolds number) boundary condition (denoted by hybRe) are given. It can be
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Fig. 5. RAE-2822 case 9 & 10: Distribution of cp and cf
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Table 1. Aerodynamic coefficients for RAE-2822 case 10. Left: Predictions using wall
functions on series of O-type meshes with varying y+(1). Right: Spreading depending
on different turbulence models and on the choice of the momentum boundary condition
on an H-type mesh.

y+(1) cl(SA-E) cl(SST) cd(SA-E) cd(SST)

low-Re 0.79461 0.76483 0.02708 0.02575
1 0.79458 0.76507 0.02707 0.02574
4 0.79135 0.76912 0.02696 0.02577
7 0.78389 0.77166 0.02685 0.02582
10 0.78377 0.77459 0.02681 0.02586
20 0.79098 0.77531 0.02691 0.02580
40 0.78993 0.76363 0.02682 0.02534
60 0.79205 0.76763 0.02662 0.02567

Turb. model Cl Cd

Exp. 0.743 0.0242

SA-E 0.761 0.0254
SST low-Re 0.737 0.0247
SST hyb-Re 0.725 0.0238
TNT low-Re 0.769 0.0260
TNT hyb-Re 0.756 0.0251

seen that the grid-dependent spreading of the aerodynamic coefficients using
wall-functions is not larger than other sources of uncertainties, e.g. the turbu-
lence model, the grid topology or the implementation of the boundary condition.

6.2 Subsonic A-Airfoil in Highlift Configuration

In this section we consider the subsonic flow around the “A-airfoil” in highlift
configuration at Ma = 0.15, Re = 2.0 × 106, and α = 13.3◦, investigated exper-
imentally in [5, 6]. Due to the large angle of attack, a strong adverse pressure
gradient arises on the upper side of the airfoil, which causes the turbulent bound-
ary layer to separate close to the trailing edge. In the experiment, transition was
prescribed at x/c = 0.3 on the lower side and free transition was observed at
x/c = 0.12 on the upper side, but in the present computations the airfoil surface
is treated fully turbulent, as the wall-function approach relies on the assump-
tion of a fully developed turbulent flow. It is noteworthy that neglecting tran-
sition increases the deviation of the low-Re results from the experimental data
significantly.

The results are shown in Figs. 6(a)–6(d). Therein the value for y+(1) is taken
on the lower side, where y+(1) is almost constant. Around the suction peak on
the upper side, y+(1) is almost three times larger. The SA solutions with wall
functions suffer from spurious oscillations in cp for y+(1) � 70 in the leading
edge region. This can be explained by the large deviation of the SA solution
from the universal profile, see Fig. 4. On the meshes with smaller y+(1), the
agreement in cp and cf with the low-Re solution is good. The solution of the
SST k-ω model does not exhibit oscillations, but the agreement in the leading
edge region and also in the prediction of the separation point is better for smaller
y+(1)-values. For a detailed discussion see [10, 11]. It is worthwhile mentioning
that for the SST k-ω model, the spreading in the separation point is 1% on the
meshes with nominal y+(1) ≤ 20 and 4% on the coarsest mesh with (nominal)
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Fig. 6. ONERA A-airfoil at α = 13.3◦ incidence: Distribution of cp and cf

y+(1) = 60. In constrast, the predictions of the separation point between SST
k-ω and SA-E model differ by 11%.

6.3 Application to 3D Testcases

The method has also been applied successfully to 3D testcases, viz., the ONERA
M6-wing and the F6 (clean) wing-body configuration, but the results will be
presented elsewhere. The ONERA M6 wing is a low aspect ratio swept, tapered
semi-span wing with no twist generated from the symmetric ONERA D-airfoil,
see [18]. The flow conditions considered are Ma = 0.8395, Re = 11.72 × 106,
and incidence α = 3.06◦. The results fully support the observations made for
the RAE-2822 airfoil. The shock position is predicted almost independent of the
y+(1) spacing for meshes with y+(1) � 80 in the leading edge region. On meshes
with y+(1) � 120, the solution starts to show oscillations in the region of the
suction peak.
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7 Combination of Wall-Functions and y+-Adaptation

From the present investigation we may conclude that the most critical region for
the application of universal wall-functions is the leading edge region. Due to the
stagnation point, the flow is not fully developed turbulent. Moreover, for large in-
cidences, the favourable pressure gradient may be very large. In contrast, regions
of moderate adverse pressure gradient, shocks, separation and reattachment can
be treated surprisingly well using such simple boundary layer approximation.

Additional testcases suggest that the problems in the leading edge region
become much more severe if the Reynolds number is relatively small, say Re �
2.0 × 106. Revisiting the ONERA A-airfoil, Fig. 7(a) shows the y+-distribution
after an adaptation of the nodes inside the prismatic boundary layer grid by
changing their distribution along wall-normal lines. By shifting the first off-wall
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Fig. 7. Combination of wall-functions and y+-adaptation for ONERA A-airfoil and
VC-Opt profile
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nodes towards the viscous sublayer, the spurious oscillations in the solution can
be remedied, see Fig. 7(b).

Secondly, this method is applied to the VC-Opt profile, which is similar to an
AIRBUS profile. The flow conditions are Re = 2 × 106, Ma = 0.757 and T∞ =
217 K. As industrial data are confidential, the scaling in Fig. 7(d) for cp is not
shown. Due to the relatively low Reynods number (stemming from wind-tunnel
conditions) the standard wall-function method fails unless the y+-distribution
is adapted. In Fig. 7(c) two techniques are shown. The first strategy is to limit
the maximum y+(1) in the leading edge region and leaving the prismatic mesh
unchanged otherwise (This method is denoted by “y+-adapt. near leading edge”
in Fig. 7(c) (left)). The second approach is to set y+

target = 4 near the leading edge
and y+

target = 10 otherwise (this strategy is denoted by “Global y+ adaptation”
in Fig. 7(c) (left)). The second strategy gives best agreement with the low-Re
solution, see Fig. 7(d).

More generally speaking, for flows with separation it was observed that best
agreement between the wall-function results and the low-Re solution is obtained
if y+(1) ∈ [5, 10] near the leading edge, and y+(1) ∈ [1, 5] close to the separation
point and in regions of separated flow, see [11] for details.

The increasing effect of non-equilibrium terms with decreasing Reynolds num-
ber may be explained by Fig. 3 (left), which shows that the significance of
the pressure gradient parameter is increasing largely, if the Reynolds number is
decreased. For more details we refer to [1].

8 Best Practice Guidelines

In this section some first guidelines for best usage of universal wall functions are
summarized. So far the method has been applied only to problems with steady
state solution. At the present stage of knowledge, the critical flow parameter
concerning the applicability of wall-functions is the Reynolds number. The crit-
ical parameter to be controlled by the user is the spacing y+(1) of the first node
above the wall. For Re � 2.0 × 106, the wall-function results are close to the
low-Re results if the mesh satisfies the requirement y+(1) � 10. This observa-
tion is valid for both subsonic highlift and transonic cruise flight conditions. For
transonic flows at high Reynolds numbers, say Re � 6.0 × 106, the predictions
for pressure coefficient are close to the low-Re solution even on meshes with
y+(1) ≈ 50 in the region before the shock. But close agreement in skin friction
requires that y+(1) � 10 if flow separation occurs.

9 Conclusions

A turbulence-model specific wall function method was demonstrated to give
successful predictions for aerodynamic flows with separation in the subsonic and
transonic regime. Some first best practice guidelines are given, which are based
on an investigation of the near-wall behaviour of the RANS turbulence models



70 T. Knopp

in non-equilibrium flow situations and on the application of the wall-function
method to several test cases. Wall-functions only allow for a reduction of nodes
in the near-wall region in wall-normal direction. Reduction of the number of
nodes in streamwise and spanwise direction and in the region of the outer flow
(e.g., for shocks) requires to employ additional mesh adaptation techniques using
e.g. feature- or adjoint-based sensors.
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Summary. Thepresentwork reports on the further development of theHanjalić–Jakirlić
(1998) near-wall, second-moment closure (SMC)model in theRANS (Reynolds-Averaged
Navier–Stokes) framework, updated to account for a wall-normal free, non-linear version
of the pressure-strain term model, its implementation into the DLR-FLOWer code and
its validation in computing some (compressible) transonic flow configurations. Further-
more, the wall boundary condition is based on the asymptotic behaviour of the Taylor
microscale λ and its exact relationship to the dissipation rate ε in the immediate wall
vicinity. In addition, the calculations were performed using the DLR-FLOWer’s default
Reynolds stress transport model (Eisfeld, 2006), representing a numerically robust com-
bination of the Launder–Reece–Rodi (1975) model resolving the near-wall layer with the
Speziale–Sarkar–Gatski (1991) model being employed in the outer region. The flow ge-
ometries considered in this work include the transonic RAE2822 profiles (cases 9 and 10),
theONERAM6wing and theDLR-ALVASTwing-body configuration.The model results
are analysed and discussed in conjunction with available experimental databases and
the results of two widely used eddy-viscosity-based models, the one-equation Spalart–
Allmaras model (1994) and the two-equation k-ω model of Wilcox (1988). The SMC pre-
dictions show encouraging results with respect to the shock position, shock-affected flow
structure and the strength of the wing-tip vortex.

1 Introduction

Computational Fluid Dynamics (CFD) is nowadays regarded as an indispens-
able tool in aerodynamic design and optimization. The application of efficient
CFD methods in aircraft aerodynamics and related disciplines enables reduction
of costs and shortens substantially the time for development in aircraft indus-
try. Furthermore, the employment of CFD methods supports to a large extent
a detailed evaluation of new technologies and concepts as well as alternative
configurations with respect to security, environmental (e.g., noise pollution) and
economic aspects of transport and passenger aircrafts.

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 73–92.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Mach-number contours in the transonic flow around RAE2822 profile

Together with the high-lift configurations corresponding to take-off and land-
ing, the high-speed, cruise-flight configurations play an important role in the en-
tire operational range of an aircraft. Transport and passenger aircrafts operate at
cruise flight velocities corresponding to a Mach number interval Ma ∈ [0.75, 0.85].
The associated flow regime past an aircraft wing is of transonic nature. It is
characterized by the development of a closed, wall-bounded supersonic flow
region at the upper wing surface, Fig. 1 (its appearance on the lower wing
surface is also possible depending on its curvature and the angle of attack).
The flow is strongly accelerated, reaching sonic velocities at the leading edge
of the wing. The supersonic region spreads behind the so-called sound line,
denoting the isoline with Ma = 1.0. The pressure increase behind the maxi-
mum profile thickness causes the formation of a shock wave which closes the
supersonic region. The shock front proceeds almost orthogonally to the wing
profile contour. Transonic flows also exhibit boundary-layer/shock interaction,
i.e. a boundary layer thickening due to the adverse pressure gradient, and in
some cases shock-induced separation occurs1. The change of the flow regime
– from subsonic regime to supersonic and back – implies the solving of a
combined elliptic/hyperbolic flow problem. These features as well as the com-
pressible properties of the flow in general pose a special challenge not only for the
numerical treatment but also for turbulence models. The present work focuses
on the application of two near-wall second-moment closure (SMC) models, one
accounting separately for both viscous effects and kinematic wall blockage with
1 The transonic flow past aircraft wings can also exhibit unsteady shock/boundary-

layer interaction caused by the shock position change due to self-excited oscillations.
Readers interested in these, so-called transonic buffet flows are referred to the work
of Barakos and Drikakis (2000).
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respect to the anisotropic nature of the Reynolds-stress and stress dissipation
fields (Jakirlić and Hanjalić, 1995; Hanjalić and Jakirlić, 1998) and a second
model, being a default Reynolds-stress transport model in the compressible flow
solver DLR-FLOWer (Eisfeld, 2006). Very extensive work on the computation
of different shock-affected flow configurations, including also the RAE2822 air-
foil, has been performed by Leschziner and co-workers (Leschziner et al., 2000
and Batten et al., 1999). They applied several linear and non-linear, near-wall
eddy-viscosity models and second-moment closure models, among others also the
Jakirlić and Hanjalić (1995) model, whose updated version (see Sect. 2 for more
details) is applied in the present work. The performance of the original linear
HJ model was evaluated by computing the transonic flows over a plane chan-
nel bump (internal flow) and over an axisymmetric bump (both configurations
are characterized by a strong pressure increase in the supersonic portion of the
flow, which is additionally enhanced by a much stronger cross-section constric-
tion compared to the cases considered in the present work). These results were
inferior to those obtained using the non-linear MCL (Modified Craft–Launder)
model, especially with respect to the low intensity of the shock-induced flow
reversal and pressure recovery. Batten et al. (1999) blamed the linear model
of the redistribution term and conventional wall-reflection term due to Gibson
and Launder (1978) used in the HJ model, the latter returning an excessive
turbulence intensity in flows affected by strong deceleration (e.g. stagnation flow
regions).

2 Computational Method

The continuity, momentum and energy equations governing the compressible flow
are given in differential form in the Reynolds-Averaged Navier–Stokes framework
as follows:
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with total energy Ẽ = ẽ + ŨkŨk/2 + k̃ (ẽ = CvT̃ ) and total enthalpy H̃ =
h̃ + ŨkŨk/2 + k̃ (h̃ = CpT̃ ). In these equations the overbar (φ) and the tilde
(φ̃) denote simple and mass weighted averages, respectively. Here, a Newtonian
fluid with the stress tensor and a Fourier type heat flux
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qi = −λ
∂T̃

∂xi
(5)

is assumed. In these material laws the dynamic viscosity follows from Suther-
land’s formula and the heat conductivity is related to the dynamic viscosity via
a constant Prandtl number. Thermodynamic closure is achieved by the assump-
tion of an ideal (P = 
RT̃ ), calorically perfect gas. Note, that the contribution
of turbulent diffusion 
Dkk (= ∂(
u′′

i u′′
i u′′

k/2 − u′′
i τik)/∂xk) to the total energy

equation (3) and the contributions of the kinetic energy of turbulence to the
total energy Ẽ and total enthalpy H̃ are usually neglected. This simplification
was followed also in the present work.

The turbulent heat flux is modelled in analogy to Fourier type heat conduction
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where the eddy conductivity is computed from an equivalent eddy viscosity via
the definition of the turbulent Prandtl number, i.e.

λ
(t)

=
Cpµ(t)

Prt
(7)

with µ(t) determined by an eddy viscosity model scheme. The following sections
outline the description of the turbulence models used and numerical method
applied.

2.1 Turbulence Modelling

The computations were performed with a wall-normal free version of the low-Re
number Second-Moment (Reynolds stress) closure model (RSM) due to Han-
jalić and Jakirlić (HJ, 1998) which is based on the model equations governing
the Reynolds stress tensor ũ′′

i u′′
j and the dissipation rate of the kinetic energy

of turbulence ε. The model satisfies all important requirements, with a spe-
cific emphasis on limiting states of turbulence (vanishing and very high tur-
bulence Re numbers, two-component limit, etc.), reproducing the laminar-to-
turbulent and reverse transition (by-pass and shear-generated transition with
minimum background turbulence), appropriate reproduction of effects of extra
strain rates (transverse shear, skew-induced three-dimensionality), high accel-
eration (including laminarization), high deceleration (approaching separation),
swirl effects, mean compression, flow separation, recirculation and reattachment,
see e.g. Hanjalić and Jakirlić (2002). The complete specification of its updated
version is given in the work of Jakirlić et al. (2007). Here, only some specific
features will be highlighted.

The stress dissipation tensor was modelled by using the following anisotropic
formulation

εij = fsũ′′
i u′′

j

k̃

ε
+ (1 + fs)

2
3
εδij (8)

with fs = 1−
√

AE2 (one should note that this formulation doesn’t result in the
correct asymptotic behaviour of the ε22, ε12 and ε23 components, but this fact
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caused only a slight near-wall imbalance in the equations governing the stress
components comprising the normal-to-the-wall fluctuation and has marginal ef-
fect on other components) and the pressure-rate-of-strain term model, extended
to account for the non-linearity in line with the proposal of Speziale et al. (1991)
reads as follows2
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The model coefficients and functions are summarized as follows:

C1 = C +
√

AE2 , C = 2.5AF 1/4f , C′
1 = max [0.8A2; 0.5]C1

C2 = 0.8A1/2 , C′
2 = 0 , C3 = 1.067A1/2 , C4 = C5 = 0.8A1/2 (10)
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Prior to the computations, the performance of the updated HJ model for the
stress dissipation were checked a priori using the DNS database of some related
flows being affected by separation (flow over a backward-facing step flow; DNS
by Le et al., 1997), Fig. 2-left. The model captured the dissipation anisotropy
in good agreement with the DNS data. The results obtained with the Rotta’s
isotropic model (ε11 = ε22 = ε33 = 2ε/3; ε12 = ε13 = ε23 = 0) are also shown for

2 with mean vorticity tensor W̃ij = 0.5(∂Ũi/∂xj−∂Ũj/∂xi), Reynolds stress and stress

dissipation anisotropy tensors aij = ũ′′
i u′′

j /k̃ − 2δij/3 and eij = εij/ε − 2δij/3 and
their two-componentality parameters A and E (A = 1− 9(A2 −A3)/8, A2 = aijaji,
A3 = aijajkaki; E = 1 − 9(E2 − E3)/8, E2 = eijeji, E3 = eijejkeki). The linear,
isotropization-of-production (IP, Launder et al., 1975) form of the rapid pressure-
strain model ΦIP

ij,2 = −C2(Pij − 2Pkδij/3) (with C2 defined in (10)) was retained in
the term denoting the wall influence on the rapid pressure scrambling process.
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Fig. 2. Stress dissipation components obtained by the present anisotropic model (8)
and pressure-strain-term components obtained by (9)–(11)

comparison. It is clearly seen, that the anisotropies of the dissipation correlation
are not only pronounced in the immediate wall vicinity, but they also affect the
core flow. This feature is beyond the reach of the Rotta’s proposal. The effects
of the non-linear additions on the redistribution among the normal stress com-
ponents are unambiguous, Fig. 2-right. The wall reflexion term model was made
wall-normal free by introducing a unit vector pointing into the direction of the
non-homogeneity of the turbulence field, in line with the proposal of Gerolymos
and Vallet (2002): ni = ∇l/ |∇l|. Hereby, a modified length scale l = Ak̃3/2/ε
was adopted as a parameter reflecting the turbulence non-homogeneity. As il-
lustration, the contours of the ni-components obtained using the DNS database
of the backward-facing step flow (Le et al., 1997) are displayed in Figs. 3. The
functional dependency of the coefficient C′

1 in the nonlinear part of the slow
term is obtained by a method for an a priori determination of the model co-
efficients, Jakirlić (2004), Fig. 4-left. The C′

2 profiles obtained from the DNS
database of the plane channel flow for Reτ = 180 (Moser et al., 1999) using the
same method3 exhibit values between −0.2 and 0.2, missing by far the positive
value in, e.g., the Speziale, Sarkar and Gatski (1991) – SSG model (C′

2 = 0.9),
whereas the evaluated profiles of the coefficients C4 and C5 exhibit the values
agreeing well with the SSG proposal, Fig. 4-right. The appropriate value and
even the sign of the coefficient C′

2 remain to be clarified. Because of this uncer-
tainty its value was set to zero in the present work, i.e. the linear model for the
3 For each combination of three different components (e.g., ij = 11, ij = 22 and ij =

12; other combinations can also be used) of the rapid term, the model formulation
for Φij,2 (9) can be written as a system of three equations with three unknowns C′

2,
C4 and C5 (C3 coefficient has been taken as known, e.g., C3 = 0.8− 0.65

√
A2 in the

SSG model, Fig. 4-right). The input data for all variables (also for Φij,2) were taken
from the DNS database of a fully-developed channel flow.
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rapid part was applied. The wall boundary condition is based on the asymptotic
behaviour of the Taylor microscale λ (λ =

√
5y + · · · , Fig. 5-left) and its exact

relationship to the dissipation rate in the immediate wall vicinity: ε = 10νk̃/λ2

(see Fig. 5-right for comparison of the dissipation rate obtained by this formu-
lation and the DNS database in all characteristics region of a backward-facing
step flow). Its linear dependency on the wall distance through the entire viscous
sublayer (even up to y/H ≈ 0.04 – H being the step height – corresponding
to y+ = 10 at x/H = 19, Fig. 5-right) enables the wall-closest grid node to
be positioned immediately below the edge of the viscous sublayer, leading to a
substantial coarsening of the near-wall grid resolution. The profiles of all quan-
tities in the remainder of the cross-section follow closely the result obtained on
the finest grid, as it is demonstrated on the semi-log profile of the mean axial
velocity, Fig. 6-left. This approach provides bridging of a portion of the viscous
sublayer, higher grid flexibility with respect to flow regions featured by different
phenomena and weaker sensitivity against the grid non-uniformities in the near-
wall regions. The best illustration for the model’s ability to account properly
for a large deviation from the equilibrium conditions is given in Fig. 6-right,
where semi-log plots of the mean velocity are presented for several boundary
layer flows subjected to different pressure gradients (favourable and adverse)
featuring the flow phenomena pertinent to aircraft aerodynamics. Another in-
teresting model feature accounts separately for the wall effects on anisotropy
of stress bearing and dissipative scales by introducing both the turbulent stress
and dissipation rate anisotropy, in addition to viscosity effects taken into ac-
count via Ret = k̃2/(νε). The strong difference in the anisotropy rates of both
tensors (aij and eij) expressed in terms of their two-componentality factors A
and E and the turbulence model capability to capture them correctly is shown
in Fig. 7-left. Fig. 7-right displays also the normal Reynolds stress intensities
across the zero-pressure gradient boundary layer at the location corresponding

Fig. 3. Contours of the n1 (upper) and n2 (lower) components of the unit vector ni

in the flow over a backward-facing step
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Fig. 4. Profiles of C′
1, C′

2, C4 and C5 in the fully developed channel flow obtained by
application of an a priori method on (9) (Jakirlić, 2004)

Fig. 5. Near-wall behaviour of Taylor microscale λ (left) and dissipation rate profiles at
selected locations in the backward-facing step flow (right) (x/H ∈ {4, 6} – recirculation
zone; x/H ∈ {10, 15, 19} – recovery region)

to Reθ = 1410. It should be noted that this result is obtained by starting from
the laminar flow in front of the flat plate and prescribing the location where an
abrupt transition occurs (the source terms in the Reynolds stress equation – pro-
duction, redistribution and dissipation – are multiplied by a step-function taking
zero value in the laminar region and unity value in the turbulent region). Even
better agreement, especially concerning the streamwise stress component, is ob-
tained when starting from turbulent input profiles (not shown here). The second
near-wall, Reynolds stress transport model used in the present work (denoted as
SSG/LRR-ω throughout the manuscript) represents a default second-moment
closure model in the compressible computer code DLR-FLOWer. This model
scheme, proposed by Eisfeld (2006), represents a numerically robust combina-
tion of the Launder–Reece–Rodi (LRR, 1975) model (with linear formulation
of the slow part) resolving the near-wall layer with the Speziale–Sarkar–Gatski
(SSG, 1991) model being employed in the outer region. The coefficients in this
hybrid model are weighted between the values used in the basic models by ap-
plying following blending relationship Ci = F1C

LRR
i + (1 − F1)CSSG

i , with the



Computational Modelling of Transonic Aerodynamic Flows 81

Fig. 6. Semi-log profile of the mean axial velocity at x/H = 10 in the backward-facing
step flow (left) and in the boundary layers subjected to different pressure gradients
(right)

blending function F1 defined after Menter (1994). Menter’s baseline ω-equation
(ω = ε/(Cµk̃), Cµ = 0.09) is exploited for supplying the length scale. It should
be noted, that the coefficients in the LRR model arose from its ω-based, near-
wall adaptation proposed by Wilcox (1998). Hereby, the wall reflection term was
omitted. The Rotta’s isotropic model was adopted for the dissipation correla-
tion: εij = 2εδij/3 (i.e. εij = 2Cµk̃ωδij/3). The model equation governing the
specific time scale ω was formulated in line with the proposition due to Menter
(1994). Because of the constant values of the model coefficients in the pressure
redistribution model (CLRR

i and CSSG
i ), its slow part doesn’t vanish at the wall

for all components. It means that the two-componentality parameter A doesn’t
approach the zero value at the wall, reflecting the model’s non-capability to
fully resolve the stress anisotropy in the thin, immediate wall vicinity. Beyond
this region, characterized by a strong peak of the streamwise stress component,
the Reynolds stress intensities display good agreement with the DNS results,
Fig. 7-right. Despite this deviation the model is capable of correctly capturing
the pressure redistribution in flows affected by shock/boundary-layer interac-
tion and related phenomena, as it will be illustrated in Sect. 3. The readers are
referred to the works of Eisfeld (2006) and Jakirlić et al. (2007) for detailed
specification of the model.

In addition, all cases considered were computed by two popular eddy-viscosity-
based models being extensively used for the aerodynamics applications: the
Spalart–Allmaras eddy-viscosity transport model (1994) and the Wilcox’s (1988)
k-ω model.

2.2 Numerical Method

All computations were performed by using the DLR FLOWer code, which is well
established in the academic research and aeronautical industry. The DLR FLOWer
code is density-based, solving the coupled system of conservation equations for
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Fig. 7. Two-componentality parameters A and E (left) and Reynolds stress compo-
nents (right) in a zero-pressure gradient boundary layer

mass, momentum, total energy and turbulent quantities in their time-dependent,
integral formulation. It employs a variety of turbulence models, ranging from
eddy viscosity models (Baldwin–Lomax, Spalart–Allmaras type, k-ω type) to full
Reynolds stress models (Wilcox ũ′′

i u′′
j − ω, SSG/LRR-ω), which have been val-

idated in a large number of test cases, ranging from baseline to complete air-
craft flow configurations, Kroll et al. (2002), Eisfeld (2006), Eisfeld and Broder-
sen (2005). The FLOWer code uses a cell-centered, finite-volume discretization
method for block-structured meshes (Kroll et al., 1995). For the RANS equations
different spatial discretization schemes are available, where the most common one
is a second-order central scheme with artificial dissipation. The mean flow equa-
tions are integrated in time by an explicit five-stage hybrid Runge–Kutta scheme,
which is accelerated by local time stepping, an implicit smoothing of the residuals
and a multi-grid algorithm (Jameson et al., 1981). According to a detailed analysis
of Fassbender (2004), the equations for turbulence quantities are integrated by an
implicit scheme on the finest grid level only, where the source terms are linearized
in time, which has been shown to be a highly efficient and robust approach. The
readers are referred to the works of Kroll et al. (1995) and Fassbender (2004) for
more specific details about the numerical method used.

3 Results and Discussion

The performance of the turbulence models presented are illustrated by comput-
ing three transonic flow cases: two-dimensional flow over the RAE2822 airfoil
(Cook et al., 1979), three-dimensional flow past the ONERA M6 wing (Schmitt
and Charpin, 1979) and the flow over the DLR-ALVAST wing-body configura-
tion representing a generic transport aircraft model, Burgsmüller and Hoheisel
(2000). Selected results concerning the wall pressure distribution and mean veloc-
ity and turbulence fields are displayed and discussed in the following subsections.
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Fig. 8. Blow-up of the C-type grid (736×176 cells) used for the computation of the flow
past RAE2822 airfoils (every second grid line is shown) and effect of grid refinement
on pressure distribution (the SSG/LRR-ω model was used)

3.1 RAE2822

The first example is the transonic flow around the RAE2822 airfoil investigated
experimentally by Cook et al. (1979). A fairly strong shock is created near the
mid chord (x/c = 0.55). Two cases, denoted by Case 9 and 10, characterized by
Ma∞ = 0.73, Re∞ = 6.5 × 106 and Ma∞ = 0.75, Re∞ = 6.2 × 106 respectively,
were considered. Both airfoil configurations are at incidence angle of α = 2.8◦.
Important difference between the two flows is a thin, post-shock separation oc-
curring in the case 10. Two-dimensional calculations were performed on a C-type
grid, Fig. 8-left. Although there is some doubt regarding the two-dimensionality
of the experiments (see e.g. Haase et al., 2006), turbulence models that are
capable to predict both cases reasonably well usually perform also well for com-
plex industrial applications in the transonic flow regime. Three grid resolutions
were used in the framework of the grid dependence study: coarse (consisting of
184×44 grid cells), medium (368×88 grid cells) and fine (736×176 grid cells). It
was checked using the SSG/LRR-ω model that the pressure distributions at the
finest and second finest grid level are almost identical (see Fig. 8-right). Finally,
the finest grid, being regarded to be fine enough to ensure grid converged solu-
tions, was adopted for the computations. The solution domain is extended to 20
chord lengths in all directions. At the solution domain boundaries the far-field
boundary conditions based on the theory of characteristics were applied. Tran-
sition to turbulence in the experiment was induced by tripping the flow near
the leading edge at x/c = 0.03 on both upper and lower surfaces of the airfoil.
The computational treatment of this transition location was accounted for by
multiplying the entire source term (production, redistribution and dissipation)
in the equations governing the Reynolds stresses and dissipation rate by an ap-
propriate step function, providing its zero value in the laminar flow part and a
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Fig. 9. Pressure coefficient distribution for RAE2822 airfoil: case 9 (left) and case 10
(right)

unit value in the fully turbulent flow region. Furthermore, it should be noted
that the corrections of the computational results obtained under free-flight con-
ditions with respect to the wind tunnel confinement (experimental conditions)
were introduced according to the proposal of Haase et al. (1993).

Figure 9 shows the comparison of the computed pressure coefficient distribu-
tion with available experimental data for both flow configurations considered.
Continuous flow acceleration causes considerable pressure rise in the supersonic
flow part which ends up in a shock appearance after reaching an appropriate
level. The overall agreement between Reynolds-stress model results and experi-
ment is satisfactory for both configurations in contrast to the results obtained by
SA and k-ω models. Whereas the SA model application resulted in a premature
shock in the case 9 and correct shock position in the case 10, the k-ω model
results indicate a shock positioned too far downstream in the case 10, while re-
turning a correct shock location in the case 9. A slight deviation with respect to
the maximum pressure level on the suction side immediately after the leading
edge of airfoil (Fig. 9-right) in the case 10 was obtained by both second-moment
closures. The position of the pressure peak coincides with the onset of the turbu-
lent region immediately after transition (x/c = 0.03). A fairly crude transition
treatment can certainly be the reason for this departure, since the process of the
Reynolds stress component generation pertinent to second-moment closure mod-
els is especially sensitive to. A slight discrepancy with respect to the premature
shock location obtained by the HJ model in the case 9 is noticeable in the mean
velocity field, Fig. 10-left. The velocity profile at the location E corresponding
to the shock position indicates a somewhat stronger momentum loss. Interest-
ingly, these circumstances don’t influence the correct capturing of the flow recov-
ery in the post-shock region. The evolution of the mean velocity field indicates
clearly the boundary layer thickening starting at the shock foot, being further
enhanced by the adverse pressure gradient effects corresponding to the destabi-
lized wall curvature, i.e. to the continuous cross-section expansion towards the
trailing edge of the airfoil. This predicted behaviour is in good agreement with
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Fig. 10. Mean axial velocity profile evolution in the transonic flow over the upper
RAE2822-profile surface for the cases 9 and 10 (left) and RMS of the normal compo-
nents of the Reynolds stress tensor at two selected locations at the RAE2822/10-profile
before and after the shock (right)

experiment. Both the pre-shock suction pressure and the velocity profile im-
mediately after the shock wave (location F) were captured well in the case 10.
However, important discrepancies concerning the post-shock region with respect
to the local, low-intensity flow reversal situated around the location G were re-
vealed. It should be recalled here that the experimentally obtained velocity field
doesn’t indicate the appearance of flow separation. In some previous computa-
tional studies, e.g. Bardina et al. (1997), a slightly higher angle of attack (up to
3.10) was imposed in order to accommodate the experimental conditions more
appropriately. It should also be noted that the present near-wall, Reynolds-stress
model due to Hanjalić and Jakirlić has never been tested before in the flows in-
fluenced by compressibility. Furthermore, the model version used here doesn’t
comprise the two additional terms in the dissipation equation which improve its
sensitivity against adverse pressure gradient effects with respect to the intensi-
fied normal straining and excessive length-scale increase (see e.g., the works of
Jakirlić et al., 2002 and Apsley and Leschziner, 1999). The analysis of the model
with respect to the compressibility effects is in progress. The boundary layer
structure is strongly influenced by the sudden pressure increase. Figure 10-right
shows the profiles of the normal Reynolds stress components at two streamwise
locations corresponding to the positions D and F, with the shock wave occur-
ring in between. The effects of the increasingly varying adverse pressure gradient
in the region of shock are demonstrated through the intensive turbulence pro-
duction (all stress components experienced strong increases) due to strongly
enhanced irrotational straining with respect to the rapid flow deceleration.

3.2 ONERA M6 Wing

Flow over the ONERA M6 semi-span wing (Schmitt and Charpin, 1979) is cal-
culated at Ma∞ = 0.84, Re∞ = 11.72 × 106 and α = 3.06◦ angle of incidence,
Fig. 11-left. The fully-turbulent calculations were performed at the C-O-type
grid comprising 240 × 64 × 52 cells, Fig. 11-right. This grid was used as the
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Fig. 11. ONERA M6 wing: wall pressure contours and computational grid used (240×
64 × 52 cells)

standard structured grid for a cross comparison in the framework of the EU
project FLOMANIA (Haase et al., 2006). The grid is sufficiently fine to resolve
the immediate wall vicinity. The averaged y+ value of the wall-nearest com-
putational nodes over the entire wing surface corresponds approximately to 1.
The solution domain was extended to 7.5 chord lengths in the x and y direc-
tions and 9.5 chord lengths in the z direction. Similar as in the previous case,
the far-field boundary conditions were applied at the solution domain bound-
aries. The symmetry boundary conditions were imposed at the x-y (z = 0)
plane, Fig. 11-right. The wall pressure contours displayed in Fig. 11-left as well
as the Mach-number contours (Fig. 12) and the pressure coefficient distribu-
tion (Fig. 13) at selected spanwise locations illustrate the region of alternat-
ing favourable and adverse pressure gradients causing local acceleration and

Fig. 12. Mach-number contours in the transonic flow around ONERA M6 wing at
44% and 65% span
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Fig. 13. ONERA M6 wing: pressure coefficient distribution at selected spanwise
location

deceleration within the supersonic part of the flow. The consequence of such
flow behaviour is its double-shock-like structure representing a double expan-
sion into the supersonic regime. The flow experiences a rapid acceleration in the
leading edge region of the wing (x/c ∈ [0.1, 0.2]) up to Ma ≈ 1.4, along with
the steep rise of the pressure level, Figs. 12 and 13. A prompt deceleration of
the flow down to Ma ≈ 1.1 follows creating consequently a weak shock, whose
front propagates within the supersonic region towards the second shock of con-
siderably increased strength. The second shock changes its position depending
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on the span location. The gradual coalescence of the shocks occurs in the final
15%–20% of the wing span in the wing-tip region, Fig. 13. The varying positions
of both shocks with respect to the spanwise location as well as the wall pres-
sure magnitude over the entire wing surface are reasonably well captured by all
models. The pressure coefficient distribution illustrates the equality of the wall
pressure values at both wing surfaces over the whole wing span corresponding
to the second half of the chord. The only exception is the last spanwise position
situated directly at the wing tip, η = 0.99. Here, the influence of the tip vortex
created by the flow from the lower wing surface towards the upper wing sur-
face around the tip is clearly visible in the pressure distribution. This feature is
reasonably well captured by the present Reynolds stress transport models. All
model predictions are of comparable quality, the only significant difference is doc-
umented at the location corresponding to 80% of the span. Here, the HJ model
returned the double-shock structure in correct agreement with experimental re-
sults, whereas the other models applied predicted a premature coalescence of two
shock fronts. While the position and strength of the first shock at the spanwise
positions η = 0.44, 0.65 and 0.80 obtained by applying the HJ model agree well
with the experimental data, the predicted position of the second shock exhibits
a certain delay compared to the measurements and other model results. The
results obtained by LRR/SSG and eddy-viscosity models (positions η = 0.44
and 0.65) display correct onset of the first shock. However, the course of its
front (milder slope), whose foot is shifted downstream, indicates the pressure
relaxation of a somewhat lower intensity compared to a steeper pressure gradi-
ent obtained by the HJ model. The final outcome of such a situation reflects a
gradual shortening of the region between two shocks (characterized by a mild
pressure increase) until their premature merging at η = 0.80.

3.3 DLR-ALVAST

The DLR-ALVAST is a generic transport aircraft model that can be equipped
with turbine-driven engine simulators (Kiock, 1996). It has been used, e.g. in the
EU-project ENIFAIR, for studying engine interference effects (Burgsmüller and
Hoheisel, 2000). In the present work numerical simulations have been performed
for the clean wing configuration at a free stream Mach number of Ma∞ = 0.75
and a Reynolds number of Re = 4.3× 106 based on the mean chord length. The
incidence has been varied to achieve a lift coefficient of CL = 0.5, which is the
design point.

The computations with the SSG/LRR-ω model have been carried out on a
grid consisting of 4.1 × 106 cells (this grid was adopted from the study of Fass-
bender, 2004). Particular care has been taken in the grid generation process,
focussing especially on properly resolving the boundary layer over the entire
aircraft surface (with 20–24 grid cells accommodated in the normal-to-the-wall
direction). The near-wall grid lines have a wall distance well below y+ = 1 over
the entire geometry, except a small portion at the fuselage tail. The artificial dis-
sipation coefficients have been set to k(2) = 1/2 for first-order accuracy at shocks
and to k(4) = 1/32 for second order in regions where the solution is smooth. The
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Fig. 14. DLR-ALVAST generic aircraft: experimental and numerical pressure distri-
bution at 38% and 78% span

relatively high value of the latter coefficient has been necessary in order to damp
oscillations that are generated by a separation zone at the wing-body junction.
The settings of these coefficients influence mainly the strength of the shock (not
the position) with respect to the pressure difference at the shock itself (imme-
diately before and after the shock) in the streamwise direction (the higher the
values of the dissipation coefficients, the weaker, i.e. the more smeared out, the
shock), as it was investigated by Kroll and Jain (1987). Nevertheless a rather
low value of the Martinelli coefficient (Martinelli and Jameson, 1988) of ζ = 0.3
could have been used, avoiding excessive artificial dissipation in highly stretched
cells. The computations with the HJ model experienced some stability problems,
whose debugging is in progress. On the other hand, the flow structure over the
DLR-ALVAST wing is characterized by a single shock similar to the RAE2822
cases. Accordingly, it was not expected that the HJ model results would have
been substantially different compared to those obtained with the LRR/SSG-
ω model. In the following only the latter results will be presented. Figure 14
shows the pressure distributions in two spanwise wing sections obtained with
the SSG/LRR-ω Second-Moment Closure in comparison with experimental data
from the EU-project ENIFAIR in the ONERA S1MA wind tunnel (Burgsmüller
and Hoheisel, 2000). While the overall agreement is fairly good, some deviations
occur with respect to the shock position. It is observed that in the inboard part
of the wing the shock is predicted upstream of the measured position, while out-
board it is predicted downstream of the measured position towards the wing tip.
These deviations can to some extent also be attributed to the fact that the air-
craft model (made of plastics) heated up, hence deformed during the experiments
(see e.g., the work of Hoheisel, 1999).
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3.4 Numerical Issues

The following statements can be made with respect to the numerical robustness
of the Reynolds stress models. The SSG/LRR-ω model requires about 100%
more CPU time per iteration compared to the Wilcox k-ω model. Generally, the
number of iterations needed depends on the flow problem and is not necessarily
higher when using a Reynolds stress model. In the case of the ONERA M6
wing 1500 iterations have been used with the Wilcox k-ω model and 2500 with
the SSG/LRR-ω model. Hereby, the first 700 iterations have been performed on
coarse grids (full multi-grid). The iteration number for the HJ model is somewhat
higher, but only with respect to the generation of the initial fields of the turbulent
quantities in the immediate wall vicinity. These circumstances relate to the initial
field (the HJ model computations started from the LRR/SSG-ω model results)
adjustment to the HJ model equations.

4 Results and Discussion

The performance of a near-wall, Reynolds-stress turbulence model accounting
separately for the viscous effects and the effects of Reynolds-stress and dissi-
pation anisotropy are investigated under the transonic flow conditions charac-
terized by the shock formation and strong shock/boundary layer interaction in
several two-dimensional and three-dimensional flow configurations. The overall
agreement with the available experimental data for the surface pressure distri-
bution with respect to the shock position is satisfactory in all flow configura-
tions computed. A double-shock-like structure of the flow over the ONERA-M6
wing was captured, in good agreement with the experimental findings. Impor-
tant departures are revealed concerning the shock-induced separation at the
RAE2822/10 airfoil. Despite a correctly predicted shock position, the departure
from the experimentally obtained post-shock pressure level caused the flow to
remain attached. Further analysis of these phenomena is necessary, especially
with respect to the specific model features that require consideration concern-
ing the compressibility effects and the conditions of strong property variation.
Computations were also performed by using another near-wall, Reynolds-stress
transport closure with constant model coefficients (LRR/SSG-ω) as well as with
two widely used eddy-viscosity-based transport model schemes, one-equation νt-
transport model (Spalart and Allmaras, 1994) and the k-ω due to Wilcox (1988).
With the exception of the premature shock waves coalescence in the ONERA-M6
case, the LRR/SSG-ω model predictions follow reasonably the HJ model results
with respect to the pressure distribution in all configurations considered, despite
its inferiority in capturing the near-wall Reynolds stress anisotropy.
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Summary. A computational method for automatic transition prediction for general
three-dimensional configurations is presented. The method consists of a coupled pro-
gram system including a 3D Navier–Stokes solver, a transition module, a boundary
layer code and a stability code. The transition module has been adapted to be used
with parallel computation to account for the high computational demand of predict-
ing flows around three-dimensional configurations. A comprehensive investigation on
general computational and parallel performance identifies the numerical effort for the
transition prediction method. The procedure has been validated comparing numerical
results with experiments for the flow around an inclined prolate spheroid. Feasibility
studies on generic transport aircraft show the code’s capability to predict transition
lines on general complex geometries.

1 Introduction

Predicting and modelling the laminar-turbulent transition in Reynolds-averaged
Navier–Stokes (RANS) solvers is a necessary requirement for the computation
of flows around complex, three-dimensional geometries. Neglecting or using in-
accurate transition locations may lead to significant errors of the predicted
aerodynamic performance.

Transition from laminar to turbulent flow is a complex phenomenon and can
occur through very different mechanisms depending e.g. on on-flow parame-
ters such as Reynolds and Mach number or free-stream turbulence, on surface
properties or on the detailed development of the laminar boundary layer.

Existing transition prediction methods vary in their approaches from purely
empirical transition criteria over physically based stability equations that take
into account non-local and non-linear effects of disturbance growth to direct
numerical simulations (DNS). The state-of-the-art transition prediction method
for thin aircraft boundary layers is the eN -method, based on local, linear stabil-
ity theory. eN -methods were thoroughly calibrated and used in many applica-
tions of wing flows that are unstable due to Tollmien–Schlichting and cross flow
instabilities [17, 19].

Recent advances in predicting transition for complex flows address the predic-
tion of unsteady transition on moving airfoils [14] and the application to 2D flows
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with laminar separation bubbles [25, 26]. Increasing focus is placed on the pre-
diction of transition for three-dimensional boundary layers on high aspect ratio
wings and high lift configurations [10,11], flows around bodies of revolution [24]
and general three-dimensional aircraft configurations [3, 8].

The present work on transition prediction addresses flows around 3D complex
configurations. For automatic transition prediction in Navier–Stokes computa-
tions a coupled program system is developed and extensively tested. The tran-
sition prediction module uses the 3D Navier–Stokes solutions to apply empirical
transition criteria or linear stability theory and is capable to be used with parallel
computation for general three-dimensional components and configurations.

2 Description of Methods

2.1 Linear Stability Theory

The classical linear stability theory evaluates the stability of a laminar boundary
layer by examining the development of small disturbances and is used for transi-
tion prediction in form of the eN -method. The principal approach of the theory
is to superimpose harmonic waves as disturbance onto the mean flow quantities,
which leads to a system of second-order differential equations for the amplitude
function. For incompressible media, the system can be rearranged and written
as one fourth-order differential equation, the Orr–Sommerfeld equation [16].

If the system of second-order differential equations is considered, a generalized
eigenvalue problem for the complex disturbance frequency ω can be formulated,
which can be transformed analytically into a standard eigenvalue problem. For
the temporal stability problem this eigenvalue problem is linear. The parameters
of the eigenvalue problem depend on the basic flow properties (Ma, Re), on the
local velocity and temperature profiles of the laminar boundary layer and on
their first and second derivatives [16].

The solution of the eigenvalue problem results in local amplification rates,
which are integrated along appropriate integration paths [16]. For temporal the-
ory, the Gaster transformation [1] can be applied by assuming reasonably small
amplification rates, to transform temporal growth into spatial growth. The max-
imum amplification direction is related to the direction of the group velocity [1]
and the trajectory of the group velocity may be approximated by a streamline
at the boundary layer edge [1, 15]. The exponent of the integrated amplifica-
tions yield the so called N -factor that can be used for transition prediction with
the eN -method by comparing the values of N along the integration path with
experimentally determined critical N -factors.

2.2 Numerical Methods

Navier–Stokes Solver TAU

The DLR Navier–Stokes solver TAU [21, 22] is a program for the prediction
of viscous and inviscid flows around general complex geometries. The solver is



Transition Prediction for Three-Dimensional Configurations 95

based on the finite-volume method and uses a dual-grid approach where the flow
variables are associated with the vertices of the original grid.

TAU can be used on structured and unstructured (hybrid) grids. Generally,
a semi-structured grid layer above surfaces is used to resolve boundary layers,
whereas the rest of the computational domain is filled with an unstructured grid.
The solver computes the fluxes with a second-order central scheme or one of var-
ious upwind schemes with linear reconstruction for second-order accuracy. Time
integration is performed by either applying an explicit, multistage Runge–Kutta
scheme or an implicit, lower-upper symmetric Gauss–Seidel (LU-SGS) scheme.
Turbulent flows are modelled using different Spalart–Allmaras or k-ω turbulence
models, for transitional flows the turbulent production terms are suppressed in
the laminar flow area [22]. For convergence acceleration residual smoothing, local
time stepping and a multi-grid approach can be applied. To improve the solver
capability for incompressible flows, a low-Mach-number preconditioning method
is implemented [22].

For parallel computations, a domain decomposition approach is used and the
message passing concept using MPI [27] is applied. In a preprocessing step,
the grid is divided into a certain number of subdomains using a bisection al-
gorithm [22]. After partitioning the grid, the solver computes the flow data on
a single domain per process. Data is regularly exchanged for grid points lying
at the edge of the subdomains with the data of the corresponding neighbour
domains.

Transition Prediction Module

For automatic transition prediction in Navier–Stokes computations a transi-
tion prediction module, implemented directly into the DLR Navier–Stokes solver
TAU, has been developed [8, 10] (Fig. 1). The transition prediction module in-
cludes certain external programs, e.g. the boundary layer code Coco [18] for
swept, tapered wings and the linear stability equations solver Lilo [20]. Both,
Coco and Lilo are sequential programs, which are accessible from the transi-
tion module via file I/O and system calls. The transition prediction module has
been developed with special focus on predicting transition for flows around gen-
eral complex, three-dimensional geometries and consequently supports parallel
computing.

Although the development was focussed on using linear stability theory in
form of the eN -method with amplification rates determined by the linear stabil-
ity solver for the transition prediction, a series of other transition methods are
implemented as well. These range from simple empirical criteria (Michel [13],
Mayle [12]), empirical criteria based on stability theory (AHD, C1 [2]) to
database-based eN -methods (Stock/Degenhardt [23], Casalis/Arnal [4]).

If the eN -method using linear stability theory is considered for transition pre-
diction, a suitable integration path to calculate the N -factors has to be found.
Since the group velocity direction coincides with the amplification direction [16],
and this direction can be approximated by the direction of the flow at the
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boundary layer edge [8], the integration path can be approximated by an edge
streamline. Note that the boundary layer edge is actually not represented by a sin-
gle edge (or external) streamline. Referring to edge streamline means “the local
projections of the loci, where the streamlines cross the boundary layer edge” [5].
Generally, all available transition criteria of the transition prediction module are
applied along edge streamlines using a “locally monoclinic orthogonal external
streamline oriented coordinate system” [5]. The edge streamlines are either inte-
grated from the boundary layer edge velocity distribution of the Navier–Stokes
solution or are determined from the boundary layer code.

It can be shown, that for general transition prediction, and especially for the
prediction of cross flow type transition, a high normal-to-wall mesh density is
required to resolve the boundary layer adequately [8]. To overcome this con-
straint, a boundary layer method is in many cases an efficient alternative to a
high-resolution Navier–Stokes computation. However, boundary layer methods,
and in particular quasi-2D boundary layer methods, have certain limitations for
complex flows, e.g. for flows around complex geometries and low aspect-ratio
wings or in the presence of laminar separation bubbles. To deal with both, the
use of coarse grids across boundary layers for rapid engineering applications and
highly resolved boundary layers for detailed flow analysis, boundary layer data
for the transition module can either be extracted directly from the Navier–Stokes
solution or the first-order boundary layer code for swept, tapered wings is used.
The boundary layer method is applied to line-in-flight cut-planes distributed
along the wing span. The surface pressure distribution, the geometrical sweep
angles and the on-flow conditions (Re, Ma, etc.) are used as main input data.
Since the geometrical sweep angles are extracted automatically from the grid
topology at the leading and trailing edges, the application of the boundary layer
code along edge streamlines is not suitable. Generally, the streamlines do not
necessarily cross the leading or the trailing edge, and hence the automatic deter-
mination of the sweep angles would be more difficult. Additionally, an alteration
or detailed analysis of the pressure distribution around the attachment line to
account for the use of the effective sweep angle concept is simplified by the use
of line-in-flight cuts.

In a preprocessing step, right before the RANS solver iterations start, data
not depending on the flow solution are processed (Fig. 1), e.g. reading the input
parameters of the transition module or to determine the wall-normal lines, the
line-in-flight cuts and geometrical sweep angles. During the solution process of
the solver, the iteration process is interrupted in certain intervals, and the tran-
sition prediction is executed (Fig. 1). A new transition line is calculated, where
required with additional calls of the external programs. New laminar and tur-
bulent regions are created according to the new transition locations and passed
to the RANS solver where the solution process continues (Fig. 1). The predic-
tion of the transition lines itself is an iterative process. The transition prediction
is continuously called from the solver, until the transition lines are converged
(Fig. 1).
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Fig. 1. Coupled program system.
Navier–Stokes solver with transi-
tion module

Fig. 2. Determination of new tran-
sition locations with the transition
module

For each transition prediction step, the following general procedure is executed
(Fig. 2). For all surface points of the geometry the boundary layer profiles are
assembled along wall-normal lines, integral boundary layer data are calculated
and the boundary layer edge velocity is determined. After all edge streamlines
have been integrated, the velocity profiles along the streamlines are extracted
and passed to the stability solver. The N -factor curves from the stability analysis
are then evaluated in the transition module to give new transition locations.
Alternatively, if using empirical transition criteria, the boundary layer data may
be directly evaluated by the transition module (Fig. 2). The new transition lines
are used to define new laminar and turbulent regions in the grid for the Navier–
Stokes solver.

For the application of the boundary layer code, the line-in-flight cuts are
separated in an upper and lower surface part at the corresponding attachment
line and the pressure distribution is passed along with the on-flow conditions and
local sweep angles to the boundary layer code. With the locally swept, tapered
wing assumption, the velocity profiles along the cutting lines are calculated and
are either directly transferred to the stability solver, or are evaluated by the
transition module to calculate integral boundary layer data to apply empirical
transition criteria (Fig. 2).

The stability analysis in form of the eN -method yields a series of N -factor
curves, which are analysed in the transition module. Limiting, respectively crit-
ical, N -factors are applied using the 2N -factor strategy, treating the N -factors
for Tollmien–Schlichting and cross flow instabilities generally independently. The
interaction of Tollmien–Schlichting and cross flow waves can not be evaluated
by linear local stability theory and is instead modelled by applying a stability
diagram, where the critical N -factor of one instability form depends on the local
N -factor of the other stability form [24].
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3 Implementation and Parallelization Issues

The DLR TAU code uses domain decomposition for parallel computation. For a
given number p of processors the computational grid is divided into p subgrids
(subdomains). Each of the processors computes on one of the subgrids. A con-
tinuous communication of local data between the processes is performed using
MPI [27].

Parallelization by means of the transition prediction module is needed for the
determination of wall-normal lines, the assembly of velocity and temperature
profiles along the normals, the calculation of edge streamlines, the assembly of
line-in-flight cuts and the execution of the sequential, external programs. Data
within the transition prediction module are not exchanged for grid points placed
at the edge of the subdomains. Instead, either global data are communicated, i.e.
information not associated with a certain grid point, or non local data (boundary
layer profiles) associated with surface grid points near domain boundaries are
transferred between different processes.

Calculation of geometrical data in form of lines (i.e. wall-normal lines, edge
streamlines) within the transition module is effectively a ordered assembly of
a list of grid points. These points are gathered, beginning at starting points
(i.e. surface points, user-defined streamline starting points) and ending at geo-
metrically or user-defined endpoints. A possible, geometrically defined limit is
a domain boundary. In this case, the endpoints will be communicated to the
neighbour domain where they serve as new start points for another loop of the
assembly of the line.

Velocity profiles inside the boundary layer are easily accessible, if the surface
point and the point associated with the end of the wall-normal line are in the
same domain. In this case, only the knowledge of the point list for the wall normal
has to be known, and the velocities at each wall-normal point can be interpolated
from the Navier–Stokes solution. If a boundary layer profile is cut by a domain
boundary, the corresponding data have to be assembled from different domains.
For this case, the velocities for each wall-normal part are interpolated from
the Navier–Stokes solution. All parts of the velocity profile not lying inside the
domain containing the surface point of the wall normal have to be communicated
from the neighbour domains.

The transition prediction module uses different external programs for the
determination of boundary layer data and the stability analysis. These programs
are stand-alone codes, not explicitly written for the utilization by a parallel and
automated transition prediction process within a Navier–Stokes solver. They
are executed during runtime of the Navier–Stokes solver by interrupting the
execution of the transition prediction module by system calls and running start-
up scripts.

The external programs Lilo [20] and Coco [18] are designed to process the
data of a single streamline at one sequential run. An alternative approach, com-
pared to the domain decomposition principle of the TAU code, is applied for
the parallelization. For each process of the Navier–Stokes calculation one ex-
ternal program is executed sequentially. I.e., if the Navier–Stokes calculation
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is run on p processors, the external programs are started from each of the p
processes independently, so that p streamlines can be processed parallel and a
quasi-parallel performance of the programs is achieved. After calculating bound-
ary layer data and streamlines by the transition module, all input files for the
external programs are written and the streamlines are virtually distributed to
the processes. Each process executes for its streamlines the external programs.
After that, all substantial output from the external programs is passed to the
transition module.

4 Results

4.1 Parallelization Performance

Different calculations have been performed to investigate the parallelization of
the transition module and the effect on the computational demand. The concep-
tion of the study on the parallelization of the transition prediction module is to
apply one single transition prediction step to a fully converged, transitional flow
solution.

As test case, the flow around the 6:1 prolate spheroid according to [7] was
chosen. The flow parameters, α = 5.0◦, Re = 6.5 × 106, Ma = 0.13, were set
to obtain both, Tollmien–Schlichting and cross flow instabilities for nearly the
complete laminar section of the prolate spheroid. An evaluation of both types
of instabilities on all streamlines leads to the maximum computational effort for
the transition prediction.

The computations were carried out using a computer cluster equipped with
AMD opteron 2.2GHz processors and 1-gigabit-ethernet. The computational
grid around the prolate spheroid has an overall number of points of 2.8 million,
with a resolution of 128 grid points normal to the wall in the structured grid
part. Low-Mach-number preconditioning was applied together with the implicit
LU-SGS time integration scheme and a 3-w multi-grid cycle. Turbulent flow was
modelled using the standard Spalart–Allmaras turbulence model.

As reference, the computational demand of the TAU code was evaluated in
terms of wall clock time (wct, Fig. 3). The dependence of the computational
time for one multi-grid iteration on the number of processors shows that the
TAU solver parallels very well for the numbers of processor investigated. For the
computational demand of one transition prediction step, as long as the number
of processors p exceeds the number of streamlines n processed by the transition
module, a good scaling is achieved (Fig. 4). It can be seen, that most of the
computational effort is caused by the linear stability equations solver. Depending
on the number of streamlines (6–24), the computational time for the transition
prediction is approximately 20–90 times as high as for one multi-grid iteration
of the solver.

If the number of domains exceeds the number of streamlines to be processed,
no further benefit is gained in terms of computational time from the parallel
execution of the transition module. This is due to the type of parallelization
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Fig. 3. Computational time wct
vs. number of process p. One TAU
multi-grid iteration 3-w cycle, im-
plicit LU-SGS scheme.

Fig. 4. Computational time wct vs.
number of process p. Transition pre-
diction step with Lilo, 6, 24 and 24
streamlines.

of the execution of the external programs, as described in Sect. 3. If normaliz-
ing the computational time needed for one transition prediction step with the
corresponding computational time for one multi-grid cycle of the solver for a
certain number of process p, it can be seen, that the computational effort of
one transition prediction step compared to one solver multi-grid cycle is rather
constant (Fig. 5). For the here investigated case, the computational demand of
processing 6 (12, 24) streamlines is approximately 30 (45, 90) times as high as
the computational demand of one solver iteration.

4.2 Code Validation

First validation investigations have been performed in predicting the transition
for the fully three-dimensional flow around a 6:1 prolate spheroid. For this case,
at certain on-flow conditions transition is characterized to change from pure

Fig. 5. Computational time wct
vs. number of process p. Transition
prediction step, normalized with
wct for one multi-grid cycle of the
solver.

Fig. 6. Stability diagram. NTS vs.
NCF.
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Tollmien–Schlichting transition to pure cross flow transition with regions where
both types of waves interact and lead to transition.

Comprehensive measurements of the flow behaviour around an inclined pro-
late spheroid were accomplished at the DFVLR (now DLR) 3 m × 3 m low
speed wind tunnel, Göttingen. Surface hot film probes measuring the local wall
shear stress were applied for the investigation of the three-dimensional boundary
layer [6, 7]. 12 measuring stations in streamwies direction and 30-80 measuring
stations in circumferencal direction were used. The evaluation of the local wall
shear stress provides detailed information of the laminar-turbulent transition of
the boundary layer.

Local, linear stability theory can not be used to analyse the interaction of
Tollmien–Schlichting and cross flow waves from first principles. However, an em-
pirical approach to overcome this deficiency is to reduce the critical N -values in
the NTS-NCF-space for simultaneously excited Tollmien–Schlichting and cross
flow waves by assuming that the critical NTS-factor decays linearly with in-
creasing NCF. Numerical investigations of the transition for the flow around the
inclined prolate spheroid in [24] yield the diagram of Fig. 6 which was applied
during the validation calculations to account for the interaction of the two wave
types.

The calculations were carried out using low-Mach-number preconditioning and
the implicit LU-SGS time integration scheme. Turbulent flow was modelled using
the standard Spalart–Allmaras turbulence model. In the structured grid part, a
normal-to-wall resolution of 128 points was used, i.e. 60–100 points resolve the
laminar boundary layer of the prolate spheroid, the overall number of grid points
is 2.8 million. On-flow conditions varied from Ma = 0.03 to Ma = 0.13, α = 5.0◦

to α = 15.0◦ and Re = 1.5 × 106 to Re = 6.5 × 106.
For the low Reynolds number (Re = 1.5 × 106, Ma = 0.03, α = 5.0◦ and

10.0◦), transition is triggered purely by Tollmien–Schlichting instabilities and
is very well predicted by the transition module (Figs. 7 and 8). Although for
α = 10◦ cross flow amplifications are present during the iterative transition pre-
diction, the final, converged transition is purely caused by Tollmien–Schlichting
instabilities.

Turning to the higher Reynolds number (Re = 6.5×106, Ma = 0.13, α ∈ {5.0◦,
10.0◦, 15.0◦}), transition is now caused by Tollmien–Schlichting and cross flow
amplifications (Figs. 9–11). Generally, for these cases the transition is caused
by Tollmien–Schlichting waves near the windward and leeward symmetry lines,
whereas for the remaining part of the geometry cross flow instabilities play a
growing role with increasing angle of attack. For α = 5.0◦, nearly the whole
transition line is represented by simultaneously excited Tollmien–Schlichting and
cross flow waves. Increasing the angle of attack to 10◦ leads to a development of
a region with pure cross flow transition, that is even enlarged for α = 15.0◦.

In conclusion, all transition lines for the test cases investigated are predicted in
good agreement with the experimental results. For the higher Reynolds number,
transition is predicted slightly too upstream, but the general qualitative shape
is represented fairly well (Figs. 7–11).
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Fig. 7. Comparison of computed
and measured transition location.
6:1 prolate spheroid, α = 5.0◦,
Re = 1.5 × 106, Ma = 0.03.

Fig. 8. Comparison of computed
and measured transition location.
6:1 prolate spheroid, α = 10.0◦,
Re = 1.5 × 106, Ma = 0.03.

Fig. 9. Comparison of computed
and measured transition location.
6:1 prolate spheroid, α = 5.0◦,
Re = 6.5 × 106, Ma = 0.13.

Fig. 10. Comparison of computed
and measured transition location.
6:1 prolate spheroid, α = 10.0◦,
Re = 6.5 × 106, Ma = 0.13.

4.3 Feasibility Study

Generic Transport Aircraft

The first case of the feasibility study displays the flow around a generic, complex
three-dimensional aircraft configuration. The objective was to predict transition
simultaneously on all relevant surfaces of the configuration, i.e. body, vertical
tail plane and upper and lower surfaces of main wing and horizontal tail plane.
A very moderate resolution of the structured part of the grid was applied, with
32 grid points normal to the wall, except for the horizontal tail plane with 48
points normal to the wall. The overall number of grid points was 12 million.
For faster convergence, low-Mach-number preconditioning was applied, together
with the implicit LU-SGS time integration scheme. Turbulent flow was modelled
using the standard Spalart–Allmaras turbulence model.

The flow conditions were chosen to ensure attached flow over nearly all sur-
faces (α = −4.0◦, iH = 4.0◦, Re = 2.3×106, Ma = 0.2). With regard to the mod-
erate resolution of the boundary layers, only Tollmien–Schlichting instabilities
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Fig. 11. Comparison of computed
and measured transition location.
6:1 prolate spheroid, α = 15.0◦,
Re = 6.5 × 106, Ma = 0.13.

Fig. 12. Edge streamlines and
transition lines. Generic transport
aircraft, α = −4.0◦, Re = 2.3×106,
Ma = 0.2, iH = 4.0◦.

were considered. On the body surface and the upper surface of the main wing two
simple transition criteria were applied. On the body, a modified cp,min-criterion
was used, setting the transition a short distance downstream of the pressure
minimum. The main wing is equipped with a deflected flap, leading to large
separated areas before transition would have been predicted by linear stability
theory. Here, the laminar separation point was used as transition point instead,
in order to avoid convergence problems of the Navier–Stokes iterations. For all
other surfaces the laminar stability theory in form of the eN -method was applied,
with a critical N -factor of 7.5. Figure 12 shows the calculated edge streamlines
together with the converged transition lines on the upper surfaces of the configu-
ration. The predicted transition lines are located in the adverse pressure gradient
region, as expected for the investigated transition scenario, and are physically
plausible.

3D High Lift Configuration

The second test case of the feasibility study is the flow around a generic, three-
dimensional high lift configuration. The grid for this configuration does not allow
a good resolution of the laminar boundary layer, since it has only 20 points
normal to the wall. Therefore this test case served as a platform to apply the
boundary layer method for infinite, swept and tapered wings.

The high lift configuration is equipped with slat and flap. The overall number
of grid points for this case is 8 million. Low-Mach-number preconditioning was
applied, together with the implicit LU-SGS time integration scheme. Turbulent
flow was modelled using the standard Spalart–Allmaras turbulence model. The
flow conditions are set to match flow conditions that lead to the beginning of
local separation (α = 12.0◦, Ma = 0.174, Re = 1.34 × 106).

Transition has been predicted on all wing parts (except for the lower surface of
the slat), using two different methods to determine the main flow properties for
the linear stability analysis: i) extraction of the velocity profiles directly from the
Navier–Stokes solution, ii) using the pressure distribution and local sweep angles
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Fig. 13. Edge streamlines, line-in-
flight cuts and transition lines. 3D
high lift configuration, lower sur-
faces, α = 12.0◦, Re = 1.34 × 106,
Ma = 0.174.

Fig. 14. Edge streamlines, line-in-
flight cuts and transition lines. 3D
high lift configuration, upper sur-
faces, α = 12.0◦, Re = 1.34 × 106,
Ma = 0.174.

from line-in-flight cuts, and applying the boundary layer code to generate the ve-
locity profiles. At the lower surface of the deflected flap no transition was found
with both prediction methods for almost the whole span. This is in accordance
with the appearing pressure distribution on this element, which has a favourable
gradient from the attachment line to the trailing edge. On the main wing lower sur-
face, the predicted transition locations with the two methods differ significantly.
While the predicted transition with boundary layer data from the boundary layer
code is close to the local pressure minimum, the transition lines with boundary
layer data directly from the Navier–Stokes solution are computed further down-
stream, close to the trailing edge (Fig. 13). The poor agreement between the two
transition lines is caused by the insufficient resolution of the boundary layer in
the Navier–Stokes solution, both in wall-normal and in streamwise directions. The
same problem applies at the upper surfaces of the configuration (Fig. 14). While
both prediction methods yield smooth transition lines located shortly after the lo-
cal pressure minimum, the transition positions from the prediction method with
the boundary layer code are well converged after a few iterations of the transition
prediction module. In contrast, the transition lines from the method with bound-
ary layer data from the Navier–Stokes solution are somewhat oscillating as the
result of laminar separation before transition.

Generally speaking, the application of the transition prediction module shows
the capability of this method to predict transitional flows on general 3D high lift
configurations. However, validation against experimental data for 3D high lift con-
figurations has not yet been possible due to the lack of reliable experimental data.

5 Conclusions

The general approach of the present work is to demonstrate the applicabil-
ity of transition to complex configurations and fully three-dimensional bound-
ary layers. The development of a transition prediction module attached to a
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Navier–Stokes solver is presented, with emphasis on the parallelization of the
transition prediction procedure for the application to domain decomposed
Navier–Stokes solutions. A study on the effect of the parallelization is accom-
plished and detailed results on the computational demand are given.

The flow around three different configurations was investigated, where two
cases served to demonstrate the feasibility of our approach, and one test case
was successfully used for the validation of the transition module. It is shown,
that the presented method is generally capable of predicting transition on general
aircraft components, however comparisons with experimental data for 3D wing
flows still need to be performed in the future.
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Institut für Aerodynamik und Strömungstechnik, Numerische Verfahren,
Bunsenstraße 10, 37073 Göttingen, Germany
andreas.krumbein@dlr.de

Summary. A Reynolds-averaged Navier–Stokes solver, a laminar boundary-layer code
and different transition prediction methods for the prediction of Tollmien–Schlichting
and cross flow instabilities were coupled for the automatic prediction of laminar-
turbulent transition on general three-dimensional aircraft configurations during the
ongoing flow computation. In this article, the procedure is applied to a two-dimensional
three-element high-lift airfoil configuration which is characterized by the existence of
laminar separation bubbles. The automatic transition prediction procedure is applied
using different operation modes and different transition prediction strategies.

1 Introduction

The modelling of laminar-turbulent transition in Reynolds-averaged Navier–
Stokes (RANS) solvers is a crucial issue when high quality simulation results
for aircraft shall be produced. Especially the simulation of flows around high-lift
systems of aircraft may result in significant errors when the transition points are
of insufficient accuracy or are not taken into account at all. High-lift systems very
often involve multi-component wings (e.g. slat, main wing, and flaps) and may
have very high levels of total circulation. Because all components of the high-lift
system are in close interaction with one another the total circulation and the
complete flow field is affected by the transition line on any of the components.

Although the overall lift value may be predicted with satisfactory accuracy
slight deviations between the real and the computed pressures can lead to large
errors in the computed overall drag value. It could be shown that the overall
pressure drag of a high-lift configuration, which dominates the drag value of the
configuration as a whole as well as the drag of every single element, is composed
of a balance of very large positive and negative contributions, such as the suction
forces at the noses or the resistance forces in the coves and the trailing edge
regions. The contribution of one single element may be one order of magnitude
larger than the resulting overall drag of the complete configuration. Thus, a
relative error of 5% of the computed drag on the slat upper side may result in a
change of 50% for the overall drag value [1].

Another aspect of taking into account transition is that in many cases the high
potential of higher order turbulence models can be made use of only when the
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areas of laminar-turbulent transition are known and deployed in the computa-
tional procedures with sufficiently high accuracy. Thus, in modern computational
fluid dynamics (CFD) tools a robust transition modelling must be established
together with reliable and effective turbulence models. Only if the transition lo-
cations are taken into account with sufficient accuracy all physical characteristics
of the flow field can be reproduced in such a way that the demanding quality
requirements are satisfied.

For the design process of wings, there exists the demand for a RANS-based
CFD tool that is able to handle flows automatically and autonomously with
laminar-turbulent transition. Existing transition prediction methods vary from
empirical transition criteria via the local, linear stability equations based on
small disturbance theory or non-local, linear and non-local, non-linear stability
methods using the parabolized stability equations over large eddy simulations to
direct numerical simulations of the Navier–Stokes equations. Empirical transition
criteria and the eN -method [2, 3] based on local, linear stability theory and the
parallel flow assumption represent state-of-the-art methods for the prediction of
transition onset in many industrial applications. Although they do not account
for a number of fundamental aspects in the transition process eN -methods are
used in aircraft industry most frequently for design purposes covering transition
due to Tollmien–Schlichting (TS) and cross flow (CF) instabilities. Because there
are no other practical methods presently available for industrial applications
eN -methods together with the two-N -factor method and empirical criteria for
transition mechanisms which are not covered by the eN approach (e.g. bypass
and attachment line transition) are going to be used further on for the design
of aircraft wings and wing systems even for a future laminar wing of transport
type aircraft.

Recently the unstructured/hybrid RANS solver TAU [4] of the Deutsches
Zentrum für Luft- und Raumfahrt, German Aerospace Center (DLR) has been
provided with a general transition prediction functionality which can be applied
to general three-dimensional aircraft configurations. The developments and first
technical validation steps have been carried out at the Institute of Fluid Me-
chanics (ISM) of the Technical University of Braunschweig (TU-BS), [5, 6]. The
TAU code is used together with the laminar boundary-layer method in [7] and
the local linear stability code in [8]. These two codes and an infrastructure part
of the TAU code are components of a so called “transition prediction module”
that is coupled to the RANS solver and that interacts with the RANS solver
during the computation in a very similar way as it is documented in [9].

For a long time it was necessary to use transition database methods in order
to apply the eN -method for transition prediction in a fully automatic way so
that the transition location iteration could be executed without intervention
(automatic) by the user of the RANS code and without a priori knowledge of
the transition characteristics of the specific flow problem (autonomous). Now the
fully automated local, linear stability solver in [8] is available using a frequency
estimator for the detection of the relevant regions of amplified disturbances for
TS instabilities and a wave length estimator for CF instabilities.
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In this article, the coupling structure between the TAU code and the transition
prediction module is outlined and the transition prediction strategy is described
together with the different operation modes of the transition prediction module
which can be selected by the user. The main objective is to demonstrate the
different characteristics of the different operation modes and the different tran-
sition prediction strategies and their impact on the computational results which
are obtained for a two-dimensional three-element high-lift airfoil configuration
which is characterized by the existence of laminar separation bubbles for the
flow case presented. The computational results are compared to experimental
findings.

2 Transition Prediction Coupling

On the one hand, the transition prediction module consists of an infrastructure
part inside the flow solver which performs pre-processing operations necessary
for each step of the transition prediction procedure, for example, the extraction
of the surface pressure distribution from a wing section. On the other hand, the
module contains a number of additional components which basically execute the
transition prediction. These additional components are a laminar boundary-layer
(BL) code for swept, tapered wings [7], two eN -database methods, one for TS
and the other for CF instabilities [10, 11] and a local, linear stability code [8].

With respect to the calculation of the laminar BL parameters the coupled
system can be run in two different modes: Either the TAU code communicates
the surface pressure distribution of the configuration to the laminar BL method,
the laminar BL method then computes all of the laminar BL parameters that are
needed for a selected transition prediction method and the transition prediction
method determines new transition locations that are given back to the RANS
solver (BL mode 1 ). Or the TAU code computes the necessary BL parameters
internally and communicates them directly to the transition prediction method
(BL mode 2 ).

Also with respect to the transition prediction (PD) method, the system can
be run in two different modes: Either the two eN -database methods (PD mode 1 )
or the local, linear stability code (PD mode 2 ) can be used for the determination
of transition points due to TS or CF waves.

This coupled structure results in an iteration procedure for the transition
locations within the iterations of the RANS equations. The structure of the
approaches using the two different BL modes is outlined graphically in Fig. 1.

During the computation, the RANS solver is stopped after a certain number
of iteration cycles usually when the lift has sufficiently converged, that is when
pressure oscillations have been damped to a sufficiently low degree. Then the
transition module is called, geometrical data are processed and all laminar vis-
cous data – basically the velocity profiles in streamwise and crossflow direction
and their 1st and 2nd derivatives – are calculated either by the BL code or by the
TAU code itself. Then, either the two eN -database methods or the stability code
analyze the laminar boundary layer and try to determine a transition point. For
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Fig. 1. Coupling structure: BL mode 1 (above) and BL mode 2 (below)

BL mode 1 this is possible only when the transition point is located upstream of
the separation point predicted by the BL code because the BL code terminates
when a separation is detected. If a transition point due to TS or CF instabilities
was found it is communicated back to the RANS solver. If no transition point
due to TS or CF instabilities upstream of the laminar separation point could be
found the laminar separation point is used as approximation of the real transi-
tion point. This is an attempt to predict transition due strictly to the presence
of separation bubbles. This approach often yields a good approximation of the
real transition point when transition does not occur before the laminar boundary
layer separates, particularly for low Reynolds number flows. For BL mode 2 the
laminar BL data are calculated beyond the point of laminar separation which is
detected by the TAU code inside the RANS computational grid. Thus, transition
inside laminar separation bubbles can be detected without relying on an approx-
imation. Practically, the determination of transition inside laminar separation
bubbles is only realizable using PD mode 2 because the eN -database methods
lack parameters for the base flow profiles in laminar separation bubbles.

These steps are done for the upper and lower sides of all specified wing sections.
When all new transition locations have been communicated back to the RANS
solver, each transition location is slightly underrelaxed to damp oscillations in the
convergence history of the transition locations. Then, all underrelaxed transition
points – they represent a transition line on the upper or lower surface of a wing
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element in form of a polygonial line – are mapped onto the surface grid of the con-
figuration applying a transition setting algorithm subdividing the surface of the
geometry into laminar and turbulent regions, and the computation is continued.
In so doing, the determination of the transition locations becomes an iteration pro-
cess itself. With each transition location iteration step the underrelaxation factor
is reduced until a converged state of all transition points has been obtained.

3 Computational Results

The system was applied to the A310 take-off configuration [12] consisting of slat,
main airfoil and flap defined by Ma = 0.221, Re = 6.11 × 106 and α = 21.40◦.
According to [13], as value for the limiting N -factor for TS instabilities NT = 9
was used. In the experiments [12] the following transition locations were de-
termined on the upper sides of the slat, (xT

upp/c)slat = 0.15, and the flap,
(xT

upp/c)flap = 0.345. On the main airfoil upper side the transition location was
not measured, but the location of the upper side kink – the point where the
slat trailing edge is located when the configuration is undeflected – is useful
as a point of orientation, (xkink

upp /c)main = 0.19. On the lower sides, the transi-
tion points were not measured. In the computations a standard one-equation
turbulence model was applied. The computations were started with free stream
initialization and were carried out for two different computational grids [14] ex-
hibiting different grid densities. In the fine grid, the grid resolution was highly
increased compared to the coarse grid in streamwise as well as in wall normal
direction in the structured parts which resolve the boundary layers. While the
coarse grid (grid 1) consists of about 22,000 primary grid points the fine grid
(grid 2) has about 122,000 points, Fig. 2.

Because in the experiments a laminar separation bubble on the slat upper
side caused transition, the computations using grid 2 were intended to resolve
the laminar separation bubble and to investigate the impact on the transition
locations caused by the different modes of the transition prediction module.

The three different combinations of modes which are currently available in
the TAU code for two-dimensional cases are the following: a) BL mode 1 & PD
mode 1, b) BL mode 1 & PD mode 2 and c) BL mode 2 & PD mode 2. For
the combinations b) and c) an extrapolation of the N -factor curves computed by
the linear stability code can be applied. The extrapolation is usually switched off
for case b), so that a laminar separation point from the BL code approximates
transition when transition due to TS or CF instabilities does not occur. For case
c), the extrapolation is usually switched on, because the numerical dissipation in
the RANS code affects the quality of the laminar BL data which are calculated
inside the RANS grid when case c) is applied. The effect of the numerical dis-
sipation in the RANS code is an upstream influence of the turbulent quantities
which start to develop downstream of the current transition point. Nevertheless,
they have an influence also on the laminar BL profiles directly upstream of the
transition point and give them a slightly bellied shape. Thus, because these in-
fluenced BL profiles are interpreted as fully laminar ones by the linear stability
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Fig. 2. Computational grids: grid 1 (above), grid 2 (below)

code, they are considered as stable or at least stabilized BL profiles. For those
surface stations which are influenced in such a way, the values of the N -factor
curves tend to decrease, so that it can happen that the critical N -factor is not
reached by the envelope of the computed N -factor curves. This disadvantageous
effect can the significantly reduced, when the envelope of the N -factor curve is
extrapolated from a point where it is not yet affected by this upstream effect.
In the TAU code, a linear extrapolation is started from that point on where the
steepest slope of the envelope of the N -factor curves is found. This extrapolation
is then used to determine the new transition point, which is found where the
extrapolation curve reaches the critical N -factor.

In this article, results obtained for case b) without extrapolation, for case
c) with extrapolation, and for case b) with extrapolation are shown, where the
latter combination yields a new prediction strategy that keeps the computational
speed of the BL code while getting rid of the approximation of the transition
point by a laminar separation point. This new approach can yield much better
results when it is favoured or necessary to use the laminar BL code.

The transition prediction procedure which was started with initial transition
points located almost at the upper side trailing edges of the particular elements
(on the lower sides, fully laminar flow was assumed up to the trailing edges)
was run with a pre-prediction phase of 1000 iteration cycles where the laminar
separation points which occur in the RANS grid are used as transition points in
order to stabilize the computation. The pre-prediction interval was 20 iteration
cycles. Then, the transition prediction iteration was started using a prediction
interval of 500 iteration cycles.
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Fig. 3. cp- (above) and cf -distributions (below) for grid 1

In Fig. 3, the cp- and cf -distributions for grid 1 are shown. As expected,
the results from the computations with predicted transition (PD) yield more
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Fig. 4. cp- (above) and cf -distributions (below) for grid 2

negative pressure levels on the upper sides of all elements than the fully turbulent
(FT) results. This effect is pronounced in the suction peak areas. In terms of the
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pressure no significant difference between case b) without extrapolation and case
b) with extrapolation can be recognised. The comparison of the cf -distributions
clearly shows the transition from laminar to turbulent flow on all elements. On
the main wing element, transition occurs directly upstream of the kink for case
b) without extrapolation, on slat and flap upper side the predicted transition
points are located clearly upstream of the experimentally determined locations.
Especially, on the flap the deviation is remarkable. While there is no effect on
the slat when case b) with extrapolation is applied – on the slat, the flow is still
very stable, so that no amplified modes can be detected by the linear stability
code and the expected laminar separation bubble can not evolve because grid 1
is not fine enough –, significantly different transition locations are predicted for
the main element and the flap. The transition point on the main element is now
located downstream of the upper side kink, the transition location on the flap
almost coincides with the experimentally determined transition point. Although
this result is based only on a first test case example, it shows that significant
improvements of the predicted transition locations can be obtained using the BL
code and the extrapolation technique of the envelope of the N -factor curves.

Figure 4 shows the results for grid 2. For grid 2, the mode combination b)
without extrapolation and c) yield converged results. For the computations with
transition, a separation bubble on the slat upper side is reproduced. For b)
without extrapolation, where the transition point inside the separation bubble
was approximated using the laminar separation point from the BL code, the
resulting bubble is of too small extent and of too small strength due to the
fact that through this kind of approximation the turbulence production starts
too far upstream, so that the separation bubble can not fully develop. For mode
combination c), where the stability analysis is carried out inside the laminar sep-
aration bubble, the extent and strength of the bubble show a good qualitative
agreement with the experimental pressures. Whereas for b) without extrapola-
tion the predicted transition location on the slat upper side is not very different
from that in grid 1, for mode combination c) the measured transition point now
is reproduced with excellent accuracy. The transition point on the main wing
element is determined downstream of the kink using b) without extrapolation
and more upstream of the kink than it was the case for grid 1 when combination
c) is used. In the transition region on the main element, the interaction between
transition and the influence of the kink lead to a relatively strong change between
the cf -distributions from mode combination b) without extrapolation on the one
hand and from c) on the other hand. On the flap upper side the transition point
resulting from b) without extrapolation shows almost the same deviation from
the measured value as for grid 1.

For mode combination c) however a visible downstream shift of the transition
point occurs decreasing the gap between the former computational results and
the experiment significantly. The error reduction between the predicted and
measured flap upper side transition point is about 40%.

In addition to the results using the critical N -factor NT = 9 for the TS
instabilities, more results using the value NT = 9.8 were produced for mode



116 A. Krumbein

Fig. 5. cf -distributions on the flap for grid 2

combination c). The value NT = 9.8 can be found in the literature [15] for the
same wind tunnel where the measurements reported in [12] were carried out. As
can bee seen in Fig. 4, a further slight improvement of the predicted transition
locations on the slat and flap upper sides can be achieved. On the slat, the
effect is an increase of the laminar separation bubble in strength and extent.
A comparison of the cp-distributions of the results from mode combination c)
with NT = 9 and NT = 9.8 shows that only a very small shift of the transition
location inside the bubble can have a visible effect on the pressure in that area
and, thus, can influence easily the shape and size of the bubble and the strength
of the separation in the simulation.

An inspection of the skin friction distribution in the transition area of the
flap upper side of the results obtained with mode combination c) reveals that
the boundary layer is shortly before separation as shown in Fig. 5. In the test
report [12] it is documented that transition on the slat upper side was provoked
by a laminar separation bubble in which the transition occurs. For the flap tran-
sition location, there is no indication in the test report that this could be the case
too. In the test report a clear distinction is made between transition locations
which occur inside a separation bubble and other transition locations for which
separation could not be observed. Thus, for the upper side flap it was always
assumed that transition occurred due to a TS instability. If this assumption is
true the simulation using the prediction approach based on mode combination
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b) without extrapolation is expected to yield a much better accuracy of the tran-
sition location as is obtained in the result presented in this article or in other
publications. But this is not the case. The prediction approach which uses a
laminar separation point as an approximation of the transition point fails and
predicts a transition point which is located significantly too far upstream. It is
commonly accepted that a laminar boundary layer code is better suited than a
RANS code to predict the point of the onset of a laminar separation. This is due
to the fact that, on the one hand, the parabolic character of the boundary layer
equations prevents any upstream influence, an effect which is always disadvan-
tageous in a RANS simulation with transition when a laminar separation point
is located in the direct vicinity of a transition point. On the other hand, the
boundary layer codes used for transition prediction purposes use many points in
the wall normal direction to resolve the laminar boundary layers – the BL code in
the TAU transition prediction module uses 100 points – and apply a fourth-order
accurate finite difference scheme in wall normal direction for the discretisation
of the BL profiles, in contrast to a nominally second-order accurate discretisa-
tion scheme in the RANS codes. These properties of the laminar BL codes and
the experience that laminar separation predictions using BL codes very often
give clearly better results than those using RANS codes – normally, a laminar
separation point predicted by a laminar BL code is located further upstream
than that of a RANS code when the same point distribution on the surface is
used – have provided much confidence in the correctness of these results. Also
the author is not in doubt about that.

Now it turns out that if one does not approximate the transition point by a
laminar separation point from a laminar BL code, the results can be significantly
improved. In the simulations using mode combination c) no separation occurs on
the flap upper side and laminar boundary layer profiles can be computed up to
a point where the boundary layer almost separates. Here, again the situation oc-
curs that a laminar BL code predicts laminar separation further upstream than
the RANS code does. The upstream influence in the RANS code prevents the sep-
aration of the boundary layer and the evolution of a separation bubble. Because
the upstream influence is an effect which is highly dependent on the numerical dis-
sipation it is very probable that a further refinement of the grid – in streamwise
as well as in wall normal direction – will improve the results once more and will
lead to an evolution of a separation bubble. When this happens, the transition
module computes laminar boundary-layer profiles beyond the laminar separation
point and will detect transition inside the bubble in the same way as it was done
for the slat upper side. If this supposition is true must still be verified.

In addition to the results for grid 2 (fine), the results for grid 1 (coarse) from
the computation with mode combination b) with extrapolation are shown in
Fig. 5. Here, the upstream effect becomes particularly apparent and is accompa-
nied by an error reduction between the predicted and measured flap upper side
transition point of about 80%.

In Fig. 6, the velocity profiles in the area of the transition point on the flap
for grid 1 and mode combination b) with extrapolation and grid 2 and mode
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Fig. 6. Velocity profiles in the flap transition region: grid 1 (above), grid 2 and NT = 9
(middle), grid 2 and NT = 9.8 (below), x- and z-scales are independent



Application of Transition Prediction 119

combination c) for NT = 9 and NT = 9.8 are shown. The corresponding tran-
sition locations are marked. The result for grid 1 explicitly demonstrates the
upstream effect which gives the laminar boundary-layer profiles a slightly bel-
lied shape that they would not have without this effect.

A close inspection of the results for grid 2 shows that about three profiles
upstream of the respective transition point are affected by the upstream effect
with increasing absolute values of the velocity vectors at the first grid point
apart from the wall.

In addition to the verification that a finer grid resolution leads to the expected
laminar separation bubble on the flap upper side two more things have to be
done in order to fully conclude this investigation: The first is the application of
mode combination b) with extrapolation in a computation using grid 2 (fine).
The second is a test of a mixture of the mode combinations where the external
(BL code) and the internal (from the RANS grid) computation of the boundary-
layer data with and without extrapolation are applied in different combinations
to the three different elements of the configuration.

4 Conclusion

The TAU code coupled to a newly developed transition prediction module was
applied to a two-dimensional three-element high-lift airfoil configuration which
is characterized by the existence of laminar separation bubbles. The prediction
of the transition location was carried out in a fully automatic manner during
the ongoing RANS computation so that no intervention of the user is needed.
It could be shown that when the computational grid is fine enough transition
locations inside laminar separation bubbles can be predicted with high accuracy
while the separation bubble itself can be reproduced well with respect to its
extent and strength.

Different operation modes of the transition prediction module were applied in
the investigations. It was shown that the approximation of a transition point by
a laminar separation point from a boundary-layer code can result in a poor result
for the predicted transition location. This shortcoming can be overcome when the
extrapolation of the N -factor curves is used. The extrapolation of the N -factor
curves can always be used when the laminar boundary layers are computed
from the RANS computational grid which requires a grid resolution which is
fine enough in streamwise as well as in wall normal direction. In principle, the
extrapolation can also be used when the laminar boundary layers are computed
by the laminar boundary-layer code. In this case, however, it can happen that
up to the point of laminar separation which is detected by the boundary-layer
code the perturbation modes are not amplified so that no N -factor curve exists.
In such a case, the internal computation of the boundary layers is the only way
to solve the problem.
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Summary. The MEGADESIGN project was supposed to investigate the status that
hybrid CFD prediction has on accuracy, in a relative as well as absolute sense. Dif-
ferent test cases have been analyzed and their results were compared to requirements
specified by aerodynamic engineers. Produced solutions stayed significantly below re-
quested error limits, however, the maximum lift area with flow separation still poses a
challenging task. Proposals have been elaborated to improve the physical modeling of
the tests, which seem to be the major source of remaining errors.

1 Introduction

Within the MEGADESIGN project, one of the topics was quality assessment of
numerical flow simulation. On the background of ever-running activities in the
field of simulation accuracy, MEGADESIGN has provided a status for transport
aircraft, which helps to increase reliability of aerodynamic design and data work.
While the prediction of aerodynamic data of an aircraft in principle requires high
accuracy absolute aerodynamic data, design engineers more often need relative
data that describe the aerodynamic progress on their design path, thus giving
hints on further improvement potential. Because predictive accuracy plays an
important role in this business, MEGADESIGN activities in that area were very
welcome. One of the tasks was to improve and assess existing capabilities and
demonstrate the state that has been reached with hybrid RANS CFD.

2 Aspects of Accuracy

In general, there are two views on accuracy – the relative and the absolute one.
During the design phase it is of high importance to reliably judge on the design
progress. This leads to some requirements concerning the predictive accuracy of
differences in aerodynamic data between

• different configurations at given flight parameters or
• different flight parameters at a given configuration.

Accuracy related to such comparisons is called relative accuracy.

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 121–131.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Absolute accuracy is related to the quality of numerical simulation concerning
the prediction of absolute aerodynamic data for a given configuration at given
flight parameters.

Activities within the MEGADESIGN project dealt with both inputs and de-
fined major milestones in that field against which the developments should be
assessed. These milestones were defined for high lift configurations although a
lot of assessment work was also done on cruise configuration analysis.

• Requirements on relative accuracy
“Differences between high lift configurations should be predicted with a max-
imum error of 5 lift counts in the linear range, 10 lift counts and 50 drag
counts around maximum lift.”

• Requirements on absolute accuracy
“The maximum error for a landing configuration should be less than 5 lift
counts and 100 drag counts for a CL between 1 and 2. Around maximum lift
an error of 10 lift counts and ±1 degree for the maximum lift angle could be
accepted.”

3 Status on Accuracy

3.1 Cruise Configuration Analysis

For the project it was interesting to analyze the level of accuracy that could
be reached concerning various types of aerodynamic data. To start with, global
aerodynamic coefficients like lift and drag values were considered. In order to
eliminate complex sources of uncertainties in the simulation, flow around a simple
wing/body configuration was chosen to be investigated. Numerical results were
compared to experimental values provided by a test in ARA wind tunnel. It was
interesting to see the global coefficients vary with angle of attack. Both lift and
drag polars were produced for both a transonic cruise and a dive Mach number
(Fig. 1).

Computations were done on a 5.8 × 106 grid point hybrid mesh which was
produced from scratch, providing acceptable y+ values in the order of 1. The
comparison includes an assessment of a list of turbulence models available in the
TAU code. It is good to see that for this example of a modern type aircraft the
choice of the turbulence model has a rather small effect. For both Mach numbers,
the numerical polars show excellent agreement with the experimental data.

Transferring these results into aircraft application, it has been demonstrated
that numerical simulation is able to predict aerodynamic performance within the
same error bounds as experiments. Based on both approaches, lift over drag ratio
of A380 has been predicted within 1% accuracy around design point – according
to flight test results (Fig. 2).

Looking into details of the flow, MEGADESIGN project performed some ac-
tivities to compare results based on different tools. Both, the TAU code from
DLR [1] and the CFD++ code from Chakravarthy [2] were engaged to inves-
tigate the DLR F6 wing/body/pylon/nacelle-configuration. This configuration
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Fig. 1. Lift and drag coefficient comparison at high transonic Mach numbers for a set
of turbulence models

Fig. 2. Pre-flight prediction of aircraft aerodynamic efficiency

exhibits some sensitive flow behavior at wing/body junction, namely an area of
flow separation and horseshoe vortex near the wing trailing edge (see Fig. 4).

Comparison of codes is not easy because there are essential differences in ap-
proach and details. CFD++ is a cell-centered code while TAU is using cell-vertex
discretization techniques. Therefore two meshes were chosen that produced a
comparable number of discrete equations. Mesh density and point distribution
were done according to best practice knowledge, taking into account Y+ and
other well-known recommendations.

In general, it is quite astonishing how small the differences in solution are. Re-
membering well the widespread results presented by some GARTEUR group [3]
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Fig. 3. DLR F6 computations using TAU and CFD++ codes with two-equation tur-
bulence models

activities 20 years ago, CFD has made tremendous progress. Here the compar-
ison was done at equal global lift coefficient, which caused some differences in
angle of attack because the codes tried to compensate for some local differences
in the prediction of separation, for example.

In detail, for most parts of the wing surface, pressure distributions are quite
similar, except the representation of local phenomena. Pressure on the lower side
of the wing is predicted almost exactly the same, except directly inboard of the
pylon.

On the outer wing we can find a deviation in shock location and strength
(Fig. 3, bottom right). This could be an effect of mesh resolution in the shock
and trailing edge region as well as of a difference in global lift. Going further
inboard, these differences completely vanish (Fig. 3, bottom left). Inboard near
to the pylon (Fig. 3, top right) we see some larger differences on the lower wing
side, which may be addressed partly to a resolution problem of the geometry.
However, main reason for these differences seems to be the sensitivity of the
flow. It is likely that some local separation may occur in this area. For the most
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Fig. 4. Separation/vortex area at wing body junction trailing edge

inboard section (Fig. 3, top left) it is obvious that CFD++ code predicts a larger
separation zone (Fig. 4) than TAU for the selected turbulence models.

In our opinion, this investigation provided another valuable contribution to
increase confidence in numerical modeling and related CFD solutions.

3.2 High Lift Configuration Analysis

High lift configuration analysis is more complex than for cruise configurations
because of geometrical and physical reasons. Although the hybrid grid approach
helps to overcome the difficulties of structured meshing, the flow phenomena
appearing are difficult to model. This is especially true because high lift inves-
tigations for aerodynamic design as well as aerodynamic data are looking for
lift or maximum lift optimization. Flow separation from onset up to massive
separation is in the major focus of simulation, which poses tough requirements
on turbulence modeling or flow modeling in general.

Looking at relative accuracy, validation exercises showed a quite satisfying
outcome. All requirements defined in the milestone could be fulfilled. After some
improvements of the TAU code with respect to robustness a best practice mesh-
ing in context with conventional application of TAU led to satisfying results
(Fig. 5).
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Fig. 5. Lift and drag differences between two configurations at equal flow conditions,
experimental and computational values

To compare results of two configurations is not straightforward in the high
lift case, it depends on what the objective of the task is. To check whether one
configuration produces more lift than another will require comparison at the
same angle of attack. So we recommend to compare differences in experimental
∆CL prediction – between both configurations – with computational ∆CL at
the same angle of attack. Fig. 5 (left side) shows a ∆CL difference taken from
experiment as a line whereas computational ∆CLs are given by the circles. In
the linear range both predictions differ by 3 lift counts only which is below
the requested 5 counts level. Considering maximum lift we have to take into
account that CLmax will be achieved at different angle of attack for the single
configurations – and also at angles which are different between experiment and
computation. Thus we recommend to compare just the differences in CLmax

and check the angle of attack afterwards. From the results one could derive
that ∆CL between both configurations at maximum lift is predicted at only 6
counts difference to the experimental prediction, and ∆CDmax only about 25
drag counts. Both values are below the requested bounds.

Looking into the flow at more detail may give some hints on locally unsatis-
factory results. For a specific high lift configuration pressure values have been
compared, i.e. TAU results against ETW test (Fig. 6). Obviously, for most of
the sections there is an excellent agreement of surface pressure values. The only
exception is near the wing tip where some separation occurs in the numerical
simulation. TAU code predicts separation on the flap whereas experimental data
do not indicate any separation. This directly points to one of the major remain-
ing problems of numerical simulation, i.e. separation prediction.

Concerning absolute accuracy in low speed some problems become obvious.
While the linear area of the lift polar fits very well with the experimental data



Numerical Simulation Quality Assessment for Transport Aircraft 127

Fig. 6. Pressure distributions on high lift wing, Ma∞ = 0.176, Re = 1.45×106 , α = 7◦

Fig. 7. Comparison of lift and drag values – CFD vs. experiment

the maximum lift area is not so well represented by numerical simulation (Fig. 7).
Although maximum lift value is predicted with an error below 10 lift counts
the deviation of the respective angle of attack is more than 1 degree. And the
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difference in drag values shows 240 counts, which is much more than the re-
quested 100 counts.

With respect to these results one should keep in mind that flow separation
is rather sensitive to the test arrangement. Therefore a deeper analysis of both
would be recommended.

4 Means to Improve Accuracy

There are a number of points that have to be reflected when doing investigations
for accuracy checking. Without taking them into account, an effective compar-
ison between theory and experiment will be hindered and the results may be
open to interpretation. The objective of any comparison should therefore be to
make the numerical and experimental simulation, i.e. the physical model set-up,
as similar as possible.

MEGADESIGN dealt with the transition effect issue of flow modeling. The in-
tegrated process of RANS simulation with transition prediction based on bound-
ary layer stability analysis has been tested in order to judge on the modeling
effect. Seeing the picture provided for four wing sections on the configuration
presented in Fig. 8 an immediate improvement of the main wing trailing edge
and flap pressure could be observed for the most outboard section.

Fig. 8. CFD results using integrated transition prediction – compared to experimental
values, Ma∞ = 0.174, Re = 1.35 × 106, α = 14◦
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Fig. 9. Static deformation effect on global lift coefficient in highspeed, related pressure
distributions at 95% wing span section

While fully turbulent simulation seems to deliver good results for the 88%
section, is reveals some deficiencies for the 66% wing cut. Use of integrated
transition prediction clearly improves the predictive capability in all sections,
which indicates the high sensitivity of the numerical flow to completeness of the
physical flow model.

Another source of error is modeling of the test situation. Instead of compar-
ing numerical and test results corrected for free flight it turns out that proper
modeling of the whole geometric environment of the test may lead to improved
results. Several projects already dealt with proper simulation of wind tunnel
tests [6, 7, 8, 4, 5]. The results show for all cases that it is essential to model the
geometrical environment as correct as possible. This includes a variety of entries
like wind tunnel walls, sting or peniche for half model and tunnel inlet/outlet
sections. Concerning the high lift test mentioned above (Fig. 6) this would fi-
nally mean to even model test equipment like pressure tube bundles which are
exposed to the air. The resulting effects are specifically relevant for drag analysis
but also influence (local) separation behavior of the flow.

Another important source of deviation between experimental and numerical
flow data is static deformation. Usually, even a very stiff wind tunnel model
deforms under the air pressure and thus the flow is along shapes which are dif-
ferent to those provided by the construction CAD models. These effects can by
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Fig. 10. High lift component deformation effect on flow separation – see separation
line on outer flap

no means be neglected, specifically in the case of separation onset or boundary
layer investigations. This means that static deformation in the loop with CFD
has to become the usual way of simulating experiments in aerodynamics. In-
vestigations done in the high speed regime showed a significant improvement in
global coefficient (CL) as well as local Cp prediction (Fig. 9).

But also for low speed computations static deformation has a considerable
effect. The method developed in MEGADESIGN is to simulate – on the basis
of a simplified structural model – the deformation of the main wing and on top
the individual relative change of slats and flaps. As will be described later in the
Fluid Structure Coupling section of this book, mean deformation of the high lift
elements alone does not change flow characteristics, however, only the individual
superimposed deformations yield a change in separation behavior on the flaps,
for example (Fig. 10). This is due to the fact that local effective gap and overlap
determine the flow separation behavior.

All in all it has to be stated that any deep validation of CFD results vs.
experiment has to be build on a proper modeling. Without these measures it
could be hard to judge on the source of simulation errors. But providing CFD
results and comparisons with this type of comprehensive modeling could essen-
tially contribute to further strengthen the reliability and reputation of numerical
simulation for aircraft aerodynamic development.
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5 Conclusions

MEGADESIGN has performed quite a number of activities to assess and improve
numerical simulation accuracy. Best practice guidelines have been developed for
the optimum use of RANS CFD in complex configuration simulation. It could
be demonstrated that relative accuracy of TAU simulations can be judged to
be within the limits expected by aerodynamic engineers. That means differences
between high lift configurations can be predicted with a maximum error of 5 lift
counts in the linear range and 10 lift counts as well as 50 drag counts around
maximum lift. Absolute accuracy still remains an issue for RANS simulation.
Although lift prediction seems to be within desired bounds, i.e. 5 lift counts
deviation in linear range and 10 lift counts around maximum lift, accurate drag
prediction is not really possible for complex high lift cases. Also the angle of
attack where maximum lift occurs could only be predicted with an error larger
than the requested 1 degree.

These deficiencies in simulation capabilities point out the urgent need for
further development, be it on physical models, discretization or numerical algo-
rithms to provide robust and reliable CFD solutions. Investigations are under
way – within related projects – to improve the numerical model, i.e. to investi-
gate the influence of the wind tunnel environment, intrinsic transition prediction
and, perhaps most important, structural static deformation.
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Summary. In this part of the MEGADESIGN project, aeroelastic effects are in-
troduced into the aerodynamic analysis of aircrafts by coupling DLR’s flow solvers
TAU and FLOWer to a Timoshenko-beam solver. The emerging aeroelastic solvers
and a method for the automatic identification of Timoshenko-beam models for wing-
box structures were integrated into a simulation environment enabling the combined
optimisation of aerodynamic wing shape and structure.

1 Introduction

In designing an aircraft one strives to achieve an optimal result, taking into ac-
count technical and economical constraints. To this end the application of CSD
(Computational Structural Dynamics) codes for dimensioning the structure and
the application of RANS-based CFD (Computational Fluid Dynamics) solvers
for aerodynamic analysis have become industrial standard. However, structural
and aerodynamic properties of an aircraft are generally still determined and
optimised independently, often even by different departments of the manufac-
turer. Since this approach does not duly consider the existing mutual influence
between fluid motion and structural deformation, a wing design following afore-
mentioned process is always suboptimal. This becomes even more momentous
with the increasing size and flexibility of modern transport aircraft wings [1].

To enhance industrial design processes towards consideration of fluid-structure
interaction, one of the main goals within MEGADESIGN was the creation of a
design environment which enables simultaneous optimisation of aerodynamic
shape and structure of wings. Following this demand a scheme for multidisci-
plinary optimisation (MDO) of aircraft wings was defined, as shown in Fig. 1.
LFM is specialised in the development of computational methods for aeroelastic
analysis based on reduced-order structural (ROS) models, in particular beam
models based on the Timoshenko approach. For this reason, LFM contributed
the following two software modules to the MDO scheme of MEGADESIGN:
the Aeroelastic Coupling Module (ACM) and the Timoshenko-Beam Generator
(TBG).

The concept of the ACM involves a partitioned approach distinguishing four
modules: an advanced CFD solver, preferably RANS-based, a CFD volume grid

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 135–150.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. The MEGADESIGN scheme for simultaneous optimisation of aerodynamic
shape and structure of wings. The Timoshenko-Beam Generation emcompasses the
TBG and the CSD code FEAFA.

deformation solver included in and adapted to the CFD solver, a CSD code and
the ACM itself. An aeroelastic multi-field solver for computational aeroelastic-
ity (CAE) arises from coupling of the respective modules through the ACM.
Accordingly to the MDO scheme this is supposed to compute iteratively the
aeroelastic equilibrium configuration (AEC) of the configuration to be optimised
under the constraint of a prescribed constant lift (see Fig. 1). In the course of
MEGADESIGN the both CFD solvers FLOWer and TAU, already developed in
the MEGAFLOW project [2], were coupled to LFM’s inhouse CSD code FEAFA
(Finite Element Analysis for Aeroelasticity) through the ACM. Apart from sev-
eral other types of finite elements (FE) FEAFA comprises a Timoshenko-beam
element which was enhanced and is favoured for determining aerodynamic loads
in aeroelastic applications [3,4]. The advantage of the chosen beam model lies in
the quite accurate determination of the AEC for wings or even complete aircraft
configurations at only small additional computational costs compared to flow
computations about rigid configurations disregarding the model deformation.

In addition to bygone validations and succesfull applications of FLOWer-
ACM in other projects [5, 6, 7], both couplings, FLOWer-ACM and TAU-ACM,
were validated in MEGADESIGN against measurement data obtained from
aeroelastic experiments in the HIRENASD project [8, 9, 10]. The concepts fol-
lowed through in ACM, its functionalities and aforementioned validations are
presented.

The second program, the TBG, addresses the automatic identification of beam
models for thin-walled hollow wing box structures. It is thereby an important
component of the projected MDO scheme. In regard to MDO, the structural
properties can be described efficiently by only a few design parameters when



Computational Methods for Aero-Structural Analysis and Optimisation 137

using beam modelling. Moreover, it leads to a reduction in overall computa-
tional optimisation effort. The accuracy of the beam models computed by the
TBG for generic wing box structures is presented in this paper by comparing
computed deformation fields with those resulting from shell model representa-
tions in a commercial CSD code. Additionally, the suitability of the TBG for
its intended use in the MDO scheme is proven and the influence of structural
design parameters is argued.

2 The Aeroelastic Coupling Module –
Solver-Independent Coupling of Computational Fluid
and Structural Dynamics Codes

The realisation of the following functionalities were most prominent in the
development of the ACM:

All sequences which are relevant for the aeroelastic coupling, concerning both
spacial and temporal issues, should be enclosed in and controlled by the ACM.
This way code changes in the single field solvers for CFD and CSD to be coupled
by the ACM for assembling a CAE solver can be widely avoided.

The coupling with the MEGAFLOW CFD software, i.e. the unstructured CFD
solver TAU and the block-structured code FLOWer, required the data transfer
in regard to spacial coupling to be independent of the cell geometry of the CFD
surface mesh. Therefore, the input data to the ACM are defined as pointwise
representations of the CFD surface mesh and the corresponding loads consistenly
assigned to the CFD nodes from the aerodynamic stress distribution [3]. The only
output data is the pointwise representation of the currently deformed wetted
aerodynamic surface and the corresponding CFD surface mesh.

The transfer algorithms applied for spacial coupling have to obey mechanical
laws, i.e. and conserve force, moment and work transferred through the cou-
pling interface. Moreover, the spacial coupling model and procedure should be
applicable to complete aircrafts in both cruise and high-lift configuration. The
control and high-lift devices were projected to be considered flexible with their
own deformation degrees of freedom. The additional computational effort in-
cluding data transfer and CSD solution should be far below those demands for
pure CFD solutions. This recommends a local data transfer scheme and ROS
discretisation.

Although the main emphasis in MEGADESIGN was on the computation of
aeroelastic steady states in the MDO scheme, also unsteady aeroelastic coupling
schemes are provided by the ACM. It offers computationally efficient loose cou-
pling schemes, which are enhanced by extrapolation of either the state of the
structure or the flow field during the coupling step. As an additional option,
an imperative tight coupling scheme is also provided by the ACM [3, 11, 12].
The steady aeroelastic solution is advanced in time in the sense of a block
Gauss–Seidel algorithm which is improved in regard of convergence with under-
relaxation of the structure [3]. The competitiveness of ACM’s spacial coupling
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scheme is demonstrated exemplarily for the configuration depicted in Fig. 2.
It shows the unstructured TAU surface mesh of the so-called DLR-F6 high-lift
configuration including wing, fuselage, pylon, nacelle, slats, flaps and fairings.
To test the spacial coupling ability of the ACM with such a complex config-
uration, the overall structure of the aircraft was represented by a framework
of Timoshenko-beams with fictitious structural properties. A load distribution
prescribed on the surface mesh was projected to the beam framework using the
load transfer algorithm of the ACM which will be explained later on. Based on
the structural deformation computed by FEAFA, the CFD surface mesh is de-
formed with the deformation transfer algorithm available in the ACM. Although
the CSD solution is provided by FEAFA in this case, the applicability of the
ACM is not confined to this particular solver.

The load distribution was intentionally chosen to produce large and visible
deformations at the main wing and in particular at the flaps, even though these
deformations exceeded the limits of linear structural modelling. The structural
response and the ensuing large deformation of the CFD surface mesh are shown
in Fig. 2. The surface mesh remains smooth, even in crucial regions with inter-
sections of several CFD surface components and high cell density, as is pointed
out by the close-up on the vicinity of the flap track fairing.

Fig. 2. Exemplary application of the load/deformation transfer scheme of the ACM to
the DLR-F6 high-lift configuration (TAU CFD surface mesh, structural representation
with a framework of Timoshenko-beams)
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2.1 Load/Deformation Projection for Single Beams

The load/deformation transfer scheme for frameworks made of beams is realised
in the ACM in two steps. At first the transfer of aerodynamic loads and structural
deformations is performed between a single CFD surface mesh point and a single
and most nearby beam element (see Fig. 3). This follows the assumption that
cross-sections, which are oriented perpendicular to the local beam axis in the
reference configuration, remain plane even in the course of deformation.

To transfer the consistent CFD force F (see Fig. 3), first the projection of
the CFD surface point onto the most nearby beam element is determined. The
equivalent force-moment group (FP, MP) is computed for the surface force at
the projection point. The interpolation of this force-moment group to equivalent
forces and moments at the FE nodes of the respective element is done by using
its isoparametric shape functions. The interpolation coefficients are defined by
evaluation of the shape functions at the natural coordinate rP of the projection
point.

The transfer of structural deformation data to the CFD surface mesh works
vice versa. Having computed the structural deformations (translations and ro-
tations) at the FE nodes within the CSD solver, nodal deformations (u, ϕ) are
interpolated to the projection point by evaluating the beam shape functions in
turn at the projetion point. Pursuent to the assumption that beam cross-sections
remain plane during deformation, the displacement of the CFD surface point u
is computed from displacements, as given at the natural coordinate of the pro-
jection point, i.e. rotation ϕP×d and translation uP. Because shear deformation
is taken into consideration in Timoshenko’s beam theory the cross-section pre-
viously perpendicular to the beam axis does not remain perpendicular in the
deformed configuration.

Fig. 3. Load/Deformation transfer between a single point of the CFD surface mesh
and the most nearby beam element
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For the whole aforementioned spacial transfer procedure the proof can be
supplied, that the mechanical work is conserved at virtual displacements of the
structure [3], which includes all kinematically compatible displacements. The
equivalence of forces and moments holds in the aforementioned procedure by
the fact, that the structural shape functions sum up to one.

2.2 Extension of the Load/Deformation Projection to Frameworks
of Beams

For structural models composed of a framework of beams, like the one depicted in
Fig. 2, non-uniqueness problems arise when a load/deformation transfer scheme
is used, which is based solely on relations between a single CFD surface point
and its most nearby structural element [3]:

For example, a CFD surface node of the wing close to the trailing edge
can be erroneously projected onto those parts of the beam framework which
represent the flap at a wing-flap configuration. Uniqueness is preserved by ex-
plicit assignment of the CFD surface components to components of the beam
framework. Structural parts that do not have any mechanical contact with the
aerodynamic surface, like e.g. flap-tracks, can be explicitly excluded from the
load/deformation transfer by omitting any assignments [3].

In areas of kinks or junctions of beams another kind of non-uniqueness arises
because more than one orthogonal projections is possible. This can result in
unphysical dislocations on the CFD surface. To keep or recover the smoothness
of the surface after the deformation transfer, the displacement of the affected
surface node is interpolated between the displacements of all possible projection
points. Therein the interpolation coefficients depend on the deviation of the
projection angle from orthogonality and the projection distance [3].

In intersection areas of CFD surface components, gaps can emerge in the CFD
surface mesh which are caused by the projection procedure (e.g. wing-fuselage
intersection). These can be prevented if the displacement of the currently con-
sidered CFD surface node is not only affected by its directly assigned component
of the beam framework, but also by all adjacent components, i.e. the indirectly
assigned components. In this case the displacement of the CFD point is blended
between directly and indirectly projected deformations. Here, the coefficients
are weighted with the distances to the directly and indirectly assigned compo-
nents [3].

The load/deformation transfer remains conservative, if the aerodynamic loads
to be transferred are charged with the same weighting coefficients as used for the
interpolation and blending of deformations. The transfer rules for loads and de-
formations are explicitly given without solving any systems of equations and thus
can be evaluated in the computation very efficiently. The concept of the afore-
mentioned weighting coefficients retains the required smoothness of the CFD sur-
face and preserves the locality of the load/deformation transfer in applications to
complex configurations.
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2.3 Validation against Aeroelastic Experiments

The elastic wing model investigated in transonic aeroelastic experiments at high
Reynolds numbers within the scope of the HIRENASD project was regarded as
one of the test cases for the aeroelastic solvers FLOWer-ACM and TAU-ACM.
The planform of the HIRENASD wing complies with wings of modern high speed
transport aircrafts in regard of aspect ratio and taper. It has a supercritical pro-
file but is not optimised for real application. To reduce the influence on the flow
resulting from the wind tunnel wall boundary layer, a fuselage substitute was de-
signed (Fig. 5), which was fixed to the wind tunnel turntable in the experiments
without having any mechanical contact with the wing. A Timoshenko-beam
model was defined which identifies the structural properties of the complete
wind tunnel assembly [9, 10]. This consists of the wing, its clamping device, the
housing of a vibrational excitation mechanism as part of the clamping device and
the wind tunnel balance which was especially developed for the HIRENASD ex-
periments [10]. The CFD volume mesh captures the boundary layers developing
along the wind tunnel ceiling and the surfaces of the fuselage substitute and the
wing.

The consideration of the elasticity of the wing in RANS-based simulations
with FLOWer-ACM improves the accuracy of the results significantly towards
those values measured in the experiments. This becomes evident by comparing
measured and computed lift curves (Fig. 4, left) for the design point of the
HIRENASD wing (Ma = 0.80). Even at a moderate root angle of attack α = 2◦,
the lift computed without consideration of model deformation (FLOWer) comes
out 19% higher than verified by the experiment and predicted by the aeroelastic
solver FLOWer-ACM.

The Mach number marking the onset of the lift collapse is shifted to lower
Mach numbers when increasing the angle of attack. In contrast to the pure
flow simulation with FLOWer, i.e. ignoring deformations, this effect was quite
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Fig. 4. Lift as a function of the angle of attack at wing root (left) and the Mach number
(right), as is generated by the undeformed and the AE configuration (simulated with
FLOWer resp. FLOWer-ACM)
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Fig. 5. Computed pressure distributions for the undeformed and the AE configuration
(simulated with TAU resp. TAU-ACM) in comparison to measured data

accurately predicted by the aeroelastic simulation with FLOWer-ACM (Fig. 4,
right).

This improvement in simulation accuracy is also evident in pressure distribu-
tions computed using TAU-ACM which are plotted in some of the experimental
measurement sections in Fig. 5 for Ma = 0.83 and α = 3◦. Though the bound-
ary layer at the wind tunnel ceiling is not resolved here by the CFD mesh, the
suction niveau itself and especially the suction peaks and the shock positions
meet the experimental characteristics, provided that wing elasticity is consid-
ered. Even though the wing bending deflection is rather small, about 38.8mm
at the tip, a nose-down twist of about 1.3◦(= 0.43 α) arises due to the kinematic
coupling of bending and twist deformation caused by the sweep. In the transonic
case this significant reduction of local angle of attack must be considered by all
means to predict the wing aerodynamics correctly, as is demonstrated in Fig. 5.
Both established aeroelastic solvers TAU-ACM and FLOWer-ACM are capable
to compute these aeroelastic effects accurately.

3 The Timoshenko-Beam Generator – Automatic
Identification of Timoshenko-Beam Properties for
Multi-Cellular Thin-Walled Wing Structures

In each MDO step the structural data entering the computation of the AEC
must be conform with the specifications of the structure defined by the opti-
miser. The wing structure is assumed to be a multi-cellular thin-walled spar box
which is defined to follow predominantly the wetted wing surface. Thus, in the
course of optimisation the structural geometry is affected by modifications of
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the aerodynamic shape of the wing just as by variations of potential structural
optimisation parameters, e.g. the number of spars, their chordwise positions, the
sheet thicknesses of the spars and of the upper and lower panels (see Fig. 6).

3.1 Beam Identification Methodology

To meet these prerequisites the geometry of the wing box structure is supplied to
the TBG in terms of coordinate lists resulting from spanwise sections through the
current aerodynamic wing surface. Each multi-cellular hollow section is created
by inserting spars at the chordwise positions defined by the user. All coordinates
in front of the foremost spar and behind the rearmost spar are discarded and
the sheet thicknesses defined by the user are assigned to the respective spars and
panels. The idealisation of the structure by means of beam properties comprises
the computation of the following data in each section:

• the flexural and torsional stiffnesses,
• the torsional, flexural, and mass centres,
• the moments of inertia, as well as
• the structural mass.

These are computed analytically applying the formulae for multi-cellular thin-
walled hollow sections. Therein it is assumed that across the thickness of the
sheets the shear stress is constant and can be treated in terms of shear flow.
Also, warping stresses are neglected. In slender structures, to which beam the-
ory is limited, the majority of sections is not subject to warping stresses such
that this approach should cause only small errors in flow and aerodynamic load
computations. The flexural stiffness, the total mass, and its centre can be ob-
tained via straightforward summation over the contour elements. However, the
calculation of the torsional stiffness and the torsional centre of a multi-cell sec-
tion represents a statically indeterminate problem. Each cell has to be cut open

Fig. 6. Generic wing box with spar posi-
tions and sheet thicknesses as parameters

Fig. 7. Equivalent beam model with
corresponding beam properties
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and additional shear flows have to be introduced to cancel any relative displace-
ment at the cut edges. Both desired quantities, stiffness and torsion centre, have
to be derived from the additional shear flows, which result from linear systems of
equations [13,14]. The beam properties are computed separately for each read-in
section and can be interpolated at intermediate positions.

Next the location of a reference axis is for the beam is defined, which serves
only as a geometrical reference line for the coordinates of the torsional, flexural,
and mass centres. Of course, this line should be prescribed in some meaningful
manner.

The structural data characterising the originated Timoshenko-beam model
of the wing box is stored in a manner compatible with FEAFA, which in turn
supplies the structural side of the aeroelastic solution process with the stiffness
and mass matrices.

3.2 Preparation of Structural Optimisation Constraints

To limit the MDO process to feasible designs, boundary conditions must be im-
posed to the aerodynamic shape and the structure. A suitable formulation should
confine the design space to structures in which the actual von-Mises stress does
not exceed the yield stress of the material. Although the beam modelling gives
very accurate aerodynamic load distributions for wings and aircrafts in AEC, as
was verified by comparisons of aeroelastic simulations and experiments [3,5,6,7],
stress values must be derived by analysing the stresses in the real supporting
structure, i.e. the actual wing box in this case. For this evaluation the TBG
provides, before deriving the Timoshenko-beam model, first stress analyses of
the real structure under unit loads.

For now normal and shear stresses per unit force and moment are considered
by the TBG. Normal stresses resulting from longitudinal forces and bending
moments are functions of the cross-sectional area data. The shear stresses due
to transverse forces and torsional moments depend on the shear flows needed for
the calculation of the torsional stiffness and torsional centre.

The estimation of the stresses in the wing is then performed in a follow-up to
the computation of the AEC. The loads acting upon the structural nodes in the
AEC are added up to cut loads. Then the resulting shear and normal stresses in
the read-in sections can be evaluated by multiplying the stresses derived by the
TBG under unit loads with the actual cut loads (see Fig. 1).

3.3 Quality of Beam Identifications

For the validation of the TBG a generic multi-cellular wing box was defined.
Two aspects were considered: the accuracy of the computed deformations based
on the beam model and the accuracy of the stress approximation.

Both aspects were investigated by using the commercial FE package MARC
to create a thick shell model of the reference geometry. It is similar in plan
view (see Fig. 6), size, and inner layout to the structure of a transport aircraft-
type wing [15]. However, the configuration of the shell model was simplified by
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specifying hexagonal cross-sections instead of using cross-sections with curvilin-
ear top and bottom shells.

Inboards of the kink the structure has three spars, whereas outboards it pos-
sesses only two. Ribs are introduced at regular intervals to ensure that structural
sections keep their profile during deformation so that beam theory can be ap-
plied. The shell model and the equivalent beam model were both subjected to
point loads at the elastic axis of the wing tip section. Special attention was paid
to inhibiting local load transmission effects in the shell model. A comparison of
the deformation distributions is shown in Fig. 8 for a vertical force of Fy = 80 kN
and for a torsional moment of ‖MT‖ = 300 kNm. For visualisation purposes the
deformations of the beam model were projected onto the shell surface. To this
end the same algorithm was used as is implemented in the ACM for the defor-
mation transfer.

The isolines of the bending deflection in Fig. 8 prove that beam theory is
indeed applicable to get a reasonable approximation of the deformation. The
contour plots match well, with only some differences visible at the root and
around the kink. At the points denoted x1 the local error of the beam model
relative to the shell model is �uy/uy,MARC = −0.23%, but it reaches locally
about 10% close to the kink. In this region of load redirection beam theory is,
strictly speaking, not valid. Also the kinematic coupling of sections on both sides
of the kink is not properly captured by the beam model.

The contour plots of the vertical deflection due to a torsional moment applied
at the wing tip do not exhibit the same amount of agreement as for transverse
force loading (see Fig. 8). Here the relative error in torsional angles at x1 is
�ϕT/ϕT, MARC = −2.8%. As before, the discrepancies are concentrated around

Fig. 8. Isolines of the deformation in
y-direction due to a tip load of Fy =
80kN (left) and ‖MT‖ = 300 kNm
(right)
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300 kNm obtained from MARC and from
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the kink. Apart from the reasons already given, for torsional loads the disregard
of warping effects in the formulation of the beam model may play an additional
role.

For the validation of the stress prediction generated with the data provided by
the TBG, the von-Mises stresses were extracted from the shell model along a path
in the top shell part. A comparison of the stress distributions along this path is
shown in Fig. 9 for the same loadings as applied for the deformation validation.
In both cases the stress approximation from the geometrical information in the
TBG is conservative and follows the distributions given by MARC, apart from
the stress peak in the vicinity of the kink in case of the loading with the vertical
force. Also the TBG strongly overestimates the effective stress close to the root
under loading with the torsional moment.

Nonetheless, the accuracy of the stress prediction obtained with the BG is
sufficient for defining a boundary condition to the optimisation problem. Once
the optimisation process will have delivered a structural design, this would have
to be discretised with higher-order models. With the loads acting in the AEC a
more detailed investigation of the stresses would have to be carried out, paying
special attention to kinks and corners for examination of stress peaks.

3.4 Evaluating the Structural Design Space in Consideration of
Fluid-Structure Interaction

After the completion of the TBG and its associated software modules, a process
scheme comparable to the MEGADESIGN MDO scheme (see Fig. 1) was set up
in a command line script. Apart from proving the suitability of the TBG for its
intended application, the process scheme was built to evaluate the influence of
different design parameters having regard to fluid-structure interaction.

Because LFM had no optimisation tools at hand and no prior experience
in MDO, sweeps over the structural design space were performed instead. The
script controlled the computations necessary to obtain the value of the objec-
tive function at discrete combinations of structural design parameters and thus
created a hyperplane of the objective function.

The formulation of the problem was adapted from the goals of the
MEGADESIGN project [15]: With a scaled version of the HIRENASD
wing [8, 9] as an exemplary geometry, it was aimed to maximise the achievable
range R [16],

R =
2
bf

√
2 g


∞A

√
cL

cD
(
√

m0 −
√

m1) = k

√
m0 −

√
m1

cD
. (1)

The total mass m0 was defined as constant, the structural weight influencing
the amount of fuel available and thus the zero-fuel mass m1. The lift cL was
accordingly required to remain constant:

cL − mg

q∞A
= 0 . (2)
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Fig. 10. a) Reduced range R/k, b) the fuel weight wFuel and c) the drag cD as functions
of the sheet thickness at wing root dR and tip dT. The valid design space gKS ≥ 0 is
limited by the thick black line.

Furthermore the yield stress boundary condition was taken into account:

1 − σMises

σF/S
≥ 0 . (3)

The yield stress σF was reduced here by a suitable safety factor S [17].
The procedure described above involved a large number of simulations, making

the use of a RANS-based flow solver for the determination of the AEC for each
parameter combination impractical within the scope of this sub-project. Rather,
a simplified aerodynamic model was implemented in the stand-alone version of
the ACM. It is based on the Weissinger subsonic lifting-line theory [18], which
was expanded by 2-D polar data to approximately consider viscous profile drag.
The method was validated against rigid and aeroelastic simulations using the
FLOWer code.

For the investigation of the design space the Weissinger-ACM was embedded
in a target-lift loop to fulfill (2). The values of the yield-stress boundary condition
were determined with the data supplied by the TBG in all read-in sections of the
wing. To gain a single value gKS of all boundary conditions, the Kreisselmeier–
Steinhauser (KS) function [1, 19] was employed. It represents a continuously
differentiable conservative envelope to a set of boundary conditions. The hyper-
plane investigations resulted in diagrams of the type depicted in Fig. 10. In this
particular investigation the sheet thicknesses at wing root dR and at the tip dT

were varied within the limits 5 mm ≤ dR ≤ 18 mm and 0.5 mm ≤ dS ≤ 10 mm.
Common values were prescribed for the sheet thicknesses of the spars as well as
the top and bottom surface in each wing-box section.

The shape of the hyperplane for the objective function R/k in Fig. 10a indi-
cates an absolute maximum at dR < 5 mm and dS ≈ 3 mm. But this is situated
by far beyond the valid design space which is limited by the KS function to
gKS ≥ 0.
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According to (1), an improvement in range can be achieved by two mech-
anisms: reducing the drag cD and reducing the wing structural weight. The
latter depends linearly on the sheet thicknesses, so does the fuel weight wFuel.
Within the zone of valid designs at gKS ≥ 0 the range is influenced by the fuel
weight (see Fig. 10c) in excess of the drag which is roughly constant in this zone
(see Fig. 10b). As the sheet thicknesses of wing root and tip move towards very
thin values, the influence of the deformation on the drag gains more and more
significance. The absolute maximum of the objective function is reached when
the increase of drag obtained from further reductions of the sheet thicknesses is
no longer compensated by the increase of fuel weight.

The boundary optimum at about sheet thicknesses dR ≈ 16 mm and
dS ≈ 2 mm is thus predetermined by the yield-stress boundary condition.
Hence, structural wing optimisation allowing for fluid-structure interaction is
only worthwhile when aerodynamic shape optimisation is combined.

Upon each hyperplane a contour plot of the vertical tip displacement is super-
imposed. The relative orientation of the deflection isolines to the line gKS = 0
reveals that the often used deformation boundary conditions are not suited so
well for this kind of optimisation problem and might indeed lead to structural
layouts in which the yield stress is exceeded.

4 Summary

In the MEGADESIGN project an Aeroelastic Coupling Module (ACM) and a
Timoshenko-Beam Generator (TBG) were developed at LFM.

The ACM enables the aeroelastic coupling of any kind of CFD and CSD
solver regardless of their temporal and spacial discretisation schemes. The arising
aeroelastic solver is capable to compute the aeroelastic equilibrium configuration
and the dynamic response behaviour for complete transport aircraft. Existing
control and high-lift devices can be considered as flexible as well. The ACM
comprises the required temporal aeroelastic coupling schemes, different loose
and, optionally, a tight one to advance the aeroelastic solution in time.

Both CFD solvers FLOWer and TAU were coupled through the ACM to a
CSD code existing at LFM. Due to the accurate direct consideration of fluid-
structure interaction in both developed aeroelastic solvers the aerodynamic so-
lution at aeroelastic equilibrium matches well with measurement data obtained
from aeroelastic HIRENASD experiments for a wing-fuselage configuration.

The purpose of the TBG is to automatically create beam models of wing
structures intended for MDO of wing shapes and structures. The program creates
a multi-cellular, thin-walled spar box from cross-sections through the wing’s
wetted surface with prescribed sheet thicknesses, numbers and positions of spars.
The computed beam properties are stored in a manner suitable for the assembly
of the stiffness and mass matrices by LFM’s in-house CSD code. Also, weight
information and data needed for the estimation of stresses in the sections are
determined.
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The accuracy of the resulting beam model was validated against a shell model
created with the commercial FE code MARC, resulting in sufficient accuracy for
the intended application.

The TBG was included in a simple optimisation process scheme built with a
command line script. This was used to prove the suitability of the BG and to
investigate the influence of structural design parameters.

References

1. Martins, J.R.R.A.: A Coupled-Adjoint Method for High-Fidelity Aero-Structural
Optimization. Doctoral thesis, Stanford University, Stanford, USA (2002)

2. Kroll, N., Fassbender, J.K.: MEGAFLOW – Numerical flow simulation for aircraft
design. In: Notes on Numerical Fluid Mechanics and Multidisciplinary Design,
vol. 89. Springer, Heidelberg (2005)

3. Braun, C.: Ein modulares Verfahren für die numerische aeroelastische Analyse von
Luftfahrzeugen. Doctoral thesis, RWTH Aachen, Germany (2007)

4. Boucke, A.: Kopplungswerkzeuge für aeroelastische Simulationen. Doctoral thesis,
RWTH Aachen, Germany (2003)

5. Braun, C., Boucke, A., Ballmann, J.: Numerical Prediction of the Wing Defor-
mation of a High-Speed Transport Aircraft Type Windtunnel Model by Direct
Aeroelastic Simulation. In: International Forum on Aeroelasticity and Structural
Dynamics (IFASD) 2005, Munich, Germany, paper IF-147 (2005)

6. Reimer, L., Braun, C., Ballmann, J.: Analysis of the Static and Dynamic Aero-
Structural Response of an Elastic Swept Wing Model by Direct Aeroelastic Simula-
tion. In: International Council of the Aeronautical Sciences (ICAS) 2006, Hamburg,
Germany, paper ICAS 2006-10.3.3 (2006)

7. Wellmer, G., Chen, B.H., Braun, C., Reimer, L., Ballmann, J.: Numerical Predic-
tion of Aeroelastic Effects on Twin-Sting-Rig Mounted Models for Rear Fuselage
and Empennage Flow Investigation in Transonic Windtunnel. In: International
Forum on Elasticity and Structural Dynamics (IFASD) 2007, Stockholm, Sweden,
paper IF-071 (2007)

8. Ballmann, J.: Transonic High Reynolds Number Aero-Structural Dynamics Ex-
periments in the European Transonic Windtunnel (ETW). In: International Fo-
rum on Aeroelasticity and Structural Dynamics (IFASD) 2007, Plenary Lecture,
Stockholm, Sweden (2007)

9. Reimer, L., Braun, C., Chen, B.H., Ballmann, J.: Computational Aeroelastic De-
sign and Analysis of the HIRENASD Wind Tunnel Wing Model and Tests. In:
International Forum on Aeroelasticity and Structural Dynamics (IFASD) 2007,
Stockholm, Sweden, paper IF-077 (2007)

10. Korsch, H., Dafnis, A., Reimerdes, H.G., Ballmann, J., Braun, C., Brakhage, K.H.,
Olivier, H.: Dynamic Qualification of the HIRENASD Elastic Wing Model. In:
Annual Meeting of German Aerospace Association (DGLR) 2006, Braunschweig,
Germany, Paper DGLR-2006-045 (2006)

11. Hurka, J., Ballmann, J.: Elastic Panels in Transonic Flow. AIAA Paper 2001-2722
(2001)

12. Massjung, R.: Discrete conservation and coupling strategies in nonlinear aeroe-
lasticity. Computer Methods in Applied Mechanics and Engineering 190, 91–102
(2006)

13. Neuber, H.: Technische Mechanik, zweiter Teil. Springer, Heidelberg (1971)



150 L. Reimer et al.
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1 Introduction

Aeroelastic effects can play a significant role in wind-tunnel testing under high
Reynolds number conditions, as shown for example within the European project
HIRETT [12]. Due to the high static pressure in the wind tunnel the deforma-
tions can reach a magnitude which cannot be neglected, as shown for example
in [3]. And also within the project EUROLIFT I a discrepancy has been found
between the computed polar and the polar measured in the ETW wind tunnel.
The discrepancy could be attributed to either model deformation, a non-uniform
onflow due to the presence of wind tunnel walls or the influence of specific ge-
ometry installation effects. The objective of the work of DLR in subtask 1.1.1
of EUROLIFT II has been to investigate numerically the effect of the wind tun-
nel model deformation under ETW conditions. This can only be done, if the
interaction between fluid and structure is taken into account properly. There-
fore a process chain has been developed. It allows a coupling between CFD and
computational structure mechanics (CSM). Before the results of the numeri-
cal study are discussed in Sect. 3, the chain itself and the components of the
chain are described. On the CFD side the user has the choice between two DLR
codes. The block-structured FLOWer code [7] can be used as well as the hybrid
(unstructured) TAU code [13]. Both codes have been mainly developed within
the projects MEGAFLOW I–II [7] and MEGADESIGN [8]. The adaptations of
the codes needed to use them in the coupling environment will be described
in Sect. 2. Because of the deformations on the structure side the volume mesh
has to be deformed as well. The TAU code contains a powerful mesh deforma-
tion tool for unstructured meshes [4], while a mesh deformation tool was still
missing for block-structured meshes. A new tool based on radial basis functions
has been developed, which is able to deform block-structured as well as hybrid
meshes. This tool has also been used for the numerical study and the validation
discussed in this report. It is described in subsection 2.4. On the structure side
the commercial finite element (FEM) code ANSYS [16] is currently used. Since
no source code of this tool is available, the code itself cannot be adapted for
the needs of the coupling environment. However, within ANSYS the user has

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 151–167.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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the possibility to use a scripting language called APDL (ANSYS parametric de-
sign language). This scripting language enables the development of an interface
for the communication between the components of the process chain. For the
coupling of a CFD and a CSM code, data has to be exchanged between both
disciplines across the so called contact surface of the fluid and structure domain.
The CSM code needs the aerodynamic loads (forces or pressure and skin-friction)
provided by the CFD code to calculate the deformations of the structure. Based
on the surface deflections of the contact (or coupling) surface, the CFD mesh has
to be deformed in order to provide corrected aerodynamic loads. If the surface
discretization on CFD and CSM side is the same, this is an easy task. But if the
discretization is different, as is usually the case, the data has to be interpolated
properly. For this purpose a new interpolation module has been developed, as
described in subsection 2.3.

2 The Process-Chain and Its Components

In Fig. 1 left a flow chart shows the sequence of steps followed during a coupled
computation to achieve the aeroelastic equilibrium. Figure 1 right shows a cor-
responding convergence history of the density residual and the lift of the CFD
code for a generic wing body configuration in the transonic regime. Usually in
a first step a CFD computation is performed using the undeformed geometry.
Output of the CFD computation is the aerodynamic load on the coupling surface
(pressure and friction coefficient or force distribution). The aerodynamic loads
have to be mapped from the nodes of the CFD surface to the nodes of the CSM
surface. Therefore the CFD and CSM code have to export the coupling sur-
faces. For the data transfer the interpolation module is required. It imports the
coupling surfaces, the data to be interpolated and performs the mapping from
CFD nodes to CSM nodes. Depending on the quantity to be interpolated dif-
ferent interpolation techniques can be selected. After mapping the aerodynamic
loads from the CFD to CSM side the structure code is started. Output of the
structure code is the deformation of each structural node of the CSM coupling
surface. These have to be interpolated to the nodes of the CFD coupling surface.
Because of the change of the CFD surface the volume mesh has to be deformed
as well. The input for the volume mesh deformation are the undeformed CFD
mesh and the deflections of the surface nodes. Now the second loop of the cou-
pling procedure can be done starting again with a CFD computation. The new
(deformed) volume mesh and the last CFD solution are used as input for the
second CFD computation. In the convergence history (Fig. 1, right) we see that
the density residual is increased again and the lift coefficient changes its value.
After a number of iterations a converged state is reached again. The aerodynamic
loads are transferred again to the CSM surface using the interpolation module.
Then a CSM solution is computed and so on. The process is repeated until the
equilibrium state is reached or a user specified number of iterations have been
performed. To determine if the equilibrium state is reached the solution of the
actual and the previous coupling cycle is compared. If the change is smaller than
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Fig. 1. Left: Flowchart of a coupled computation. Right: Convergence history of a
coupled computation for the generic DLR F11 configuration under cruise conditions.

a prescribed value the coupled process is stopped and the aeroelastic equilibrium
is assumed to be reached. As reference quantity for the convergence criterion the
lift or the maximum deflection can be used, for example.

2.1 Aerodynamic Codes

As previously mentioned the user has the choice between the block-structured
FLOWer code and the hybrid (unstructured) TAU code. Both codes are well
established simulation tools for solving the Reynolds averaged Navier–Stokes
(RANS) equations. They are in daily use at DLR, universities and aerospace
industry. For details the reader is referred to [7, 8, 13]. Within subtask 1.1.1
of EUROLIFT II only TAU has been used. For the communication with the
interpolation module, an interface is needed to transfer the relevant data. To
specify the coupling surface the xyz-coordinates are needed and a connectivity
list. Each xyz-coordinate is associated with a node index. These indices are
used in the connectivity list to specify the surface elements of the coupling
surface. Triangles as well as quadrilaterals can be used as element type. Each
surface element is associated with a “boundary marker”. The boundary marker
can be used to group a selection of surface elements to components like e.g.
wing, slat or flap. This is very useful while setting up a coupled computation
(see subsection 2.3). For each surface node variables can be ex- or imported.
Export values for the CFD code are currently pressure and friction coefficients
in xyz-direction or forces. Import values are the deflections in xyz-direction. In
the current implementation the transfer of data is realized with file IO. As data
format the AMIF (aerodynamic mesh interface format) specification of MSC [18]
is used. However, it should be emphasized that a change of the data format or a
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switch to direct communication with the interpolation module can be done with
limited effort.

2.2 Structure Code

On the structure side the well known commercial FEM code ANSYS is used. For
details the reader is referred to [16]. No source code is available, so interfaces
cannot be plugged into ANSYS directly. However, within ANSYS a powerful
scripting language called APDL can be used. In our case we make use of two
ANSYS scripts. One script is used to export the coupling surface in the same
format as the CFD code. This is done only once at the beginning of a coupled
computation. A second script is used to import the structural loads (which have
been interpolated from the CFD nodes to the CSM nodes), to perform a FEM
analysis and to export the resulting deflections of the CSM nodes in AMIF.

2.3 Interpolation Module

The task of the interpolation module is the mapping of aerodynamic loads from
the CFD to the CSM coupling surface and the mapping of deflections from the
CSM coupling surface back to the CFD coupling surface. Depending on the
quantity to be interpolated different interpolation techniques can be selected.
Main input of the interpolation module is:

• CFD and CSM coupling surfaces
• Quantities to be interpolated or calculated
• For each quantity the interpolation technique and direction has to be specified

(source and destination coupling surface)

In many cases different coordinate systems and scalings are used on the CFD
and CSM side. Therefore the user can specify (per input parameters) a number
of transformations for each coupling surface resulting in a common coordinate
system. Translation, rotation (around user specified axis and angle) and scaling
can be selected as transformation type.

Interpolation of Aerodynamic Loads

Figure 2 left shows the outer wing region of the CFD and the CSM coupling
surfaces of a generic wing. On both sides a similar mesh resolution is used. The
shape of both meshes matches well and a linear interpolation of the pressure
or pressure coefficient is sufficient for the mapping of the aerodynamic loads.
Based on the interpolated pressure corresponding forces can be calculated for
each surface node. In Fig. 2 right the pressure distribution on the CFD side
is compared to the interpolated values on the CSM side. A good agreement of
input and interpolated values could be achieved. In some cases the agreement
of the coupling surfaces is not as good as in the previous example or no con-
nectivity on the CSM side is given (scattered data). Then a linear interpolation
of the pressure or other quantities is not possible. Instead the user can select
a nearest neighbor search for the forces, see Fig. 3. For a given point i on the
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Fig. 3. Mapping of a force from CFD side to nearest neighbor on CSM side

CFD side the nearest neighbor on the CSM side is searched. If a connectivity
on the CSM side is given (like in the figure), the nearest point with the same
normal orientation is selected. If the nearest point j is found, Fi,CFD is added
to the actual value of Fj,CSM (more than one CFD force can be mapped to
the same CSM node). Additionally a moment Fi,CFD × ∆rij is mapped to the
node j, because the force is moved. This ensuress a conservative interpolation
scheme with respect to the force and moment balance on the CFD and CSM
side. Figure 4 shows the influence of the interpolation scheme for the previous
example. On the left we see the CFD surface mesh and a slice through the surface
mesh at 90% half wing span. The symbols belong to the resulting profile and
pressure coefficient distribution without coupling (on the undeformed surface).
Three coupled computations have been made, all until the equilibrium state is
reached. The solid thick line corresponds to the result using linear interpolation
of the pressure coefficient, the dashed line corresponds to the results achieved
with the conservative force interpolation described before and the dash-dotted
line is computed using the nearest neighbor search for cp. There are no large
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Fig. 4. Comparison of resulting cp-distribution close to the wing tip in aeroelastic
equilibrium in dependency of the interpolation technique used (generic LANN wing [14],
Ma= 0.82, α = 0.6◦, inviscid)

differences observed between the coupled computations. The agreement in the
global lift in equilibrium is also very good.

Interpolation of Deflections

Of course a nearest neighbor search is not an appropriate technique for the inter-
polation of the deformations. A linear interpolation of the deflections can also
become problematic if the matching of the coupling surfaces is not good, the
resolution is very different or if no connectivity is given on the CSM side. As
is known from literature, see for example [1], interpolation schemes based on
radial basis functions are appropriate for this task, even if only scattered data
is present. This approach is also followed here. These techniques are very well
suited for smooth functions, and usually the deformation of aerodynamic com-
ponents are smooth. Figure 5 shows for the previous example the deformations
in y-direction (normal to the wing plane). The solid line corresponds to the
deformations computed by ANSYS, the dashed lines to the interpolated values.

Problems can arise if different components of an aircraft have to be taken
into account, like for example an aircraft in start- or landing configuration.
Figure 6 top shows such a configuration. In the lower half of the figure the
deflection in z-direction (normal to the wing plane) is shown in a slice at y = 1 m
(71% of half wing span). The symbols correspond to the computed deformations.
The different behaviour of slat, wing and flap becomes clear. For the same x-
coordinate the deformation of the slat and flap is slightly higher. In other words:
The gaps between wing and the two components have changed. This cannot
be handled properly by a single interpolation function properly, as becomes
clear from the interpolated y-displacement (solid line, left). This situation can
be solved by using local interpolation functions, which are calculated for each
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Fig. 5. Computed and interpolated deflections normal to the wing plane (generic
LANN wing, lower and upper surface)

Fig. 6. Computed (symbols) and interpolated deflections (red line) normal to wing
plane for a high lift application DLR F11 wing in starting configuration)

component. Now the agreement of calculated and interpolated displacement is
excellent as shown in the lower right part of Fig. 6.
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original mesh
deformed
flap

deformed mesh

original
flap

Fig. 7. Left: Wall distance distribution for each component of 2D high-lift application
(TC11 from EUROLIFT I) Right: Comparison of original and deformed mesh of TC11
configuration (flap surface has been translated)

2.4 Volume Mesh Deformation

If the CFD surface mesh is deformed, the volume mesh has to be adapted as
well. For TAU a powerful mesh deformation procedure has already been devel-
oped [4], but for the block-structured FLOWer code no robust tool was available.
Therefore a new tool has been developed, which can be used for block-structured
meshes as well as for hybrid unstructured meshes. This tool has been used for
all applications shown in this paper. The basic idea is to apply the interpolation
functions calculated for the surface mesh deformation to the nodes of the volume
mesh as well. Additionally, the resulting deflections can be superimposed with a
blending function based on the wall distance in order to achieve zero deflections
for a specified distance from the wall, for example at the farfield. This idea can
also be used if more than one interpolation function is used like for a high-lift
application. Three interpolation functions can be created, one for each compo-
nent. A global interpolation function is created by weighting of each component
function based on the wall distances. Therefore wall distances are calculated for
each relevant component, as sketched in Fig. 7 left.

The deformation of a mesh node is calculated as

∆r(x, y, z) =
n∑

i=1

wi∆ri(x, y, z) , (1)

where ∆ri(x, y, z) is the resulting deformation based on interpolation function
i, and is the corresponding weight. The sum of all weights is equal to one:

n∑
i=1

wi = 1 . (2)
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The weights are calculated as

wi =

(
1

walldisti

)p

(
1

walldistj

)p . (3)

In equation (3) walldistj(x, y, z) is the wall distance of the mesh node (x, y, z)
relative to component j and p is a user specified exponent. If the wall distance for
component j is smaller than a specified epsilon value, then wj is set to 1 and the
other weights are set to zero. Figure 7 right shows as an example the movement
of a flap for a 2D high lift application. For the components slat and wing, zero
deflection is prescribed, whereas a translation downward and in flow direction is
used. The top half shows the original undeformed mesh. The bottom half shows
the result of the deformation using the global interpolation function based on
the blended component interpolation functions. Several tests have been made
to check the resulting quality of the deformed meshes. For details the reader is
referred to [5].

2.5 Coupling Management

Currently a coupled computation is controlled by a shell-script. All components
can run locally on the computer where the script is launched. Usually, however,
only a part of the components runs locally. The CSM code usually runs on
a separate computer (question of license model used). Therefore all input files
that are needed are copied automatically to a temporary directory on the remote
host (using secure copy). The ANSYS job is then started via secure shell. After
successful computation the file containing the resulting deformations is copied
back as input for the interpolation module. For large scale applications the CFD
codes usually run on batch computers in parallel. Depending on the target host,
a job script is created automatically. All input files needed for FLOWer/TAU
are transferred to a temporary directory of the remote host via secure copy, and
the resulting surface solution is transferred back to the local (controlling) host.
After finishing the CFD computation control is given back to the local shell
script. For each coupling cycle the user has the possibility to adjust parameters
of the CFD computation. For example the angle of attack can be increased after
maybe 10 coupling cycles to perform a coupled computation for the next point
of a polar.

2.6 Validation

Rectangular Swept Wing

For a first validation of the process chain the rectangular swept reference wing of
the colaborative research area 401 of the Technical University of Aachen, dealing
with aeroelastic research, is selected [15]. At the “Lehr- und Forschungsgebiet für
Mechanik” in Aachen the DLR FLOWer code has been coupled to a Timoshenko
beam model [2]. The approach has been successfully validated during the last
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Fig. 8. Comparison of results of solutions of TAU coupled with ANSYS and FLOWer
counped with a Timoshenko beam model

years, see for example [3, 15]. The wing, shown in Fig. 8, has a span of 1.5m
and a sweep angle of 34◦. A structured CFD mesh, computational results and
a beam model have been provided by the colleagues in Aachen. Based on the
characteristics of the beam model a FEM model has been created for use with
ANSYS. The block-structured FLOWer mesh has been converted to a hybrid
mesh, which can be used with the TAU code. The coupled computation has
been made with TAU coupled to ANSYS using the DLR process chain. These
results have been crosschecked with validated results of Ballmann et al., see
Fig. 8. In the lower half of the figure the undeformed wing and the wing in static
equilibrium is shown for a Mach number of 0.22, a Reynolds number of 1.7×106

and an angle of attack of 4.48◦. Slices at 90% half span are shown on the top half.
The reference results are plotted as solid line, the results of TAU coupled with
ANSYS with symbols. The equilibrium shape as well as the pressure coefficient
distribution is in excellent agreement with the reference solution.

Landing Aircraft Configuration

Within the DLR internal project FORMEX measurements of the deformations of
the F11 model in landing configuration have been made during the wind tunnel
tests in the DNW-NWB in Braunschweig. The on flow Mach number is of course
the same like for landing configuration in EUROLIFT (0.2), but the Reynolds
number is with 1.57 × 106 one order of magnitude lower compared to the EU-
ROLIFT ETW experiment. The static pressure is 1 bar compared to 2.59bar in
ETW (see also Sect. 3). Although the static pressure is relatively small, visible
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Fig. 9. Comparison of measured and computed bending at c/4 (left) and twist (right)
for α = 15◦

deformations up to 15mm have been found. Figure 9 left shows the comparison
of measured and computed deformations normal to the wing plane at the local
quarter point for an angle of attack of 15◦ and Fig. 9 right shows the correspond-
ing twist distribution. The structure model used in the coupled computations is
the same like described in Sect. 3.1. The agreement of the bending as well as the
twist is very well. For the comparison of the bending distribution the numerical
results have been translated, because there is a constant shift between numerical
and experimental data due to the mounting of the wind tunnel model. For more
details the reader is referred to [5].

3 Study on Model Deformation under ETW Conditions

Within the European project EUROLIFT I experiments have been made for
high lift applications under high Reynolds number conditions in the ETW wind
tunnel in Cologne. During the experiments visible deformations of the wing
have been noticed. Of course the question arose whether the deformations under
high loads have a large or only a small, negligible influence on the aerodynamic
behavior. This question has been addressed in task 1.1.1 in the follow-on project
EUROLIFT II. In the following, results achieved with the new process chain are
shown. The DLR-F11 (KH3Y) configuration in start and landing configuration
has been investigated. For a coupled computation several difficulties have to be
solved, which are partly caused by the high complexity of the geometry and
the resulting computational meshes. Main aspects have already been addressed
in previous chapters. Figure 11 shows some details of the complexity of the
landing configuration (TC462) including. fuselage, belly fairing, wing, slat, flap,
flap-track fairings, pylon, engine, gondel strake, slat tracks and pressure tube
bundles. The mesh contains in total 14 million nodes. The starting configuration
used (TC322) is slightly simpler (fuselage, belly fairing, wing, slat, flap, flap-track
fairings). The mesh contains 7 million nodes. All meshes used in this investigation
have been generated by NLR with the FASTFLO grid generation system.
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Fig. 10. Left: Position of the markers and the point where the force is applied within
the static deformation test. Right: Measured and computed deflections for the marker
positions 1–45 for a load of 83.5 kg.

Fig. 11. Details of 3D DLR-F11 landing configuration including fuselage, belly fairing,
wing, slat, flap, flap-track fairings, pylon, engine, gondel strake, slat tracks and pressure
tube bundels (mesh generated by NLR)

3.1 Structure Model

Structural FEM models have been created by the company Leichtwerk [17]
with the commercial FEM package ANSYS. 29000 elements have been used to
mesh the starting configuration and 21000 for the landing configuration. Mainly
quadratic volume elements have been used (SOLID95) for meshing. Only for the
tracks another element type has been selected (SHELL91).

For validation and calibration of the FEM models designed within task 1
activities of EUROLIFT II DLR has performed a static deformation test of the
KH3Y (F11) configuration [9]. The slat and flaps were deflected according to the
landing settings. The lower side of the wing was equipped with 45 markers suited



Development and Application of TAU-ANSYS Coupling Procedure 163

for deformation detection via a stereo camera system. The wing was loaded with
different weights imposed at one single point close to the wing tip, see Fig. 10 left.
The loads range from 3.5 kg up to 83.5 kg. Figure 10 right shows a comparison
of the measured deflections normal to the wing plane for all 45 markers and the
deflections computed with ANSYS for a loading of 83.5 kg). The agreement of
measured and computed data is good.

3.2 Results of Numerical Study

The following table gives an overview of the computations done. To check the
influence of the deformations, reference computations without coupling have
been done first. They were used as initial input for the coupled solutions.

Table 1. Overview of computations with and without coupling for starting andlanding
configuration

Configuration Angle of attack
(no coupling)

Angle of attack
(with coupling)

Start conf. TC322 (Ma = 0.176,
Re = 15 × 106, p∞ = 2.95 bar)

7◦, 11.9◦, 18.5◦, 20◦ 7◦, 11.9◦, 18.5◦

Landing conf. TC462 (Ma = 0.203,
Re = 15 × 106, p∞ = 2.59 bar)

16.5◦ 16.5◦

Figure 12 left shows the undeformed shape of the wing close to the tip region in
comparison with the shape in aeroelastic equilibrium for three angles of attack
(starting configuration). The maximum deflection in z-direction ranges from
about 22mm for α = 7◦ up to 32mm for α = 18.5◦ which is indeed a visible
deformation. Of course these values have to be put into relation to the half span
of the wing which is 1400mm. Then we end up with 1.6% for α = 7◦ and 2.3%
for α = 18.5◦. For the landing configuration, see Fig. 12 right (α = 16.5◦), the
maximum computed deflection has been computed as 34.6mm (2.5%). Figure 13

Fig. 12. Surface of configuration in aeroelastic equilibrium for TC322 (starting, left)
and TC462 (landing, right) in comparison to undeformed shape



164 R. Heinrich

Fig. 13. Left: Computed deformations for starting configuration for three angles of
attack. Right: Computed deformations for landing configuration for α = 17◦.
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Fig. 14. Comparison of resulting cp distribution with (symbols) and without coupling
(solid line) close to the tip for the starting configuration (left) and landing configuration
(right)

shows additionally isolines of the deformations normal to the wing plane for the
starting and landing configuration. For both configurations a small gap change
for slat and flap is visible. The relatively small maximum deformation of the wing
explains why even close to the wing tip the change of the pressure coefficient
distribution is visible, but relatively small, see Fig. 14 left for starting and Fig. 14
right for landing configuration. In Fig. 15 the lift versus α curve is plotted
with and without coupling in comparison to experimental data available from
EUROLIFT I. As could be expected, with coupling the lift is decreased slightly,
because of the reduction of the wing’s twist caused by bending. All in all it can be
summarized that aeroelastic effects are visible for current high lift applications,
but they seem to play only a secondary role. Within EUROLIFT II experiments



Development and Application of TAU-ANSYS Coupling Procedure 165

Fig. 15. Lift versus angle of attack for starting configuration

have been made for current geometry using a 70% higher Reynolds-number. Here
a larger impact of aeroelastic effects is expected. Computations using the process
chain developed are planned.

4 Summary and Conclusions

Within EUROLIFT II a process chain for the computation of the aeroelastic
equilibrium, including FLOWer/TAU on CFD side and ANSYS on CSM side
has been developed. Two new components have been created. One for the com-
ponent based data interpolation between CFD and CSM coupling surfaces in
both directions and a volume mesh deformation tool, which can be used for ei-
ther block-structured or hybrid, unstructured meshes. The process chain can be
run automatically without user interaction on a single workstation as well as on
a heterogeneous network including multiprocessor batch computers on the CFD
side. It has been proven, that the process chain can also be used for very complex
high-lift configurations. The mapping of the deformations from the CSM surface
to the CFD surface is realized with interpolation functions based on radial basis
functions. It has been shown, that it is of great importance, to use component
based interpolation functions to transfer e.g. the gap-change between different
components like wing and flap correctly. A first successful validation for an iso-
lated rectangular swept wing has been presented, showing excellent agreement
with results of a validated process chain developed at the Technical University
of Aachen. But also for very complex high lift applications a good agreement
has been found for bending and twist distributions measured in the DNW-NWB
in Braunschweig (DLR project FORMEX). Within EUROLIFT II coupled com-
putations have been performed for the F11 starting and landing configuration
under ETW conditions to check, if aeroelastic effects play an important role
compared to other geometrically effects investigated within the other subtasks
of task 1.1. Therefore a FEM ANSYS model has been created and validated
with experimental data from a static deformation test. It has been found, that
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aeroelastic effects are visible, but they seem to be only of secondary interest for
the static pressures investigated. As could be expected, with coupling the lift is
decreased slightly, because of the reduction of the wing’s twist caused by bend-
ing. Within EUROLIFT II also experiments have been made for higher static
pressures. Here a larger impact of deformation effects is expected. It is planned
to apply the process chain to one of these test cases in the near future.
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Fluid-Structure Coupling: Simplified Structural
Model on Complex Configurations

Eberhard Elsholz

Airbus, Airbusallee 1, 28199 Bremen, Germany

Summary. In order to provide a more realistic aerodynamic simulation of the flying
aircraft, a simplified structural method “WingDACC” was coupled with the DLR TAU
code and is applied on simple wing/body as well as complex high-lift cases. The results
obtained for the flexible wing are considerably improved when compared with rigid
wing computations. Details of the technique and the testcases are addressed and the
results are discussed.

1 Introduction

It is well known that wing deformation might affect the flow over the wing to
a certain degree, especially in the transonic flow regime. This not only holds
for flexible real-wing constructions but also for windtunnel models which nearly
behave like made from solid material and therefore are of considerable stiffness.
Due to this, the pressure distributions over the wing might be affected and there-
fore the aerodynamic forces are changed, compared to rigid wing assumptions.
In order to deal with these effects, a simplified structural model was developed
and coupled with the flow solution obtained by the DLR Tau code [1] which
then was embedded in a highly automated deformation tool “WingDACC”.

2 Short Description of WingDACC Method

The WingDACC tool (“Wing Deformation — Analysis, Correction, Calibra-
tion”) was developed at Airbus and is a wing deformation method based on

• Simplified deformation theory (cantilever beam bending).
• Simplified structural model (solid material), immediately derived from wing/

wing solution cuts in streamwise direction, evaluated by BSURF.
• Specifically designed for TAU-code applications.

Main features

• WingDACC provides the 3D offset of all wing surface points of the CFD mesh.
• Then WingDACC applies volume mesh deformation, such as [1, 2, 3].

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 169–178.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. a) Twist due to bending of a swept wing and b) additional torsion

Fig. 2. Wing bending along circular path

This can be done in a single stand-alone step or as a fully integrated CFD-
CSM-coupled loop established by the python script Setup taujob.py The main
advantages of the WingDACC tool are seen as follows:

• It is easy to use, with a minimum of input required
• Within a wide range of applications, i.e. from clean wing/body to complex

high-lift configurations
• Validated for good accuracy,

where the validation is ongoing for the more complex high-lift cases.
The method takes advantage of the streamwise cuts produced by BSURF

to evaluate the spanwise neutral line (center of gravity) for a solid material
wing, made from steel or aluminum. Subject to pressure loading, the wing bends
up, assuming constant bending normal to the neutral line. This results in di-
rect bending and associated nose-down twist of the aerodynamic sections, see
Fig. 1a. In addition, the torsion moment resulting from the center-of-pressure
line mismatching the neutral line is taken into account, Fig. 1b.

Then the wing surface points of the CFD mesh are bent-up and twisted where
the amount of bending follows a circular path around the wing root axis, Fig. 2.
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Fig. 3. Sample of surface mesh deformation

Fig. 4. Sample of volume mesh deformation

Note that the cuts produced by BSURF should be approximately normal to the
bending line for increased accuracy.

It is worthwhile to note that the model jig shape of the wing — or vice versa,
the offset of the CFD mesh in 1g flight design wing shape from (unloaded)
jig shape has to be known. In case of windtunnel models for transonic testing,
usually an offset in twist holds but no offset in bending.

In Fig. 3, a sample of successful surface mesh deformation is given, where
the colours indicate the amount of deformation from the wing’s original shape
(blue colour). The next step is the final volume mesh deformation, where dif-
ferent tools [1, 2] may be involved. Fig. 4 gives examples of successful volume
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mesh deformation. In case of wing add-ons such as engine/pylons, FTFs etc., ap-
propriate section handling has to be applied within the WingDACC procedure,
i.e. all spanwise stations intersecting other parts than the wing itself should be
dropped.

In case of full CFD-CSM loop between TAU code and WingDACC tool, the
deformed meshes are subject to new flow solution, which then are subject to new
wing- and mesh deformation in return. The data flow is controlled by the script
Setup Taujob.py, where WingDACC is implemented as a pre-processing step to
the TAU code.

3 Results on Cruise Configuration

3.1 Near Design Point

In case of a clean wing body configuration in transonic flow regime, a complete
polar was computed for

• Rigid wing at 1g flight design shape and
• Flexible wing assumed as made from solid steel using WingDACC.

Fig. 5 summarizes the main results in comparison to available experiments in
ETW (Eurpean Transonic Windtunnel). The improvements of the polar itself as
well as the outboard pressure distributions becomes obvious in case of the flexible
wing. Residual convergence and accuracy of the coupled CFD-CSM process is
shown in Fig. 6. The process was stopped after 5 coupling steps, when the
resulting twist did not change any more, see the blow-up view in Fig. 6.

3.2 Off-Design

Flow at low Mach number was also tested in ETW, using the same model as for
the high-speed tests before. Computations of rigid and flexible wing in this far

Fig. 5. Results of coupled CFD-CSM on clean wing/body: Lift polar and pressure
distributions at various incidences
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Fig. 6. Results of coupled CFD-CSM on clean wing/body: Convergence

Fig. 7. Wing deformation at off-design conditions: Low Mach-number

off-design regime again show remarkable improvements in pressure distributions,
Fig. 7. During flexible wing computations, the CFD mesh deforms towards the jig
shape of the model (i.e. changing twist, see Fig. 7), since the loads at low Mach
number and low windtunnel pressure become small compared to the transonic
tests. In consequence, the computed solutions on the flexible wing approximate
the measurements within much better accuracy than the rigid computations
within the 1g flight design-shaped CFD mesh.

4 Results on High-Lift Configuration

In case of high-lift configurations, the WingDACC tool automatically recognizes
the additional elements of the wing and computes their additional aero-forces
from the BSURF sections. Again, it has to be taken care that the generated
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cuts do not intersect engines or pylons, since this would affect the computed
stiffnesses of the wing at these sections, see above.

4.1 Integrated Approach

The simplified “integrated approach” is defined as follows:

• Lift components of the additional elements apply on the main wing (bending
and torsion

• Wing and high-lift elements are assumed to be rigid sections
• Additional elements do not contribute stiffness to the whole configuration.

In terms of integrated approach, all mesh surface points are subject to deforma-
tion (twist and bend) as described before.

In Fig. 8, a typical low-speed surface deformation is presented. Again, the
colouring refers to the amount of deformation from the original grid.

Note that in these high-lift cases, the manufactured windtunnel models do not
offset from the designed wing shape. Here, a model made from solid aluminum
is assumed.

After successful choice and application of a suitable volume mesh deforma-
tion method [2], different incidences were computed and compared to their rigid
solutions. The flexible solutions typically converged within 4 CFD-CSM loops.
However, the solutions do not show major differences between rigid and flexible
calculations α = 15.18◦, see Figs. 10a,b.

Fig. 8. High-lift configuration: Rigid and deformed wing (integrated approach)
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4.2 Overlay Approach

In extension of the integrated approach to high-lift configurations, an overlay-
approach may apply where the high-lift elements undergo additional deformation
between their supporting stations. The deformation may apply normal to each
element after the complete structure has been deformed in the “integrated”
definition.

This approach will affect the sizes of gaps between elements and main wing
in a way that gaps between slat and wing are widened while gaps between flaps
and wing appear narrowed, see Fig. 9 showing the overlay part of deformation
identified by colour.

In order to get a first impression on the resulting effects on the flow, additional
assumptions were made — partly in contrast to the experiment in BLSWT
(Bremen Low-speed Windtunnel)

• High-lift elements were treated for reduced stiffness
• Additional slat-brackets of the experiment were omitted for the computa-

tions. Here, the slat is assumed to be supported only at its edges (Fig. 9).

Within Megadesign project, a very first solution is available. This solution just
includes a single step in CFD-CSM coupling, not yet a converged loop. However,
the flow reaction becomes obvious already:

1. From the skin-friction pattern in Fig. 10c, a more downstream separation
occurs on the outer flap. This may be caused by the narrowed gap which
stabilizes the boundary layer flow by increased tangential blowing.

2. From the pressure distributions in Fig. 11, comparing to the rigid solution
and the experiment,
• a decrease in accuracy is observed on the lower side of the slat,
• while increased accuracy is observed on the upper side of the flap.

Recalling the deviations between CFD and experiment, one might conclude that

Fig. 9. High-lift configuration: Deformed elements and supports (overlay approach)
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Fig. 10. Skin-friction pattern over high-lift configuration. Left: Rigid wing, Middle:
integrated approach, Right: Overlay approach.

Fig. 11. Pressure distributions over high-lift configuration. Dashed line: rigid wing,
solid line: fully flexible (overlay approach).
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• The slat in the experiment was kept much more rigid than assumed in CFD
— remember it was fixed by several brackets in between

• The flap might have been deformed in a similar way as had been assumed
here.

5 Future Extensions

Current and future extensions of the WingDACC tool mainly address the simu-
lation of a real wing, not a model wing anymore behaving like made from solid
material. Approaching this goal, two major extensions have to be introduced:

• Changes in stiffness computations by introducing the stiffness of the wing
box, formed by front- and rear-spar of predefined strength and an equivalent
skin thickness of the wing.

• The effect of gravity, acting on wing structure and fuel mass as well as on
engines — plus the effect of thrust as an additional torsion moment

At the time of writing, the introduction of gravity and thrust forces approaches
its final testing stage while the aforementioned wing box stiffness approximations
are planned for the next future.

6 Summary/Conclusions

It had been shown that introduction of model wing flexibility into aerodynamic
CFD prediction can significantly improve the results.

A simplified method of wing deformation had been described, which is based
on cantilever beam bending theory and solid material assumption (steel, alu-
minium). The method applies on a wide variety of configurations, i.e. from clean
wing/bodies up to complex high-lift configurations including engines etc. This
method was coupled to the DLR TAU code for full CFD-CSM interaction.

Applications of the coupled procedure addressed near- and off-design flow
regime of a wing/body model in ETW, where the results were improved signifi-
cantly compared with the rigid wing computations.

For a high-lift configuration, encouraging results were obtained in comparison
with experiments in BLSWT, where the overlay bending of the high-lift elements
was included.

The method used here, is able to produce very good results very quickly and
from a minimum amount of input — even for complex high-lift cases. This is
due to the simplified theory and the solid material assumption applied.
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Numerical Optimization requires a large amount of intermediate computations
for the design data sets suggested by any optimization strategy. The results of
these computations are necessary in order to find directions to the optimum.
Nevertheless, most results are useless from the quality standpoint of view. Thus,
it is desirable to avoid these, which would save a lot of time and money. It will
be shown that the application of Artificial Neural Networks can serve in this
sense and result in computational savings of about 77%. The problem in this
context, i.e. the choice of an appropriate network topology, is discussed and so-
lutions, resulting from extensive numerical investigations, are presented. Finally,
the application to a challenging multimodal optimization problem, which serves
as a surrogate for multidisciplinary optimization with comparable multimodal
solution spaces, demonstrates the power of this approach.

1 Introduction

Evolutionary Strategies and Genetic Algorithms are powerful tools for optimiz-
ing complex designs with highly multimodal solution spaces. However, there
exist two drawbacks limiting the practical application. The first one is the high
number of necessary objective function evaluations, which in practise means a
very high number of time consuming and costly simulations. The other one is
inherent to optimization. In order to find the way towards an optimal solution,
any optimization algorithm produces to some extend sets of design parameters
which yield most of the time inferior qualities. Nevertheless, these qualities need
to be assessed resp. evaluated, although it is a waste of time in some respect.
Therefore, it is in general desirable to avoid these calculations. The only way
to accomplish this is to have some kind of mechanism to forecast the quality of
solutions with less computational effort.

In any case, this requires an approximation of the solution space topography.
There exist three approaches for the approximation of the resulting solution
space topography:

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 181–190.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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1. Use of fast running, lower order simulation codes for the prediction
2. Interpolating algorithms (Response Surfaces)
3. Extrapolating algorithms (Artificial Neural Networks)

The first one suffers from the disadvantage that lower order codes may be un-
able to predict effects, which might be of interest. This limits the success of the
forecast significantly. On the other hand, interpolating approaches, like usual
response surface technologies based upon polynomials or splines, are quite weak
in case new regions of the solution space need to be investigated. Therefore,
extrapolating algorithms like Artificial Neural Networks (Artificial Neural Net-
work) offer in principle the possibility to explore these new regions more reliably
and are most promising.

2 Assessing the Optimization Problem

The application of any forecasting method means additional computational ef-
fort. Therefore, it is necessary to decide, whether it is worthwhile to do so.
There exist two things which need to be considered: the number of design pa-
rameters and the time for a single analysis. If both are high, the optimization
problem can be regarded as a difficult one, because it will take a lot of time.
The question left is, how to assess optimization tasks. For this purpose, the so
called “Toughness Factor” has proven to be a good indicator. It is calculated
by

T = 1 + ln(n · t) , (1)

where n denotes the number of design parameters and t the time for a sin-
gle evaluation in minutes. From experience one knows that for any design pa-
rameter at least 20 variations are necessary to reach an approximate optimal
solution. For evolution strategies this is about three to four times more. As-
suming 10 design parameters and a simulation time of one hour, this yields
eight days and eight hours of calculations. Even with this quite short calcu-
lation times and small number of design parameters the effort is significant.
For the toughness factor one calculates a value of T = 7.4. Also from expe-
rience one knows that optimization problems with a value of T ≤ 5 can be
considered as easily manageable. Thus, even this quite simple problem falls into
the region of difficult optimization tasks. In fact, if one plots the toughness
factor in dependence on the number of design parameters and the computa-
tion time, one notices that most of the tasks lie in the difficult area, Fig. 1.
It is obvious that there exists the necessity to avoid the calculation of de-
signs with inferior quality, at least in cases with “Toughness”-values above
five.
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Fig. 1. “Toughness” in dependence on the number of design parameters and calculation
time

3 Principles of Artifial Neural Networks

Artificial Neural Networks serve a wide range of applications. The most inter-
esting property is the capability of extrapolating dependencies in contrast to
interpolating methods like response surfaces. A Network of the so called feed-
forward type consists of layers, which themself consist of neurons. There exist
three types of layers: an input layer, an output layer and hidden layers in be-
tween. The neurons of two adjacent layers are connected to each other, Fig. 2.
This way, the neurons of a previous layer serve as input for the next layer,
which produces an output for each neuron based upon the input of previous
neurons. The connections are represented by weights, i.e. numbers describing
the strength of the connection. The neurons are characterized by a sigmoidal
function, e.g. g(x) = tanh(x), which is called the activation function. Assuming

Fig. 2. Topology of feedforward Artifial Neural Networks
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a connection Jij from the jth input neuron to the ith output neuron, the
weighted sum of all input signals is

si =
N∑

j=1

Jijξj , (2)

where ξij denotes the weight. This value is used to calculate an output Oi for
the neuron i by use of the activation function as follows:

Oi = g(si) = g

⎛⎝ N∑
j=1

Jijξj

⎞⎠ (3)

This output value is then again an input for neurons in subsequent layers. This
way, an Artificial Neural Network is feeded by the input layer, transforms these
inputs through the hidden layers and produces results at the output layer.

The determination of the interconnecting weights is called learning. During
the learning phase a Network is fed with a set of input values and the output
values are calculated. The difference of the calculated output and the known
output serves as an indicator for the quality or standard of knowledge. There
exist several possibilities of learning, while the so called backpropagation is the
standard one. In this case, the error, i.e. the difference of the outputs, is propa-
gated backwards through the Network and the weights are adjusted accordingly.
However, due to the fact that this is generally spoken more or less a gradient ap-
proach for the optimization of weights, it often gets stuck in local minima for the
weights. This becomes worse in cases of highly nonlinear practical problems [1,2].
Therefore, in this case an evolution strategy was chosen for the training phase
of the network to overcome these difficulties. This means an additional effort in
comparison to backpropagation, but has proven to be much more successful.

Although the underlying mathematics for Artificial Neural Networks are quite
simple, the possibilities for the topology in terms of the number of hidden layers
and the number of neurons per layer is infinite. On the other hand, the prediction
capabilities strongly depend on the topology of the Artificial Neural Network.
If the topology was chosen to be too simple, the network will be unable to
predict anything reasonable. If it has too many neurons, it will degenerate to
an interpolating method which only can predict coherences in between known
ranges. This awkward situation was the motivation for intensive investigations
within the MEGADESIGN project funded by the German Federal Ministry of
Economics and Technology.

4 Application to Optimization

With respect to optimization, the inputs are represented by the design variables
and the output is the objective function value. Initially, one needs some sets
of design variables with their corresponding objective function value. These are
used for the training of the Artificial Neural Network. Afterwards, the Artificial
Neural Network will be queried instead of doing real simulations. From time
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Fig. 3. Integration of Artificial Neural Network into the optimization loop

to time additional simulations resp. calculations of the solution space will be
carried out in order to intensify the shape of the approximated topography and
avoiding the Artificial Neural Network to get stuck in some region. The overall
process is shown in Fig. 3.

Additionally, to ensure always correct improvements in the objective function
value, everytime when an improvement is forecasted by the Artificial Neural
Network, this set of design variables is scheduled for calculation. Afterwards
the result will be added to the already available learning data sets and the
Artificial Neural Network is again trained with this enlarged amount of data.
This also yields an improvement of the topography approximation and therefore
in reliability of forecasts.

However, it is unknown how many interrogations and how many real calcu-
lations will produce the best result. It is only known that it strongly depends
on the number of design variables and the number of data sets per iteration
of an optimization method. For instance, evolution strategies allow for a larger
number of Artificial Neural Network queries, because they produce a lot more
data sets compared to e.g. a downhill simplex algorithm. To solve this problem
the only way is to do extensive numerical experiments.

5 Investigation of Suitable Artificial Neural Network
Topologies

In order to answer the main question of how an Artificial Neural Network should
be constructed, i.e. the number of hidden layers and the number of neurons per
layer, one needs some strategy for the investigation. One may asume that it would
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be advantageous to use as many layers and as many neurons as possible. This,
however, increases the computational effort for the training phase excessively,
because the interconnects between the neurons and thus the number of weights
increase exponentially. Also, if one decides to do so and limits the number of
neurons to the available computing power, it is not a good idea. Investigations of
Artificial Neurol Networks for decades point out that the network will over-adapt
to the solution space topography, leading to decreased extrapolation capabilities.

It may look self-evident to create data for some solution space topography
and to train several different networks with a subset of these data sets. After-
wards, the Artificial Neural Networks will be queried with the remaining data
sets and the output compared to the known result. This information can be used
to calculate an average and maximum error to decide, which topology performs
best. For example, assuming the three parameter NACA shape function for an
airfoil, it is possible to calculate a fully factorial exploration of the design space
and randomly extract 1% of data for the training. In this case, 907925 flow cal-
culations using a full potential code have been carried out. An overall number of
625 Artificial Neural Networks, having m = 1 to 25 neurons in one or two layers,
have been trained and investigated. The result was that, except for very simple
topologies with very few neurons, the approximation capability was almost the
same for each network. The best Artificial Neural Network had an average devi-
ation of 5% and had 14 neurons in the first and 25 neurons in the second hidden
layer. It is obvious that this topology seems to be best suited for this case. How-
ever, applying this to a real optimization case, i.e. letting it start untrained from
scratch and letting it learn during the course of optimization, yielded no good
results. The reason for this is the above mentioned over-adaption as well as the
disregard of the talent to adapt locally on the fly.

Therefore, the only way to gain some insight into the dependencies is to inte-
grate all Artificial Neural Networks into a real optimization loop with training
on the fly and see, how they perform in this circumstance. A lot of optimizations
are needed and have been carried out using the deterministic downhill simplex
algorithm with a lot of conceivable combinations of hidden layers and number
of neurons per layer for different numbers of input neurons, which represent the
design paramters. It was not assured, whether such an interdependence actually
exists. Fortunately, the result was a clear correlation between the number of
design parameters and the necessary topology of the Artificial Neural Network.
Figure 4 shows contour lines of the best objective value for the three parame-
ter NACA shape function found for various Artificial Neural Network topologies
in dependence on the number of neurons within the hidden layers. It becomes
obvious, that there actually exists a region or corridor for combinations of the
number of neurons which perform best. These Artificial Neural Networks yielded
approximately the same result as compared to an optimization without Artificial
Neural Networks.

It has been found that a certain ratio of neurons in dependence on the number
of design parameters in the first and second layer yields always best approxima-
tion and extrapolation results. Depending on these results a rule for the setup
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Fig. 4. Best objective function value found during optimization

Fig. 5. Comparison of forecasted and real objective function values

of appropriate Artificial Neural Networks for application to optimization has
been derived. This rule has been implemented into the SynapsPointer� Pro op-
timization framework, which now offers an easy to use and powerful tool. Test
were carried out on several cases and the result is a significant reduction of the
necessary real evaluations of the objective function, i.e. simulations, of about
two third, Fig. 5. This heaves the application of Numerical Optimization and
particularly Evolution Strategies to real world multidisciplinary problems to a
practical level, avoiding the waste of computational effort.
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6 Application to Real World Problems

In the following the result of a real world problem will demonstrate the advantage
of the proposed approach. It is the optimization of a 35% thick airfoil for a
wind energy turbine rotor. The goal was to find an airfoil that does not suffer
from excessive flow separartion while providing maximum lift-over-drag ratio and
maximum lift at this point. The objective function was created by avoiding a
weighted sum and using the Fuzzy Logic approach, which has been proven to be
very efficient and reliable [3,4,5,6]. The flow calculations for the airfoil polar were
carried out using the XFOIL code from Mark Drela [7], which needs only a few
minutes of computation time. The reason for this choice was only of experimental
character in order to have the opportunity to do a lot of calculations within the
available time. Of course, it could also be substituted by higher order codes. The
solution space topography of this problem is highly multimodal, i.e. very many
local minima, which makes it quite difficult to find the global optimum.

The applied optimization algorithm was a simulated annealing code, while
the airfoil shape was generated by the SynapsAirfoil code, which is based upon
conformal mapping with five design parameters. This normally requires about
100 flow calculations in order to find a near optimal solution. Several runs, due
to the inherent randomness, without the Artificial Neural Network using the
standard simulated annealing algorithm yielded a best result of about 119 for the
L/D-ratio. The best solution was found after 38 of 101 calculations, while after

Number of calculations

Number of calculations

Fig. 6. Comparison of necessary calculations with and without Artificial Neural
Network
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about 50 flow simulations no improvement occurs, Fig. 6. Other runs resulted in
inferior performance due to the mentioned randomness. In contrast, applying the
automated Artificial Neural Network to this problem resulted in a best solution
of 111 for the L/D-ratio after 16 of 23 real simulations, which is quite similar
with respect to the quality. Keeping in mind that in this case randomness also
matters in several ways, i.e. within the simulated annealing code and for the
training using evolution strategies, the difference is of minor importance. The
resulting airfoils are quite similar, Fig. 7.

Depending on the basis of comparison, i.e. the number of calculations, the
savings in computational time are at least about 58% if one takes the number of
the best iteration (16 compared to 38). However, in practice one does not know
when the best calculation will happen, particularly in the case of stochastic
methods. In these cases the above mentioned 101 calculations need to be carried
out to be more or less sure that it could have been found. In that case the savings
are 77% (23 compared to 101 calculations), which means a great advantage. The
calculation time for the training of the Artificial Neural Network lays in the
range of minutes while the evaluation of the Artificial Neural Network for a
specific data set is negligible, which means the real savings in time for a usual
simulation code are in the same range as the savings of data sets.

Altogether it can be stated that the application of Artificial Neural Networks
for the forecast of potentially good solutions seems to be efficient. The fact that in
this highly multimodal and thus complicated case the result of the run without
Artificial Neural Network has not completely been reached does not imply a

Fig. 7. Comparison of best airfoil shapes
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weakness. As mentioned, stochastic effects play a major role compared to the
forecasting capability.

7 Summary

It has been shown that the application of Artificial Neural Networks for the fore-
cast of potentially good solutions is promising and successful. Associated prob-
lems like the choice of the Artificial Neural Network topology were solved by
extensive investigations of a large number of possible Artificial Neural Networks
within an optimization loop. The results were used to implement this approach
into the well known SynapsPointer� Pro optimization framework, which pro-
vides users easy-to-use Artificial Neural Networks for time savings. The applica-
tion to a real world aerodynamic optimization problem served as an example for
the reliability of this solution, yielding savings in computational effort between
58% to 77%.
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modeFRONTIER c©, a Framework for the
Optimization of Military Aircraft Configurations
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Summary. Design optimization is a process aimed at selecting the best design, re-
ferred as objective function, satisfying certain requirements, called constraints, by mod-
ifying the input variables or design parameters. modeFRONTIER is a software that
allows to use data coming from many different sources to evaluate several designs and,
through the use of an optimization algorithm, can change the input parameters in order
to find a configuration that performs better than the others. The preferred methodol-
ogy to carry out the optimization is usually the use of numerical analysis, instead of
experimental or analytical analysis, because it combines good accuracy of the predicted
solution with fewer time and resources needed for the investigation.

1 Description of modeFRONTIER Capabilities

The design and simulation process can be a rather complex flow of actions to be
controlled in an orderly way. modeFRONTIER provides an environment which
allows the proper set-up and control of the complete process including the provi-
sions necessary to call appropriate optimization tools. Figure 1 gives an idea of
the systems principles. On the horizontal path the data flow of an optimization
is sketched. It corresponds to the complete way of a full simulation including pre
and post-processing. Input parameters can be of various types, like geometrical
entities, design point parameters, etc. After the simulation (where the horizon-
tal path meets the vertical one), the outputs serve to compute objectives and
constraints of the optimization.

The vertical path shows the optimizer logic. The Design Of Experiments
(DOE) presents a first layout of designs, for which the input parameters of
the data path are already specified. Those parameters start, in the examples
later explained, some configuration shape e.g. via CAD, which then is subject
to meshing, subsequent simulation and analyses.

The objectives and constraints evaluated from the simulation outputs together
with the method of optimization chosen (scheduler) determines the search of the
next design or family of designs by monitoring the development of the design
objective(s).

modeFRONTIER comes with a variety of built-in tools and it can be used,
apart from the optimization itself, also for other purposes. For example it is

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 191–205.
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Fig. 1. Data and logic path in the modeFRONTIER control and optimization
environment

simply and straightforward to set up a DOE analysis, which is an evaluation of
predefined designs, without the goal of optimizing them, but only trying to get
more information of the space of variables, e.g. like the polar curve of an airfoil.

Another feature of modeFRONTIER is the availability of a set of Response
Surface Methodologies (RSM). They range from K-nearest to Artificial Gaussian
Process, from Kriging to Gaussian Process and are needed to extrapolate the
distribution of the variables in the whole space, providing just a limited set of
designs. They are particularly important when the simulation analysis is time-
consuming, because it is possible to obtain an extrapolated value for some design
points; therefore it is possible to skip the simulation of those points.

For complex optimization with several objectives, it is also providing a Multi-
Criteria Decision Making tool (MCDM) which, on the base of some preferences
expressed by the user, is able to assign a ranking to the different solutions found
during the optimization process, helping the designer to choose among them.

modeFRONTIER is also suited for robust optimization, i.e. it is able to pro-
vide an optimized solution which is poorly affected by the perturbation of input
parameters, which can be the case if e.g. the velocity or the angle of attack
slightly varies.

Figure 2 illustrates the conceptual optimization process of a modern aircraft,
including several disciplines. Through the use of modeFRONTIER it is possible
to control each of the different tools needed for such an optimization.

An optimization environment such as modeFRONTIER provides the link for
all of the steps of the optimization process: design, simulation and analysis of the
results, as described in Figure 3. It controls the overall strategies, the selection of
CAD-models, the demands on the meshing resolution, starts the flow simulations,
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Fig. 2. Design cycle process of a modern aircraft

Fig. 3. modeFRONTIER linking with the simulation tools
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analyses the results and determines the objectives, possibly with a multidisci-
plinary connection by weight estimations or by structural sizing through FEM.
Depending on the optimization procedure selected, modeFRONTIER then de-
termines the next design which have to be analysed by redefining its parameters.
Simultaneously it includes design constraints and limits.

There exist several optimization algorithms with different characteristics.
They range from deterministic methods, based on gradients, quadratic approx-
imation or logical search moves to evolutionary algorithms, which are mainly
divided in genetic algorithms and evolution strategies. The main parameters
which drive the designer’s choice about the methodology to use are the presence
of one or more objective functions, the typology of variables (continuous, discrete
or category variables) and the time available for the whole optimization design
process. This last parameter is a function of number of variables and objectives
and of simulation time of a single configuration.

2 Single and Multi-objective Strategies

Generally speaking, optimization can be either single-objective or multiobjective.
An attempt to optimize a design or system where there is only one objective
usually entails the use of gradient methods where the algorithms search for either
the minimum or maximum of an objective function, depending on the goal. One
way of handling multiobjective optimization is to incorporate all the objectives
(suitably weighted) in a single function, thereby reducing the problem again to
a single objective one. This technique has the disadvantage, however, that these
weights must be provided a priori, which can influence the solution to a large
degree. Moreover, if the goals are very different in substance it can be difficult,
or even meaningless, to try to produce a single all-inclusive objective function.

True multi-objective optimization techniques overcome these problems by
keeping the objectives separate during the optimization process. It should be
kept in mind that in cases with opposing objectives (an example would be to
try to minimize a beam’s weight, and also its deformation under load) there will
frequently be no single optimum, since any solution will be a compromise. The
role of the optimization algorithm is then to identify the solutions which lie on
the trade-off curve, known as the Pareto Frontier.

These solutions all have the characteristic that none of the objectives can be
improved without prejudicing another.

3 Design of Experiments

Design Of Experiments (DOE) techniques are needed to explore the design space
and they can give information to be used in two different ways:

• they can be directly used to sample the variables space and obtain informa-
tion about the variables themselves, i.e. if there are any useful correlations
among them or if there are any variable which can be discarded, etc.
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• they can be used to provide the optimization algorithm with a suitable initial
set of designs.

Among the large set of different DOE techniques, Sobol (pseudo-random)
methodology was used in order to provide a good set of initial designs for the ge-
netic algorithm, because other techniques, such as Factorial DOEs, Latin square,
etc. need usually several designs to correctly define a problem with a great num-
ber of variables. Mostly that number of designs is too big to be used as an initial
population. These statistical DOEs were therefore only used during an initial
phase of the design process, in which only the designs in the DOE are evaluated
and there is no further optimization. Therefore the total number of DOE designs
in this phase has not to be limited.

4 Multi Objective Genetic Algorithm

The Multi Objective Genetic Algorithm (MOGA) carries out the optimization
as the evolutionary process of the living beings. Each individual is represented
by a binary string and a fitness value is assigned to it. The fitness is a score that
indicates the ranking position of the design compared to the other solutions with
respect to the objectives [1].

Some operators are used to define the genetic process by modifying the vari-
ables values of the individuals and therefore by creating a new generation:

• The cross-over operator is the genetic recombination of two individuals
to create two new solutions that will obtain some bits from one parent
and the rest from the other one. The software implements a directional

cross-over an improvement of the classical method that creates new designs
assuming that a direction of improvement can be detected by comparing the
fitness values of two reference individuals and it gives more efficiency to the
algorithm.

• The selection operator allows some designs to survive to the next gener-
ation; the possibility for each design of being selected is correlated with its
fitness value, i.e. a good solution has more probability to survive than a bad
one. To avoid premature convergence of the method a sharing methodology

is applied to the selection operator: if a design has a great possibility of being
selected, because it has a good fitness value, the solutions close to it will have
a poor possibility of being selected.

• The mutation operator randomly changes some bits of some individuals in
order to increase the possibility of covering all the designs space.

• The elitism operator preserves the best design for each objective to the
next generation. The proprietary version of the elitism operator used in this
MOGA algorithm enables a smart multisearch elitism. This new elitism oper-
ator is able to preserve some excellent solutions without bringing premature
convergence to local optimal fronts, a drawback of former versions of the
elitism operator.
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The main characteristic of the genetic algorithm is its robustness, intended as
a not premature convergence, if compared to other optimization methodologies.
On the other hand the accuracy and the converge speed are worse than what
other schedulers are able to do.

5 Simplex

As explained in [2], if n is the number of degrees of freedom of the model, its in-
put variables, the simplex is a polyhedron with n+1 vertices in a n-dimensional
space, thus in two dimensions it is a triangle, in three dimension is a tetrahedron,
and so forth. The aim of this methodology is to move the simplex geometrical fig-
ure into the neighbourhood of an optimum by replacing its vertices. The simplex
methodology compares the values of the objective function at the n+1 vertices
and then it moves this polyhedron gradually toward the optimum point during
the iterative process. For each iteration of the algorithm, it attempts to replace
simplex vertices with poor fitness values with vertices whose fitness values are
better. The movement of the simplex is given by three operations: reflection,
expansion and contraction as illustrated in Fig. 4.

In the reflection movement the point pre-
senting the worst objective function is re-
flected with respect to the other points. The
idea is that if the function is sufficiently
smooth and it does not present steep val-
leys, repetitive reflections lead to the opti-
mum. In the sketch besides the worst vertex
A of the simplex ABC is reflected obtaining
a new simplex CBD.

Original simplex in a 2 dimen-
sional space (ABC) with re-
flected point (D).

If the reflection movement produces a point
which fitness value is better than all the
other points, it can be expected that mov-
ing toward that direction even better values
can arise. This operation, exemplified in the
sketch besides is called the expansion of
the simplex.

Expansion of the reflected ver-
tex D to E.

If the reflection process results in a point
with a fitness value that is worse than all
the other vertices except the starting point
(in the example Figure, this happens when
D is better than A but worse than B and
C), a contraction of the simplex is carried
out by changing the new point with a point
closer to the old one. Contraction of reflected vertex

D to E.

Fig. 4. Simplex methodology search strategies
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Therefore the methodology is to find a new point of the simplex and to replace
the old point with the new one (reflection) and, depending on the quality of the
new reflected point, another move can be done by expansion or contraction. The
procedure is repeated until the planned total number of iterations is reached or
the convergence is found. The latter case is obtained when the geometric distance
of the moved points found is less than a fixed tolerance.

The simplex methodology is a mono-objective optimization scheduler, so it
is not able to tackle complex problems with more than one objective. Also the
robustness is not at the same level of the genetic algorithm but it is fairly better
than that of a gradient based algorithm.

The advantage of the simplex methodology compared to the genetic algorithm
is the convergence speed of the solution, therefore it is possible to think about it
as a good compromise between classical gradient based methods and evolutionary
strategies.

6 Gradient Based Algorithm, SQP

Sequential Quadratic Programming methods are, among gradient based metho-
dologies, one of the most powerful nonlinear programming algorithms we know
today for solving differentiable nonlinear programming problems [3]. The search
direction is found by solving a quadratic programming sub-problem given by
a quadratic objective function and linear constraints. The objective function
is augmented using Lagrange multipliers and an exterior penalty so that the
resulting one dimensional search is unconstrained.

The optimization software used is able to accept gradients calculated from
external programs, like simulation software which uses the adjoint methods to
calculate the sensitivities. Of course the software can as well schedule the simula-
tions in order to calculate the gradients by finite differences, by simply perturb-
ing the variables for which no sensitivity information is provided and simulating
the new configurations. With this methodology it is possible to calculate the
gradient through central or forward differences. Gradient based algorithms are
among the fastest optimization methodologies, but the optimum found by them
is always a local one. Therefore, in order to have chances of finding a non-local
optimum, either the variables space is smooth or it is advisable to start several
optimizations from different initial points.

7 Multi Objective Game Theory

The Multi Objective Game Theory (MOGT) methodology is based on the com-
petitive game theory proposed by John Nash [4]. The objectives and the variables
of the optimization problem are decomposed among the players that, through
the application of a defined number of Simplex iterations, try to optimize their
own objective function, influencing each other by the sharing of the best vari-
ables obtained after each step of the game as explained in [5]. The number of
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Fig. 5. Logic of the MOGT algorithm

players equals the number of objectives. It is to be underlined that this op-
timization scheduler combines the fast convergence speed of Simplex with the
multi-objective strategy, introduced by Nash’s competitive game theory.

In a competitive game, the players act following different objectives. For ex-
ample, in a two-objective optimization, player A have to choose his strategies in
order to minimize his function fA, while player B have to minimize the function
fB, see Figure 5, taken from [6]. In other words, each player is forced to opti-
mize his variables following his objective, but it is constrained by the value of
the variables that have been found at the end of each step by the other players,
and that become fixed during his search. The aim of a competitive game is to
find a Nash equilibrium point which in [7] is defined in mathematical terms as
(xast, yast) ∈ A × B if and only if:{

fA(xast, yast) = infx∈A fA(x, yast)
fB(xast, yast) = infy∈B fB(x∗, y).

Of course, as generally both the functions depend on the two domains, the
strategies of one player influences the choices of the other one: the two play-
ers act simultaneously until an equilibrium is found: in that case, each player
has minimized his own function with a common pair of strategies. The initial
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decomposition of variables and objectives is random but, in the following steps,
it is changed accordingly to statistical analysis: using it and in particular the
t-Student coefficient it is possible to decide, at the end of each player step (that
is after a certain number of Simplex iterations), if a variable is statistically sig-
nificant for the player to which it was assigned or not and, in the latter case, i.e.
if the significance percentage is lower than an assigned threshold, the variable
is given to another player in the following step. In other words, the significance
percentage expresses the probability that a variation of the objective function
is really produced by a variation of the variables belonging to the same player
instead of an effect of the statistical variance around the mean value of the
objective function.

8 Example: modeFRONTIER Optimization with Genetic
Algorithm

To check on the set up time of an optimization process which was defined as
the major milestone M1 in the Megadesign project, a rather simple wing was
optimized for maximum lift / drag ratio. Flight conditions were chosen to be at
Mach = 0.85, α = 1◦. The wing area was to be kept constant and the pitching
moment was forced to stay negative. The sweep was allowed to vary in between
+- 60◦, while the half span was to be found in between 0.75 and 1.127 m with
a taper ratio to be among 0.2 and 0.8. The aspect ratio was unlimited.

The results are subject to constraints. Here the MOGA evolutionary optimiza-
tion tool was chosen which after analysis of the results provides the variables for
a new design. The set up of a first generation is assisted by an automatic tool
(DOE) to provide a set of initial designs. All constraints on objectives and/or
parameters can be handled in a GUI supported interactive way, which makes the

Fig. 6. Pareto front of lift and drag for the wing design example
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Fig. 7. Wing design examples coming from the optimization

system rather user-friendly. Assuming the CAD-model and the solution process
are well tested the complete cycle can be set up in short time depending on the
complexity of the task. The case given was set up in 25 minutes and achieves
the targeted aim for the Megadesign milestone M1.

The overall result of all wing designs can be seen in Figure 6 while Figure 7
shows some typical results from different locations of the pareto-front of the
optimization. By and large the results show the typical effects of wing sweep.
Example A is a rather effective lift-producer, while its drag is high due to the
transonic shock configuration also depicted in the lower pictures in Figure 7.
Result B shows very much reduced shock systems due to its much higher sweep
which is reflected in a much lower drag. The excessive sweep of C causes both
the lift and drag drop to lower values. This purely academic result would be
penalized if weight constraints would be applied.

9 Example: modeFRONTIER Optimization through
Adjoint RANS-Methodology

The implementation of the continuous adjoint gradient based optimization
method (Figure 8) was first tested with 2-D airfoil examples for which the
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Fig. 8. Scheme to evaluate sensitivities via the adjoint method

optimum solution is known. At Mach = 2.0 the relative mix of three profiles was
selected with 2 independent and one dependent parameter.

The local shape was determined via a weighted function as y(x) =
∑3

j=1 cjyj(x)
with

∑3
j=1 cj = 1 where yj describes a basic airfoil – here out of NACA0006,

NACA0010-64, NACA0010-66, while cj is the weighting factor defining their
relative contribution to the final profile.

At supersonic speeds the airfoil thickness is the primary factor for the drag.
Therefore at the end of the optimization the weighing factor of profile NACA0006
must be equal to one (and the other to zero), as this the minimum drag design.
Since the problem is dominated by compressibility effects the optimization was
performed on the basis of the Euler-equations.

Different optimization methods were tested in which the NLPQLP-method
(version of the sequential quadratic programming method) proved to be the
most efficient one. As to be expected from a gradient based method the conver-
gence was very dependent on the starting conditions. In Figure 9 two different
optimizations convergence are plotted, one of which was started at a weighing
parameter for profile NACA0006 of 0.9, the other with 0.3 only.

To check on the effect of constraints and the efficiency on typical airfoil pa-
rameters an airfoil was optimized for a Mach = 1.2, α = 1◦ (Figure 10). As
before a 2-D structured mesh was used to ensure the same mesh-topology for
the baseline and perturbed geometries.

Figure 11 shows the drag development and the simultaneous history of the
constraint lift and pitching moment. The pitching moment CM had an upper
and lower bound to enforce an airfoil with a small pitching moment. Examples
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Fig. 9. Convergence of adjoint optimizations

Fig. 10. Adjoint airfoil optimization for minimum drag at Mach = 1.2, α = 1◦, airfoil
parameters and modeFrontier process

of pressure distributions show the rearward cambering effects to control the
pitching moment.

The application of the adjoint approach to RANS-solutions requires the so
called discontinuous adjoint method as implemented into the TAU code [8]. The
evaluation of the aspect ratio sensitivities of a simple wing (Figure 12) was tested
and compared with the results of a discrete evaluation. For the basic wing with
an aspect ratio of 2.0 and the RAE-2822 airfoil the flow condition Mach = 0.5,
α = 2◦ was chosen. At constant lift the drag should be reduced by an increase
in aspect ratio to 2.275.
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Fig. 11. Adjoint airfoil optimization for minimum drag at Mach = 1.2, α = 1◦, drag
objective, lift and pitching moment constraints and pressure distributions for selected
designs

Fig. 12. Wings used to test the evaluation of aspect ratio sensitivities via an adjoint
method



204 L. Nardin et al.

Fig. 13. Comparison of adjoint gradient and discrete aspect ratio sensitivity

All sensitivities which are formed under constant lift conditions and/or may
affect lift distributions have to account for the aerodynamic down-wash induction
via the equation highlighted in Figure 13 and derived below. Here the basic
sensitivities of drag, e.g. with the parameter aspect-ratio has to include the
corresponding lift sensitivities. The latter being adjusted by the sensitivities
due to the angle of attack required to correct for constant lift as shown in the
following equations.

In Figure 13 the comparison of the discrete and adjoint sensitivities at constant
lift conditions underlines that the adjoint method performs very well. Only very
crude meshes impair the evaluation For example in the case of blunt/coarse
geometry-mesh: in this example the flow is not resolved properly and the
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simulation produces wrong results, which is also shown in the absolutely wrong
drag/aspect-ratio sensitivity of both the discrete and adjoint evaluation.

It can be concluded that the adjoint gradient method is very reliable and will
reduce optimization efforts with many parameters considerably. Lift dependent
effects have account for wake induced interferences by the adjustment described
above. The integration of the discontinuous RANS method is almost identical
with the continuous one and can be rated as assured.

10 Conclusions

modeFRONTIER, a framework for the scheduling, optimization and analysis of
results has been presented. Several features of the software have been introduced
and the attention has been focused on the main aspects of the optimization. The
most important optimization algorithms have been explained, together with their
pros and cons.

Through the analysis of two optimizations of military aircraft configurations
also an idea of the practical use of modeFRONTIER has been given. Two very
different optimizations have been presented: one using the genetic algorithm and
a multiobjective strategy and another one with a gradient based algorithm which
use the sensitivities provided by an adjoint simulation code.
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1 Introduction

The flow simulation tools in aerodynamics have reached a level of sophistication
such that realistic flow simulations can be done in a reasonable computational
time. Hence, the use of computational fluid dynamics (CFD) in the aerodynamic
research as well as in the industry increases. When already using simulation tools,
a natural extension is also to apply numerical shape optimization methods in
the design process of an aircraft. With gradient free optimization methods, hun-
dreds or even thousands of flow simulations are required during the optimization
process. Even though the simulation tools are well developed and fast, this is
still numerically very costly.

Our aim is to develop a gradient based optimization method, which allows the
forward and the adjoint equation to be solved inexactly during the optimization.
The algorithmic paradigm is derived from the reduced SQP methods. One can
also view such a strategy as a simultaneous solution of the equations involved,
hence the notation one-shot approach, i.e solve the equations (necessary opti-
mality conditions) simultaneously. The aim is to reduce the overall cost of the
optimization to just a few flow simulations.

When solving the forward and the adjoint equation inexactly within a reduced
SQP-type optimization method, an important issue is the approximation of the
reduced Hessian. A further step is – like in partially reduced SQP methods – to
handle additional state constraints.

The idea of solving the necessary optimality conditions for problems without
additional state constraints was already used by Ta’asan in a pseudo-time em-
bedding in [24], where only the forward and the adjoint equations were solved
inexactly. Batterman and Heinkenschloss [1] use an one-shot kind method based
on trust-region techniques for similar problems. Müller et al. [21] uses a pseudo-
time embedded one-shot method which can be seen as a variant of the inexact
Newton method since the adjoint and the forward equations are solved more
exactly when the iterates come closer to the solution. Andreas Griewank [13]
proposed a one-shot optimization method, which he calls a piggy-back method.
Since the piggy-back optimization is based on the automatic differentiation, the
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gradient information available is used only in the next iteration, whereas we
want to use the available information as soon as possible – resulting in a dif-
ferent kind of iteration. Regarding linear-quadratic problems (linear objective
function and quadratic constraints), related preconditioners for Krylov methods
are proposed by Biros and Ghattas in [4,5,6] and Battermann and Sachs in [2,3].
For linear-quadratic problems, our method results in the construction of a good
preconditioner for the linear system of the necessary optimality conditions, too.
The difference is that Biros and Ghattas as well as Battermann and Sachs con-
sider a preconditioner for a Krylov-type iterative solver and the convergence is
proved by considering the eigenvalues of the preconditioned system. We want to
solve the linear system with a defect correcting type iteration which means that
we consider a different type of iteration.

A very important issue is to extend the method to include additional state
constraints as it is necessary for realistic optimization problems. So far, no
theoretical considerations of inclusion of the additional state constraints in
aerodynamic shape optimization have been made in the literature.

This article is structured as follows. In Sect. 2, the one-shot method for linear-
quadratic problems is developed and its convergence is proved. Firstly, we con-
sider a linear-quadratic optimization problem with a quadratic objective function
and reducable linear constraints. The linear system resulting from the necessary
optimality conditions is solved by a defect correcting iteration. For this iteration,
a preconditioner based on reduced SQP methods is considered. The difference to
standard reduced SQP methods is that the forward and the adjoint matrices are
inexact. In this case, also the reduced Hessian has to be the consistent reduced
Hessian, according to the approximations of the forward and the adjoint matri-
ces. The convergence of the iteration is proven and also upper bounds for the
convergence rate are given. Following that, we consider again a linear-quadratic
optimization problem, now containing additional state constraints which cannot
be reduced. For the resulting linear system, again a preconditioner for a defect
correcting iteration is constructed based on partially reduced SQP methods.
Again, the forward and the adjoint matrices are only approximations. Then, ad-
ditionally to the consistent reduced Hessian, also the consistent reduced gradient
of the additional state constraints is part of the preconditioner. The convergence
of the method is proven and also upper bounds for the linear convergence rate
are given. Eventually, generalizations of this additionally constrained method are
given to include cross-terms and several (not only one) additional constraints.

Section 3 deals with the generalization of the developed methods to non-linear
optimization problems. First, the unconstrained version of the method is gener-
alized. Aerodynamic optimization without additional state constraints can lead
to physically not meaningful results. Hence, the next step is to generalize the
additionally constrained version of the one-shot method to non-linear optimiza-
tion problems with additional state constraints. However, one has to modify the
developed method at first to be able to generalize it such that the non-linear
version of the method can be performed using existing adjoint solvers. We will
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also show how the original and the modified methods are connected and that
they converge to the same limit.

The developed one-shot optimization method is eventually applied to aerody-
namic shape optimization problems in Sect. 4. We present 2D results for transonic
wing optimization with FLOWer and for optimizing a three-element high-lift con-
figuration with TAU. Further applications of the algorithms, also in 3D cases, can
be looked up in [14, 15].

2 One-Shot Method for Linear-Quadratic Problems

2.1 Approximate Reduced SQP Preconditioner for a Defect
Correcting Iteration

We consider the following linear-quadratic optimization problem (QP):

min
u,q

1
2
uTHuu +

1
2
qTHqq + fT

u u + fT
q q (1)

subject to Cuu + Cqq + c = 0 . (2)

u ∈ Rnu represents the state variable, and q ∈ Rnq represents the design variable
(parameters) of the optimization problem. Furthermore, Hu ∈ Rnu×nu and Hq ∈
Rnq×nq are assumed to be symmetric, fu ∈ Rnu , fq ∈ Rnq , Cu ∈ Rnu×nu and
Cq ∈ Rnq×nu . Cu is assumed to be invertible. In aerodynamical context, the cost
function of this QP may represent a quadratic approximation of an aerodynamic
coefficient, e.g. CD. The constraint (2) represents the linearized flow equations.
Since the matrix Cu is invertible, the nullspace of (2) can be expressed explicitly.
This results in an unconstrained optimization problem. Furthermore constraints
on the state variables u are not posed – hence, the problem (1),(2) is referred to
as an unconstrained problem.

The solution of the (QP) is given by the solution of the linear system:⎡⎣Hu 0 CT
u

0 Hq CT
q

Cu Cq 0

⎤⎦⎛⎝u
q
λ

⎞⎠ = −

⎛⎝fu

fq

c

⎞⎠ ,

where λ is the Lagrange multiplier. For the solution of the above linear system
we want to use a defect correcting-type iteration, with a preconditioner based
on the ideas of reduced SQP methods (rSQP) (see e.g. [22, 23])

⎛⎝uk+1

qk+1

λk+1

⎞⎠ =

⎛⎝uk

qk

λk

⎞⎠−

⎡⎣ 0 0 Aa

0 B CT
q

Af Cq 0

⎤⎦−1⎛⎝⎡⎣Hu 0 CT
u

0 Hq CT
q

Cu Cq 0

⎤⎦⎛⎝uk

qk

λk

⎞⎠+

⎛⎝fu

fq

c

⎞⎠⎞⎠ . (3)

When looking at the preconditioner, it strikes out that in contrast to tradi-
tional rSQP methods as in [23], there appear the matrices Aa instead of CT

u

and Af instead of Cu in the preconditioner. Aa and Af are supposed to be just
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approximations of the matrices CT
u and Cu respectively. Hence, the resulting pre-

conditioner will be denoted as approximate reduced SQP preconditioner. Note
also that we do not require AT

a = Af . This assumption is important especially
with regard to aerodynamic applications to come. Af can be interpreted as a
linearization of the flow equations, Aa as a linearization of the adjoint equations.

Furthermore, in classical rSQP methods, B is an approximation of the reduced
Hessian of the Lagrangian, which for the problem (1),(2) is given by

S = Hq + CT
q C−T

u HuC−1
u Cq ,

and which we assume to be positive definite in order to obtain a well posed
problem. It should be also noted that the reduced Hessian S can be interpreted
as the Schur complement of the KKT-matrix in (3) with respect to the variables
u and λ. However, since Cu and CT

u are approximated by Af and Aa respectively,
one can consider the reduced Hessian consistent with the choice of Af and Aa

as approximations to Cu and CT
u in the form

SA = Hq + CT
q A−1

a HuA−1
f Cq . (4)

This “reduced Hessian” will be referred to as consistent reduced Hessian. Com-
pared to the classical reduced Hessian S, SA is a projection of the Hessian of
the Lagrangian to a different subspace. Refer for details to [11, 19]. Here, only
the main results are presented.

Theorem 2.1 Define the numerical spectral norms

rf
A :=

∥∥∥I − A−1
f Cu

∥∥∥
2
, ra

A :=
∥∥I − A−1

a CT
u

∥∥
2
, rS :=

∥∥I − B−1SA

∥∥
2
.

There is an η < 1, such that the iteration (3) converges, provided.

max{rf
A, ra

A, rS} < η .

In the case that Aa = AT
f =: A and additionally Cu symmetric and one uses the

following spectral norm ∥∥∥∥∥∥
⎛⎝u

q
λ

⎞⎠∥∥∥∥∥∥
r

=

∥∥∥∥∥∥
⎛⎝A1/2uA−1/2

B1/2qB−1/2

A1/2λA−1/2

⎞⎠∥∥∥∥∥∥
2

the formulation of the theorem 2.1 can be refined:

Theorem 2.2 Let Aa = Af = A and ‖.‖ := ‖.‖r, and define


A := 

(
I − A−1Cu

)
, 
S := 


(
I − B−1SA

)
.

There is an η < 1, such that the iteration (3) converges, provided
max{
A, 
S} < η .
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The important conclusion is that B should approximate the consistent reduced
Hessian SA. This fact was already observed in practical examples in [12] and
was verified once again at numerical examples in [19].

The developed convergence theory can be easily generalized to the case of
non-zero cross-terms, i.e. for the objective function of the form:

min
u,q

1
2
(
uTHuu + uTHuqq + qTHquu + qTHqq

)
+ fT

u u + fT
q q.

The consistent reduced Hessian for this case is then

SA = Hq − HquA−1
f Cq − CT

q A−1
a Huq + CT

q A−1
a HuA−1

f Cq,

see [11, 19] for details. Using the Lagrangian

L(u, q, λ) =
1
2
(
uTHuu + uTHuqq + qTHquu + qTHqq

)
+ fT

u u + fT
q q

+ λT(Cuu + Cqq + c).

Iteration (3) can now be rewritten in a more compact form as

λk+1 = λk − A−1
a ∇uL(uk, qk, λk) , (5)

qk+1 = qk − B−1∇qL(uk, qk, λk+1) , (6)

uk+1 = uk − A−1
f ∇λL(uk, qk+1, λk+1) . (7)

Note the early usage of information as soon as it is available (e.g. λk+1 is used
to compute qk+1). This resembles the Gauss–Seidel iteration for linear systems.
The piggy-back method by Andreas Griewank [13] uses the gained information
only in the next step thus resembling the Jacobian iteration for linear systems.

The next important step is to extend the method to be able to handle
addtional state constraints.

2.2 Approximate prSQP Preconditioner for a Defect Correcting
Iteration

Here, we want to add to the optimization problem (1)-(2) a further constraint
which at first should be a linear scalar one:

�T
u u + �T

q q + � = 0

with �u ∈ Rnu and �q ∈ Rnq representing an additional state constraint. We
want to use the same technique as above and solve the resulting linear system
by a defect correcting iteration using an appropriate preconditioner. Now, the
preconditioner is based on the ideas of the partially reduced SQP methods (see
e.g. [23]). The iteration considered is
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⎛⎜⎜⎝
uk+1

qk+1

µk+1

λk+1
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qk

µk

λk

⎞⎟⎟⎠ −

⎡⎢⎢⎣
0 0 0 Aa

0 B γA CT
q

0 γa
A 0 0

Af Cq 0 0

⎤⎥⎥⎦
−1⎛⎜⎜⎝

⎡⎢⎢⎣
Hu 0 �u CT

u

0 Hq �q CT
q

�Tu �Tq 0 0
Cu Cq 0 0

⎤⎥⎥⎦
⎛⎜⎜⎝

uk

qk

µk

λk

⎞⎟⎟⎠ +

⎛⎜⎜⎝
fu

fq

�
c

⎞⎟⎟⎠
⎞⎟⎟⎠ , (8)

where the preconditioner will be referred to as approximate partially reduced SQP
preconditioner. Same notations as in (3) are used with additionally γ ∈ Rnq

and γa ∈ R1×nq . In the same manner as the consistent reduced Hessian was
introduced, one can also define the consistent reduced gradient of the additional
constriant (see [11] for details):

gA := �q − CT
q A−1

a �u and ga
A := �T

q − �T
u A−1

f Cq .

We assume further that

ng := −ga
AB−1gA �= 0 .

One obtains similar convergence results as above ( [11]):

Theorem 2.3 Define the numerical spectral norms

rf
A :=

∥∥∥I − A−1
f Cu

∥∥∥
2
, ra

A :=
∥∥I − A−1

a CT
u

∥∥
2
, rS :=

∥∥I − B−1SA

∥∥
2
.

There is an η < 1, such that the iteration (8) converges, provided

max{rf
A, ra

A, rS} < η . (9)

Theorem 2.4 Suppose that Af = AT
a = A, Cx and B all symmetric and positive

definite. Define


A := 
(I − A−1Cx) , 
S := 
(I − B−1SA) .

There is an η < 1, such that the iteration (8) converges, if max{
A, 
S} < η .

Just as before, we want to generalize the developed iteration: First, to include the
cross-terms in the objective function and second to allow for multiple additional
constraints:

min
u,q

1
2
(
uTHuu + uTHuqq + qTHquu + qTHqq

)
+ fT

u u + fT
q q

subject to Cuu + Cqq + c = 0 ,

LT
u u + LT

q q + l = 0

with Lu ∈ Rnu×n� , Lq ∈ Rnq×n� and l ∈ Rn� , n� being the number of addi-
tional constraints. Instead of the (consistent) reduced gradient of the additional
constraints one has now the (consistent) reduced Jacobian of the additional
constraints (the matrix which columns are consistent reduced gradients of the
repective additional constraints):

GT = LT
q − LT

u C−1
u Cq ∈ Rnq×n�

and correspondingly
Ga

A = LT
q − LT

u A−1
f Cq .
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Theorem 2.5 The result of theorems 2.3 is also valid for the case of n� addi-
tional constraints, and non-zero crossterms, provided that additionally Ga

AS−1
A GA,

Ga
AB−1GA are invertible.

To be able to generalize the iteration for non-linear problems, we again make
use of the Lagrangian

L(u, q, λ, µ) =
1
2
(
uTHuu + uTHuqq + qTHquu + qTHqq

)
+ fT

u u + fT
q q

+ λT(Cuu + Cqq + c) + µT(LT
u u + LT

q q + l) .

The above iteration can be viewed as (refer to [11] for details) Compute the
update in the Lagrange variable λ:

λk+1 = λk − A−1
a ∇uL(uk, qk, λk, µk) . (10)

Then, the updates for the variables q and µ are computed from the following
linear system [

B ΓA

Γ a
A 0

](
∆q
∆µ

)
=
(
−∇qL(uk, qk, λk+1, µk)
−∇µL(uk, qk, λk+1, µk)

)
(11)

and setting qk+1 = qk + ∆q, µk+1 = µk + ∆µ. Notice that here λk+1 is already
used in the right-hand side, i.e., like in the unconstrained case, the information
is used as soon as it is available.

Eventually, the update in u is computed by

uk+1 = uk − A−1
f ∇λL(uk, qk+1, λk+1, µk+1) (12)

again using the available information immediately.

3 Generalization to Non-linear Problems

We now turn to general nonlinear problems of the form

min f(u, q)
subject to c(u, q) = 0

(13)

with invertible Jacobian Cu := ∂c
∂u . First, no additional state constraints are

considered and we want to generalize the iteration (5)-(7), refer to [11] for
details.

Considering (5) in non-linear context it can be interpreted as obtaining the
new adjont variable by inexact solution of the adjoint equation, starting in the
current adjoint variable. If an iterative solver for the adjoint equation is available,
that means, that the new adjoint variable is obtained by starting in the current
adjoint variable and performing several, say na steps of the iterative ajoint solver.
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Algorithm 1. One-Shot method for unconstrained shape optimization
1: k ← 0, Start with initial guess u0, q0, λ0

2: repeat
3: Starting in λk, perform na steps in the adjoint solver → λk+1

4: Compute the reduced gradient γk:

γk := ∇qf(uk, qk) + CT
q (uk, qk) · λk+1

5: Approximate the consistent reduced Hessian → Bk

6: qk+1 ← qk − τkB−1
k γk, τk ∈ (0, 1] step length

7: Compute the according geometry and adjust the computational mesh
8: Starting in uk, perform nf steps in the forward solver → uk+1

9: until “convergence”

The update of the design variable as in (6) is interpreted in the following way:
Using currently available (inexact) adjoint variable, compute the consistent re-
duced gradient γk

d of the objective function. Approximate the consistent reduced
Hessian by Bk and compute the update of the design variables by solving the
linear system

Bk∆q = −γk
d ,

and set qk+1 = qk + τk∆q , where τk is the step length.
The state equation (7) is interpreted in a very similar way as the adjoint

equation, i.e., as performing several, say nf steps of the iterative forward solver,
starting in the current state variable.

These steps result in the unconstrained version of the one-shot algorithm,
presented in algorithm 1. However, the unconstrained formulation of the aero-
dynamic shape optimization problem can lead to solutions which are physically
not meaningful, see [11]. Hence, it is important to have the possibility to include
additional state constraints in the shape optimization problem. This leads us to
the iteration (10)-(12) which means that we extend the nonlinear optimization
problem (13) by an additional scalar (but nonlinear) constraint

�(u, q) = 0 .

When generalizing the iteration analogously to the unconstrained case, one un-
fourtunately obtains an iteration which cannot be performed in practice due
to the adjoint equation which cannot be solved by an existing adjoint solver,
see [11]. Hence, we have to modify the iteration first to be able to generalize it
in the way that it can be solved by existing solvers. The adjoint solvers are such
that the right-hand side is the derivative of CD, CL or CM with respect to u.
We assume that the adjoint equation with the right-hand side ∇u� can be solved
(think of the additional constraint �(u, q) as a restriction of the lift coefficient
CL). The idea is to solve (inexactly) the adjoint equation with ∇uf as the right-
hand side – the corresponding adjont variable is say σd – and then the adjoint
equation with ∇u� as right-hand side – with the corresponding adjoint σ�. Com-
bining both adjoint variables σd and σ� one obtains an artificial adjoint variable
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wich corresponds to the adjoint varable λ in the defect-correcting iteration (10),
and one can show that they converge to the same limit, see [11].

All this is summarized in the following algorithm.

Algorithm 2. One-shot method for state constrained shape optimization
1: Initialization: k ← 0, Start with initial guess u0, q0, σ0

d, σ0
�

2: repeat
3: Starting in σk

d , perform na steps in the adjoint solver (∇uf as r.h.s.) → σk+1
d

4: Starting in σk
� , perform na steps in the adjoint solver (∇u� as r.h.s.) → σk+1

�

5: Compute the reduced gradients:

γk+1
d = ∇qf(uk, qk) + CT

q (uk, qk) · σk+1
d

γk+1
� = ∇q�(u

k, qk) + CT
q (uk, qk) · σk+1

�

6: Approximate the consistent reduced Hessian of the Lagrangian → Bk

7: Compute µk+1 =
�−(γk+1

�
)TB−1

k
γk+1
d

(γk+1
�

)TB−1
k

γk+1
�

8: qk+1 = qk − τkB−1
k γk+1

d − B−1
k γk+1

� µk+1, τk ∈ (0, 1] damping factor.
9: Compute the corresponding geometry and adjust the computational mesh.

10: Starting in uk, perform nf steps in the forward solver → uk+1

11: until “convergence”

4 Numerical Applications

4.1 RAE2822 Airfoil in Transonic Euler-Flow with FLOWer

Here, we optimize the RAE2822 airfoil in Euler-flow at transonic flight
conditions:

Ma∞ = 0.73, α = 2◦.

The objective function is the drag coefficient CD. Additional (scalar) restriction
is that the initial lift coefficient shall be preserved. We treat this constraint
explicitly by means of the constrained one-shot method and not by adjusting
the angle of attack.

The airfoil is decomposed into thickness and camber distribution. Then, only
the camber of the airfoil is parameterized by 21 Hicks–Henne functions, see [9,17].
The thickness is not changed guaranteeing that the thickness of the airfoil will
not change during the optimization process, and hence the optimization will not
result in a flat airfoil.

The flow region is discretized by a 133 × 33 C-type grid.The structured flow
solver FLOWer provided by DLR in forward and adjoint mode will be used to
solve the state and the adjoint equations. Both, the forward and the adjoint
solvers are used with the multi-grid option with three multi-grid levels.

After each update of the design variables, also the grid has to be moved. For
the structured grid, the so called “grid-moving technique” based on Reuther’s
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Fig. 1. Distribution of the pressure coefficient over the initial and optimized airfoils
(left) and the shape of the initial and optimized airfoils (right)

approach [20] is used, see e.g. [9, 16]. The computation of the reduced gradients
for Euler-flow based on such grid-moving strategy can be found in [9].

The reduced Hessian B of the Lagrangian is approximated by limited-memory
BFGS updates. We use three stages for the L-BFGS updates, i.e. the update is
computed based on the gradient information from the three preceding steps.

The optimization is stopped, when the ∞-norm of the reduced gradient of the
Lagrangian

γk
L := γk

d + µkγk
� ,

based on the consistent reduced gradients of the objective function and of the
additional constraint is small, i.e.∥∥γk

L
∥∥
∞ < ε .

We choose ε = 5×10−3. For the step length selection, we use a simplistic strategy,
τk ≡ 0.8, i.e. a constant step length.

The optimization stops after 320 optimization iterations with the values

CD = 37.2 × 10−4 CL = 0.8261 ,

whereas the initial values are

CD = 86.88× 10−4 CL = 0.8263

see also Fig. 1. The total numerical cost of the optimization equals to less than
8 flow simulations, see [11] for details.

4.2 High-Lift Configuration with TAU

Within the EUROLIFT II project [25], the problem of optimizing the shape of
the flap device of a three-element airfoil at take-off conditions is formulated,
see also [7,8]. For this high-lift configuration, the flow considered is the Navier–
Stokes flow, the flow conditions are:
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Ma∞ = 0.17146 , Re = 14.7 × 106, α = 9.6◦,

Again, the cost function is the drag coefficient and we formulate the additional
constraint of constant lift explicitly.

Only the shape and the position of the flap device are free for optimization.
Neither other parts of the airfoil nor the angle of attack are allowed to be changed
by the optimization. The flap is parameterized by 10 design variables, see [7,
11] for details. Several issues arise here. Firstly, one needs to scale the design
variables and secondly also box-constriants on the design variables have to be
formulated for geometrical reasons on one hand and in order to be able preserve
the topology of the mesh when building new mesh for the changed airfoil on the
other hand.

Here, the unstructured flow solver TAU provided by DLR is used. The adjoint
solver is only used as a direct solver, i.e. the adjoint equations are always solved
“exactly”. The computational space is discretized by an unstructred mesh con-
sisting of about 90 000 points. As an implementational issue, the problem arises
that one has to recompute the mesh each time the geometry (design variables)
is changed. Also, the mesh sensitivity has to be computed by finite differences
which is numerically enormously, cf. [11].

In [7] the same optimization problem is considered. However, there, the con-
straint of constant lift is enforced by adjusting the angle of attack. We treat the
constraint explicitly and hence, first implement the linearized gradient projec-
tion method (LPG) as presented in [10] or in [11] as a black-box method to be
able to compare the one-shot optimization with a black-box optimization.

Within the LGP method, all equations are solved “exactly”. The state equa-
tion is solved by an iterative time-integration method until a steady state is
reached. Here, we perform 7000 iterations in the forward equation at each opti-
mization step, so that the residual of the forward equation is always less than
10−6. We stop the optimization when the update ∆q of the design variables
yields

‖∆q‖2
2 ≤ 10−3.

and we use a constant step length τk ≡ 0.5. It takes 21 optimization iterations
of LGP method to converge. The total wallclock run-time of this optimization
on a Linux PC, Intel 4 with 3 GHz and 2GB ROM, is about 27 hours. The main
numerical cost stems from the “exact” solution of the state equation, which takes
approximately one hour in each optimization iteration.

The first variant of the one-shot optimization can be designated as one-shot
linearized gradient projection (OS-LGP). The idea is to perform the LGP op-
timization just as above, however, now not solving the state equation exactly,
but only performing several, nf , steps in the iterative time-integrator of the for-
ward equation. This OS-LGP method can be viewed also as a “usual” one-shot
method. The update of the design variables computed in that way corresponds
to the one-shot method and L-BFGS updates for the reduced Hessian with triv-
ial history choice m = 0. Compared to the LGP method, we reduce the damping
factor to τk ≡ 0.1 due to the inexactness of the forward solution. Furthermore,
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we choose nf = 100, i.e. we perform 100 (time) steps in the forward solver at
each optimization iteration (LGP method: 7000 steps).

In this way, computation of the (inexact) solution of the state equation takes
less than one minute and so it is not the driving cost of the optimization pro-
cess any more. Now, the computation of the mesh sensitivities by finite dif-
ferences and the direct solution of the adjoint equations carry the most weight.
Hence, we parallelize the computation of the mesh derivatives. Also, both adjoint
equations are solved simultaneously. That means, that more resources (10 com-
puter/processors) are now needed for the computation. The process stops after
103 optimization iterations. The wallclock run-time of the OS-LGP optimization
is (only) 9 hours (However, 10 computers are needed. Without parallelization,
the OS-LGP optimization takes 20 hours, which is still an improvement com-
pared to 27 hours needed by LGP method).

The next logical step is to perform “proper” one-shot optimization, using L-
BFGS updates for the reduced Hessian approximation, now with m > 0. We
choose m = 3. Furthermore, we use more information to build up the reduced
Hessian and solve the state equation less exactly. Now we perform 20 iterations
within the state solver at each optimization iteration, i.e. nf = 20. All other
parameters remain unchanged.

In this case, the optimization needs only 33 iterations to converge. The run-
time is 4.5 hours. The solution obtained, however, differs from the one obtained
by both LGP and OS-LGP methods. The values of the drag and of the lift
coefficients are:

Initial: CD = 811.3 × 10−4 CL = 2.7300

Optimized LGP and OS-LGP: CD = 741.5 × 10−4 CL = 2.7291

Optimized one-shot L-BFGS: CD = 743.1 × 10−4 CL = 2.7256

There is again a negligible drop in the lift coefficient and a slightly worse reduc-
tion of the drag coefficient. Although the values of the aerodynamic coefficients
are similar, the corresponding geometries differ distinctly as one can see from
Fig. 2, showing the airfoils and Cp distribution of all optimization results.

The apparent explanation is that using L-BFGS updates for reduced Hessian
approximation leads to a different local minimum as when using LGP-kind of
design update. It is well known that gradient-based optimization “only” finds
a local solution, and changing the way of the reduced Hessian approximation
can apparently lead to another local solution. Aerodynamically, both obtained
solutions are comparable since the drag and the lift values are similar. For a
“unique” solution, further constraints have to be formulated.

One can also overcome the problem of the computation of the mesh sensitivi-
ties by finite differences, see [11]. Even when using finite differences one can use
the matrix of the mesh derivatives constant over several optimization iterations.
Even when computing the matrix only once and then using it through the whole
optimization thus making the computation of the mesh sensitivities during the
optimization obsolete delivers acceptable results, see [11]. In this case, the whole
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Fig. 2. Comparison of different solutions: LGP, one-shot LGP and one-shot method
with L-BFGS-updates for reduced Hessian. The airfoil and the distribution of the
pressure coefficient Cp over the airfoil (left) and zoom to the flap (right).

optimization runs on one PC (no parallelization is needed) with a wall clock
time of about 4 hours.
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1 Introduction

This chapter addresses the efficient computation of accurate sensitivity informa-
tion in the aerodynamic design process. Mathematically, this sensitivity informa-
tion is expressed by a derivative of a function that is defined via the numerical
model of the aerodynamic system. This function links a number of independent
variables to relevant target quantities such as lift, drag, or pitching moment.
Figure 1 illustrates such a function definition via the process chain for a wing
simulation. Independent parameters are the coordinates of the wing contours
(see, e.g., [56]). In an automated design procedure, the space of wing coordi-
nates can then be searched for a point that yields the optimum of the target
quantity. The sensitivity of the target quantity with respect to the wing coordi-
nates enables the use of powerful gradient algorithms for optimisation.

Fig. 1. Aerodynamic design chain. Oval boxes denote data and rectangular boxes
numerical operations.

For extracting such sensitivity information there are two major approaches.
The first approach, often referred to as continuous approach, applies perturba-
tion theory [38] to the equations underlying the numerical model. This results
in linearised equations, which are discretised and then numerically integrated by
the so-called tangent code. The computational cost of running the tangent code is
roughly proportional to the number of independent variables. For most problems
this number is much larger than that of the target quantities. For computation-
ally demanding numerical models, sensitivity computation is then only feasible
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by means of adjoint code. In the continuous approach, adjoint code numerically
integrates the discretisation of the adjoint version of the linearised model equa-
tions [39]. Lacking adjoint code, the inverse problem can only be tackled by
reducing the complexity of the numerical model or the number of independent
variables. The reduction of the design space is typically achieved via a parametri-
sation of the contour with only a few parameters. This would extend the chain
of figure 1 by prepending the parametrisation, and the parameters would take
the role of the independent variables and span the reduced design space. This
regularisation of the inverse problem will typically yield a suboptimal solution,
as the solution is to some degree prescribed by the parametrisation [37, 55].

The alternative route to sensitivity information applies Automatic Differen-
tiation (AD, [27]). directly to the code of the original model: To generate the
derivative code (tangent or adjoint code), the model code is decomposed into
elementary functions (such as +,−, sin(·)), which (more or less) correspond to
the individual statements in the code. These elementary functions are differen-
tiated; this derivative is called local Jacobian. According to the chain rule, the
product of the local Jacobians yields the derivative of the composite function. As
opposed to derivative approximation by finite differences (also known as numer-
ical differentiation), AD provides sensitivity information that is accurate within
round-off error.

Like the continuous approach, AD can construct both tangent and adjoint
codes. The tangent code uses the order in which the original model code evaluates
the statements to evaluate the product of their local Jacobians. The adjoint code
performs this evaluation in reverse order. In AD terminology, the tangent code
operates in forward mode, and the adjoint code operates in reverse mode. Similar
to the finite difference approximation, the computational resources needed in
forward mode increase with the number of independent variables. In reverse
mode, they are roughly proportional to the number of target quantities, but
virtually independent of the number of independent variables.

The continuous approach involves the choice of a discretisation scheme for the
adjoint equations. Typically it is not trivial to identify the scheme that yields,
on the discretised level, the adjoint of the tangent. Any other scheme risks to
produce sensitivity information that is inconsistent with the original code. This is
of particular concern [50], when the adjoint sensitivity is used by an optimisation
algorithm together with the target quantities provided by the original code.

AD can be carried out by an AD tool (for an overview see http://
www.autodiff.org), but it is also common to apply the basic principles of deriva-
tive code construction [19,52] by hand (see, e.g., [26,58,61]). The present paper
describes AD of two Fortran codes that cover the design chain in figure 1: the
DLR’s RANS solver FLOWer [44], including a number of turbulence models,
and the RWTH’s flow grid deformator MUGRIDO [7, 33, 45]. For a number
of CFD codes in Fortran, tangent (e.g. [5, 8, 9, 16, 35]) adjoint (e.g. [43]) and
Hessian (e.g. [53]) codes have been generated by the AD tool ADIFOR [6],
and adjoint codes (e.g. [31, 41]) by the AD tool Odyssée [46] and its successor
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TAPENADE [30]. Cusdin and Müller [13] compare the performance of tangent
and adjoint versions simple CFD codes that can be handled by three AD tools.

For the present application we use the commercial AD tool Transformation
of Algorithms in Fortran (TAF [19]). TAF and its predecessor TAMC generated
tangent, adjoint, and Hessian codes, for a long list of applications (over 150
papers), primarily for large codes from Earth Sciences (up to 300,000 lines of
Fortran excluding comments). For the feasibility of most of these applications,
flexibility and computational efficiency of the derivative code are crucial and
were, thus, in the focus of TAF development. Applications to CFD codes started
this decade and include design of aircraft [54], turbo machinery [29], or cabin
ventilation [42] as well as aeroacoustics [12]. Industrial CFD applications encom-
pass design of race cars and aircraft. Generation of efficient second derivative
code [20] for an airfoil configuration has been demonstrated by [24].

Use of an AD tool such as TAF is also favourable regarding the maintenance of
the derivative code for models that are under development. Once the model code
is TAF-compliant, the maintenance of the derivative code can be automated: At
least after small changes of the model, the corresponding adjoint, tangent, and
Hessian code can generally be updated automatically. TAF-compliance means
that the derivative code is both correct and efficient as generated by TAF without
any user intervention after the generation process. The effort of achieving this
compliance typically pays off rapidly via the automated derivative code mainte-
nance. For examples of this new concept that uses TAF as integrated component
of the modelling system see [1, 28, 36, 42].

The remainder of this chapter is arranged as follows. Section 2 introduces the
AD tool TAF and is followed by the descriptions of the AD process for FLOWer
in section 3 and for MUGRIDO in section 4. Finally, section 5 draws conclusions.

2 TAF

TransformationofAlgorithms in Fortran (TAF, [19]) is an AD tool for programmes
written in Fortran 77-95. TAF operates as a source-to-source transformation tool.
That is, from a given Fortran programme that evaluates a function, TAF generates
a second Fortran programme that evaluates the function’s derivative (gradient or
Jacobian). TAFgenerates both forward and reversemode derivative codes, i.e. tan-
gent and adjoint models. In each mode, TAF can generate code to evaluate Jaco-
bian times vector products or the full Jacobian. Second order derivative (Hessian)
code is generated by invoking TAF twice. Typically, the most efficient strategy of
obtaining second derivative information for a scalar-valued target quantity is the
so-called forward over reverse mode of AD: TAF is invoked to generate the ad-
joint code, which afterwards is resubmitted to TAF to be differentiated in forward
mode [20]. TAF is accessed via a secure shell connection to the FastOpt servers.

Another TAF feature [23] is Automatic Sparsity Detection (ASD), i.e. efficient
determination of the sparsity structure of the Jacobian. This sparsity informa-
tion can be important, because the Jacobian’s sparsity pattern can be exploited
to render the evaluation of the Jacobian more efficient (see, e.g., [36] for an
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application). In a CFD context ASD is of particular interest for evaluation of
the sparse Jacobian representing the linearisation of a single solver iteration [14].

Recent TAF enhancements include basic support of parallel programming,
namely the Message Passing Interface (MPI) and OpenMP (see [25,32] for large-
scale applications) as well as a mode for generation of a divided adjoint, which
allows interruption and restart of the adjoint model run (see [32] for details).

TAF performs an analysis of the data flow in the code to be differentiated,
which determines the active/passive variables. Active variables [4, 19] are all
variables that depend on the independent variables and have influence on the
target quantities. All non-active variables are called passive variables. Derivative
information needs only be propagated and stored for active variables.

Required variables are all variables whose values are needed to evaluate the
local Jacobian. For example, in integrations of non-linear systems the trajectory
is part of the required variables. Their values can be provided by recomputation
or by storing them on disk or in memory in an initial integration and reading
them in the course of the adjoint integration. Most efficient adjoint code uses a
combination of both [19,21]. By default TAF inserts recomputations; automatic
generation of a store/read scheme is triggered by TAF store directives. TAF can
also generate a so-called checkpointing scheme [27] for particularly efficient use
of disk/memory at the cost of an additional model integration.

For converging iterations, Christianson [10,11] suggests an efficient alternative
adjoint (based on the implicit function theorem), which only uses the required
values from the last iteration and, thus, compared to the general adjoint consid-
erably reduces the resources required for storing/recomputing. TAF implements
automatic generation of the Christianson scheme, triggered by a TAF loop di-
rective [24]. This is another feature of high interest in aerodynamic simulations,
as these often address steady problems.

In case there are pieces of source code missing (black box routines), e.g. li-
brary routines, the user can provide the relevant data flow information via TAF
flow directives [22, 24]. TAF flow directives are also applied to include avail-
able derivative code into TAF-generated code, which is useful, e.g., in case of
self-adjoint routines, as demonstrated by [25, 34].

3 Automatic Differentiation of FLOWer

FLOWer is a Reynolds-averaged Navier-Stokes (RANS) solver [44] developed
and maintained by DLR and used by its scientific and industrial partners. Ex-
cluding comments, the FLOWer code comprises over 100,000 lines of Fortran
77 (see Tab. 1) and can be run in a large variety of configurations [2], with a
suite of algebraic, one-, and two-equation turbulence models [15]. For an Euler
configuration, an adjoint version derived via the continuous approach [17] was
available to the project. The initial strategy was to couple TAF-generated ad-
joint turbulence code with the continuous adjoint of the FLOWer core. In the
course of the project, however, it turned out to be favourable to apply TAF to
the entire FLOWer code.
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Table 1. Performance of FLOWer’s derivative code

Component # of code lines memory CPU rel. accuracy

Primal 166,000 1 1
TLM 268,000 ≈ 2 ≈ 3 ≈ 10−8

ADM steady 310,000 2–3 6–10 ≈ 10−5

ADM general 310,000 variable <10 ≈ 10−8

When rendering the FLOWer code TAF-compliant, we met a number of chal-
lenges. One is the use of large super-arrays for an implementation of (pseudo)
dynamic memory management, a typical feature of legacy codes designed in the
pre-Fortran-90 period. Another challenge is the implementation of an error-exit
procedure via goto statements in every routine, which considerably complicates
the programme’s control flow structure. For the adjoint, an efficient store/read
scheme has been devised. From the TAF-compliant solver code, a tangent and
two adjoint versions were generated. The tangent code is mainly an intermediate
result and is used for verification of the two adjoints. The first adjoint version
(general adjoint) uses a flexible checkpointing scheme (see section 2) that stores
required values on disk and in memory. It provides the exact gradient for steady
and unsteady computations. The second version of the adjoint (steady adjoint)
assumes convergence of the solver to a steady flow (see section 2) and stores this
flow in memory. As an example of TAF-generated code, the Appendix shows the
adjoint of FLOWer’s LEA k-ω routine [47].

The generated code has been verified for a 2d test configuration simulating
the turbulent flow around a NACA 12 airfoil with 2000 iterations on a single
fine grid. We evaluate the derivative of lift with respect to angle of attack.
Figure 2 shows the relative difference of the general adjoint to the finite difference
approximations for a range of finite difference intervals. Since we are running
the evaluation in double precision with about 16 significant digits, a relative
accuracy of the best finite difference approximation in the order of 10−8 is all
we can expect. Lower accuracies usually indicate errors in the derivative code.
The inaccuracy of the steady adjoint (see Tab. 1) is probably due to insufficient
convergence of the primal integration. The relative difference between tangent
and standard adjoint is in the order of 10−12.

Tab. 1 lists the performances of the tangent and both adjoint versions for the
test configuration with k-ω turbulence scheme [59, 60]. Owing to the flexibility
of the checkpointing scheme (see section 2) the memory requirement for the
general adjoint is variable. The CPU time is listed in multiples of primal solver
integrations, and refers to the evaluation of the target function plus its derivative.
For the adjoints this derivative refers to the full gradient, and for the tangent
this refers to a directional derivative. CPU times vary with platform, compiler,
and compiler options.
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Fig. 2. Comparison of the derivative evaluated by the adjoint to finite difference
approximations for a range of finite difference intervals

In addition to the Euler configuration, We have verified the derivative for the
following five turbulence models:

• Baldwin and Lomax [3]
• Wilcox k-ω [59, 60]
• LLR k-ω [48]
• SST k-ω [40]
• LEA k-ω [47]

Curiously, for the one equation model of Spallart and Allmaras [51] the generated
adjoint code produced a wrong gradient. We did not look into details but expect
the problem is not too hard to identify and correct.

As an example of an adjoint sensitivity evaluation, figure 3 displays the sen-
sitivity of lift with respect to angle of attack over the number of iterations in
the adjoint solver. The computation uses the turbulence formulation according
to Wilcox [59, 60].
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Fig. 3. Sensitivities of lift with respect to angle of attack computed by the adjoint of
FLOWer with Wilcox [59,60] turbulence formulation

4 Automatic Differentiation of MUGRIDO

The Multiblock Grid Deformation Tool (MUGRIDO, [7, 33, 45]), was developed
at RWTH Aachen. It can handle block-structured grid topologies, especially those
used by FLOWer, and thus is well-suited for the design chain depicted in figure 1.
MUGRIDO generates a fictitious beam framework by modelling block boundaries
of the flow grid and a given percentage of additional grid lines as massless Timo-
shenko beams. After applying the Finite Element method the resulting linear sys-
tem of equations is solved using the SPARSKIT utility for sparse matrices [49].
The right hand side to this system is supplied by deflections of the wetted surface
relative to the undeformed grid. A well-shaped flow grid is finally reconstructed
from the deformed beam framework by transfinite interpolation. MUGRIDO is
written entirely in Fortran 77, and its coding concept is similar to FLOWer’s, with
the same super-array stucture for pseudo dynamic memory managment.

To demonstrate the applicability of TAF to a grid deformation tool, we ren-
dered MUGRIDO TAF-compliant and generated its tangent in a fully automated
procedure. For more efficient use of the tangent in the design chain, in addi-
tion to the standard (scalar) tangent, we also provided a vector mode version
of the tangent, which simultaneously evaluates multiple directional derivatives.
Tab. 2 lists the performance for the scalar tangent and the vector tangent for



228 R. Giering et al.

Table 2. Performance of FLOWer’s derivative code

Component # of code lines memory CPU rel. accuracy

Primal 25,000 1.0 1.0
TLM scalar 42,800 2.1 1.0 ≈ 10−9

TLM 5 columns 43,400 3.4 1.2 ≈ 10−9

TLM 10 columns 43,400 5.8 1.5 ≈ 10−9

TLM 15 columns 43,400 8.3 2.2 ≈ 10−9

different numbers of directional derivatives. The CPU time refers to evaluation
of the function plus the derivative. Increasing the number of directional deriva-
tives does only marginally increase the CPU time. The agreement with the best
finite difference approximation (last column) is excellent.

5 Conclusions

We demonstrated the feasibility of adjoint code generation for the CFD code
FLOWer including a number of advanced turbulence models. The adjoint has
been generated in two forms, one for steady simulations and a general one, which
is suitable, e.g., for time-dependent simulations. The generated code is ready for
applications, without any posterior modifications. The TAF-compliant FLOWer
version is an excellent basis for further development of FLOWer, minimising the
effort for updating the adjoint. The generated adjoint is efficient both in terms
of memory usage and CPU time.

We also generated tangent code of the grid deformation tool MUGRIDO.
The tangent is available in two forms, a scalar version for evaluation of a single
directional derivate and a vector version for evaluation of multiple directional
derivatives. The derivative code is highly efficient.

Many of the TAF algorithms can be ported without or with little modification
to other programming languages. TAC++ [57] is the equivalent to TAF for
differentiation of codes written in C(++). For a routine in the simplified Euler
version of the DLR’s RANS solver TAU [18], the tool generates highly efficient
adjoint code in a fully automated procedure [57].

Appendix: Adjoint Code Example

Below we show the adjoint of LEA k-ω model [47], as an example of adjoint
code generated by TAF. The declaration block, comment and blank lines are
removed, to save space. Adjoint variables are denoted by the suffix ad. The
adjoint subroutine takes the sensitivity of fmuet (held in fmuet ad) with respect
to the target variable (e.g. lift) as input and propagates it back to the sensitivities
of r (held in r ad) and shearvar) (held in shearvar ad with respect to the target
variable. Note the recomputations before the nested loop and at the beginning
of its kernel. For details in the generated code consult [19].



Automatic Differentiation of FLOWer and MUGRIDO 229

subroutine turb26_ad( r, r_ad, swshear, shearvar, shearvar_ad,
$fmuet_ad )

... (declarations, comments removed)
help_h = epsma*1.e+8
if (help_h .lt. 9.9999999999999e-31) then
tolepsma = 9.9999999999999e-31

else
tolepsma = help_h

endif
twothird = 2./3.
fothird = 4./3.
cmu = 0.09
c3 = 1.25
c4 = 0.45
do k = k2, 2, -1
do j = j2, 2, -1

do i = i2, 2, -1
rho = r(i,j,k,1)
help_j = r(i,j,k,it1)/rho
if (help_j .ge. 0) then

help_i = help_j
else

help_i = -help_j
endif
ka = help_i+tolepsma
help_l = r(i,j,k,it2)/rho
if (help_l .ge. 0) then

help_k = help_l
else

help_k = -help_l
endif
om = help_k+tolepsma
s = shearvar(i,j,k,1)/cmu/om
st = shearvar(i,j,k,2)/cmu/om
help_m = 1.5*st**1.7/(17.1+1.875*st**1.7)
if (0.4 .lt. help_m) then

c2 = help_m
else

c2 = 0.4
endif
arg1 = sqrt(0.8*s*s+0.2*st*st)
arg2 = st*st/4.6225
if (arg2 .lt. 1000.) then

fact1 = 1.+0.95*(1.-tanh(arg2))
else

fact1 = 1.+0.95
endif
gr = 1./(1.6*fact1+st*st/(4.+1.83*arg1))
beta1 = (fothird-c2)*gr*0.5
beta2 = (2.-c4)*gr*0.5
beta3 = (2.-c3)*gr
xi2 = 0.5*beta2*beta2*s*s
eta2 = 0.125*beta3*beta3*st*st
cmust = beta1/(1.-twothird*eta2+2.*xi2)
if (0.12 .gt. cmust) then

help_n = cmust
else

help_n = 0.12
endif
if (0.04 .lt. help_n) then

cmust = help_n
else

cmust = 0.04
endif
cmust_ad = cmust_ad+fmuet_ad(i,j,k)*(rho*ka/om/cmu)
ka_ad = ka_ad+fmuet_ad(i,j,k)*(rho*cmust/om/cmu)
om_ad = om_ad-fmuet_ad(i,j,k)*(rho*ka*cmust/(om*om)/cmu)
rho_ad = rho_ad+fmuet_ad(i,j,k)*(ka*cmust/om/cmu)
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fmuet_ad(i,j,k) = 0.
if (0.04 .lt. help_n) then

help_n_ad = help_n_ad+cmust_ad
cmust_ad = 0.

else
cmust_ad = 0.

endif
cmust = beta1/(1.-twothird*eta2+2.*xi2)
if (0.12 .gt. cmust) then

cmust_ad = cmust_ad+help_n_ad
help_n_ad = 0.

else
help_n_ad = 0.

endif
beta1_ad = beta1_ad+cmust_ad/(1.-twothird*eta2+2.*xi2)
eta2_ad = eta2_ad+cmust_ad*(beta1*twothird/((1.-twothird*

$eta2+2.*xi2)*(1.-twothird*eta2+2.*xi2)))
xi2_ad = xi2_ad-cmust_ad*(2*beta1/((1.-twothird*eta2+2.*xi2)

$*(1.-twothird*eta2+2.*xi2)))
cmust_ad = 0.
beta3_ad = beta3_ad+0.25*eta2_ad*beta3*st*st
st_ad = st_ad+0.25*eta2_ad*beta3*beta3*st
eta2_ad = 0.
beta2_ad = beta2_ad+xi2_ad*beta2*s*s
s_ad = s_ad+xi2_ad*beta2*beta2*s
xi2_ad = 0.
gr_ad = gr_ad+beta3_ad*(2.-c3)
beta3_ad = 0.
gr_ad = gr_ad+0.5*beta2_ad*(2.-c4)
beta2_ad = 0.
c2_ad = c2_ad-0.5*beta1_ad*gr
gr_ad = gr_ad+0.5*beta1_ad*(fothird-c2)
beta1_ad = 0.
arg1_ad = arg1_ad+gr_ad*(1.*(1.83*st*st/((4.+1.83*arg1)*(4.+

$1.83*arg1)))/((1.6*fact1+st*st/(4.+1.83*arg1))*(1.6*fact1+st*st/(
$4.+1.83*arg1))))

fact1_ad = fact1_ad-gr_ad*(1.6/((1.6*fact1+st*st/(4.+1.83*
$arg1))*(1.6*fact1+st*st/(4.+1.83*arg1))))

st_ad = st_ad-gr_ad*(1.*(2*st/(4.+1.83*arg1))/((1.6*fact1+
$st*st/(4.+1.83*arg1))*(1.6*fact1+st*st/(4.+1.83*arg1))))

gr_ad = 0.
if (arg2 .lt. 1000.) then

arg2_ad = arg2_ad-0.95*fact1_ad*(1./cosh(arg2)**2)
fact1_ad = 0.

else
fact1_ad = 0.

endif
st_ad = st_ad+arg2_ad*(2*st/4.6225)
arg2_ad = 0.
s_ad = s_ad+1.6*arg1_ad*1./(2.*sqrt(0.8*s*s+0.2*st*st))*s
st_ad = st_ad+0.4*arg1_ad*1./(2.*sqrt(0.8*s*s+0.2*st*st))*st
arg1_ad = 0.
if (0.4 .lt. help_m) then

help_m_ad = help_m_ad+c2_ad
c2_ad = 0.

else
c2_ad = 0.

endif
st_ad = st_ad+help_m_ad*(2.55*st**0.7/(17.1+1.875*st**1.7)-

$3.1875*1.5*st**1.7*st**0.7/((17.1+1.875*st**1.7)*(17.1+1.875*st**
$1.7)))

help_m_ad = 0.
om_ad = om_ad-st_ad*(shearvar(i,j,k,2)/cmu/(om*om))
shearvar_ad(i,j,k,2) = shearvar_ad(i,j,k,2)+st_ad*(1/cmu/om)
st_ad = 0.
om_ad = om_ad-s_ad*(shearvar(i,j,k,1)/cmu/(om*om))
shearvar_ad(i,j,k,1) = shearvar_ad(i,j,k,1)+s_ad*(1/cmu/om)
s_ad = 0.
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help_k_ad = help_k_ad+om_ad
om_ad = 0.
if (help_l .ge. 0) then

help_l_ad = help_l_ad+help_k_ad
help_k_ad = 0.

else
help_l_ad = help_l_ad-help_k_ad
help_k_ad = 0.

endif
r_ad(i,j,k,it2) = r_ad(i,j,k,it2)+help_l_ad/rho
rho_ad = rho_ad-help_l_ad*(r(i,j,k,it2)/(rho*rho))
help_l_ad = 0.
help_i_ad = help_i_ad+ka_ad
ka_ad = 0.
if (help_j .ge. 0) then

help_j_ad = help_j_ad+help_i_ad
help_i_ad = 0.

else
help_j_ad = help_j_ad-help_i_ad
help_i_ad = 0.

endif
r_ad(i,j,k,it1) = r_ad(i,j,k,it1)+help_j_ad/rho
rho_ad = rho_ad-help_j_ad*(r(i,j,k,it1)/(rho*rho))
help_j_ad = 0.
r_ad(i,j,k,1) = r_ad(i,j,k,1)+rho_ad
rho_ad = 0.

end do
end do

end do
end subroutine turb26_ad
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Summary. Multi-disciplinary analysis is necessary to reach physically meaningful op-
timum designs. For aero-structural shape optimization this means coupling two disci-
plines – aerodynamics and structural mechanics. In this paper the sensitivity evaluation
for aerodynamic shape optimization is considered, while taking into account the static
aeroelastic effects introduced by the variations in the aerodynamic forces, which are
associated with changes in the aerodynamic shape. Due to the high computational cost
of a finite difference evaluation step for such a coupled problem, an extension of the
adjoint approach to aeroelasticity is necessary for an efficient calculation of the sensi-
tivities. The theory, implementation, validation and application of such a method in the
multi-disciplinary design optimization (MDO) context described above, is presented.

1 Introduction

The use of successively performed single-disciplinary optimizations in case of a
multi-disciplinary optimization problem is not only inefficient but in some cases
has been shown to lead to wrong, non-optimal designs [9]. On the computational
structural mechanics (CSM) side we use the commercial solver MSC Nastran and
on the computational fluid dynamics (CFD) side the flow solver FLOWer [8]
from DLR. Although multi-disciplinary optimization is possible with classical
approaches for sensitivity evaluation by means of finite differences, this method is
extremely expensive in terms of calculation time, requiring the reiterated solution
of the coupled problem for every design variable.

A new approach that allows the evaluation of the gradient with low compu-
tational cost takes advantage of the so-called adjoint formulation of the multi-
disciplinary optimization problem [9,10]. Therefore, the FLOWer adjoint option
has been coupled with the structure solver MSC Nastran for an efficient coupled
aero-structure adjoint solver. In the following section we will derive the needed
cross terms for the aero-structure coupling. Here, we exploit the symmetry of
the structural stiffness matrix.

Finally, we will show the implementation, validation and application of the
presented adjoint aero-structure approach.
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2 Adjoint Formulation for Aero-Structure Coupling

The derivation of the adjoint equations in case of a multi-disciplinary problem
is similar to what has been carried out for the pure aerodynamic case [1, 5,
6, 7], with the difference that we will end up with a dual adjoint variable for
each set of state variables of the problem. An adjoint formulation is possible
for any problem involving the calculation of the gradient of a function of one
or more sets of variables obeying one or more constraint equations. We will
restrict ourselves to the case of two sets: one represents the flow field variables
w, the other the structure nodal displacement field Z. Furthermore, I(X, w, Z)
denotes the aerodynamic cost function of the aero-structure coupled optimization
problem. Then, the gradient with respect to the vector of design variables X ,
which describes the aerodynamic shape, takes the form

dI

dX
=

∂I

∂X
+

∂I

∂w

∂w

∂X
+

∂I

∂Z

∂Z

∂X
, (1)

or, in terms of differentials

δI =
∂I

∂X
δX +

∂I

∂w
δw +

∂I

∂Z
δZ . (2)

The fields (w, Z) are the solution of the system of partial differential equations

R(X, w, Z) = 0 , (3)

S(X, w, Z) = 0 , (4)

being (3) the flow and (4) the structural equations. We take the first variation
of the PDEs. This yields

δR =
∂R

∂X
δX +

∂R

∂w
δw +

∂R

∂Z
δZ = 0 , (5)

δS =
∂S

∂X
δX +

∂S

∂w
δw +

∂S

∂Z
δZ = 0 . (6)

We multiply (5) and (6) with the Lagrange multipliers ψ and φ respectively and
add the result to the expression for the differential increment of I in terms of
the differentials of the independent set (X, w, Z), obtaining

δI =
(

∂I

∂X
+ ψT ∂R

∂X
+ φT ∂S

∂X

)
δX+(

∂I

∂w
+ ψT ∂R

∂w
+ φT ∂S

∂w

)
δw +

(
∂I

∂Z
+ ψT ∂R

∂Z
+ φT ∂S

∂Z

)
δZ .

(7)

Since we want to avoid recalculation of the (w, Z) fields, we cancel the terms
in δw and δZ from δI by imposing the fields φ and ψ to be the solution of the
equations
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∂I

∂w
+ ψT ∂R

∂w
+ φT ∂S

∂w

)
= 0 , (8)

(
∂I

∂Z
+ ψT ∂R

∂Z
+ φT ∂S

∂Z

)
= 0 . (9)

These are the adjoint equations for the problem of coupled aeroelasticity. After
their solution, the gradient can be recovered from the expression

δI =
(

∂I

∂X
+ ψT ∂R

∂X
+ φT ∂S

∂X

)
δX . (10)

We can assume the cost function to be a functional in the form

I(X, w, Z) =
∫
V

i(X, w, Z)dV . (11)

For convenience reasons we restrict ourselves to 2D drag (inviscid) reduction
cases. The extension to 3D and other optimization cases is straight forward. In
the case of drag reduction we now have

i(X, w, Z) =
Cp

Cref
(nx cosα + ny sinα)δ(η) , (12)

with δ(η) being the Dirac delta function and η = 0 the equation defining the
airfoil shape in the body fitted coordinates (ξ, η). For the Dirac delta function
under integration the following equation holds∫

δ(η)f(η)dη =f(0) . (13)

In the context of (11), it reduces the volume integral to a surface integral. We
suppose that the fluid obeys the Euler equations, which in body fitted coordinates
take the form

∂F

∂ξ
+

∂G

∂η
= 0 , (14)

where the transformed F, G are appropriate combinations of f and g, e.g.

F = J
∂ξ

∂x
f + J

∂ξ

∂y
g = J

⎡⎢⎢⎢⎢⎢⎢⎣

U


uU +
∂ξ

∂x
p


vU +
∂ξ

∂y
p


HU

⎤⎥⎥⎥⎥⎥⎥⎦ .

(15)

Since our cost function I is of the form shown in (11), we have to, as a first step,
formulate (8) and (9) in an appropriate way, using the following property
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δI(X, w, Z) =
∫
V

δi(X, w, Z)dV

∫
V

(
∂i(X, w, Z)

∂X
δX +

∂i(X, w, Z)
∂w

δw +
∂i(X, w, Z)

∂Z
δZ

)
dV .

(16)

The derivation is identical to what has already been seen, and gives the adjoint
equations ∫

V

(
∂i

∂w
+ ψT ∂R

∂w
+ φT ∂S

∂w

)
dV = 0 , (17)

∫
V

(
∂i

∂Z
+ ψT ∂R

∂Z
+ φT ∂S

∂Z

)
dV = 0 . (18)

And for the gradient we get

δI(X, w, Z) =∫
V

(
∂i(X, w, Z)

∂X
δX + ψT ∂R(X, w, Z)

∂X
δX + φT ∂S(X, w, Z)

∂X
δX

)
dV . (19)

It can be shown that (17) is equivalent to the equation∫
V

((
∂ψ

∂ξ

)T
∂F

∂w
+
(

∂ψ

∂η

)T
∂G

∂w

)
dV = 0 (20)

and the boundary condition (in the case of the drag)

ψ2nx + ψ3ny + nx cos(α) + ny sin(α) − nTφ = 0 . (21)

Note that the structural adjoint variables appear only in the boundary condition
(21), while the adjoint flow equation (20) is unchanged. This implies that in
order to implement the coupling, only the boundary condition treatment in the
FLOWer code has to be modified. Equation (9) represents the structural adjoint
equation and its boundary conditions. The structural equation reads, in the case
of linear elasticity

S(X, w, Z) = K · Z − a = 0 , (22)

where K is the symmetric stiffness matrix and a is the aerodynamic force. The
derivative ∂S/∂Z in (9) can thus be replaced by K and the product φTK by Kφ.
In this way, the same solver can be used for the structural direct and adjoint
equation, with different boundary conditions, given by the first and second term
in (9). The first term is reduced to a surface integral by the presence of the Dirac
delta function, giving a vector defined by

Vi =
∂
∫

S I(X, w, Z)dS

∂Zi
, (23)
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that is the derivative of the cost function with respect to a structural degree of
freedom. The second term, namely∫

V

(
ψT ∂R

∂Z

)
dV , (24)

represents the integral of the scalar product of the adjoint field ψ and the partial
derivative of the flow operator R(X, w, Z) with respect to a structural degree
of freedom, thus keeping the flow field and the design variables constant. It
is evaluated by making use of the finite-volume formulation implemented in
FLOWer. A similar term appears in the expression for the gradient (19), which
explicitly becomes

dI

dX
=

∂I

∂X
+
∫
V

(
ψT ∂R

∂X

)
dV +

∫
V

(
φT ∂S

∂X

)
dV . (25)

The third term reduces to the surface integral of the adjoint field φ multiplied
by the term

∂S

∂X
=

∂K

∂X
Z − ∂a

∂X
. (26)

Of the two terms on the right hand side, the first has been neglected, which
is equivalent to assuming that shape deformations do not act on the structural
mesh and thus on the stiffness matrix.

More details on the adjoint aero-structure approach and its derivation can be
found in [2, 3, 4].

3 Implementation

In order to solve the coupled equations of the aero-structural system, a sequential
staggered method has been implemented, where forces are transferred from the
flow mesh to the structure mesh and give the nodal loads, and deflections are
transferred back from the structure mesh to the flow mesh which is consequently
deformed. The flow around the body described by the Euler equation is solved
by the DLR solver FLOWer, while the structural problem is solved by MSC
Nastran. The transfer of information between the two meshes is managed by a
module developed in-house based on B-spline volume interpolation. Typically,
20 exchanges of information between the two codes are more than enough to
reach a converged aeroelastic solution, as shown in Fig. 1.

The same staggered scheme has been used to solve the systems of the cou-
pled adjoint equations, with the difference that now only adjoint deflections are
interpolated from the structural mesh to the flow mesh, in order to evaluate the
boundary condition (21) for the new adjoint flow computation. Each 100 steps
of the adjoint flow solver, boundary conditions coming from the coupling are
exchanged and updated, as shown in Fig. 2.
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Fig. 1. Plot of residual (log scale) of flow equation during coupled computation (multi-
grid is used): AMP wing, Ma∞ = 0.78, α = 2.83◦, 2-block structured grid of about
140,000 nodes each

Fig. 2. Plot of residual (log scale) of adjoint flow equation during coupled computa-
tion: AMP wing, Ma∞ = 0.78, α = 2.83◦, 2-block structured grid of about 140,000
nodes each. Each 100 iterations, the boundary conditions of the adjoint flow solver are
updated.

4 Validation and Application

The validation of both the theory and the implementation of the adjoint formu-
lation for the aeroelastic system has been achieved by comparison with the finite
difference method.

As test case for the validation the AMP wing has been chosen. The structure
has been modelled with a simplified model of 126 nodes, all lying on the wing



Adjoint Methods for Coupled CFD-CSM Optimization 243

Fig. 3. Wing structure model

Fig. 4. Validation of the aero-structural coupled adjoint with finite differences (AMP
wing, Ma∞ = 0.78 and α = 2.83◦)

surface, connected by 422 tria/quad shell and 198 beam elements (see Fig. 3).
Such a model, unlike its fluid counterpart, is not state of the art, but is sufficient
to demonstrate the features of the method. In order to underline the effect of
aeroelasticity, the thickness of the beam elements of the wing has been tuned to
reach a deflection of about 10% of the wing span at the wing tip.

Making use of the finite difference method, the gradient of the drag with re-
spect to the shape parameters has been calculated, this time including the effect
of aeroelastic interaction. This means that after a deformation of the jig shape
(undeflected shape), an aeroelastic coupling was carried out and a stationary
state was reached, as shown in Fig. 1. This operation was repeated for every
design parameter.

On the other hand, after the solution of the coupled adjoint equations, both
the flow and structural adjoint fields have been used to reconstruct the gradient
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Fig. 5. Optimization history for the drag reduction by constant lift while taking into
account the static deformation of the AMP wing (Ma = 0.78, α = 2.83◦). Free-form
deformation with 240 design variables was used for parameterization and feasible di-
rections was used as optimization strategy.
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Fig. 6. Optimization history for the range maximization by constant lift while taking
into account the static deformation of the AMP wing (Ma = 0.78, α = 2.83◦). Free-
form deformation with 240 design variables was used for parameterization and feasible
directions was used as optimization strategy.
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Fig. 7. Pressure distribution for the baseline AMP wing shape and for the optimal
wing shapes for drag minimization and range maximization (Ma = 0.78, α = 2.83◦)

according to (25). The comparison of both methods is shown in Fig. 4, together
with the gradient obtained when neglecting the aeroelastic coupling (rigid).

Finally, Figs. 5, 6 and 7 illustrate the application of the coupled aero-structural
adjoint approach to the drag reduction of the AMP wing by constant lift, while
taking into account the static deformation of this wing caused by the aero-
dynamic forces as well as for the Breguet formula of aircraft range, where in
addition to the lift to drag ratio the weight of the wing is taken into account.

5 Conclusion

A coupled aero-structure adjoint approach for the efficient evaluation of sensi-
tivities, needed for gradient-based optimization methods in MDO context, has
been derived. Its implementation and validation has been presented. Finally, as
a first application, the drag reduction as well as range maximization of the AMP
wing has been presented.
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Summary. Within the next few years, numerical shape optimization based on high
fidelity methods is likely to play a strategic role in future aircraft design. In this con-
text, suitable tools have to be developed for solving aerodynamic shape optimization
problems, and the adjoint approach – which allows fast and accurate evaluations of the
gradients with respect to the design parameters – is seen as a promising strategy. Based
on the unstructured RANS solver TAU, a continuous as well as a discrete adjoint have
been developed and applied to cruise and high-lift configuration optimization problems.
This paper describes investigations of planform optimizations for a flying wing trans-
port aircraft with an Euler continuous adjoint method, the wing design of the DLR-F6
wing-body aircraft configuration and the flap and slat settings of the DLR-F11 high-lift
wing-body aircraft with a viscous discrete adjoint method.

1 Introduction

Numerical shape optimization is playing an increasing strategic role in aerody-
namic aircraft design. It offers the possibility of designing or improving aircraft
components with respect to a given objective, subject to geometrical and phys-
ical constraints. However, Computational Fluid Dynamics (CFD) still suffers
from high computational effort for flow simulations around realistic 3d con-
figurations which limits its use in design process. Consequently, worldwide a
large effort is being devoted to developing efficient optimization strategies for
industrial aerodynamic aircraft design.

At the DLR, activities focus on developing several key technologies relating to
the establishment of an efficient and flexible numerical optimization capability
based on high fidelity methods. These include suitable techniques for geometry
parameterization, meshing and mesh movement methods, efficiency and accuracy
improvements of the flow solvers, as well as robust and efficient optimizers. One
of the most promising strategies is the use of the adjoint approach of a flow
solver for efficient and accurate computation of gradients in high-dimensional
design spaces, which can then be applied within gradient-based optimizers.

The paper will give an overview of the work performed at the German
Aerospace Center’s Institute of Aerodynamics and Flow Technology, on the ap-
plication of the continuous as well as the discrete adjoint approach for solving
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various aerodynamic shape optimization problems. The paper introduces first
the strategy developed in the unstructured TAU code [1,2,3] to solve the adjoint
problem and to compute the gradients. In the second part, the paper focuses on
the application to 3d design in cruise and take-off conditions.

2 Gradients via Adjoint Approach

2.1 Primal Approach

Let the optimization problem be stated as

min
D

I(W, X, D), (1)

subject to the constraint
R(W, X, D) = 0, (2)

where I is a cost function such as lift or drag, D is a vector of design variables
that control the shape of aircraft subject to aerodynamic design, W (X, D) the
vector of flow variables, X(D) the computational mesh and R(W, X, D) the
residuals of the flow.

For a gradient based optimization strategy, the search for the minimum re-
quires the total derivative of the cost function I with respect to the design vari-
ables D. This total derivative - also called here the sensitivity - can be written
as:

dI

dD
=

∂I

∂X

dX

dD
+

∂I

∂W

dW

dD
. (3)

The first term of (3) expresses the direct effect of the geometry perturbation and
the second term contains the effect of the flow alteration caused by the geometry
perturbation on the cost function I. Solving the above equation can be done by
applying finite differences which requires evaluations of the flow solver on n
perturbed geometries, with n the number of design parameter. Alternatively,
the adjoint approach allows a rapid evaluation of dI/dD for a large number
of design variables D, without computing the flow solution on the perturbed
geometry.

2.2 Dual Approach

Instead of applying the chain rule to I, apply it to the Lagrangian:

L(W, X, D, Λ) = I(W, X, D) + ΛT R(W, X, D) (4)

where Λ are known as the adjoint variables. Since (2) holds for all D, L = I for
all Λ and all D. Hence,

dL
dD

=
dI

dD
∀Λ, D, (5)

and so, applying the chain rule to L, the total derivative of I becomes:
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}
+ ΛT

{
∂R
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+
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}
(6)

=
{

∂I

∂X
+ ΛT ∂R

∂X

}
dX

dD
+
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+ ΛT ∂R

∂W

}
dW
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.

The unknown quantity dW/dD may be eliminated by choosing Λ such that(
∂R

∂W

)T

Λ = −
(

∂I

∂W

)T

. (7)

This is the adjoint equation, and must be solved only once to evaluate the gra-
dient of a single I with respect to any number of design variables. The resulting
Λ allows rapidly computing the total derivative using:

dI

dD
=
{

∂I

∂X
+ ΛT ∂R

∂X

}
dX

dD
. (8)

2.3 The Continuous Formulation

In this approach the adjoint of the continuous governing equations with respect
to a given cost function is derived, before being discretized. Its implementation
in the TAU-Code is related to previous work [4,5,6]. We derive the adjoint using
a variational formulation which emphasises the generality of the approach [7].

The steady compressible Euler equations on the domain Ω may be written
for 2d flow:

∇ · F (w) = 0 in Ω, (9)

where w = (ρ, ρu, ρv, ρE) is the vector of conserved quantities, and the flux
tensor F may be written

F =

⎡⎢⎢⎣
ρu ρv

ρu2 + p ρuv
ρuv ρv2 + p
ρHu ρHv

⎤⎥⎥⎦ (10)

and ρ, u, v, E, p and H are the density, Cartesian components of velocity,
total energy, pressure and enthalpy respectively, and the ideal gas relations are
assumed. This equation is subject to slip boundary conditions on solid walls
Γw ⊂ Γ

U · n = 0 on Γw, (11)

where U = (u, v), and n is the surface normal vector. Furthermore we are inter-
ested in a cost function I given by

I(w) =
∫

Γ

g(w) dΓ. (12)

To derive the adjoint we multiply (9) by ψ ∈ V , where V is a Sobolev space
containing the solution of (9), linearize about w0, and integrate by parts
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Ω

∇ · F ′(φ)ψ dΩ =
∫

Γ

n · F ′(φ)ψ dΓ −
∫

Ω

F ′(φ)∇ψ dΩ, (13)

where F ′ = F ′[w0] is the derivative of F with respect to w evaluated at w0.
Therefore the variational formulation of the adjoint problem is given by: find
adjoint solution ψ such that ∀φ ∈ V∫

Γ

φ(n · F ′)T ψ dΓ −
∫

Ω

φF ′T∇ψ dΩ = I ′[w0](φ). (14)

The continuous adjoint problem is therefore

−F ′T∇ψ = 0 in Ω, (15)

(n · F ′)T ψ = g′ on Γ.

The singularity of F ′ on slip walls leads to the well-known result that not all
choices of g result in a well-posed adjoint problem.

Given the adjoint field ψ the derivative of I with respect to any design variable
D may be written

dI

dD
=
∫

Γ

∂g

∂D
dΓ +

∫
Ω

ψ
∂

∂D
∇ · F dΩ, (16)

which is notable for not containing any total deriatives of the flow solution
dw/dD.

In the TAU code, the inviscid continuous adjoint equations are discretized
in space in an analogous way to the flow equations. As the adjoint equations
are not conservative, care was taken that the discretization is non-conservative
when applying the finite volume method. The resulting equations are solved
using similar iterative methods to those used for the Euler flow equation.

2.4 The Discrete Adjoint Approach

Here the discrete variant of the adjoint equation (7) is considered. Its implemen-
tation requires the ability to evaluate the quantities (∂R/∂W )T Λ - the adjoint
residual - and ∂I/∂W . The Jacobian (∂R/∂W ) is evaluated by hand, which
is a straightforward exercise as R may be written explicitly in terms of W ,
while being time-consuming as R is often extremely complex. As R is a sum
of convective fluxes, viscous fluxes, boundary conditions etc., each of these may
be handled independently, and by application of the chain rule may be further
subdivided into manageable chunks. The derivatives are further simplified by
choosing primitive variables as working variables. Because the equations remain
in conservative form this choice has no effect on the final solution. A more de-
tailed description of the implementation in the TAU code can be found in [10].
A wide range of the spatial discretizations available in TAU have been differen-
tiated, including the Spalart-Allmaras-Edwards one-equation turbulence model.
The effect of various approximations of the Jacobian was investigated and their
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impacts on the efficiency of the optimization process has been demonstrated
on several 2d optimization problems [10, 11]. In the present study, the viscous
3d adjoint computations have been performed by considering frozen turbulent
effects.

Despite the guarantees regarding convergence provided by the theory of ad-
jointed fixed-point iterations (FPIs) [12] there are regularly situations in which
it is possible to obtain a reasonably converged solution of the non-linear equa-
tions, but not of the corresponding adjoint equations. This can occur for three
reasons: either a) the non-linear solution is not sufficiently converged, or b) there
is a discrepancy between the linear and non-linear problem due to some approxi-
mation of the Jacobian, or c) the FPI applied to the non-linear problem does not
converge asymptotically itself. All three cases appear regularly in practice. An
engineer may reasonably consider a computation converged when the integrated
forces that interest her no longer vary significantly, though this may occur prior
to the asymptotic regime.

In an effort to understand and mitigate these phenomena, we consider the
Recursive Projection Method (RPM), originally developed by Schroff and Keller
in 1993 as a means of stabilizing unstable procedures [13]. The main idea can be
described briefly as follows: let the (linear) adjoint system be written Ax = b,
and regard the transient solution of the linear problem as a sum of eigenvectors of
the relaxation operator Φ = (I−M−1A) where M is some iteration operator, e.g.
LU-SGS with multigrid. The application of Φ to an approximate solution then
corresponds to a product of each eigenvector with its corresponding eigenvalue.
Divergence of the iteration implies that there is at least one eigenvalue of Φ with
modulus greater than unity. Assuming that the number of such eigenvalues is
small, and that the space spanned by their eigenvectors is known, call it P , then it
must be possible to solve the projection of the problem onto this low dimensional
subspace using some expensive but stable method, while solving the projection
onto the complimentary subspace Q using the original FPI iteration, which is
known to be stable there.

Newton-Raphson is used on P . The space of dominant eigenvectors is deter-
mined as the calculation progresses, by applying the principle that the difference
between successive applications of the FPI on Q form a power iteration on the
dominant eigenvalues of Φ restricted to Q.

This procedure has been successfully applied for the design of DLR-F6 config-
uration that features flow separation in the junction between the upper surface
of the wing and the fuselage, see Part 4.

Further investigations revealed that the robustness of RPM for the viscous
adjoint problem was limited in the case that the base iteration diverges too
rapidly for P to be well approximated. In this case applying the well-known
Generalized Minimum Residual (GMRes) method in it’s restarted form [14],
with 10-50 iterations of LU-SGS with multigrid as a preconditioner has been
seen to be an exceptionally robust alternative. This was the stabilization using
to converge the adjoint problem for the high-lift configurationin Section 5.
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2.5 The Metric Terms

In order to compute the total derivatives of the cost function I as given in (8),
the metric term variation is computed by using finite differences, which is in case
of R computed like:

∂R

∂X

∂X

∂Dk
≈ (R(W, X(D + ∆Dk)) − R(W, X))

∆Dk
=

∆R

∆Dk
. (17)

After obtaining Λ, the sensitivities can be evaluated with a single point deforma-
tion and yields for each design variable Dk to a variation of the cost function due
to the perturbed geometry and we get a scalar difference for the direct variation
and a matrix-vector product for the dependency of the residual,

dI

dDk
≈ ∆I

∆Dk
+ ΛT ∆R

∆Dk
. (18)

3 Planform Optimization of a Very Efficient Large
Aircraft (VELA)

The adjoint approach in an optimization context is first applied to a blended
wing body aircraft. The initial geometry was originally developed within the
European Project VELA (Very Efficient Large Aircraft) and was provided by
Strüber and Hepperle [15, 16]. The aircraft is designed as a future passenger
transport aircraft with long-haul capabilities, as depicted in Figure 1.

Fig. 1. VELA configuration (above) and initial
lattice box used for deformation

Fig. 2. VELA configuration de-
picting the 7 design parameters
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Fig. 3. Convergence of the VELA
drag-minimization, Adjoint (left) and
Subplex (right)

Fig. 4. Lift (above) and Pitching mo-
ment (bottom) history during the opti-
mization

The geometry is parameterized by the coordinates of the lattice box points
controlling the free-form deformation (FFD) [17,18,19,20]. The FFD technique
allows a broad range of deformations with a low number of parameters and
ensures a smooth deformation. The lattice boxes were generated with DLR’s
parametric grid generator MegaCads [21], and are directly applied on the un-
structured surface grid points, bottom left Figure 1. The design parameters are
the sweep angles ϕ1 and ϕ2, the variations of the chord length in the middle and
at the tip of the outboard wing and three twist angles again for the outboard
wing as depicted in Figure 2. Once the surface grid is deformed, the TAU defor-
mation module is used to propagate the deformation to the surrounding volume
grid. The initial grid was generated with the software package Centaur [22], was
designed for inviscid flow, and contains approximately 1 million points.

The optimization test case concerns the drag minimization for a prescribed
lift and pitching moment at a free-stream Mach number of 0.85 and fixed angle
of attack of 1.8 degrees. The allowed deviation in lift and pitching moment is set
to 1% of the initial configuration during the optimization process. The gradient
based optimization strategy used is the modified method for feasible directions
(MMFD) [23] and the gradients for the goal function and the constraints are
computed from to the continuous adjoint. It is here intended to demonstrate
that the adjoint approach can be used to perform efficient planform optimiza-
tion. For this purpose, the same optimization is performed a second time using
the SubPlex approach [24], a gradient free optimizer based on the Nelder-Mead
method [25].

The convergences of the optimizations are shown in Figure 3 for the drag
reduction and Figure 4 for the lift and pitching moment. Both methods provide
almost the same drag decrease, 17 drag counts, and satisfy the constraints on the
lift and pitching moment. As expected, the gradient approach is faster and needs
only 82 aerodynamic evaluations while the gradient free requires 260 evaluations
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Fig. 5. Comparison of the Mach number distribution on the upper (left figure) and
lower (right figure) surfaces, obtained with the Adjoint (left cut) and Subplex (right
cut). The initial configuration is depicted with dots.

to converge the optimization process. In terms of CPU time, the use of adjoint
allows to complete the optimization within less than 3 days which represents a
speed up of 2.7 compared to the gradient free approach.

Figure 5 presents the surface Mach number distribution on the upper and
lower side of both optimized geometry. In order to stress the changes of the sweep
angles the initial planform is superposed as dotted contour on both pictures.
The shock on the upper side decreased at the outward side of the outboard
wing but one can still see a strong shock at the inner side on both optimized
geometries. On the lower side, near section III, the gradient free optimizer seems
to better reduce the shock strength than the gradient based approach, but this
has a limited influence on the drag coefficient. Finally, the resulting planforms
are very close to each other with almost the same inboard and outboard sweep
angles.

4 Wing Shape Optimization of the DLR-F6 Configuration

The adjoint method is now applied to the drag minimization of the DLR-F6
wing-body configuration at Mach 0.75, a Reynolds number of 3×106, and CL =
0.8, at which conditions the case has a large region of separated flow in the
junction between the upper surface of the wing and the fuselage, as well as along
most of the length of the wing. Here, the discrete variant of adjoint formulation
is used and the standard method of adjointed LU-SGS with multigrid alone
was unconditionally unstable, and applying RPM was necessary to obtain a
converged solution.

The optimization algorithm used is conjugate-gradients (CG), as in [26], where
the angle-of-attack is automatically set by TAU to maintain the lift constant.
The surface of the computational grid is shown in Figure 6, and is coarse, but
sufficient to resolve the separation mentioned. The 84 paired nodes of a free-form
deformation bounding box are also shown, whose vertical positions, as well as 12
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Fig. 6. Parameterization of the wing with
a free-form deformation box with 84 paired
nodes. Twist is parameterized separately
with 12 variables.

Fig. 7. Convergence of the F6
drag-minimization optimization

Fig. 8. Comparison of the region of corner separation before and after
optimization

additional wing twist variables were used to parameterize the wing. The pairing
of nodes constrained the wing thickness. With such a large number of design
variables only gradient-based optimization is viable, and only the adjoint method
can deliver the gradient efficiently. Note that since the bounding box passes inside
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the fuselage, the wing-body junction also varies, and this is accounted for by the
geometry and grid generation process. The metric sensitivities needed in the
gradient calculation are evaluated by finite-differences on the mesh deformation.

The convergence of the optimization is shown in Figure 7, the horizontal axis
shows the number of calls to the flow solver (both linear and non-linear), thereby
approximately representing computational effort. Symbols indicate gradient eval-
uations. After 32 solver calls CG was unable to reduce the drag further, giving a
final reduction of about 10 drag counts. In contrast a similar optimization with
42 parameters produced a reduction of only 8 counts on this mesh (in a similar
CPU time) [26], emphasizing the need for a comprehensive parameterization.
The optimization reduced the region of corner separation considerably, Figure 8,
while not completely eliminating it, which is unlikely to be possible within the
design space considered, as it does not allow deformation of the body.

5 Flap and Slat Settings Optimization of the DLR-F11
Aircraft

The last configuration optimized is the so called DLR-F11 model with full span
flap and slat in take-off configuration, see Figure 9. This model is a wide-body
Airbus-type research configuration with a half span of 1.4 meter that can feature
different degrees of complexity [27]. Here six design variables are selected to
modify the deflections, the horizontal and the vertical positions of the flap and
the slat. The geometric changes are propagated homogeneously along the span.
The goal is to maximize at a single take-off condition (Mach=0.3; Re=20× 106;
AoA=8o) a derived expression of the lift to drag ratio:

Obj =
Cl3

Cd2
. (19)

This performance indicator, based on the climb index, has already been suc-
cessfully employed for flap design based on 2d computations and turned to be
better suited than the lift to drag ratio [28]. Additionally, the lift is not allowed
to decrease and the angle of attack is kept fixed. In order to make a more real-
istic optimization the weight of the high-lift system kinematics, which depends
on the horizontal deployment capability, is taken into account by penalizing the
objective function to avoid too heavy a mechanism. The relation between the
horizontal displacement and the penalty is set according to industrial specifica-
tions [28].

An ICEM-CFD macro has been developed to handle both the parameteriza-
tion and the mesh procedure. This macro first sets the position of the elements
according to the design variables and computes automatically the flap and slat
intersection lines with the body. Once the CAD geometry is ready, the mesh-
ing part starts and automatically projects the mesh on the moving part and on
the updated intersections lines, sets the position and size of the O blocks sur-
rounding the elements. The resulting mesh has in total 2.5 millions points, see
Figure 9. The complete process, from reading the design variables to writing the
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Fig. 9. Mesh around the DLR-F11
model in full span flap and slat con-
figuration

Fig. 10. Evolution of the objective and
lift coefficient according to the wall-
clock time

mesh in unstructured formats takes about 1 minute on a single AMD Opteron
2.5 GHz processor. The numerical simulations are based on the RANS equations
and the Spalart-Allmaras-Edwards turbulence model. For fast convergence, the
low Mach number preconditioning approach is adopted and the steady state is
reached by a Runge-Kutta scheme using multigrid W-cycles on 3 levels. A fully
converged solution with almost 5 orders of density residual decrease is obtained
after 5,000 TAU cycles. In order to exploit the parallel capability of the TAU
code, the aerodynamic flow is computed on a cluster of 32 AMD Opteron 2.4
GHz processors and the drag and lift adjoints are computed simultaneously on
2 clusters of 16 processors each. Each solution is fully converged after 3 hours
wall clock time.

Figure 10 presents the evolution of the optimization process obtained with
the NLPQLP optimization strategy [29] coupled to the adjoint approach for the
computations of the gradients. After 13 evaluations and 78 hours of simulations
the optimization converged to a maximum with a limited deviation on the lift

Fig. 11. Drag distribution along the
spanwise direction on the baseline and
optimised configurations

Fig. 12. Lift distribution along the
spanwise direction on the baseline and
optimised configurations
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coefficient. The performance improvement is made evident by plotting the drag
distribution in span-wise direction for each element, see Figures 11 and 12: the
optimization has almost no influence on the lift and drag of the body and the
flap but permits to made further negative the drag on the slat by increasing
the lift. This improvement has to be paid by a drag increase and lift loss on
the main wing. Finally, the optimized configuration has in total 17.8 counts less
drag than on the baseline configuration by same lift coefficient.

Thanks to the adjoint approach, the process is almost independent of the
number of design variables and a more complex optimization problem involving
more design parameters should require almost the same turn around time.

6 Conclusion

This article presented activities carried out at the DLR for the development of
the continuous as well as the discrete adjoint approaches in the unstructured
RANS solver TAU code and their application to solving wide range of aerody-
namic shape designs.

The capability to perform planform optimization using a gradient-based
method coupled with the adjoint has been first demonstrated on a flying wing
configuration. The adjoint approach has permitted drastic savings in computa-
tion time compared to a gradient-free method while giving comparable results.
The capability of the adjoint approach to handle problems with large num-
ber of design parameters has been then demonstrated for the optimization of a
wing-body configuration in viscous flow. It has been observed that the region of
separation was considerably reduced thanks to the fine parameterization of the
wing. The MEGADESIGN milestone dedicated to the application of the adjoint
approach on unstructured meshes for solving shape optimization problems has
been then fully acchieved.

Thanks to the adjoint approach, only a few flow computations were required to
converge the 3d high-lift configuration optimization problem and the milestone
on the optimization of such a configuration within 2 weeks has been demon-
strated as well.

Near future activities will focus on even more complex configurations, such as
engine integration problems, and on multi-points design problems.
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Aerodynamic Optimization of an UCAV
Configuration

St. M. Hitzel, L. Nardin, K. Sørensen, and H. Rieger
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Summary. Advanced aircraft design is characterized by multipoint, multidisciplinary
requirements. Optimization techniques probe the aerodynamic, flight mechanical and
structural design sensitivities for a balanced vehicle-system. Aircraft optimization ex-
ercises were performed in an universal optimization environment, which controls the
CAD, robust mesh generation, RANS-flow simulation and the selection of multidiszi-
plinary variables. Genetic algorithms, evolutionary strategies and simplex were used.
The algorithms applied will be compared.

1 Introduction

Aircraft design more and more is characterized by the intense collaboration of
multiple technical disciplines and the economic needs to increase the efficiency
of the air-vehicle as a system of systems. The success of integrated configura-
tions depends on the efficient concurrent engineering of all airframe disciplines.
It is the only way for a robust design which fits into a set of mission and de-
sign requirements. Well posed early risk definitions redirect funding into the
most crucial design sensitivities and allows a safe development process plan with
growth potential for added value. This is the only way for a well balanced and
robust product development in the future. This holds for civil as well as mili-
tary programs and products. The success and the realisation of highly integrated
configurations such as a blended wing body transport aircraft, a flying wing or
a low observable unmanned aerial vehicle (LO-UCAV) (Fig. 1) depend on the
efficient concurrent engineering of the most important airframe disciplines.

The aircraft design process is an overall multidisciplinary optimization in it-
self. Usually it begins with a set of design requirements which include parameters
such as range, payload, take-off and landing conditions, manoeuvrability, speed
requirements and especially in military application special systems to be inte-
grated. Novel mission demands may require non-traditional regimes of flight for
which no previous experience may be drawn off.

In the conceptual/preliminary design the basic questions of configuration ar-
rangement, size and weight as well as performance are answered. Usually it will
begin with a set of design requirements which include parameters such as range,
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Fig. 1. Highly integrated civil and military aircraft configurations

payload, take-off and landing conditions, manoeuvrability, speed requirements
and especially in military application special systems to be integrated.

Nowadays CAD-capabilities allow to define the configuration as a parameter-
ized model which may include the typical features of fuselage shape, wing and
control geometries, internal layouts, landing gear, fuel volume etc. These models
are ready for first overall checks and sizing processes with load, balance and
mission compatibility in mind. The integration of modern simulation techniques
allows to regard true aerodynamic, propulsion and structural properties at a
very early stage, which is a major advantage when it comes to performance and
development risk estimations. The optimization techniques are used to find the
lightest or lowest-cost aircraft that will perform its missions and meet all other
requirements.

The preliminary design organically can emerge out of the conceptual design by
the ongoing refinement of the configurations considered. Here shaping, lofting,
sizing and the rearrangement of the details is driven to the confidence that
the aircraft can be built at an estimate cost and time. Even later detail design
cycles as well as in service design enhancements may utilize optimization when
it comes to the adaptation of fairings, stores, modified engines etc. Considering
flight performance the key disciplines are aerodynamic shaping together with an
early assurance of proper stability margins and efficient control power. The type,
shape, size and location of the corresponding – possibly novel - control devices
have to be balanced into tightly coupled aircraft configurations. the integration
of which is the enabler for widened envelopes, carefree handling and robustness
with regard to design changes and in service enhancements.

The nonlinear nature of the aerodynamic properties of these systems such as
compressibility, the complexity of controlled, uncontrolled separation as well as
unsteady flow phenomena demands emphasis into high quality flow simulations
as early as possible [1]. Since almost every other design issue related to perfor-
mance, flight control systems, loads, operational capabilities and other systems
more and more are mutually dependent on the reliable prediction of both flow
structures and effective forces and moments high fidelity tools are required to
explore the design space at best [2].
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High fidelity flow simulation (RANS, URANS) [3], structural analysis together
with a very flexible process control systems and optimization procedures open the
path towards a future highly efficient design process with integrated optimization
cycles for single and multidisciplinary design tasks. Modern CAD-capabilities
allow for parameterized aircraft models which can include all typical features
of a design. Their object oriented layout helps to integrate modern simulation
techniques at an early stage.

The focus of EADS-MAS onto military combat aircraft is challenged by of-
ten contradicting requests e.g. high speed manoeuvrability, possibly supersonic
cruise, nonlinear lift control, carefree handling quality impacted by flow con-
trol, stall and buffet limits, flutter, IR/RCS compatibility, weapons integration,
complex intake and nozzle demands as well as special features such as thrust
vectoring. Reduced or even discarded vertical fins may sharpen the problem
when low observable vehicles, possibly operating in non-traditional regimes of
flight become important. The integration of modern sensors and their competi-
tion with other vital aircraft-components such as flight controls is only another
aspect of tightly coupled system-of-system designs.

In the frame of the Megadesign project EADS-MAS put emphasis in the fields
of geometry modelling via CATIA-V5 and its parameterization and the integra-
tion of flow simulations into the optimization framework modeFrontier [4]. This
also included the automation of the tasks to be integrated into a process-chain
suited for industrial needs. A robust meshing technique for unstructured, hybrid
grids was selected in the EADS-Mesher tool and combined the DLR Tau RANS /
URANS-Solver or the EADS-MAS SimServer environment to provide the means
necessary for flight-mechanical and aero-elastic control in future developments.

This paper describes an integrated design-optimization environment from pa-
rameterized geometry modelling, the integration of flow simulations into the
optimization framework modeFrontier. Python scripts implement new optimiza-
tion strategies, methods to control aerodynamic and various simplified weight
estimations together with autopilot trim-functionalities into the design system.
Different applications were tested. They included the aerodynamic optimization
of transonic cases for 3-D wing-designs and of complete aircraft configurations.

2 Design Optimization Process

The typical design optimization cycle starts with a first set of “reasonable” ge-
ometries. These initial layouts and lofts based on the experience and creativity of
a design team address the key requirements of the future product. Those “ideas”
then are subject to the analysis by the appropriate disciplinary methods, while
the optimization procedure through its sensitivity search strategy determines the
next designs to be investigated within the design space. This cycle is repeated
until a converged best set of design parameters is determined (Fig. 2). Since an
aircraft mission (Fig. 3) may show very different states of operation, multipoint
analysis is necessary in order to regard and balance the influence of the different
phases accordingly. The design may regard the overall mission as well as specific
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Fig. 2. Design cycle process

Fig. 3. Typical mission of a combat aircraft

parts of it (e.g. cruise and/or loiter). Other optimizations may aim for typical
criteria such as aerodynamic lift and drag at one or multiple conditions.

An optimization environment such as modeFrontier links and controls all steps
of the design, evaluation and optimization process itself (Fig. 4). Here, for sim-
plicity emphasis is put onto the aerodynamic steps. modeFrontier [4] provides the
overall strategies, selects the CAD-models, controls the demands on the meshing
resolution, starts the flow simulation(s), analyses the results and evaluates the
objectives. Multidisciplinary connection e.g. for weight estimations and/or by
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Fig. 4. modeFrontier optimization process including aerodynamics and structures

structural sizing through FEM are defined. Depending on the optimization pro-
cedure selected, regarding constraints and limits, modeFrontier then determines
the next design by redefining the parameters. More details of the modeFrontier
framework are given in a companion paper in this book.

3 Tools of the Optimization Environment

Critical to the overall process is the robustness of the tools which provide the
geometries, the computational meshes, the solvers and the optimization pro-
cedures. Here a review of the properties of the geometry definition through
CATIA-V5 models, the meshing of hybrid grids suited for RANS and URANS
simulations is given. Also the SimServer-environment [5,6], combining the flight-
mechanical and structural analysis into the simulation is described, followed by
the optimization procedures applied.

The parameterization of CATIA-V5-models (Fig. 5) provides a variety of con-
figurations of a common topology. Interdependent formulations may be used to
change all components and parts in any detail and recombine them into a new
shape. The optimization procedure reconfigures the CAD parameter-set selected
according to the sensitivities of the objectives evaluated. By the means of knowl-
edge software cross-topology variations are possible, however, experience advises
to provide separate models for each topology and select those by the means of the
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Fig. 5. Parameterized CATIA-V5 aircraft-families of similar topology

process and optimizer control since such a change also effects the optimization
variables and the corresponding design sensitivities.

Typical design parameters for an aircraft configuration (Fig. 6) may include
airfoil description, planform variables such as span, taper-ratio, wing and tail
position, control location and size and any fuselage shape parameters desired.

A very important issue is the provision of feasible geometries. CATIA-V5
only can repeat – script-wise – the basic features of a topology in different
shapes. Therefore any infeasible overlap of geometry, e.g. the intersection of a
horizontal tail with the wing has to be controlled beforehand by a check on the
overall relations provided by the parameters eligible. Before the CATIA-model
is run in the automatic mode within an optimization process all extremes of the
parameters have to be tested and restricted by control software within the overall
process by defining geometric constraints or by procedures which avoid invalid
designs beforehand. The construction of complex surfaces within such models
such as e.g. wing-fuselage fairings may impose severe restrictions in this sense.
Depending on the surface-building method even slight changes in sweep, fuselage
cross section, an- or dihedral may negate a reasonable closed surface model. This
only can be alleviated by smart, robust CAD-design utilizing universal surface
definitions and strategies.

The more complex a geometry, the more difficult the feasiblitiy checks to avoid
entanglements and non-unique geometric constellations. Unstructured mesh-
ing requirements demand closed surfaces and the avoidance of surface slivers,
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Fig. 6. Possible parameters of a full aircraft configuration

short-comings which in the future may be avoided by surface-patch independent
procedures.

The EADS-Mesher [7] procedure is a robust mesh-generator for unstructured,
hybrid meshes and very well adapted to CAD input surface definitions. It is based
on BREP-surfaces of CATIA-step output and has the provisions to automatically
check the surface-geometry for meshing criteria. Fig. 7 gives an overview of the
Mesher-tool and an example of the grouping of configuration components.

For Navier-Stokes hybrid meshes prismatic layers are grown into the volume
by an advancing front method along averaged normalized directions which are
highly flexible and include the effects of surface curvature etc. Fig. 8 shows
surface- and hybrid layer-grids for some typical configurations.

The SimServer-environment [5, 6] (Fig. 9) allows the chimera approach for
movable controls, stores etc. Here the core aircraft is meshed without the inde-
pendent control-surfaces which are performed in a similar but independent step.
A merging procedure overlays the Chimera meshes according to a describing
logic model file. The motion of the Chimera controls or stores then is actuated
through a file which may hold all 6 degrees of freedom, while controls may be
rotated around their hinge lines.

The SimServer performs the connection of different functions of flow sim-
ulations and their interdisciplinary integration. It automatically performs all
pre-processing steps such as the partitioning of the dual meshes as well as the
hole cutting treatment of Chimera type meshes as well as any relative motion
of a Chimera mesh. The data extraction of forces and moments to be provided
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Fig. 7. Scheme of the Mesher tools and example of a configuration component grouping
logic

Fig. 8. Surface, hybrid, volume and chimera meshes on typcial aircraft configurations

for optimization objectives and flow investigations through visualisation are ap-
plied through the logical hierarchy model. The results also are prepared for
post-processing and visualisation.

The data extraction of forces and moments for the evaluation of objectives
and/or flow field or flow feature investigations through visualisation also in han-
dled by the appropriate set of the SimServer by using the logical model hierarchy
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Fig. 9. SimServer incl. motion, aeroelastic effects. Details show CAD, meshing, post-
processing and visualisation

and post-processing scripts which provide the output of interest. The results also
are prepared for post-processing and visualisation.

The SimServer could be run in steady or unsteady mode according to the
flow simulation problem posed. However, it also can be configured for unsteady
simulations to perform manoeuvres [7] and store releases [6]. Here only the steady
mode was used to adjust the angle of attack and the angle of incidence of the
horizontal tail of an aircraft for autopilot purposes to be discussed later. Aero-
elastic simulations are possible by the SimServers features to link aerodynamic
pressure distributions to the nodes of FEM-models. With this approach steady
state evaluations of configurations under inertia and aerodynamic loads may
develop the corresponding displacement of the configurations and its parts such
as wing bending and twisting.

The backbone of the flow simulation is the second order finite volume Euler
and Navier-Stokes DLR-TAU method [3] which is integrated as flow solver into
the SimServer environment. This elaborated system of numerical solver tools for
RANS and URANS simulations works on structured and unstructured grids.

4 Aerodynamic Optimization of a Combat Aircraft by an
Evolutionary Approach

The scenario of an aerodynamic multipoint optimization for a simplified config-
uration (Fig. 10) without engine-nacelle is depicted in Fig. 11. The simplified
mission is characterized by a cruise and loiter phase, the latter of which is to
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Fig. 10. Parameterized CAD-geometry for a combat aircraft

Fig. 11. Scenario for a multipoint optimization of a combat aircraft

be maximized. For simple stealth reasons the leading and trailing edge of the
horizontal tail had to become parallel to the wing leading and trailing edges.
Furthermore the vertical tail and the fuselage were left unchanged, while a sin-
gle ’rubber’ engine was assumed and not modelled in detail in the CAD. The
wing and tail profiles were kept unchanged. The mission weight was assumed to
be constant for the cruise and loiter phase at an average of ZFW + 0.5 full fuel
weight. The design variables are wing parameters such as sweep, aspect ratio,
taper ratio (inner, outer), inner wing kink span and possibly the position of the
wing.

The fuel consumption was evaluated via the thrust equals drag condition, the
drag being evaluated by the simulation:

Tcruise = Dcruise

The max rated sea level thrust as a function of elevation and Mach number is
computed using data for a generic high-bypass turbofan engine

T0,max = f(Mcruise, hcruise)Tcruise
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Fig. 12. Longitudinal trim of aircraft (left) and wing box model (right)

The thrust-specific fuel consumption, as a function of elevation, Mach number
and throttle setting is found using generic engine data:

(TSFC)cruise = g(Mcruise, hcruise, η = 1), η =
Tcruise

T0,maxf−1(Mcruise, hcruise)

The loiter fuel consumption is found, using the same functions:

(TSFC)loiter = g(Mloiter, hloiter , ηloiter),

ηloiter =
Tloiter

T0,maxf−1(Mloiter , hloiter)

The cruise fuel weight is found through:

Wfuel,cruise = (TSFC)cruiseTcruise
scruise

vcruise

The loiter thrust required is assumed to depend on the glide ratio:

Tloiter = W0.5

(
L

D

)−1

loiter

Finally, the loiter time is determined:

tloiter = (Wfuel − Wfuel,cruise) [(TSFC)loiterTloiter ]
−1

Both cruise and loiter had to be evaluated at trimmed conditions (Fig. 12 left).
For a simplified version the assumption of linear aerodynamics at low angle-
of-attack the angle-of-attack and angle-of-incidence for the horizontal tail trim-
position where estimated according to Raymer [8].

CLα =
2πA

2 +
√

4 + A2β2

η2

(
1 + tan2 Λmax,t

β2

) (Sexposed

Sref

)
(F )

β2 = 1 − M2, F = 1.07(1 + d/b)2

A very simple structural wing box model (Fig. 13 right) was used to estimate
the wing weight. This box-model - being symmetric about its neutral axis - was
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Fig. 13. Evolutionary optimization for cruise and loiter of an aircraft

sized according to the stresses in the upper and lower skin due to the bending
moment,
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2

which is produced by the elliptic lift distribution
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on a linear chord distributed wing
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with the weight of its material to be evaluated by

Wb = 2
∫ b
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the wing weight becomes

Wb ∝
ρb3nult

√
(ZFW )(TOW )(1 + 2λ)

σS[t/c](1 + λ) cos2 Λ

with ZFW for the zero fuel weight, TOW for take off weight, b representing
the half span, t/c the maximum thickness, λ the taper ratio, Λ the sweep, S the
wing surface, n the load factor and ρ the material density.

The flow chart of the evolutionary optimization for maximum loiter time of an
aircraft under two point design conditions is shown in Fig. 13. Design variables
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Fig. 14. Loiter time, wing weight and elevator of the optimization with fixed wing
position

are wing parameters such as sweep, aspect ratio, taper ratio (inner, outer), inner
wing span and possibly the position of the wing.

Two cases, one with fixed wing position and the other with free position
were tested. The most important constraints are the trimmed condition and
geometric relations of the horizontal tail shape with the wing shape due to RCS-
assumptions. The design evolution is shown in Fig. 14 with the maximum loiter
time around 4.5 hours, with the development of the wing weight close to 2500
Newton and the elevator trim-angle, the latter being minimized for low trim drag.
The shape of the best and worst designs is shown in Fig. 15. The best shape for
the fixed wing position conditions is a lambda planform, while highly swept wings
suffer from high trim-drag of the horizontal tail visualized in a high pressure
(red) which counters the pitch down moment. As soon as the wing position
becomes a free parameter this situation is redeemed and the unfavorable lift-
trim distribution is resolved. The best design with free wing position is depicted
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Fig. 15. Some worst and best design of the evolutionary optimization of loiter time

Fig. 16. Best design with free wing position (inset best wing with fixed wing position)

in Fig. 16. Now, located forward, the aspect ratio 5, 35◦sweep, almost straight
wing pushes the loiter time to almost 5 hours.

5 Optimization of an Aircraft Wing by a SIMPLEX
Approach

The SIMPLEX-methodology was used for the optimization of an isolated wing,
the very best of which to be integrated into a full aircraft design optimization
later on. The effect of different design conditions was checked together with
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Fig. 17. Airfoil shapes and parametric camber

Fig. 18. Simplified wing box models

gathering some experience on the impact of different structural topologies. As
before, the span, the leading edge sweep, the tip and mid chord as well as the
wing twist were selected as independent variables. An airfoil optmization was
added by the resultant shape of a mix of 4 characteristic profiles, its camber
shape and profile thickness (Fig. 17).

The objective of the wing optimization was maximum range for a total aircraft
weight, payload and engine conditions. Two different configurations demanding
a light condition CL = 0.23 and a heavy condition CL = 0.5 at Mach 0.77. Upper
and lower limits of the pitching moment were used as additional constraints.

The weight estimation was done as described for the evolutionary aircraft op-
timization. To check effects of wing box layouts two different approaches were
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Fig. 19. Wing pressure distribution with different design conditions and wing box
models

simulated. Again one simulated a straight wing box, while an other design di-
vided the box into an inner and outer panel (Fig. 18). Optimizations have been
performed for the combinations of the different load and wing-box type condi-
tions. The objective of the optimization was a maximum range for a total aircraft
with weight, payload and engine conditions. Two different configurations were
considered at Mach 0.77. The first at CL = 0.23 for a so called baseline version
and the second much heavier aircraft at CL = 0.5. Upper and lower limits of the
pitching moment were used as additional constraints.

Fig. 19 shows optimized maximum range configurations and their surface
pressure distribution of the low load case with both wing box models as well as
a higher wing load with the straight wing box. As expected the lower lift demands
reduced the aspect ratio to minimize the wing weight by a short span and rather
thick and long root chord geometries. For high lift and aileron considerations
the rather small taper ratio would need a revision – not included here. The
development of the lambda wing shape with the inner/outer structural topology
is depending on a simple averaging process of the inner and outer wing panel
taper ratio to comply with the wing box weight formula used here. The higher lift,
straight wing box case is dominated by aerodynamic drag which is reduced by
a significant increase in span rspt. aspect ratio. Fig. 20 depicts the development
of the range for the SIMPLEX approach for three different wings.

The CL = 0.5, straight wing box design also shows a distinct development of
twist to reduce drag by thriving for a more elliptic lift distribution. The best
design of the optimizations shown here developed -1.75◦of twist, while the span
still increases (Fig. 21). Further design cycles would increase this tendency. The
low lift cases showed a maximum twist of -0.6◦only.
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Fig. 20. SIMPLEX-optimizations for three wings at Mach = 0.77

Fig. 21. Development of span and twist for the CL = 0.5 wing max range design at
Mach = 0.77

For the full aircraft the wing was developed along similar lines. For simplicity
the airfoil was fixed to the RAE2822, while the planform parameters were the
same as before. The angle of attack was chosen as an additional parameter to
allow for a high aerodynamic efficiency via good L/D values. Range was chosen
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Fig. 22. Optimization for the full aircraft wing design at Mach = 0.77

as objective, however based on the Breguet-equation. The final wing shown in
Fig. 22 was than introduced into the full aircraft model, where its position was
optimized to reduce trim-drag. It should be noted that no optimization ever
touched the geometrical limits set for a save CAD modelling.

6 Optimization of a Combat Aircraft by a MOGA
Genetic Approach

For a full aircraft (Fig. 23) optimization the isolated wing was developed along
the same lines as above. To allow for a high aerodynamic efficiency via good
L/D values, α was chosen as an additional parameter, the objective range was
evaluated via the Breguet-equation. The optimum angle of attack of the isolated
wing (Fig. 22) was applied as its angle of incidence in the complete aircraft
configuration(Fig. 18). The wing position along the center fuselage became a
configurational parameter and was allowed to vary for more than 700 mm.

The location of the engine installation and the fuselage center section shape
became additional configurational design parameters, while the incidence of the
elevator as well as the angle-of-attack had to provide steady longitudinal flight
conditions. The engine position could move in between 62% and 75% of the
fuselage length. The upper part of the two mid fuselage cross section could be
modified in between 350 mm to 650 mm in to accommodate more fuel volume.

Here, an autopilot functionality which guarantees level flight (CL = weight,
Cm = 0.0) operated on the basis of full RANS-simulations. Each autopilot trim
requires at least three evaluations to obtain level flight angle-of-attack and el-
evator trim-incidence. The elevator trim- or autopilot evaluation-position was
introduced via a chimera-mesh representation. For a typical autopilot trim the
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Fig. 23. Full aircraft configuration

Fig. 24. Autopilot for level flight trim conditions

development of lift and pitching moment is shown in Fig. 24. While the begin
of the convergence plots show the start of the first evaluation, the first inter-
ruptions in the convergence of CL and Cm indicate the evaluation of the second
evaluation to produce a lift and pitching moment derivative. The third break
shows a second correction, while the last one finally results in the level flight
conditions with Cm = 0.0.
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Fig. 25. ModeFrontier genetic algorithm MOGA optimization process

Fig. 25 depicts the optimization process as implemented in the ModeFrontier
MOGA approach. Here the different flight conditions together with the autopilot
trim functionality are shown.

By nature genetic algorithms do not show a development of objectives and
parameters such gradient based or evolutionary methods. The recombination of
parts of the most fit designs produces a random set of designs (Fig. 26), where
the upper-most bound indicate the best designs. Fig. 26’s blue and green stars
mark the best and the worst design rspt.

A comparison of the worst and best designs surface pressure distribution is
shown in Fig. 27. The forward position of the engine has multiple benefits for
the design. Firstly it avoid the shock prone velocities in between the engine and
the vertical tails, secondly it pushes the engine’s centre of gravity closer to the
overall c.g., improving the trim situation. Together with a smoother fuselage
it also reduces the recompression effects ahead of the engine. The smooth and
thicker fuselage provides some extra fuel and shows a much more favourable
interference in between wing and fuselage. This allows for a much lower angle of
attack which reduces the induced drag. An inspection of the elevator incidence
shows a much reduced angle of incidence thereby reducing the trim-drag. The
table gives a survey of the corresponding parameters and angles.
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Fig. 26. Optimization of range by the genetic algorithm MOGA

Fig. 27. Best and worst aircraft design at Mach = 0.77
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Table 1. Design parameters, angles of attack and trim-angles

best worst

Wing position 2727.0 mm 2792.0 mm

Fuse thick 2 530.0 mm 350.5 mm

Fuse thick 3 401.5 mm 513.5 mm

Engine pylon 66.2% 71.3%

angle-of-attack 1.38◦ -2.09◦

elevator incidence -2.25◦ -6.70◦

7 Summary

High fidelity simulation and optimization processes for aerodynamically driven
optimization problems have been presented. The capability was demonstrated
to set-up complex optimization processes involving advanced flow simulation
tools for complete aircraft optimization problems by the successful performance
of aircraft shape optimizations including plan form, wing and profile design is-
sues for a mission driven optimization problem. Also taken into account are
aircraft structural weights and engine performance issues. This process is open
for the integration of flight dynamical as well as structural multidisciplinary
considerations. The multidiscplinary capabilities are provided by an integrated
simulation server environment. Evidence for a quick set-up of an optimization
problem within the modeFRONTIER optimization system and process control
environment has been shown.

It is obvious that most of the developments available will be used within an
operational context after necessary adaptations and further validation exercises.
In summary the capabilities and the competitiveness within flight physics has
gained a lot from the MEGADESIGN project.
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Summary. A multi-disciplinary optimisation (MDO) process chain for shape optimi-
sation of a wing including the static deformation has been developed. The objective
function, which should be minimized, is equivalent to the total aerodynamic drag force
of an aircraft in stationary horizontal flight.

The CATIA V5 parametric model of the wing is controlled by the optimiser using
an external CATIA-DesignTable. For four predefined wing sections there are parame-
ters to control the thickness, camber, and twist independently giving in total 12 design
parameters for the outer shape while maintaining a fixed wing planform. Addition-
ally, two structure design parameters control the relative thickness change of the wing
front and rear spars in combination with the upper and lower sheet thicknesses of the
metallic wing box. The stiffness and the weight of the wing depend on these structural
parameters.

An equivalent beam stick model is then automatically generated for any change
of the wing box geometry. Iterative coupling between aerodynamic forces and weight
forces (weight of wing- box, fuel, engines, payload, and engine thrust forces are taken
into account) and equivalent beam stick bending and twisting is done until a steady
state solution is obtained. Here, 12 coupling iterations are carried out using a Volume
Spline technique to deform the CFD mesh according to the resulting equivalent beam
stick deformation. TAU has been used as Navier-Stokes (RANS) solver on a structured
mesh.

The optimiser chosen for this task is a Downhill Simplex method, which is very
robust, does not require gradients, and performs well even with objective function
evaluations that are subject to random noise (non-smooth). The reduction of the total
drag force (objective function) and the total aircraft mass decreases due to wing box
mass optimisation is shown while at the same time the aerodynamic performance L/D
improves.

1 Introduction

Multi-Disciplinary Optimisation (MDO) looks to find an optimum for an en-
gineering problem where several disciplines are interdependently coupled. The
optimum of the simultaneous problem is superior to the design found by optimiz-
ing each discipline sequentially, since it can exploit the interactions and trades
between the disciplines.

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 287–305.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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A typical application of MDO in the field of transport aircraft design is the
simultaneous aerodynamic and structural optimisation of a wing. The wing is
defined in terms of some geometric variables, and the effects on aerodynamics
and structural behaviour are determined as the geometry is varied. Results are
assessed versus some defined value of merit, and with respect to constraints
which can be based on performance, safety, operability, or practicality.

The task given was to optimise a wing with respect to aerodynamics, struc-
tures, and performance under considerations of static aero-elastic effects as spec-
ified in [1]. In such a case there is an iterative loop that may take several
iterations to converge before subsequent disciplines (in this case, performance)
are executed. The study involves the sizing of the wing box skins and spars
to minimum weight subject to static aero-elastic requirements. To character-
ize wing weight as a function of wing geometry and wing structure a shape
parametrization strategy for geometry generation is a prerequisite for perform-
ing aerodynamic shape optimisation. Additionally the parametrization and the
structure model for the wing must be available and re-generated depending on
the parametrically generated outer wing shape and inner wing structure.

1.1 MDO Process Chain

The considered MDO process chain for shape optimisation of a wing including
the static deformation is shown in Fig. 1. The objective function here is:

Obj = WA/C × CD/CL, (1)

Fig. 1. Multi-disciplinary optimisation chain for wing shape and structure weight
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where WA/C is the total weight of the aircraft, CD is the overall aerodynamic
drag coefficient, and CL is the aerodynamic lift coefficient of the aircraft. The
objective, thrust, is equivalent to the total aerodynamic drag force in stationary
horizontal flight, which should be minimised.

2 Optimisation Process Chain Tools

2.1 CAD Geometry Handling

Starting point for the wing geometry is the pre-defined wind tunnel test wing
SFB-401 given in CAD file format (IGES) [2], [3]. It has no parametric shape
properties. According to the optimisation parameters (Sect. 3.3) and constraints
to be used here a new parametric CATIA V5 model has been developed referring
to the original geometry. It facilitates a fully automatic re-generation of the wing
surface geometry. The wing planform is considered as fixed while airfoil twist,
thickness, and camber can be changed parametrically at defined span-wise wing
sections.

The CAD system CATIA V5 is run in batch mode on a Windows PC using a
CATScript and a DesignTable to create a new geometry. The connection between
the Unix compute cluster and Windows is handled by the Secure Shell (ssh)
protocol to copy files and execute CATIA V5.

2.2 Wing Structural Model

Based on the outer shape of the generated wing geometry a simplified Finite
Element Method (FEM) structural model for the wing box is generated with
tools developed by RWTH-Aachen (FEAFA, ACM, etc.) [8].

Derived from this wing box structure an equivalent beam stick model is deter-
mined which quickly calculates the wing bending and torsion according to given
forces and moments. Here, aerodynamic forces and moments, engine forces like
thrust, and weight forces like fuel and engines as well as structure mass forces
from the wing box and the fuselage (payload) are taken into account.

The beam stick model generator BEAMPREP calculates a FEM beam model
from wing sections, from front and rear spars with equivalent metal sheet thick-
nesses. The number of ribs and spars is representative of an Airbus-type aircraft
wing (see Fig. 3). Additionally, wing box stresses per unit force are calculated to
respect stress constraints. Finally, the weight of the wing structure is calculated
as part of the objective function.

FEAFA (Finite Element Analysis for Aero-elasticity, [8]) calculates FEM
matrices which are used within the ACM (Aero-elastic Coupling Module) to
iteratively find the static wing deformation.

2.3 Flow Solver

For the transonic aerodynamics the Reynolds Averaged Navier-Stokes, unstruc-
tured mesh flow solver Tau [6] is used [4], [5]. To ensure appropriate accuracy
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while using a low number of mesh points for the time consuming optimisation
a structured mesh has been converted to the unstructured Tau format. For sim-
ple topologies like this wing without any complex attachments (pylon, nacelles,
ailerons, flaps, etc.) this is proved to be highly efficient.

2.4 CFD/CSM Static Coupling

To calculate the static wing deformation during stationary horizontal flight a
mesh deformation tool from DLR [7] is used which is fed by the beam stick defor-
mation field. The strong interaction between aerodynamics (CFD) and structure
(CSM) is controlled by the Aerodynamic Coupling Module (ACM) which also
interpolates forces and moments between CFD surface mesh points and beam
the stick model axis. For details refer to [8].

Iterative coupling between aerodynamic forces, weight forces, equivalent beam
stick bending and twisting is done until a steady state solution is obtained.

Here, 12 coupling steps are carried out to achieve a converged solution. To ini-
tialize the CFD solution 200 CFD solver iterations are performed before starting
the static CFD/CSM coupling steps where only 75 CFD iterations were found
to be sufficient. This procedure has been adjusted manually for this test case
before carrying out the real overall optimisation.

2.5 CAD Shape to Mesh Deformation Connector

The deformation tool is also applied to reflect the changed shape design gener-
ated with the parametric CATIA V5 model. For every varied CAD geometry the
initial CFD mesh is deformed to reflect the changed geometry. The advantage
of using mesh deformation is manifold:

• It avoids the problem of numerical noise for the calculated aerodynamic co-
efficients which might occur if new meshes are created for slightly changed
geometries. The reason for noise is the change of mesh topology. Mesh defor-
mation conserves the topology and small geometry variations produce small
mesh deformations in a continuous way.

• A so called restart capability of the flow solver allows to start from a before-
hand calculated flow solution to save computing time.

• Usually, deformation of an unstructured CFD mesh is faster than re-generate
a new mesh, thus also saves computing time.

Extra effort has been undertaken by the author to develop a CAD to mesh
deformation connector. The deformation field induced by the parametric CAD
change is uniquely determined for the fixed topology by using an appropriate
wire-frame representation of the surface. This wire-frame has the same number of
curves for a fixed topology and offers the determination of a discrete deformation
vector field. The idea is based on the comparison of uniquely defined points on
discretised CAD curves. Varying CAD intersection curves can be handled with
this technique as well.

Interpolations between the discrete deformation vector field and CFD mesh
points are calculated using Radial Basis Functions methods [7].
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3 Wing Optimisation Problem

3.1 Forces at Stationary Horizontal Flight

The optimisation problem consists of two disciplines, the aerodynamic perfor-
mance described by the drag/lift forces ratio, and the structural weight of the
wing. Both are coupled by the required lift coefficient CL expressed in the
following relations:

FThrust/FWeight = FDrag/FLift = CD/CL (2)

In stationary horizontal flight lift equals weight and drag equals thrust with
opposite signs, so the thrust/weight ratio equals the CD/CL ratio of aerodynamic
coefficients.

To minimise the aircraft fuel consumption implies minimising the total thrust
force FThrust. This yields the Objective Function:

Obj = FThrust = FWeight × CD/CL [N] (3)

The complete aircraft mass MA/C is the sum of the wing structure mass Mw

(considered as variable) and the rest mass M0 (considered as fixed). For the
current example M0 is composed of 100 t structure mass (without wing), 40 t
payload, 106 t fuel mass, and 20 t mass for four engines:

MA/C = Mw + M0 (4)
M0 = 100 t + 40 t + 106 t + 20 t = 266 t (5)

With these masses the target lift coefficient CL for the complete aircraft and
the wing lift coefficient CL,wing which depends on the wing mass Mw can be
calculated:

CL = FLift/(q ∗ A) = n ∗ g ∗ (M0 + Mw)/(q ∗ A) (6)
CL,wing = (CL − CL,trim)/frest (7)

with:
n : load factor, set to 1.0
g : acceleration of gravity
q : dynamic pressure
frest : factor accounting for lift of fuselage, set to 1.14
CL,trim : change of lift due to HTP trimming, set to 0.01
A : reference area for aerodynamic coefficients
FLift : aerodynamic force (vertical component)

With every modification of the structure parameters a change of the wing
structure mass requires a new target lift coefficient CL,wing:

CL,wing(Mw, α) =
1

frest

(
(M0 + Mw) ∗ n ∗ g

(q ∗ A)
− CL,trim

)
(8)

The required angle of incidence α is determined iteratively within the flow
solver Tau by using its target lift calculation mode. During optimisation the re-
quired lift coefficient CL,wing is adapted depending on the altered wing structure
mass Mw.
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3.2 Flow Conditions

For simplicity we assume that the aircraft flies at constant altitude of 11 km with
design Mach number set to Ma = 0.82 and Reynold’s length of 7m. This yields
for the flight conditions at Standard Atmosphere:

Dynamic pressure q = 10684 N/m2

Static pressure p = 22700 N/m2

Density ρ = 0.3648 kg/m3

Temperature T = 216.74 K
Reynolds number Re = 43.45 ∗ 106

With a wing reference area of 361.6 m2 (wing span is 58m) and half of maximum
fuel mass of 53 t which results in total aircraft mass of 243.5 t the wing lift
coefficient CL,wing is approximately 0.534 for the initial wing structural model
and its associated weights.

3.3 Design Parameters for Aerodynamic Shape and Wing Box
Structure

A CATIA V5 parametric model of the wing is controlled by the optimiser us-
ing an external CATIA-DesignTable (ASCII format) , where all relevant shape
parameters for the wing are listed. The shape of airfoils at four predefined wing
sections (root, kink1, kink2, and tip section) can be changed parametrically to
control the thickness, camber, and twist independently, giving in total 12 design
parameters for the outer shape. In principle this can be extended to an arbitrary
number of design variables. The wing planform is fixed, so the span, sweep angle,
taper ratio, and wing area remain unchanged.

Additionally, two structure design parameters control the relative thickness
change of the wing front and rear spars in combination with the upper and lower
sheet thicknesses di of the wing box (see Fig. 2 and 3). The wing root section
thicknesses are scaled with the first parameter and the wing tip thicknesses with
the second structure parameter. A linear blending between the defining sections
along the wing span varies these thickness factors. The stiffness and the weight
of the wing are depending on these structure parameters. All components of the
wing structure are made of isotropic material, e. g. aluminium.

3.4 Optimisation Algorithm

The Downhill Simplex Optimiser method from Nelder/Mead [9], [10] is used to
find the minimum of the objective function (3). It is commonly used to solve
nonlinear optimisation problems with a moderate number of design variables
(ca. 10 to 50 variables).

The algorithm is gradient free – no derivative is required, the direction of
search is determined using n + 1 objective function evaluations for n design
variables. Experience proofs its robustness allowing 20% of failures of all anal-
ysis steps without affecting the optimiser convergence. Furthermore it performs
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Fig. 2. Wing box section with equivalent thicknesses di for spars and upper/lower
sides

well where objective function evaluations are subject to random noise (non-
smooth) which is often the case for solutions of discretised RANS equations on
unstructured meshes (refer to Sect. 2.5). However, the convergence rate is lin-
ear dependent on the number of design variables, e.g. for 10 design variables
approximately 200 analysis steps are necessary to find the optimum.

3.5 Handling of Optimisation Constraints

Constraints for the optimisation are handled using penalty functions added to
the objective function (3). The penalty method has a number of advantages: It
is easy to use and it allows inexact constraints, i. e. constraints are not necessary
to be fulfilled exactly. However, the factors determining the amount of penalty
have to be chosen carefully, otherwise the optimiser may be driven by constraints
only or does not fulfil constraints at all.

The following additional constraints have to be fulfilled to cover conditions at
off-design points:

1. Wing bending maximum should be less than 1.3m at the wing tip (half
span is 29m). This is to avoid a too flexible wing with unrealistic bending or
possibly unstable behaviour like flutter. The maximum bending is calculated
from deformation vectors calculated for the CFD surface mesh at the end of
the iterative CFD/CSM coupling loops.

2. Wing twist change between root section and tip section should stay below
10 degrees.

3. Airfoil thickness should not exceed 15% at wing root section.
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Fig. 3. Wing planform and wingbox section
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4. The wing leading edge radius should be limited to avoid loss of low-speed
performance. This is automatically fulfilled by the geometry parametrisation
as there is no parameter to change to it.

It should be mentioned that such constraints might better be treated via a
multi-point design optimisation approach. But this would have violated the test
approach agreed in the MegaDesign project.

In order to accelerate and stabilise the convergence of the optimisation process
the following techniques have been applied to overcome difficulties which were
detected in a first test optimisation described in Sect. 4.1:

1. Aerodynamic coefficients are averaged during the last phase of the CFD
solver iterations to minimize the effects of unstable or not fully converged
CFD/CSM solver solutions and to smooth the objective function.

2. The standard deviation for this averaging for the aerodynamic coefficients is
taken into account and added as a penalty to the objective function to avoid
possibly unstable or oscillating solutions.

4 Optimisation Results

4.1 Test Optimisation

Some test optimisations have been performed with a reduced number of shape
design variables to check the penalty factors βi. According to a preliminary
specification [1] the first test objective function was set to be (compare with
(3)):

Obj = Mw ∗ CD/CL +
m∑

i=1

βi pi [kg]. (9)

The optimisation result was not satisfactory because too much emphasis is laid
on the wing box mass Mw. The aerodynamic part CD/CL was not properly
taken into account because the sensitivity for this part is too low, see Fig. 4.
Additionally the constraint for maximum bending (< 1.3 m at wing tip) was not
satisfied and lead to a very flexible wing with very low mass. A detailed sensitivity
analysis should give more clarity and will be part of future investigations.

With the techniques described in Sect. 3.5 and improved factors βi for the
penalties pi (maximum bending at tip, maximum root section thickness, max-
imum twist angle, variance of the aerodynamic coefficients during last part of
the flow solver iteration, and smoothing/averaging of aerodynamic coefficients)
the final optimisation is executed with the objective function:

Obj = FWeight × CD/CL +
k∑

i=1

βi pi [N]. (10)
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4.2 Final Optimisation with 13 Design Variables

After adjustments of the penalty factors βi the optimisation has been carried
out successfully with 11 shape design parameters (twist, camber, thickness for
4 wing sections, twist fixed at wing root) and two structure design parameters
(factors for thickness scaling), summing up to 13 design variables.

After 300 optimiser steps (this is equivalent to 300 coupled CFD/CSM calcu-
lations with 3600 beam stick model calculations and 300 Finite Element Model
assemblies and 300 CATIA runs) the objective function nearly reaches its final
value of 127000N. This is the required thrust force of the considered four en-
gines aircraft in stationary horizontal flight. However, we still did not do CFD
calculations for the complete aircraft including fuselage, tails, etc.

One coupled CFD/CSM calculation took 20 min wall clock time on a 4 pro-
cessor machine workstation (HP-UX-11.11, PA-RISC processor, model C8000).
The complete optimisation lasts approximately four days.

Result Analysis

In Fig. 5 the reduction of the total drag force (objective function) is shown. Fig. 6
displays the decrease of total aircraft mass from 244 t to 238.4 t due to wing box
mass reduction of 5.6 t. The initial equivalent metal sheet thickness at the root
section has been reduced from 27mm to 21.9mm, and at the wing tip section
from 20mm to 18.7mm. At the same time the aerodynamic performance L/D
improves, see Fig. 7. The lift/drag ratio has been increased from initially 12 to
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Fig. 11. Surface pressure coefficient cp distribution in three-dimensional view for initial
wing (right hand side) and for the optimised wing (left hand side)
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nearly 18.5. Also the constraint for maximum wing tip bending is maintained,
see Fig. 9.
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In Fig. 10 the pressure coefficient distribution for several span-wise surface
sections are displayed for the initial wing and for the optimised wing geometry.

The following effects lead to the reduction of aerodynamic drag:

1. Reduced shock strength decreases wave-drag with reduced affinity for flow
separation occurring at relative wing section positions between η = 0.4 and
η = 0.7 for the initial wing geometry.

2. Increased suction at the leading edge which decreases pressure drag
3. Higher pressure at the trailing edge.

Details for the span-wise drag distribution for the wing are shown in Fig. 15. The
local sectional drag is decreased significantly in the range of 30 to 70% at the
middle and outer region of the wing. For the wing root region the drag reduction
is vanishing.

However, looking at the viscous part of the span-wise sectional drag (Fig. 16),
we obtain a marginal increase of drag compared to the initial wing. But this is
only a small fraction (one tenth) of the total local drag and the increase can be
neglected.

The span-wise load distribution in Fig. 17 shows the change towards more
inboard loading for the optimised wing. It reduces the wing root bending moment
and the amount of wing tip deflection.

5 Conclusion

Several essential tools developed within the MegaDesign project were used and
put together to build a multi-disciplinary optimisation chain. Using a mesh
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deformation tool based on Radial Basis Functions (RBF) allowing scattered
data interpolation was the key technology to connect CAD based parametric
shape modifications with CFD mesh deformation. The idea to use an appropri-
ate discretised wire-frame representation of the CAD geometry to calculate the
discrete deformation field as input for the RBF deformation solved the problem of
numerical noise.

The CFD/CSM coupling approach works robust and efficient. However, the
correct problem formulation with adjusted factors for constraints and penal-
ties decides between success and failure. Fuzzy Logic, automatic penalty factor
determination and automatic sensitivity detection may help here.

Further improvement and development of tools would increase the use of nu-
merical optimisation in industry. Availability of optimisers or optimisation sys-
tems is not the current bottleneck. Appropriate tools which form the building
blocks of complex process chains need to be enhanced and equipped with com-
patible interfaces.

Finally, the use of adjoint solvers for gradient based optimisers seems to be
possible for unstructured CFD meshes in combination with CAD based geometry
parametrisation by making use of RBF based mesh deformation techniques.
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Multidisciplinary Optimization of an UAV
Combining CFD and CSM

S.M. Hitzel, L. Nardin, K. Sørensen, and H. Rieger

Aerodynamics and Methods, EADS Military Air Systems, Germany

Summary. Multidisciplinary Design Optimization (MDO) is a challenging goal for
designers. The aim is to use optimization strategies to integrate a number of different
disciplines simultaneously in the optimization process. The optimum of the multidisci-
plinary problem is better than the design found by optimizing each discipline sequen-
tially, since it can exploit the interactions between the disciplines. However, including
all disciplines simultaneously significantly increases the complexity of the problem.

At EADS Military Air Systems (EADS-MAS) the analysis of the multidisciplinary
design optimization of an aircraft was carried out. While the whole aircraft has been
optimized with regards to the aerodynamic part, structural concerns were taken into
account for the wing alone. The whole process is not a real multidisciplinary opti-
mization, because the structural part has not been integrated in a closed loop with
the aerodynamic analysis. Instead, the structural code has been used to size the wing
weight already optimized with regard to aerodynamic. The aim of this study was to
prove that it was possible to eventually carry out such a multidisciplinary optimization
with the available tools for future analyses.

1 Optimization Process

The optimization of both aerodynamic and structural characteristics of an un-
manned aerial vehicle (Figure 1) was carried out. Actually the structural part
regarded only the analysis of the wing alone.

Initially the weight of the wing was simply estimated using a very simple
structural wing box model through an analytical formulation. Obviously this
analysis was too simplistic: first of all because of the simplicity of the analytical
model, and then because the forces resulting from the analytical analysis were
not applied to the structure. Therefore a more complex methodology has been
implemented, comprising an FEM structural analysis of the wing.

The complete optimization process is carried out as described in Figure 2: a
CAD model is provided, the unstructured chimera mesh generated with the MAS
Mesher [1] and used to compute the aerodynamic forces. The CATIA model
provides also the FEM mesh which is used by the structural analysis system
NASTRAN to compute the stresses of the wing structure. The optimization
analysis is steered by modeFRONTIER [2].

N. Kroll et al. (Eds.): MEGADESIGN and MegaOpt, NNFM 107, pp. 307–312.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Aircraft topology

Fig. 2. Optimization process including structural weight evaluation via FEM

The optimization carried out is not a close-coupled one, because the results of
the structural analysis are not feed up to the aerodynamic analysis. Furthermore,
the design parameters steering the structural sizing are not the same driving the
aerodynamic optimization: for the structural part the thicknesses of spars, ribs
and of the skin were taken into account. None of these design variables have a
direct influence on the aerodynamic design. Currently only the sizing procedure
of the wing structure has been included.
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The optimization process has been therefore steered by modeFRONTIER
which changed the input design parameters accordingly to the aerodynamic sim-
ulations output. The structure of the wing was then sized through the analysis
of the stresses calculated by Nastran.

2 Aerodynamic Analysis and Optimization

The aim of the aerodynamic optimization was to maximize a loiter phase as
presented in a companion paper in this book. For simple stealth reasons the
leading and trailing edge of the horizontal tail were kept parallel to the wing
leading and trailing edges. Furthermore a single “rubber” engine was assumed
and not modelled in detail in the CAD (Figure 1). The wing and tail profiles
were kept unchanged. The mission weight was assumed to be constant for the
loiter phase at an average of ZFW + 0.5 full fuel weight. The design variables
of this aerodynamic part are wing parameters such as sweep, aspect ratio, taper
ratio (inner, outer), inner wing kink span and possibly the position of the wing.

The fuel consumption was evaluated via the thrust equals drag condition, the
drag being evaluated by the flow simulation. The max rated sea level thrust as
a function of elevation and Mach number is computed using data for a generic
high-bypass turbofan engine. Using generic engine data the specific fuel con-
sumption for cruise and loiter fuel is found along the same lines. With the loiter
thrust required assumed to depend on the glide ratio, and the glide ratio being
determined via the flow simulations, the objective loiter time becomes:

tloiter =
Wfuel − Wfuel,cruise

TSFCloiter · Tloiter

In the formula W indicates the aircraft mass, TSFC stands for the thrust spe-
cific fuel consumption and T means the corresponding thrust. Conducting the
optimization through the use of the previous formula is better than optimizing
the design for just lift or drag: in the above formulation the main characteris-
tics steering the optimization are present, therefore maximizing the loiter time
implicitly optimize lift and drag of the whole aircraft.

The aircraft had to be simulated at trimmed conditions. For a simplified
version the assumption of linear aerodynamics at low angle-of-attack the angle-
of-attack and angle-of-incidence for the horizontal tail trim-position where esti-
mated according to Raymer [3].

3 FEM Integration

Provisions were made to design a realistic parameterized structural model ge-
ometry via CAD. The wing structure can be modelled with different numbers of
profile-ribs and different parameterized positions of a front and rear wing spar.
The modelling of the structure is integrated into the automatic optimization
process and can be called during the optimization any time intended.
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Fig. 3. Geometry of a structural wing model and FEM-model of the same wing

This geometry is automatically meshed into a complete FEM-model. Cur-
rently shell elements are used for each geometrical rib, spar and skin segment.
Next, the evaluated aerodynamic pressure distribution is mapped onto the knots
of the FEM-model in the CATIA environment. Together with the gravity loads
and/or other inertia loads and external forces (e.g. from engines) a NASTRAN-
deck is provided automatically, which then can be used to size the local thickness
of the wing structure.

Figure 3 shows the internal wing structure of the full aircraft shown in
Figure 1. The cut-away provides insight into the rib, spar, skin structural layout,
while the surface of the FEM-model is depicted as well on the right side.

On the left side of Figure 4 the aerodynamic load is mapped automatically
via a CATIA-V5 macro onto the FEM-knots. In the same picture the gravity
forces are indicated by arrows. A first non-sized distribution of the von Mises
stresses is shown on the right side of the picture. On the basis of these stresses
the local parts of the structure, the individual spars, ribs and skins can be sized
or optimized for minimum weight, respectively.

Initially the thickness of each element (spars and ribs) was sized on its en-
tireness, but a high stress concentrated on a small area, usually at the junction
between spars and ribs, resulted in a high thickness for the whole part. Actually
the simplicity of the model didn’t account for real structural components. There-
fore each element of the FEM mesh was sized individually. This strategy allowed

Fig. 4. Mapped pressure distribution and van Mises stress on the FEM-elements before
sizing
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defining different thicknesses not only for the different parts of the wing, but for
each element. The mass was therefore more concentrated at the junctions, while
the skin and the parts in which the stresses were not high resulted on having a
reduced thickness.

4 Results

In Figure 5 each design is equipped with the same structural topology: no design
change in the number of ribs was done. However the location of spars is different.
Figure 5 indicates the force paths by a relatively high value for the local element
thickness. It can be recognized clearly that in the Figure on the left the position
of the front spar is not optimal because relatively high stress has to be carried by
the skin. Also one can observe load paths normal to the elastic axis. The described
deficit has been tried to improve by a topological change of the position of the front
spar (fig. 5 right). Here the two load transfer points at the wing-fuselage interface
are in coincidence with the front and rear spar attachment points. In principle
the thickness distribution has been bettered, however, some disturbances are still
visible in the mid wing region. The reason for that is unknown for the moment.
Interestingly the wing structural weight of the improved spar locations has become
lower. The structural analysis gives for the left wing topology a weight of 166 kg
whereas the left wing has been lowered to 145 kg.

Further computational experiments are displayed in Figure 6. For the struc-
tural topology of Figure 5 (right) the FEM-mesh was refined by a factor of 2.
The result is depicted on the left in Figure 6. It is noticed that the local high
stresses in the mid wig region have disappeared and now are concentrated along
the spars in span direction. Also disturbances are now visible mainly at the
trailing edges. This could be explained by some insufficient FEM modelling in
that area.

On the right in Figure 6 the topology of the ribs has been changed. The stress
distribution has been very much improved. The maximum element thickness is

Fig. 5. Influence of spars location on element thickness distribution
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Fig. 6. Influence of FEM-mesh refinement (left) and number of ribs (right)

concentrated along the spars and the hot spots are almost gone. By inspection
one can observe still area for improvements. This concerns the outer wing spar
and ribs locations. Positioning of the ribs along the stress paths (normal to the
elastic axis) are a matter of priority. Interestingly the weight of the left wing has
improved to 135 kg.

5 Conclusions

From the results obtained it can be concluded that a stepwise optimization pro-
cess has been successfully implemented. The process is starting with the aero-
dynamic configuration optimization based on a given mission scenario and en-
compasses the structural sizing optimization of the main structural components.
The experience gained with this example brought us to determine a strategy for
future optimizations, for example sizing each element separately and letting the
positions of the spars and the number of ribs to be changed by the optimization
analysis tools. In addition to that, a convergence study on the mesh size can
help to obtain better solutions.

This proves that the tools to realize such a multidisciplinary design opti-
mization are available. Future steps will be the close-coupled integration of the
different disciplines, to really appreciate the interactions between them.
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Häuser, Jochem 121
Heinrich, Ralf 151
Hitzel, St. M. 191, 263, 307

Jakirlić, S. 73
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