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Preface  

Preface 

“In aircraft design, efficiency is determined by the ability to accurately and relia-
bly predict the occurrence of, and to model the development of, turbulent flows. 
Hence, the main objective in industrial computational fluid dynamics (CFD) is to 
increase the capabilities for an improved predictive accuracy for both complex 
flows and complex geometries”. This text part taken from Haase et al (2006), de-
scribing the results of the DESider predecessor project “FLOMANIA” is still - and 
will be in future valid.  

With an ever-increasing demand for faster, more reliable and cleaner aircraft, 
flight envelopes are necessarily shifted into areas of the flow regimes exhibiting 
highly unsteady and, for military aircraft, unstable flow behaviour. This undoubt-
edly poses major new challenges in CFD; generally stated as an increased predic-
tive accuracy whist retaining “affordable” computation times. Together with 
highly resolved meshes employing millions of nodes, numerical methods must 
have the inherent capability to predict unsteady flows. Although at present, 
(U)RANS methods are likely to remain as the workhorses in industry, the DESider 
project focussed on the development and combination of these approaches with 
LES methods in order to “bridge” the gap between the much more expensive (due 
to high Reynolds numbers in flight), but more accurate (full) LES.  

Therefore the primary objective of the DESider project, amongst several key 
goals, was to demonstrate the capabilities of these so-called hybrid RANS-LES 
approaches in the application to industrially relevant test cases with a focus on 
aerodynamic flows characterised by separation, wakes, vortex interaction and buf-
feting, i.e. flow features with the central common theme; inherent unsteadiness. 

An additional aspiration that has been met was to demonstrate the extent to 
which hybrid RANS-LES methods can be applied to multi-disciplinary topics such 
as aero-acoustics (noise reduction) and aero-elastics (reduced A/C weight, un-
steady loads, fatigue issues, improved A/C safety), thus enabling further tools to-
wards a cost-effective and more accurate design. 

All the goals achieved during the DESider project and described in this book 
have resulted from what has been a highly successful co-operation between Euro-
pean industries, research establishments and universities, leading to much  
improved knowledge dissemination and achieving cross-fertilisation between dif-
ferent the various represented engineering industries; airframe, helicopters, power 
generation, car and train industries.  

This close collaboration, stimulated by the financial support from the European 
Union, can quite genuinely claim to have promoted and accelerated the enhancement 
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of CFD approaches of each DESider partner to a far greater extent than would have 
otherwise been possible with the partners functioning individually in isolation. 

The present book undertakes to describe the outcomes of the DESider project 
in their entirety and the editors keenly hope that this book clearly and effectively 
contributes to the area of accurate flow prediction in the form of new and innova-
tive results and methods.  

Moreover, we hope that the chapter on hybrid RANS-LES methods, the newly 
developed turbulence models and the assessment and validation of methods based 
on a variety of test cases will help seed and motivate further and extended future 
investigations and validation work.  

Acknowledgments are due to each and all DESider partners who have contrib-
uted in a remarkably open and collaborative manner to ensure success and in do-
ing so, making it such a pleasure for the editors to summarize the programme’s 
technical achievements in the present book.  

Thanks are also due to A. Podsadowski and D. Knörzer, the European Com-
mission’s Scientific Officers of the DESider project, who have provided every 
help at every corner along to route to making this programme a success. More-
over, the financial support received for this book from the European Union via the 
KATnet-II network is very much appreciated. 

Last but not least, the editors of this book would like to express their gratitude 
to W. Schröder, the General Editor of the Springer series ’Notes on Numerical 
Fluid Mechanics and Multidisciplinary Design’, as well as to his colleague A. 
Hartmann for their help and editorial advice. 

 
 

January 2009 
 

Werner Haase 
Marianna Braza 

Alistair Revell 

München 
Toulouse 

Manchester 
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I   The DESider Project 

1   Summary  

The DESider project was motivated by the increasing demand of the European 
aerospace industries to improve their CFD-aided design procedures and analyses 
on turbulent unsteady aerodynamic flows. Recent modelling approaches such as 
DES, hybrid RANS-LES, embedded LES (summarised as “RANS-LES Methods”) 
but also URANS had not yet – at the beginning of the project - reached the same 
or a comparable maturity for becoming general predictive tools for  
industrial CFD with a “sensible” reliability.  

Thus the major aim was to overcome known weaknesses in the different ap-
proaches - in order to support the European aeronautics industry with simulation 
methods that offer an improved predictive accuracy for unsteady flows exhibiting 
(massive) separation. Hence, emphasis was placed on the enhancement of both the 
modelling capabilities of RANS-LES methods and at the same time an alleviation 
of computational costs.  

In that respect, the DESider project denoted a considerable step forward in closing 
the gap between (U)RANS and LES by investigating and validating known hybrid 
RANS-LES methods. However, LES was not treated as a stand-alone method as it is 
well known that full LES for practical (and therefore industrial) use, i.e. for flows 
with high Reynolds numbers, will not be usable in the next decades. Therefore, the 
main objectives of the DESider project gathering expertise from European experts in 
the field of aerodynamics, turbulence modelling and numerical analysis up to multi-
disciplinary (aero-elastic and aero-acoustic) design, were laid out as follows:  

1. Based on the previously developed DES approach, investigate and develop 
advanced modelling approaches for unsteady flow simulations as a compro-
mise between URANS and LES, which are able to produce LES-comparable 
results for real aeronautical applications (in industrial design environments), 
yet with less costly computational resources than using LES. 

2. Demonstrate the capabilities of hybrid RANS-LES approaches in solving 
industrially relevant applications with a focus on aerodynamic flows charac-
terised by separation, wakes, vortex interaction and buffeting, i.e. flow  
features all of which are inherently unsteady. 

3. Investigate further that hybrid RANS-LES methods can be well and with improved 
predictive accuracy applied to multi-disciplinary topics as there are aero-acoustics 
(noise reduction) and aero-elastics (reduced A/C weight, unsteady loads, fatigue is-
sues, improved A/C safety), improving by this a cost-effective design. 

4. Facilitate a co-operation between European industries, research establish-
ments and universities. Foster co-operation, improve dissemination, and 
achieve cross-fertilisation between different industries as there are airframe, 
turbo-machinery, helicopters, power generation as well as turbo-engines and 
ground transportation (cars, trains) by setting up a so-called “observer group”, 
that is linked to the project. 
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2   Introduction 

2.1   The ‘Aeronautics and Space’ Priorities as a Background for 
DESider 

It is the European Vision-2020 report (issued by the “Group of Personalities”) in 
preparing for the global challenges, which documents why the DESider project was 
positively contributing to the general objectives of the aeronautics priority. When 
the new vision for future aircraft is aiming at “more affordable, safer, cleaner and 
quieter” aircraft, enhanced design processes are playing an important role and future 
design processes very much rely on complete “design chains” in a multi-disciplinary 
environment where computational fluid dynamics (CFD) with increased predictive 
accuracy is playing a major role. Hence, future air transport systems will have to 
support European growth and attract and foster business, whilst meeting the needs of 
European citizens for travel and transport, as well as the requirements to preserve 
the environment and quality of life. With an estimated average growth of 5% per 
year air traffic volume will triple by 2020 – and is addressing demanding aims: 

1. Five fold reduction in accidents, 
2. Halving perceptive aircraft noise, 
3. 50% cut in CO2 emission per passenger kilometre (halving fuel consumption) 
4. 80% cut in NO emissions, 
5. Air traffic system capable of handling 16 million flights a year with 24h  

operation at airports and more comfort for passengers. 

As mentioned above, improved aerodynamics – and all multi-disciplinary designs 
with aerodynamics involved, in the DESider case aero-elasticity and/or aero-
acoustics need CFD simulation tools which offer the best ever achievable  
accuracy in the shortest design time.  

DESider, as an active part of the European Commission’s 6th-Framework pro-
gramme (2002-2006), with its thematic priority on ‘aeronautics and space’, did 
address the general objectives for aeronautics: 

1. Strengthening competitiveness, 
2. Improving environmental impact with regard to noise and emission, 
3. Improving aircraft safety and security, 
4. Increasing operational capacity and safety of air transport systems. 

When considering the primary objectives of the DESider project to provide the 
European Aerospace Industry with approach(es) to exploit substantial advances 
made on the research side in the area of simulating turbulent unsteady aerody-
namic flows exhibiting large areas of separation and strong vortices (equivalent to 
noise sources), a direct impact on aircraft design aiming at less fuel consumption 
due to reduced weight, improved flight trajectories, and indirectly a positive  
impact on environmental issues is straightforward.  
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2.2   State of the Art 

When dealing with complex (e.g. high angle of attack) turbulent separated and 
hence vortical flows, (U)RANS modelling, the today’s workhorse in industrial 
aerodynamics, has frequently appeared or proven to be a poorly adapted approach. 
While LES has shown viable capabilities of resolving the flow structures and 
achieving more accurate predictions, it is still too costly to be used at present in 
aeronautical applications - even for a single airfoil at high Reynolds numbers. To 
close the gap between RANS and LES, a class of hybrid RANS-LES methods has 
been previously developed, among which the so-called detached eddy simulation, 
DES, which – at a first glance - serves as an industrially relevant approach.  

Enormous efforts of numerous researches all over the world have driven the develop-
ment, verification and validation of Reynolds-Averaged Navier-Stokes (RANS) turbu-
lence models for a multitude of flow problems. In many cases these models have been 
even applied to Unsteady Reynolds-Averaged Navier-Stokes (URANS) computations in 
cases where the flow is either forced to be unsteady because of body movement or where 
large flow-separating areas naturally lead to large-scale unsteady flow behaviour.  

Currently available experimental data suggest that the latest generation of (U)RANS 
models is able to accurately predict flows under adverse pressure gradients, including 
flows with (small) separation bubbles, but it has been observed that turbulence levels in 
the shear-layers emanating from the separation line are often under-predicted by RANS 
turbulence models. On the other hand, and due to industrial needs, the advances in 
predictive capabilities in this area have significantly expanded the range of applications 
of RANS methods into off-design conditions. Much of this effort was focused in the 
European Commission’s FLOMANIA project (Haase et al, 2006), that was aiming at 
an improvement of (industrially used) turbulence models and a first employment of full 
Reynolds stress models in (external) aerodynamics.  

Concerning now DES it is well known that the dominant, “detached”, eddies in 
massively separated flows are highly geometry-specific and have not much in 
common with the “standard” eddies of the thin shear flows RANS models are 
designed to model. In particular, the RANS modelling theories start off with a 
“local homogeneity” hypothesis. This is clearly not the case in many industrially 
relevant applications. As a direct consequence, performing Reynolds averaging 
over the entire spectrum of the turbulent eddies, and trying to include those ge-
ometry-sensitive vortices that are typical for the separated flows is more than an 
industrial “wish”, it is a future demand.  

As mentioned, modelling in RANS has to be pursued because the method is 
(still) the backbone for industry. Nevertheless, RANS has its counterpart in LES, 
which is assumed being the only “defensible” tool that has a real promise for accu-
rately predicting separated flow regions. A considerably high effort has been put 
to LES investigations so far but the resolution needed in boundary layers and 
wakes makes LES unaffordable in many industrial applications in the foreseeable 
future, see Table 1 below.  In that table, Spalart (2000) compares the aforemen-
tioned strategies of turbulence simulation in terms of their major fea-
tures/capabilities, computer power needed and “availability”. Obviously, the 
(highlighted) DES method denotes the (industrial) basis for further direct  
research/development on all “RANS-LES” methods. 
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Table 1 Methods according to needs, performance, and readiness, (Spalart, 2000) 

   

Method Aim*) 
Grid:  
Re-no. 

Dependence 
Empiricism Grid-Size Number of 

time steps 
Readiness 

2D  

URANS 
Numerical Weak Strong 105 103.5 1980 

3D-
URANS 

Numerical Weak Strong 107 103.5 1995 

LES Hybrid Weak Weak 1011.5 106.7 2045 

DNS Numerical Strong None 1016 107.7 2080 

DES Hybrid Weak Strong 108 104 2000 

* “Numerical” means that grid-refinement does not add any new physics to the solution and 
its only goal is to improve its numerical accuracy while “Hybrid” means that both nu-
merical and physical improvements occur with grid-refinement. 

Although Spalart has issued this table already in the year 1999, it has nothing 
lost in its meaning, and the recognition of the conflict between RANS/URANS 
and LES makes it very tempting to create an approach that combines the fine-
tuned RANS technology in the attached boundary layers with the power of LES in 
the separated regions. The general idea of such an approach has first been pro-
posed by Spalart in the year 1997, implying that in the “attached” boundary layer 
eddies should be modelled in the RANS mode, while the larger “detached” eddies 
should be simulated - with small eddies in the LES region being also modelled, 
however with much less influence compared to boundary-layer eddies. Finally, the 
so-called “detached” eddies have thus inspired the name of Detached Eddy Simu-
lation, DES (Spalart et al, 1997), which was at that time based on a specific  
formulation of the Spalart-Allmaras (1994) turbulence model.  

Most of all, US colleagues together with researchers in St. Petersburg, Russia, 
(M. Strelets et al.) have used DES and have provided impressive results for com-
plex aerodynamic applications. While the so-called 1997-DES introduced signifi-
cant grid dependency into the RANS portion of the simulations, which required a 
grid spacing for the wall grid in both tangential directions that is larger than the 
boundary layer thickness at that wall location, further grid refinement below this 
limit often led to Grid Induced Separation (GIS), an issue that was thoroughly 
investigated in DESider – and the first problem that was solved entirely.  

It should be noted that URANS is not a simple transposition of RANS (steady-
state flows in statistical equilibrium) into unsteady flows, but unfortunately this 
was the case in many previous studies in the state of the art. Thus, an alternative to 
DES is the Scale Adaptive Simulation (SAS) approach recently proposed by 
Menter (2003). SAS is mainly a URANS model, which is capable to resolve tur-
bulent structures in highly separated regions. At a start of DESider, the SAS 
method in use was based on a simple one-equation turbulence model. As part of  
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the DESider project, this was extended to more advanced models. The SAS ap-
proach was evaluated in detail against current and improved DES formulations for 
a variety of test cases and results can be found in the corresponding chapters of 
this book.  

In the range of RANS-LES approaches, another method known as the “embed-
ded LES” approach, carries out a “local” LES simulation in a region of particular 
interest (for acoustics, complex flow separation, fluid-structure coupling) while 
the rest of the flow domain “remains” a RANS area. As an example, a local LES 
would be applied to a wing pod, fuel tank, landing gear or engine inlet with the 
aerodynamics of the whole aircraft computed by RANS. The advantage over DES 
is that optimal time-steps and numerical methods can be used for each simulation 
and the exchange between LES and RANS is based on the provision of synthetic 
turbulent structures corresponding to statistical characteristics provided by the 
RANS (rms velocities and length-scales). Results based on the DESider test case 
matrix are demonstrated below.  

The objective of generating synthetic turbulence is common to another ap-
proach called hybrid LES-RANS, which has the more ambitious objective of 
computing the whole flow domain with LES, but introducing a RANS model in 
the attached boundary layer zones, thus providing huge savings and paving the 
way to industrial applications. Hence, hybrid LES-RANS is an approach to cir-
cumvent the extreme requirement on near-wall grid resolution in LES (Temmer-
mann et al, 2002, Davidson et al, 2003). While DES can be regarded as a method 
which is an extension of RANS to treat unsteady separated regions, hybrid LES-
RANS is an approach which extends LES to make it possible to also treat attached 
boundary layers. One approach to this is to superimpose instantaneous velocity 
fluctuations to the LES region along the interface. These fluctuations can be taken 
from a generic boundary layer, i.e. instantaneous DNS data (Dahlström 2003, 
Dahlström & Davidson, 2003) or using vortex methods (Sergent, 2002). 

Another attempt to make LES useful for industrial applications is to combine 
LES with wall functions aiming at “realistic” computation times. Although for 
aerodynamic flows with accuracy requirements of about 1 drag count (equivalent 
to 0.0001 of the drag coefficient), wall functions are not really applicable. This is 
different for example for process-industry flows where 10-20% margins are al-
lowed. Thus LES with wall functions were not considered in DESider. However, 
another alternative for the already mentioned hybrid RANS-LES models are LES 
formulations with significantly reduced grid resolution requirements which allow 
the gradual introduction of LES into real life industrial applications. One of those 
is the “immersed boundary layer” approach, a step beyond the restrictive wall-
functions. 

Last but not least, additional novel approaches were tested and evaluated in 
DESider. Amongst them is the “zonal” approach, a hybrid RANS-LES method, 
where “zones” of RANS and LES are pre-defined according to a pre-investigation 
of the expected flow field.  
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3   Technical Project Description 

3.1   Research Approach and Technical Achievements 

As shown above, the innovative elements of the DESider project are concerned 
with the improvement and enhancement of flow-physics modelling in general by 
taking care of current (and future) industrial needs and requirements. This was 
achieved by an approach giving rise to a validation of different hybrid RANS-LES 
methods on standardised test cases – which is enabling future investigations by 
means of comprehensive data base. 

The main achievements and studies performed in the course of the DESider 
project in terms of development and assessment of the turbulence-resolving  
approaches include: 

1. Investigation of the role of the background RANS model in DES in terms of 
accuracy and robustness,  

2. Improvement of RANS-LES switching in DES and, particularly, elimination 
of premature switching which may occur inside the boundary layer with a grid 
that is not sufficient for the well-resolved LES, 

3. Extension of SAS modelling to two-equation turbulence models and a thor-
ough assessment of the SAS approach against standard URANS and DES 
methods, 

4. Development of DES-based approaches for the near-wall treatment in LES to 
enable DES application to flows without any separation zone, 

5. Assessment of DES, RANS-LES hybrids, and SAS capabilities in aero-
acoustics and aero-elastics analysis, i.e., proof-of-applicability of new models 
in multi-disciplinary design environments, 

6. Development of a new experimental data base for channel flow, with meas-
urements carried out by ONERA and data post-processing by University 
Lille. Experimental results have been used to validate the hybrid RANS-LES 
methods investigated in the DESider project.  

7. Furthermore, as a so-called added value experiment (i.e. work not funded by 
DESider but used by the partners), a cylinder flow in the critical regime was 
directed by IMFT. 

All findings made in the course of the above studies were supported by applying dif-
ferent (hybrid RANS-LES) approaches to a wide range of thoroughly selected generic 
and industrial test cases. Based on this, the model limitations were established, best 
practice recommendations were formulated and, most important, predictive capabili-
ties of CFD codes used by the DESider partners were significantly enhanced. 

To conclude this achievements chapter, the DESider project was making 
Europe and hence the European research community in the area of aeronautics, a 
world-leading group on (improvement) and application of hybrid RANS-LES 
methods. 
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3.2   Dissemination and Exploitation 

3.2.1   General Plans According to the Technical Annex  

The DESider project, incorporating industry, research institutes and universities 
focused on the solution of accurate, reliable and robust computational fluid  
dynamics (CFD) applications in the framework of hybrid RANS-LES methods.  

The main topic in that respect denoted the goal to use the new and innovative 
methods in an industrial framework. All partners, with their highly skilled person-
nel were given access to highly improved aerodynamics simulation tools, fostering 
and exploiting their expertise in CFD both on a local and a trans-national basis. 
Moreover, this was directly improving a dissemination of highly advanced compu-
tational tools and giving rise to close the gap between European countries/partners 
with different levels of potential or technologies. Additionally, the corresponding 
know-how will be disseminated by young scientists and engineers, which are 
currently educated in these organisations.  

Apart from directly using the experience gained for teaching and training of 
students and young researchers at research laboratories and also universities, those 
persons have been – and will be in future - educated in a way making them more 
competitive for a professional market in which expertise in the numerical simula-
tion of unsteady turbulent flows is getting more and more important for a large 
variety of applications (interior flows in engines, chemical facilities, exterior flows 
around cars, trains, aircraft, etc.). Thus, the project outcome will allow universities 
to pursue their goals in the field of aerodynamics both in research and in teaching.  

Last but not least, the “group of observers”, Airbus, Peugeot, Volvo Cars and 
the University of Liverpool, with their access to all technical information, are 
promoting dissemination and even exploitation by applying the new/advanced 
tools in their own environment.  

3.2.2   An Attempt to Structure Dissemination and Exploitation 
Work 

In Fig. 1, the dissemination and exploitation structure of the DESider project is 
sketched. In more detail, the following explanations might lead the reader to an 
improved understanding: 

1. Dissemination and exploitation is represented by the yellow left hand part of 
the figure, while exploitation activities are related to the green right hand part 
of the figure. 

2. Intentionally, the observer activities, represented by the blue box, are split 
into dissemination and exploitation activities, in the exploitation case, direct 
and immediate exploitation is enabled.  

3. All partners in the DESider project have exchanged knowledge and expertise 
in an interactive way, as indicated by the red DESider box.  

4. “Links to other projects” are seen to be activities related to dissemination. 
5. Red arrows indicate activities dedicated to DESider as a whole; no specific 

inter-partner activities are meant here. 
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Fig. 1   Sketch of dissemination and exploitation activities 

6. The black arrows are seen to be more partner-wise or to be at least organisational 
(industry-research- university) activities that are clear exploitation related. 

7. Research labs and universities are providing additional means for educating 
students (pre- or post-diploma/PhD). Because of its future consequences, edu-
cation of students is seen as an exploitation activity. 

8. The main industrial exploitation is linked to the use of the new and by the end 
of DESider well validated hybrid RANS-Les methods for future design  
aspects.  

9. DESider has set up a first conference on “Hybrid RANS-LES Methods”, an 
event that was 14/15 July 2005 at FOI in Stockholm in association with ER-
COFTAC and sponsored by EADS-MAS, ANSYS, FOI and NUMECA.  

10. A second symposium followed on Corfu, 17/18 June 2007. 4 invited lectures 
were accomplished by 26 contributed presentations, with the majority of pres-
entations coming from non-DESider researchers. Sponsors were again EADS-
MAS, ANSYS, FOI and NUMECA, accompanied by EUROCOPTER 
Deutschland GmbH, and Airbus Deutschland GmbH via the European KAT-
net-II project. 

3.2.3   Publication of Results 

Concerning results obtained from DESider, two books are published. 
The first book comprises results from the Hybrid RANS-LES Symposium that 

took place on Corfu in June 2007 as part of the final meeting. This was an open 
conference presenting all presentations, together with an overview article by  
 



3   Technical Project Description 9 
 

 

P. Spalart. As it can be seen from the book layout provided in Figure 2 below, the 
symposium contributions have been published in the Springer series on “Notes on 
Numerical Fluid Mechanics and Multidisciplinary Design”, Vol. 97, 2008.  

The second book/publication is this present publication. 

 

Fig. 2 Hybrid RANS-LES Symposium - Publication of the Corfu conference 

3.3   Description of Tasks 

A graphical overview describing the DESider project can be taken from Fig. 3, see 
next page. 

Task 1.1 – Project Management 
The overall objective of this task was to provide a sound and thorough basis for 
the technical work going to be carried out and to provide all relevant tools for a 
successful management and administration of the DESider project, tools that en-
sured that all partners were contributing to these "administrative aspects" in a 
comparable way. This included all aspects from meeting preparation versus  
project monitoring to taking care of successful exploitation.  

Task 1.2 - Web Server 
AWeb site was set up for the DESider project and maintained during the runtime 
of the project in order to better disseminate results, knowledge and information in 
the consortium. This Web site was split into a “public” and a “private” (consor-
tium confidential) part, the latter password protected. The Web site is still main-
tained and can be visited under http://cfd.mace.manchster.ac.uk/desider. The 
reader is also referred to Section 6 below. 
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Fig. 3 The DESider work plan - an overview 

Task 1.3 - Dissemination/Exploitation 
Besides dissemination of knowledge during run-time of the DESider project, ex-
ploitation of the achieved expertise was of utmost importance. The latter can be 
underlined by recognising the impact of DESider on all future industrial projects 
where CFD is involved. A specific dissemination/exploitation action was initiated 
including the above mentioned “observer group” consisting of Airbus France, 
Peugeot-PSA, Volvo Cars and Liverpool University (at a later stage). 
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Task 2.1 - Data Base 

The objective of this task was to set up a data base for test cases and to specify test 
cases for modelling calibration, validation and verification, which should cover 
both fundamental baseline test cases and test cases relevant to industrial applica-
tions. This has been carried out successfully. 

A test-case group has been formed, including ANSYS, EADS-MAS, FOI, ICL, 
IMFT, ONERA, and UMIST. At the first group meeting, all the proposed test 
cases had been discussed and reviewed. This meeting concluded 22 test cases 
(with two mandatory cases) as relevant for DESider. An important focus was put 
on the specification of the geometry and flow conditions of the DESider bump 
measurement carried out by ONERA, see chapter III.1.  

The test-case data base has spanned widely, ranging from "underlying-flow re-
gime" cases, new experimental measurements to application-challenge cases (in-
cluding aero-acoustic and aero-elastic cases) with one co-ordinator assigned for 
each test case.  

Task 2.2: Measurements of Separating/Re-attaching Flows 
The goals of the new DESider measurements – the ONERA channel-bump  
experiment - were to investigate separated flow and its reattachment in order to: 

1. Provide statistical data to validate computations, especially on critical points 
such as the prediction of the separation, its unsteady behaviour and the  
recovery of the boundary layer downstream of reattachment, 

2. Provide information on the turbulent structures to compare them to the ones 
predicted by the computations. 

The experiment was first designed by ONERA and pre-investigated by ANSYS 
by means of CFD methods. Information about the water tunnel was provided by 
ONERA while ANSYS tried to define a bump with a smooth turning to avoid 
geometry driven separation. As the tunnel has a rectangular section, a horizon-
tal bump was preferred to have a higher aspect ratio. Attention was also paid to 
have a rather long separated region as well as a long enough recovery region - 
to be able to probe both regions easily. Finally, a bump shape has been pro-
posed by ANSYS. With this shape the preliminary simulations have shown a 
noticeable mid-span separation zone. Flow visualizations confirmed the ob-
tained CFD results. The separation on the bump has a nearly two-dimensional 
character, except of course very close to the side walls, the side vortices are 
unsteady but not flapping, the reattachment occurs about five to six bump 
heights downstream and the wall streamlines rapidly align with the tunnel axis 
downstream of reattachment. 

For the wall measurements, liquid crystals (LC) were used to get information 
about the location of separated and reattached regions, while LDV measurements 
were performed first to document the whole entry plane, to be taken as the inflow 
condition for the computations. 
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The main part of the experiment though, was devoted to PIV measurements. A 
stereo PIV system, with four cameras was used to cover a large field of view.  

Moreover, IMFT has carried out own measurements (cylinder flow), an “added 
value” as it was only partially supported by DESider funds. These experiments 
were carried out in the S1 and S4 wind tunnels of IMFT, by using Three-
Component PIV, PIV-3C, two-component time-resolved PIV, TR-PIV, as well as 
a combination of both techniques - that constitutes a new approach. Appropriate 
and detailed signal processing techniques have been applied to capture the organ-
ised and chaotic turbulence processes and their non-linear interaction for the 
strongly detached unsteady flow around a circular cylinder at Reynolds number 
ranges entering the critical regime. For the majority of the experiments, the verti-
cal and spanwise confinement of the flow was fixed by transparent walls to allow 
taking into account the exact boundary conditions within a realistic CPU time for 
the CFD simulations. The complete data base is available on the DESider Web, 
see section 6 of this chapter. 

Task 3.1 - Improved URANS Modelling 
URANS simulations based on the “classic” turbulence models have shown a 
very limited range of unsteady flow features and are therefore not optimal for 
the simulation of the turbulent structures in highly separated flows. So the goal 
of this task was to develop innovative URANS models, where – compared to 
DES - no explicit grid dependency is introduced into the equations. Therefore, 
within the current project, first of all turbulence models were considered with 
good predictive capabilities for URANS applications. The models have in 
common that they resolve unsteady features of the flow to a more extent than 
the classic ones and permit to account for the influence of turbulent structures 
on aerodynamic flows - without the high computing requirements of standard 
LES formulations. 

In other words, the objective of this task was to develop more sophisticated 
RANS turbulence models that must be further away from equilibrium and in many 
cases also strongly affected by streamline curvature (e.g. vortices) but, in contrast 
to DES, do not involve LES-like explicit grid-dependence of the solution.  

Task 3.2 - DES with Improved Modelling 
The goal of this task was to investigate and develop modelling approaches in the 
context similar to, yet more feasible/sophisticated than, the original DES approach 
by Spalart et al. Thus, the aim was to incorporate advanced turbulence models in 
DES to cope with “more sophisticated” approaches. A major item was also related 
to “rotation corrected” turbulence models, emphasising on modelling vortices 
more correctly. The latter includes accurate prediction of vortex breakdown as 
well as modelling of non-dissipative vortices (trailing vortices) caused by  
wing-tip, flap devices, etc.  

Specifically, the objectives read: 

1. Improvement of the RANS-LES switching procedure in DES to avoid a  
grid-sensitive switching from the wall region to an off-wall LES. 
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2. Development of DES-based approaches for the near-wall treatment in LES. 
3. Investigation of the effect of grid arrangement on the standard/original and 

improved DES models for aeronautical applications.  
4. Improvement of coupling DES methods to support multi-disciplinary applications. 
5. Investigation of trip-less approach suggested by Shur et al. (1996) for the 

prediction of transition onset in the transitional separated bubbles in the 
framework of RANS/URANS. 

Task 3.3 - Embedded LES 
This task aimed at establishing a methodology for embedding a local LES in a 
global RANS simulation, which requires numerical and modelling developments, 
for cases where, in opposition to DES, separation is not triggered by a geometric 
singularity, or where the upstream or free-stream turbulence matters.  

A first and simpler objective is the one-way coupling where the RANS is 
trusted to provide the inlet and far-field conditions for the LES, e.g. noise gen-
eration or fluid-structure coupling of a small protruding obstacle that does not 
affect the global flow parameters. A challenging task, however, lies in the de-
averaging process, generating synthetic turbulent structures using only the 
RANS data available: rms of velocity fluctuations and a length-scale. Various 
techniques can be used: vortex method, Langevin equations, wavelet trans-
forms, optimal control of stochastic noise injection. This aim is somewhat simi-
lar to reproducing backscatter in SGS modelling where energy is transferred 
from smaller scales to resolved scales or when the flow is from a coarse grid to 
a fine grid, some SGS models can be applied (Taylor expansions, deconvolu-
tion techniques…). 

A further step consists in a two-way coupling, whereby the RANS simulation is 
regularly updated using LES results where these are deemed more reliable and 
affect the global flow, such as significant flow separation on a smooth surface. 
This requires running the RANS and LES simultaneously (each one with their 
own characteristic time scales) and updating the exchanges at regular intervals.  

Task 3.4 - Hybrid LES – A Step Forward 
An undesirable feature of the original DES method was that the layer in which the 
RANS model is used is dictated by the wall-parallel mesh characteristics - that is, 
there is no explicit control over the thickness of the RANS layer. The solution 
becomes very sensitive to the RANS-LES switching location, which is usually 
required to occur out of the wall boundary layer to render reasonable DES 
(Spalart, 2001). 

This has encouraged the development of a variety of RANS-Hybrid (zonal) 
methodologies beyond traditional wall-function approaches and the original DES. 
These and other new hybrid modelling methods were investigated and/or  
developed in this task to show their applicability to industrial requirements.  

Consequently, the objective of this task was to develop hybrid modelling ap-
proaches combining unsteady RANS to model the near-wall region in a large eddy  
 



14 I   The DESider Project 
 

 

simulation with the focus on the development of reasonable matching methodolo-
gies between the near-wall RANS region and the off-wall LES region. Several 
approaches, like the DDES, IDDES, XLES, zonal methods, or LES with wall-
modelling have been applied. Descriptions of these methods, including inlet 
boundary condition treatments, can be taken from chapter II.   

Task 4.1.1 - Applications- Aerodynamics: Underlying Flow-Regime Test Cases) 
The objective of the complete work package (WP) 4 was to apply models devel-
oped in WP 3 to different test cases relevant to industrial flow problems and to test 
whether the given guidelines acquired in previous tasks still hold. The capabilities 
of these modelling approaches were demonstrated and investigated through cross-
comparison and in comparison to RANS/URANS, available data and/or fully 
resolved LES, for a number of fundamental flows and real-world aerodynamic 
flows relevant to aeronautical applications. Work in this task spanned from testing 
and calibrating the chosen modelling approaches with basic, but relevant test cases 
over challenging real-world industrial test cases to even multi-disciplinary  
applications.  

The ultimate purpose of this work package was to fully assess their potential of 
application in an industrial environment. This means to individuate in what practi-
cal situations the new technologies can give an improved prediction with respect 
to RANS modelling. Moreover, it proved necessary to identify the modelling 
advantages and disadvantages in comparison with other modelling approaches 
(URANS, existing DES or hybrid models and/or full LES). Hence, to accumulate 
a reliable data-base on the original and modified DES applications to the generic 
test cases that permitted to establish certain ranges of the DES applicability to 
aerodynamic flows and to assess the impact of the accuracy order of the numerical 
method on the physical order of accuracy. 

Task 4.1.2 - Applications- Aerodynamics: Application Challenges 
The main objective was to both take advantage and support credibility of the ge-
neric, underlying-flow-regime test cases, and to apply findings on real-life, indus-
trially relevant, “real world” test cases in terms of ranges of validity, robustness, 
numerical efficiency, and affordability for industrial needs.  

It is evident that the outcome of this task was supporting best-practice aspects 
and provided clear recommendations for industry on the performance of different 
methods and approaches.   

Task 4.1.3 - Best Practice: URANS/DES/LES & Range of Validity 
The objective of this task was to analyse and demonstrate the capabilities of the 
modelling approaches covered in this project and, consequently, to give imple-
mentation guidelines for industrial end-users, i.e. to generalise experience  
accumulated in the course of the work of tasks 4.1.1 and 4.1.2 in the form of rec-
ommendations on the optimal usage of different approaches in the industrial  
environment. 
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Task 4.2.1 - Multi-Disciplinary Applications: Aero-Elasticity 
Modern transport aircraft have to become more economic and safe while at the 
same time being less environmentally intrusive in order to have a high market 
potential. This leads to high aspect ratio wings with supercritical airfoils opti-
mised for high Mach number cruise and at the same time to high by-pass  
engines. However, the price to be paid for this may be a lower, unacceptable 
aero-elastic stability (not only) at high transonic speeds. Thus flutter becomes a 
limiting factor for further improvement of aircraft, and its accurate prediction 
for systems (such as wing–pylon–nacelle) becomes more and more important in 
the aircraft design.  

Here, especially design points near the “transonic dip” are very critical where the 
complex interaction of the structure with a flow with shock boundary-layer interac-
tion and eventually separation can lead to both flutter, which would be disastrous for 
an aircraft and Limit Cycle Oscillations (LCO) which do not lead to destruction im-
mediately but to fatigue problems in the long run. Due to their inherently unsteady 
behaviour this is an area where unsteady methods have to be employed anyway and 
as such the additional effort using the methods to be developed and implemented in 
DESider was limited but most probably very worthwhile. 

Task 4.2.2 - Multi-disciplinary Applications: Aero-Acoustics 
One of the major difficulties of aero-acoustic predictions is related to the broad-
band noise, conditioned by the turbulent fluctuating field. Within an acoustic 
analogy approach, the DES simulation of a rotor configuration will allow defining 
both the tone noise contribution from the average blade loading (dipole contribu-
tion) and its broadband noise components, arising from the interactions between 
the wakes, boundary layers and the rotating blades. The resulting acoustic source 
identification can be connected to a far field wave propagation solution for the far 
field noise intensity prediction. 

It must be noted that a pre-requisite for aero-acoustic simulations is the computa-
tion of the source terms in the acoustic field equations (Lighthill (1952, 1954), 
Ffowcs Williams & Hawkings (1969)). These terms can only be computed if infor-
mation on the unsteady turbulent structures is available from the CFD simulation and 
accurate enough. They cannot be obtained – or very limited - from RANS simula-
tions. The methods investigated and optimised within DESider were an essential step 
forward in terms of computation of aircraft noise and its reduction. Thus, the objec-
tive of this subtask was to test and to assess the new models/methods in aero-acoustic 
applications, and to make turbulence-generated noise source analysis so as to identify 
the capability of such turbulence modelling approaches in reproducing the range of 
frequencies for the acoustic pressure spectrum.  

4   List of Partners and Addresses 

In the following please find the list of partners (industry, research labs, and uni-
versities). Participant names in bold denote the official point-of-contact.  
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5   Conclusion 

The European Commission funded the DESIDER project, with 18 partner organi-
sations, running for 36 months with a 6-months prolongation. The project has 
proven to be very successful as it has enabled the European partners to improve 
and enhance their knowledge on flow physics modelling, in particular on hybrid 
RANS-LES methods. Results achieved were very promising and paved the way 
for new hybrid RANS-LES approaches and presenting ways for making them 
usable in industry. 

Technical achievements apart, the DESider project offered a sound organisa-
tional framework promoting understanding and co-operation between partners as 
well as with third parties that have been supported by expertise that arose from 
DESider’s dissemination and exploitation policy.  

The collaboration within DESider was based on tightly controlled information-
exchange protocols, clear descriptions of test cases, provision of mandatory 
meshes, model implementation support, centralised collection of results, a com-
prehensive collection of information via deliverables, and most of all by a fruitful 
co-operation between all partners.  

All test case/application results are provided in chapter IV of this book, to-
gether with brief method descriptions of approaches and methods used by partners 
in chapter V, the presentation of modelling approaches in chapter II, and – sum-
marising the findings - an attempt to give some advices and best-practice guide-
lines on the usage of these models in chapter VI.   

To conclude, it can be stated (again) that the collective outcome of European 
projects – as DESider - is seen to be by far greater than what could have been 
expected to arise from partners working on their own resources only. Evidently, 
the DESider project – as a European “network” - tended to be far richer and more 
diverse in approach, in new and challenging ideas, as well as in the different part-
ner-related ways looking at the same problems. 

And all partners now hope that the present publication will be of extended 
value for all those interested in hybrid RANS-LES approaches.   

6   The DESider Web Site and How to Access It 

As pointed out above, the DESider Web site provided two areas, a public area that is 
accessible to any web user and, after the welcome page, consists mainly of pages 
which outline the aims, purpose and work content of the DESider project and, sec-
ondly, a private area that requires a project username and password. For dissemina-
tion purposes, the DESider consortium has decided to release appropriate information 
on demand, i.e. to shift documents from the private to the public part of the Web site 
if it is required by the reader. For reasons of efficiency, and to maximise the usage of 
existing facilities, the project web site will be maintained on the web server of the 
CFD/Turbulence Modelling Research Group at The University of Manchester. The 
web site is (still) available at: http://cfd.mace.manchster.ac.uk/desider. 
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II   Presentation of Modelling Approaches 

This chapter contains details of the hybrid modelling approaches used by partners for 
their work performed in and for the DESider project. It is not intended as a complete 
review of all currently available hybrid RANS-LES methods, but instead proposes to 
the reader a set of methods worth noting, validating and even improving. 

The complete chapter can be split into three categories,  

• non-zonal hybrid methods are covered in sections 1-4,  
• zonal hybrid methods with sections 5-7 and  
• URANS methods, see sections 8-9 of the present chapter.  

1   DES and Its Modifications and Enhancements 

A. Garbaruk, M. Shur, M. Strelets, and A. Travin 

NTS 

Abstract. The present chapter briefly summarises a progress in DES modelling 
reached in the course of DESider. In the introduction we outline a motivation for 
development of the hybrid RANS-LES methods, in general, and a place of DES 
and DES-like models within this rather wide group of turbulence resolving  
approaches, particularly. Then, in Section 1.2, the original DES formulation is 
presented together with a general approach to building DES versions based on 
different background RANS models and a list of such versions used or developed 
in DESider. Finally, Sections 1.3 and 1.4 describe two more general modifications 
not related to any specific background model and touching upon the basics of 
DES. They are Delayed DES (DDES) and Improved DDES (IDDES), which per-
mit respectively to eliminate major flaws of the “standard” DES found in the 
course of its intensive use both within and outside DESider and to widen an area 
of DES applicability. 

1.1   Introduction 

It is currently commonly accepted that a wide range of wall bounded flows with 
massive separation being of primary importance for aeronautic industry cannot be 
quantitatively predicted in a reliable way by classical (RANS) models of any level 
of complexity, including non-linear eddy viscosity models and DRSM. On the 
other hand, approaches based on “first principles”, i.e., DNS and LES, which are 
now considered as quite capable of facing these challenges, are still computation-
ally non-affordable at practical Reynolds numbers and will probably remain such 
during a major part of this century, even based on a very optimistic prognosis 
regarding computer power increase. This situation stimulated intensive work on 
development of hybrid, RANS-LES, approaches whose appearance at the end of 
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the 20th century can be considered to a certain extent as a “turning-point” in a view 
on turbulence modelling and simulation strategies. These approaches plausibly 
combine the advantages of RANS and LES and serve as a valuable addition to 
pure RANS in the arsenal of industrial computational tools until LES and DNS 
become manageable.  

DES proposed by Spalart et al. (1997) is historically the first approach of such a 
type. Its general idea is to combine the fine-tuned RANS technology in the at-
tached boundary layers with the “raw power” of LES in the separated flow regions 
populated with relatively large and more geometry-specific “detached” eddies 
whose representation is beyond the capabilities of the traditional RANS models. 
Implementation of this idea is gratifyingly simple. It is based on using the same 
background RANS model with different length scales (RANS and sub-grid ones 
respectively) depending on the local grid-resolution. Exactly this simplicity and 
also impressive results obtained in the first uses of DES for the complex aerody-
namic applications by its authors (see, for example, Shur et al. (1999), Travin et 
al. (2000), Strelets (2001)) and positive experience accumulated in the course of 
FLOMANIA project (Haase et al. (2006)) have motivated further development 
and assessment of this approach in DESider. 

In Sections 1.3 and 1.4 below we present a major outcome of this effort, 
namely, newly proposed modifications of DES (Delayed DES or DDES and Im-
proved DDES or IDDES). The first one eliminates the odd reaction of the original 
DES (hereafter DES97) to a grid-refinement beyond some limit (“Model-Stresses 
Depletion” (MSD) or “Grid-Induced Separation” (GIS)), whereas the second ex-
tends the DES-like formalism to Wall Modelling LES (WMLES) and, therefore, 
significantly broadens DES ranges of applicability. However before this, in Sec-
tion 1.2, we concisely outline the DES97 formulation and a general methodology 
used for building its versions based on other than Spalart-Allmaras background 
turbulence models. 

1.2   DES97 Formulation and General Principles of Building DES 
Models Based on Different RANS Models 

DES97 combines the S-A RANS model with its Sub-Grid Scale (SGS) “counterpart” 
by means of the “DES limiter” defined by 

},Δ,min{= DESwDES Cdl  (1) 

where DESl  is the model length scale, wd  is the distance to the wall involved in 

the destructive term of the S-A model, DESC  is the only additional empirical 

model constant, and Δ  is defined as the largest local grid-spacing: 

},,max{ zyx ΔΔΔ=Δ  (2) 

Substituting of the length scale (equ. 1) in place of the distance to the wall in the 
eddy-viscosity transport equation of the S-A RANS model directly results in the 
DES97 model, which performs as the background RANS model in the attached 
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boundary layer near the wall (at Δ< DESw Cd ) and as an SGS model with  

implicit filter ΔDESC  in the separation flow region away from the walls 

( Δ> DESw Cd ). 

A more general definition of the DES limiter (equ. 1) compatible with any 
RANS model given by Travin et al. (2002) reads as 

},,min{ LESRANSDES lll =  (3) 

where RANSl  is the RANS length scale explicitly or implicitly involved in any 

RANS model (e.g., for the k-ω model this length scale is defined as 

)/(2/1 ω= μCklRANS , and for the k-ε model εklRANS /= 2/3 ) and 

Δ= DESLES Cl  is the LES length scale. 

Note that in accordance with the definition according to equ.  1, location of the 
RANS-LES interface depends only upon the grid used in the simulation, whereas 
with the definition (3) it may become also solution-dependent. Other than that, the 
latter definition provides some “freedom of choice” regarding specific terms of 
RANS model equations in which the RANS length scale should be replaced by the 
DES one. The only “guideline” in this process suggested by Travin et al. (2002) is 
that at the equilibrium (“generation is equal to dissipation”), resulting SGS model 
should reduce to the Smagorinsky model. This question was thoroughly studied by 
TUB in the course of DESider and is discussed in detail by Yan et al. (2005). 
Leaving aside these “subtleties”, (3) suggests a straightforward procedure for 
building a DES model based on arbitrary RANS model. This resulted in a wide 
range of DES versions based on RANS models ranging from one- and two-
equations linear eddy viscosity models (e.g., S-A and Menter SST k-ω models) to 
algebraic Reynolds stress models (e.g., CEASM of Lübcke et al. (2002)). A list of 
such models used/developed in DESider is presented in Table 1. Their formula-
tions can be found in the FLOMANIA final report (Haase et al. (2006)) and in the 
original publications. 

The DES models with the low Reynolds number correction appeared in the Ta-
ble include a modified expression for the LES length scale needed to compensate 
activation of the low-Reynolds number terms of a background RANS models in 
the LES mode. It reads as: 

ΔΨ= DESLES Cl  (4) 

where the function Ψ  depends on the ratio of the eddy and molecular viscosities 
and deviates from the value of 1.0 only at low sub-grid viscosities (see Shur et al. 
(2003), Spalart et al. (2006), Mockett et al. (2007)). For RANS models not con-
taining any low-Reynolds number terms (e.g., the Menter SST model), Ψ  is 
equal to 1. 

As of today, no strong evidences of noticeable DES model-sensitivity for the 
wall bounded flows are known (this is supported also by new results presented in  
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Table 1 DES versions based on different RANS models used/developed in DESider 

Chapter IV of this book). This is naturally considered as an essential advantage of 
DES. Nonetheless, its versions based on different RANS models are still of inter-
est, at least for two reasons. The first one is that some of these versions still may 
provide for a higher accuracy, especially when accurate prediction of the separa-
tion point (line) is of crucial importance. Second and may be more important mo-
tivation for development of such models is caused by “personal affections” of 
different research groups and aeronautical industries to this or that RANS turbu-
lence model. Whether objective or not, this makes it logical to have DES versions 
based exactly on those models which are used in the RANS context. A straight 
example of this practice is the DES version developed in the course of DESider by 
Dassault Aviation and based on two-layer SST k-ε RANS model: this model is 
routinely used by the company as a reference RANS model providing for a fairly 
good accuracy in most of typical applications it deals with. 

 

Acronym Background RANS model References 
S-A DES (DES97) S-A model, 

Spalart and Allmaras (1994) 
Spalart et al. (1997) 

SAE-DES  S-A model with Edwards and 
Chandra (1996) modification 

 

SALSA DES Strain-Adaptive Linear S-A 
model, Rung et al. (2003) 

Bunge et al. (2007) 

S-A DES 
with low-Re correction 

S-A model Shur et al. (2003), 
Spalart et al. (2006) 

SAE and SALSA DES 
with low-Re correction 

SAE and SALSA models Mockett et al. (2007) 

M-SST DES k-ω Shear Stress Transport 
model, Menter (1993) 

Travin et al. (2002) 

WCX k-ω DES k-ω model, Wilcox (1988) Yan et al. (2005) 
LLR k–ω DES  Linear Local Realisable k–ω 

model, Rung and Thiele (1996) 
Bunge et al. (2007) 

X-LES TNT k-ω model, Kok (2000) Kok et al. (2004) 
k-DES Modified Chen-Patel k-equation 

model, Chen and Patel (1988) 
Peng (2006) 

k-ε DES Two-Layer SST k-ε, Chalot et al. 
(1994) 

 

CEASM DES Compact Explicit Algebraic 
Stress model, Lübcke et al. (2002) 

Bunge et al. (2007) 

OEM DES k-ω model, Wilcox (1988) Braza et al. (2006) 
Elakoury et al. (2007) 

Zonal S-A DES S-A model Deck (2005) 
DDES Any background model Spalart et al. (2006) 
S-A and M-SST ID-
DES 

S-A, Menter SST models Travin et al. (2006) 
Shur et al. (2008) 

SAE and CEASM 
IDDES 

SAE and CEASM models Mockett et al. (2007) 
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1.3   DDES 

1.3.1   Motivation and Objective 

DES97 is well understood in thin boundary layers with flattened grid cells, 
where it functions in the RANS mode, and in regions of massive separation 
with grid cells close to isotropic, where DES functions in its LES mode. How-
ever it can exhibit an incorrect behaviour in thick boundary layers and shallow 
separation regions. This behaviour begins when the grid spacing parallel to the 

wall, ||Δ , becomes less than the boundary-layer thickness. The grid spacing is 

then fine enough for the DES length-scale to follow the LES branch in accor-
dance with (1) and, therefore, lower the eddy viscosity below the RANS level, 
but resolved Reynolds stresses deriving from velocity fluctuations (“LES con-
tent”) have not replaced the modelled Reynolds stresses. The depleted stresses 
reduce the skin friction, which can even lead to premature or Grid Induced 
Separation (GIS). 

To elucidate this issue, Fig. 1 displays three types of grid in a boundary layer. 
Recall that DES97 is designed to treat the entire boundary layer using a RANS 
model and to apply LES only to separated regions.  

In the Type I grid, typical of RANS and of DES with a thin boundary layer, the 

wall-parallel spacings, ||Δ , set Δ  via (2) and exceed δ, so that the DES length-

scale is on the “RANS branch” ( wDES dl = ) throughout the boundary layer. The 

model functions as intended, since DES was created precisely to by-pass LES in 
large areas of thin boundary layer. 

 

Fig. 1 Grids in a boundary layer. Top – Type 1, natural DES; left - Type II, ambiguous 
spacing; right - Type III, LES grid. Dashed lines – mean velocity profile. δ is the boundary 
layer thickness. Assume xz hh ~  

Δ||>δ 

Δ||<δ Δ||<<δ
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The other extreme is the Type III, LES grid, with all spacings much smaller 

than δ. The model functions as an SGS model (i.e., Δ= DESDES Cl ) over the 

bulk of the boundary layer, and as a RANS-like model wDES dl =  very near  

the wall, with a “grey” layer in-between. This regime presents using the DES 
formalism for WMLES and is considered in sub-section 4 below. 

The “ambiguous” grid of the Type II unfortunately activates the LES mode of 

DES ( Δ= DESDES Cl ) deep inside the boundary layer, but is patently not fine 

enough to support resolved velocity fluctuations, i.e., LES content. This results in 
a reduction of the eddy viscosity, and therefore the modelled Reynolds stresses, 
without any sizeable resolved stresses to restore the balance. The effect is referred 
to as Modelled Stress Depletion (MSD). It may occur either when the grid is 
gradually refined starting from the Type I, typically when a user is justifiably 
seeking grid convergence, or when geometry features demand a fine wall-parallel 
grid, or when a boundary layer thickens and nears separation. For instance, over 
an airfoil, the same grid may be of the Type I near its leading edge and of the 
Type II close to the trailing edge. 

The MSD was predicted by Spalart et al. (1997) from the origin of DES97, 
though anticipated only with “excessive” grid refinement and therefore not per-
ceived as a major issue. However, later on it was encountered in studies of Caru-
elle (2000) and Deck (2002), and strongly emphasized by Menter and Kuntz 
(2004) who showed how severe cases of MSD lead to GIS, although with 2D 
examples which were somewhat artificial. Further studies have shown that 3D 
grids quite affordable today can lower ||Δ  sufficiently to result in MSD. This 

motivated a search of the ways to eliminate the MSD. 

1.3.2   DDES Formulation 

The first proposal on eliminating MSD was that of Menter and Kuntz (2004), who 
suggested using the F1 or F2 functions of the SST k-ω model of Menter (1993) to 
identify the boundary layer and prevent a premature switch of DES to LES mode 
within it. Then a more general approach, Delayed DES or DDES, was developed 
(Spalart et al. (2006)), which is a derivative of the Menter and Kuntz proposal 
applicable to any RANS model. Its formulation is presented below. 

The argument of the blending functions F1 and F2 of the SST k-ω model, 

)/( wdk ω , is the ratio between the internal length scale ω/k  of the k-ω 

turbulence model and the distance to the wall. Both functions equal 1 in the 
boundary layer, and fall to zero rapidly at its edge. One-equation models, such as 
the S-A one, do not have an internal length-scale, but involve the parameter r, 
which is also the ratio (squared) of a model length-scale to the wall distance.  
Exactly this, slightly modified, parameter is used for building DDES approach: 

22
,, wjiji

t
d

dUU
r

κ
ν+ν≡ , (5) 
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where ν  is the molecular kinematic viscosity, tν  is the eddy viscosity, jiU ,  are 

the velocity gradients, and κ is the von Kármán constant. Similar to r in the S-A 
model, this parameter equals 1 in a logarithmic layer, and falls to 0 gradually to-
wards the edge of the boundary layer. The addition of ν  in the numerator of (5) 

corrects the very near-wall behavior by ensuring that dr  remains away from 0. 

The subscript “d” represents “delayed.”  

The quantity dr  is used in the function: 

])8tanh[(1 3
dd rf −= , (6) 

which is designed to be 1 in the LES region, where 1<<dr , and 0 elsewhere (and 

to be insensitive to dr  exceeding 1 very near the wall). It is similar to F2, and 

rather steep near dr = 0.1. The values 8 and 3 for the constants in (6) are based on 

intuitive shape requirements for df , and on tests of DDES in the flat-plate 

boundary layer (see Spalart et al. (2006)). These values ensure that the solution is 
essentially identical to the RANS solution, even if Δ  is much less than δ (it is 

conceivable that models very different from S-A would make dr  approach 0 at 

dw=δ differently enough to require a modest adjustment of df ). The application 

of the above procedures to S-A DES proceeds by re-defining the DES length scale 

DESl  (1): 

).,0max( Δ−−≡ DESwdwDES Cdfdl , (7) 

Although very simple in terms of coding, this new definition does not represent a 

minor adjustment within DES97 in terms of physics. Indeed, without it, DESl  (1) 

depends only on the grid, whereas the modified length-scale also depends on the 
eddy-viscosity field, which is time-dependent. The crucial effect is that RANS 

function is self-perpetuating, i.e., the model using (7) for DESl  can “refuse” LES 

mode if the function df  indicates that the point is well inside a boundary layer, as 

judged from the value of dr . However, if massive separation occurs, df  does 

rise from 0, and LES mode takes over. In fact, the switch from RANS to LES 
takes place more abruptly following separation than in the DES97, which is desir-
able, since the grey area between RANS and LES becomes narrower. Although 
this does not in itself create LES content, it accelerates its growth following natu-
ral instabilities, closer to the region where modelled Reynolds stresses are still at 
full strength. This behaviour is confirmed by the numerical examples presented in 
Chapter IV. 
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1.4   IDDES 

1.4.1   Motivation and Objective 

As already mentioned, both the DES97 and DDES approaches are aimed at com-
puting of massively separated turbulent flows. However, an attempt to apply DES 
formalism for WMLES in the developed channel flow undertaken by Nikitin et al. 
(2000) turned out generally successful in the sense that the approach enabled LES 
predictions at unlimited values of grid-spacing parallel to the wall (in wall units) 
with no impractical, “channel-friendly”, steps. On the other hand, the simulations 
produced two logarithmic layers: the “inner” log-layer, which arises because the 
RANS model is constructed to provide it and the “outer” log-layer, which arises 
since LES is functioning well once all local grid-sizes are much smaller than the 
distance to the wall. Unfortunately, these two log-layers turn out to be mismatched 
(have different intercept) resulting in lowering the skin-friction by up to 15%-
20%, by far missing up-to-date demands for simple flows. Considering the crucial 
importance of WMLES which provides huge savings of computer resources com-
pared to the full LES of the wall bounded flows and, thus, paves the way to its 
industrial applications, creating a model which would plausibly combine DDES 
capabilities for natural DES uses with WMLES is very tempting and gives a 
strong motivation for development of a model which would not only provide a 
remedy of the LLM but present a single set of formulas for both natural DES ap-
plications and their WMLES uses, so that different flows or different regions in-
side a single simulation over a complex geometry could be automatically treated 
by an optimal model. An approach, which seems to match these objectives devel-
oped in the course of DESider was called Improved DDES or IDDES (Travin et 
al. (2006), Shur et al. (2008)). It includes several new elements, which are  
presented in the next section one by one. 

1.4.2   IDDES Formulation 

Sub-Grid Length-Scale 
An issue of the optimal definition of SGS length scale in an LES is far from trivial, 
especially when the computational grid is significantly anisotropic, which is typical 
of real life simulations of wall-bounded flows. Historically, the most widely em-
ployed definition has been the cube root of the cell volume. Although it was chal-
lenged in DES97, where the maximum of the three cell dimensions was advocated 
instead (see (2)), neither definition is successful, if judged by a straightforward ap-
plication to well-resolved LES of wall-bounded flows: the values of the SGS con-
stants, which work well in free turbulent flows with cubic cells, are then too large. 
For instance, the optimal value of the Smagorinsky constant for LES of channel flow 
is about 0.1 if the cube root is used, or roughly half its optimal value of 0.2 for De-
caying Isotropic Homogeneous Turbulence (DIHT). Using the maximum grid spac-
ing, as in (D)DES, the difference between the optimal model constants for channel 
flow and DIHT is even larger. This motivated a search for a more physically justi-
fied definition of the sub-grid length-scale, which would not demand different sub-
grid model constants for the wall-bounded and free turbulent flows. 
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Considering that wall-proximity effects, primarily inviscid blocking, are in-
volved, the new definition of the sub-grid length scale proposed by Shur et al. 
(2008) relies not only on the cell sizes, but also explicitly includes a wall-distance 
dependency, i.e., has the form: 

),,,( wzyx df ΔΔΔ=Δ , (8) 

where Δ  is the needed sub-grid length-scale, xΔ , yΔ , and zΔ  are the local 

streamwise, wall-normal, and lateral cell sizes respectively, and wd  is the  

distance to the wall. 

Let freeΔ  be the infinite- wd  limit of the function ),,,( wzyx df ΔΔΔ . 

Then, following the concept in the DES, it is set equal to the maximum local grid 
spacing (away from the walls, the grid for an LES should be fairly isotropic any-
way, and so the impact of this specific choice is not crucial) 

},,max{max zyxfree ΔΔΔ≡Δ=Δ , (9) 

As for the behaviour of Δ  in very close vicinity of the wall, it should not follow 
the drastic decrease of the wall-normal step typical of this region and, therefore, 
should depend on the wall-parallel steps only: 

),()( zxwwall fdconst ΔΔ==Δ , (10) 

Assuming, finally, that between these two limiting cases Δ  is a linear function of 

wd  and that at any distance to the wall it varies within the range 

maxmin Δ≤Δ≤Δ , a definition of the sub-grid length-scale satisfying all the 

above demands is formulated as follows: 

}],,,min{max[ maxmax ΔΔΔ=Δ wnwww CdC , (11) 

where wnΔ  is the grid step in the wall-normal direction and wC  is an empirical 

constant set equal to 0.15 based on a well-resolved LES of the developed channel 
flow (see Shur et al. (2008)). 

Figure 2 shows two possible types of variation of the sub-grid length-scale Δ  
defined by (11), normalized by the maximum grid step, across a plane channel 
with half-width H . The first type (solid line in Fig.2) takes place if 

wwwn dC≤Δ  and, therefore, in accordance with (11), as long as maxΔ<wd , 

the length scale Δ  remains constant equal to maxΔwC . Then, once 

maxΔ>wd , it grows linearly ( wwdC=Δ ) until reaching the value of maxΔ , 

and stays constant after that. The second type of Δ  variation (dashed line in 
Fig.2) corresponds to a strong wall-normal step stretching. In this case, Δ   
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Fig. 2 Two possible types of variation of 
the sub-grid length-scale (11) across the 
plane channel 

 

 

remains constant equal to maxΔwC  as long as maxΔ< wwn Ch . Then, it grows 

with a rate higher than wC  until reaching the value of maxΔ  and after that, just 

as in the first case, remains constant. Note that this scenario is undesirable, but 
with any rate of wall-normal step stretching that is acceptable for an accurate LES, 
it still is not a disaster. For instance, for a wall-normal step varying in accordance 

with a geometric series, it takes place only if the series index )1( wCk +> , i.e., 

if k >1.15, which is very close to the maximum k values 1.2÷1.3 that still provide 
sufficient accuracy in LES. Therefore, with any acceptable rate of growth of the 
wall-normal step, the difference between the two branches of (11) is not large. 

An example demonstrating a convincing performance of the sub-grid  
length-scale (11) in the framework of pure LES is presented in Shur et al. (2008). 

WMLES Branch 
This branch is intended to be active only when the inflow conditions used in  
the simulation are unsteady and impose some turbulent content. It couples 
RANS and LES approaches via introducing the following blended RANS-LES  
length-scale: 

LESBRANSeBWMLES lflffl )1()1( −++= . (12) 

In accordance with the general DES concept, in order to create a seamless hybrid 
model, the length-scale WMLESl  defined by (12) should be substituted into the 

background RANS model in place of the RANS length scale, RANSl . 

As far as the LES length-scale is concerned, it is defined via the sub-grid 
length-scale Δ  (11) just as it is done in (D)DES (4). 

Let us now consider two other ingredients of the length-scale (12), namely, the 

functions Bf  and ef . 

The empirical blending function Bf  is a function of max/ hdw  defined by 

}0.1),9exp(2min{ 2α−=Bf ,. max/25.0 hdw−=α . (13) 
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Fig. 3 Profiles of the functions stepf  and 

1ef  in plane channel 
 

 

This function varies from 0 to 1 and provides a fast switching of the model from 

the RANS mode ( Bf =1.0) to the LES mode ( Bf =0) within the range of 

wall-distance maxmax5.0 hdh w <<  (see solid line in Fig. 3). 

The second empirical function involved in (12), elevating function ef , is 

aimed at preventing an excessive reduction of the RANS Reynolds stresses as 
could be caused by the interaction of the RANS and LES regions in the vicinity of 
their interface. It is instrumental in combating log-layer mismatch and should be 
close to zero in two cases: 

1. when the grid used in the simulation is sufficient for a well-resolved LES (the 
RANS-LES interface is located very close to the wall, at y+ >15-20, so that 
the Reynolds stresses near the interface are negligible);  

2. when the final IDDES model (see eqn. (22) below) effectively performs as the 

background RANS model (otherwise, the activation of the function ef  would 

corrupt the correct RANS behaviour). 

The function built to satisfy these demands reads 

21 }0),1(max{ eee fff Ψ−=  (14) 

Here the functions 1ef  is defined by 

⎪⎩

⎪
⎨
⎧

<αα−

≥αα−
=

0)0.9exp(2

0)09.11exp(2
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2

2

max1
if

if
hdf we  (15) 

It provides a “predefined” (depending on the grid but not on the solution) “elevat-
ing” device for the RANS component of the WMLES length-scale (12). As seen in 

Fig. 3, where 1ef  is plotted together with Bf , it coincides with Bf  when 

1<Bf , i.e., in the transitional RANS-LES region, then, with wd  decrease, grows 

up to 2.0, and then gradually falls to 1.0 on the wall. 
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The function 2ef  reads as 

},max{0.12 lte fff −= . (16) 

It controls the intensity of “elevating” of the RANS component of the model (12) 

through the functions tf  and lf : 

])tanh[( 32
dttt rcf = ,    ])tanh[( 102

dlll rcf = , (17) 

where the quantities dtr  and dlr  are defined as 

22102/1

,

2 κ}10,])/(max{[/ w
ji

jitdt dxur −∑ ∂∂ν= , 
(18a) 

22102/1

,

2 κ}10,])/(max{[/ w
ji

jidl dxur −∑ ∂∂ν= , 
(18b) 

and lc  and tc  are additional model constants depending on the background 

RANS turbulence model. These constants should be adjusted so that the function 

2ef  is virtually zero when either dtr  or dlr  is close to 1.0. As mentioned above, 

dtr  is close to 1.0 in the logarithmic part of the turbulent boundary layer, and its 

laminar analogue, the new parameter dlr , is close to 1.0 in the laminar sublayer. 

So, with the properly chosen constants tc  and lc , one of the functions, tf  or lf  

is close to 1.0, and therefore the functions 2ef  and ef  are close to zero, which 

ensures satisfaction of the demands 1) and 2) formulated above. Based on simula-
tions of channel flow, the values of the constants are set to 3.55 and 1.63 for the 
SA-IDDES and 5.0 and 1.87 for the MSST-IDDES respectively. 

Note that, in contrast to 1ef , 2ef  depends on the solution via the quantity 

∑ ∂∂
ji

ji xu
,

2)/(  in the denominator of dtr  and dlr . As for introducing of the 

function Ψ  (see equ. 4) into the definition of ef  (14), it is unrelated to the 

low-Re correction role this function plays in the LES mode of (D)DES, and is 

purely empirical. A better function to enforce the effect of ef  when the back-

ground RANS model has the low-Re terms could probably be devised. How-
ever, as shown in Section 9 of Chapter IV, even with this choice, the IDDES 
performance turns out quite satisfactory, so that a search for another function 
does not seem to be crucial. 
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DDES Branch and its Blending with the WMLES Branch 
This branch responsible for the DDES-like functionality of IDDES becomes active 
only when the inflow conditions do not have any turbulent content.  

The original DDES formulation (7) may be presented in the following more 
general (applicable not only to the S-A but for any RANS background model) 
form: 

)}(,0max{ LESRANSdRANSDDES llfll −−= . (19) 

Unfortunately, no way was found to blend this length-scale with that of the 
WMLES-branch (12), which would ensure an automatic choice of the WMLES or 
DDES mode by the final (combined) model, depending on the type of the simula-
tion (with or without turbulent content). However this turned out to be possible 
with a modified version of (19), namely, 

LESdRANSdDDES lflfl )
~

1(
~~ −+= , (20) 

where the blending function df
~

 is defined by 

}),1max{(
~

Bdtd fff −=  with ])8tanh[(1 3
dtdt rf −= . (21) 

As shown in Shur et al. (2008), this definition of the length-scale is effectively 
equivalent to the original one in DDES (19). 

With the use of (20), the required IDDES length-scale combining the WMLES 
and DDES scales (12) and (20) can be defined by: 

LESdRANSedhyb lflffl )
~

1()1(
~ −++= . (22) 

Indeed, in the simulations with an inflow turbulent content, 1<<dtr , dtf  is close 

to 1.0, and df
~

 defined by (21) is equal to Bf  so that (22) automatically reduces 

to (12). Otherwise, ef  becomes zero, and so (22) reduces to (20). 

Note in conclusion that, provided that the DDES model is already available 
in a code, implementation of the IDDES approach, i.e., embedding the length 
scale (22) instead of DDES length-scale (7) is very simple. Also, the approach 
can be easily coupled with other than S-A and M-SST DES models as demon-
strated by Mockett et al. (2007) who implemented SAE and CEASM IDDES 
versions. However, in theoretical terms, the difference between DDES and 
IDDES is rather significant. Unlike the usual LES and (D)DES practice, the 
IDDES employs a new definition of the sub-grid length-scale that includes 
explicit wall-distance dependence. Other than that, IDDES includes an addi-
tional, WMLES, branch and a set of empirical functions designed to provide for 
both a correct performance of this branch itself and its coupling with the DDES 
branch. 

 



32 II   Presentation of Modelling Approaches
 

 

2   The X-LES Method  
Johan C. Kok, Bambang I. Soemarwoto, and Harmen van der Ven 

National Aerospace Laboratory NLR 

The X-LES formulation (Kok et al., 2004) is a particular DES method (Spalart et 
al., 1997) that consists of a composition of a RANS k–ω turbulence model and a k-
equation SGS model. In developing the method, the main idea was to extend the 
DES approach from the Spalart–Allmaras model to the TNT k–ω model (Kok, 
2000), which is the standard RANS model used at NLR. Furthermore, a formula-
tion was sought that maintains the independence from the wall distance of the TNT 
model and that is based on an existing, clearly defined SGS model. This latter goal 
was obtained by following the approach of Bush and Mani (2001), in which the k-
equation SGS model is obtained in LES regions by replacing the length scale in the 
k–ω model with the LES filter width both in the dissipation of turbulent kinetic 
energy and in the eddy-viscosity coefficient. This approach may be contrasted with 
the SST DES method (Travin et al., 2002) in which the length scale is only re-
placed in the dissipation of turbulent kinetic energy, so that in LES mode the  
subgrid stresses are still dependent on the ω-equation through the eddy viscosity. 

Both the RANS k–ω model and the k-equation SGS model use the Boussinesq 
hypothesis to model the Reynolds or subgrid-scale stress tensor, which depends on 
the eddy-viscosity coefficient, tν . Furthermore, both models are based on the 
equation for the modelled turbulent kinetic energy k, which depends on its dissipa-
tion rate ε. Both the eddy viscosity and the dissipation rate are modelled using the 
turbulent kinetic energy as velocity scale together with a length scale lt, 

,       and       
23

t
ktt l

k
kl βεν ==   

where lt is defined as a combination of the RANS length scale ωkl =  and the 

SGS filter width Δ, 

{ }Δ= 1,  min Cllt ,  

with C1 = 0.05. The RANS k–ω model is completed by an equation for the specific 
dissipation rate ω and uses the TNT set of coefficients. The X-LES method will be 
in LES mode when the filter width (times C1) is small compared to the RANS 
length scale. Note that in that case the SGS model is completely independent of ω. 

To define the SGS filter width Δ, there are two options. Either it is defined pro-
portional to a measure of the local mesh width, as in the original DES method, or a 
constant value is used throughout the flow domain. The latter option has the ad-
vantage that it makes the method independent of the grid. It does require a grid 
that is consistent with the chosen filter width, with mesh widths equal to or 
smaller than the filter width in the desired LES region. 
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3   A Hybrid URANS-LES Strategy for Large Eddy 
Simulation at High Reynolds Numbers  

M. Leschziner and F. Tessicini 

Imperial College London 

3.1   Introduction 

The best-known realisation of the (broadly-interpreted) hybrid RANS/LES concept is 
Spalart et al’s (1997) DES method, and the present Chapter contains a detailed article 
about this method and its two more recent off-shoots, referred to as “Delayed DES 
(DDES)” and “Improved Delayed DES (IDDES)”. However, within a more differenti-
ated classification of near-wall approximations for LES, DES falls into the category of 
“seamless methods”. Such schemes are characterised by the fact that a single turbu-
lence model is used within a single mesh and numerical process to treat both the outer 
and inner regions; the transition from one to the other being effected, essentially, by 
grid-dependent modifications to the length scale or related model constants as the 
model switches from its subgrid-scale form to its RANS form. In the case of DES, 
attached flow regions upstream of separation are forced, through a deliberate choice of 
mesh characteristics (e.g. aspect ratio), to operate purely as a steady-state RANS 
model, with switching to LES effected by the rapid thickening of the shear layer pro-
voked by separation. This is a behaviour that is fundamentally different from one in 
which the RANS solution is confined to an explicitly prescribed near-wall layer, irre-
spective of whether it is within an attached or separated region. This then leads to a 
stricter interpretation of hybrid RANS-LES models as a group in which the RANS-
LES interface is prescribed, and in which (usually) two different models, appropriately 
interfaced, operate, respectively, in the LES and near-wall RANS regions.  The desig-
nation “Wall-Modelled LES (WMLES)” has also been applied to this type of ap-
proach, and the recently formulated IDDES framework contains a WMLES branch 
that is, in fact, a hybrid RANS-LES model in the sense defined above. 

This contribution summarises a particular form of a hybrid RANS-LES method 
that has been applied by the authors within the DESIDER project.  The method, 
documented in detail in Temmerman et al (2004) and Tessicin et al (2006), involves 
the prescription of the RANS-LES interface and a particular practice for interfacing 
the subgrid-scale LES model to (an entirely different) near-wall RANS, within a 
single mesh and numerical process.  A particular feature of the method is the manner 
in which the RANS is adjusted dynamically, by reference to the LES solution at the 
interface, in an effort to avoid the well-known problem of “double-counting of turbu-
lence”.  The manner in which this is done is outlined in the following section.   

3.2   Model Formulation  

The present formulation is based on the use of one- and two-equation models for 
the RANS layer and a variety of algebraic subgrid-scale models in the LES  
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domain, including the dynamic Smagorinsky and WALE models.  In all cases, the 
interface is prescribed to conveniently align with a selected grid line close to the 
wall.  Hence, in general, the y+ distance of the interface from the wall varies,  
except for fully-developed channel flow, which is statistically streamwise and 
spanwise homogeneous. There is no reason, however, why a prescribed y+ value 
cannot be adopted in a general implementation; this is merely a question of coding 
complexity.  A single mesh is used, which is progressively refined towards the 
wall down to a y+ value of order 1.  The savings offered by the hybrid approach, 
relative to pure LES arises from the fact that spanwise and streamwise refinements 
do not go hand-in-hand with the wall-normal refinement, so as to ensure low val-
ues for the cell-aspect ratios.  Hence, in the case of the hybrid scheme, the  
cell-aspect ratios close to the wall are much higher than normally used in LES. 

A study by Temmerman et al (2003) illustrates that, unless special steps are 
taken to modify the RANS model close to the interface, the RANS model returns 
turbulence energy, viscosity and shear-stress levels which are substantially higher 
than those resulting from the LES solution at the interface.  This is the result of 
superposition of the modelled turbulence activity, designed to reflect the entire 
turbulence spectrum, and the high level of resolved turbulence due to the imposi-
tion of unsteady conditions onto the RANS model by the LES solution. This 
clearly suggests a potentially serious incompatibility at the interface, which re-
quires resolution by the imposition of some limiting criteria. This must be such 
that disparate approaches to modelling the RANS and SGS viscosities can be 
accommodated.  

In the present formulation in which a one-equation RANS model is used in con-
junction with the dynamic Smagorinsky (or similar algebraic) SGS model, it is 
clear that very large differences in the modelled viscosities can arise, especially 
when the interface is placed at a freely chosen position. Here, we propose to  
secure continuity of total eddy viscosity across the interface: 

mod res mod res
LES LES RANS RANSν ν ν ν+ = + , (1) 

where the resolved LES viscosity may be extracted from: 

( )
res

iji j
res
LES

ij ij

u u S

S S
ν = , (2) 

with the overbar identifying filtered quantities, lower-case u denotes a turbulent 
velocity fluctuations and  signifying some local smoothing operator or averag-

ing over a wall-parallel interface segment. Equation (1) is a form satisfying the 
minimum mean-square error between the resolved stress anisotropy and the eddy-
viscosity. On the RANS side, the total is the modelled turbulent viscosity plus 

resolved components res
RANSν  in the RANS layer (it is noted here that the a-priori 

tests showed that last is a substantial contributor to the total), the latter evaluated 
in a manner analogous to (5). Because the resolved stresses are required to be 
continuous across the interface, equations (1) and (2) imply, at the interface: 
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mod mod
LES RANSν ν= . (3) 

Assuming that a k ε−  model is used in the RANS layer, 

2
mod
RANS

k
C fμ μν

ε
= , (4) 

With the r.h.s. quantities pertaining to the RANS layer, the continuity constraint 
expressed by equation (4) can be imposed by modifying Cμ :  

( ), 2 /

mod
LESav

intC
f k

μ
μ

ν

ε
= . (5) 

An analogous approach is taken in the case of a one-equation RANS model, in 
which the eddy viscosity is represented by: 

mod
RANS C f klμ μ μν =  (6) 

Simulations for channel flow for bulk Reynolds numbers ranging between 10600 
and 42000 show that the level of Cμ extracted from the LES solution at the inter-
face is of order 0.02, as compared to 0.09 usually used.  This level arises from the 

Smagorinsky model, subject to the estimate 1
2

ˆ,  where mod
LES i i i i ik u u u U U= = − , 

with ^ denoting a test filter over 2Δ, but other models give similar values.  In the 
case of a one-equation model, ε can simply be replaced by the appropriate length 
scale expression linking ,   and k lεε , the last being the dissipation length scale. 

What remains is to provide a smooth transition, within the RANS layer, from the 
value derived from (5) to the standard value of Cμ .  

Two proposals are made in Temmerman et al (2004), of which the more elaborate is: 

int

int

/

, /

/

, /

15 (1 )
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+ − Δ

− Δ
+

− Δ

⎧ ⎡ ⎤−+ − <⎪ ⎢ ⎥− −⎪ ⎣ ⎦= ⎨
−⎪ + − >⎪ −⎩

 (7) 

where y is the distance from the wall and the subscript ‘int’ identifies the interface. 
This variation has been found to agree well with the interface values extracted 
from wall-resolved LES for channel flow in which the interface position was  
systematically varied.  

Without the averaging adopted in equation (5), the value for Cμ  varies greatly in 

time and space. The averaging (or filtering) process is thus designed to return a  
relatively smooth variation of the interface value and the distribution given by  
 



36 II   Presentation of Modelling Approaches
 
 
 
 
 
 

 
 
 
 

 

Fig. 1 Two-layer near-wall region with LES-RANS overlap 

equation (7), for this is computationally advantageous.  However, the penalty paid is 
the loss of small-scale features, which then leads to an under-estimate of turbulence 
activity (e.g. shear stress) in the LES region close to the interface. One way of coun-
teracting this effect is to impose at the interface the instantaneous value ,

inst
intCμ . This 

has been done in several applications to channel flow and found to reduce the  
“log-law mismatch” often observed in hybrid RANS-LES approximations. 

The numerical implementation of the coupling is straightforward and conveyed 
in Fig. 1. The solution within the near-wall layer is identical to that of the outer 
LES domain. The LES field at nodes nearest to the interface provide the ‘bound-
ary conditions’ for the inner layer. Also, at these nodes, Cμ is computed from (5). 

3.3   Illustrative Results 

Applications of the present method to various flows are documented in Temmer-
man et al (2004) and Tessicini et al (2006). Sample results are shown in Figures 2 
and 3. The former merely illustrates, for channel flow at Reτ =560 that the  

 

Fig. 2 Modelled vs. resolved 
shear-stress contributions in 
channel flow 

 

 

Prescribed 
y+

int

• •
LES

RANS 

o 

LES→RANS  
data transfer

o •



3   A Hybrid URANS-LES Strategy for Large Eddy Simulation at High Reynolds Numbers 37
 

 

Fig. 3 Velocity distributions in channel flow at Reτ =2000 – dependence on interface 
position and manner in which the interface value of Cμ  is prescribed 

modelled turbulence activity is tightly limited to the prescribed RANS region, 
diminishing rapidly as the interface is approached.  

Figure 3 provides the results of four simulations for a channel flow at 
Reτ =2000.  These illustrate the dependence of the velocity resolution for interface 

positions y+ varying between 120 and 610 and the benefits arising from the impo-

sition of the instantaneous relative to the averaged value of Cμ  at the interface. 
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4   University of Manchester Hybrid RANS LES 
Method 

J. Uribe, D. Laurence, A. Revell, and N. Jarrin 

University of Manchester 

4.1   Introduction 

The final approached developed by the University of Manchester during the 
course of the DESider project is the hybrid RANS-LES method based on two 
velocity fields in the same mesh. This approach is based on dividing the contribu-
tion of the fluctuating and the averaged velocity fields in the subgrid tensor and 
modelling each one with its corresponding turbulent viscosity. 

4.2   Hybrid RANS - LES Method 

The work done on hybrid RANS-LES methods starts by revisiting an idea of Schumann 
(1975) who proposed to split the residual stress tensor coming out of the filtered mo-
mentum equations into a "locally isotropic" part and an "inhomogeneous" part. The 
isotropic part is proportional to the fluctuating strain and does not affect the mean flow 
equations but determines the rate of energy dissipation. The inhomogeneous part is 
proportional to the mean strain and controls the shear stress and mean velocity profile:  

( )
inhomogeneouslocally isotropic

2
2 2

3
r
ij kk ij r aij ij ijS S Sτ τ δ ν ν− = − − −  (1) 

where .  denotes ensemble averaging of the filtered equations. The viscosities 

rν and aν are based on fluctuating and mean strains respectively. The isotropic 

part of the residual stress tensor has a zero time mean value. By refining the grid 
the residual stresses must tend to zero, therefore the inhomogeneous part must 
have a grid dependence parameter in the turbulent viscosity aν .  

In the context of hybrid LES-RANS, a blending function, bf , can be used to  

introduce a smooth transition between the resolved and the ensemble averaged 
turbulence parts. We write the total residual stress as:  

( )2
2 2(1 )

3
r
ij kk ij r b b aij ij ijf fS S Sτ τ δ ν ν− = − − − −  (2) 

In this way the averaged stress would be:  

2
2(1 )

3
r
ij kk ij b a ijf Sτ τ δ ν− = −  (3) 

Which represents just the RANS stress, and the total shear stress would be 

2(1 )b a ijf u vSν ′ ′− + . It is therefore necessary that the blending function bf  
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tends to value of unity in the region where u v′ ′  is resolved correctly and to a 

value of zero in the region near the wall where the shear stress is under resolved 
due to the coarse grid.  

For the isotropic viscosity the standard Smagorinsky model based on the  
fluctuating strain is used:  

2( ) 2 ij ijr sC s sν = Δ ′ ′  (4) 

with ij ij ijs S S= −′ . In the frame of unstructured codes, the filter width is taken 

as twice the cell volume ( 2VolΔ = ).  
In this study, the elliptic relaxation model fϕ −  of Laurence et al (2004) is 

used to calculate the RANS viscosity. This model solves for the ratio 2v kϕ = /  

used in the turbulent viscosity as:  

a C kTμν ϕ=  (5) 

where max k
TT C ν

ε ε
⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

= , . For the channel flow calculations performed during the 

course of the DESider project, the choice of the RANS models hardly makes a 
difference but the elliptic relaxation method has been shown to perform well on 
separating and impinging flows; the aim of the present case is only to show the 
robustness of the coupling even with a sophisticated RANS model.  

The blending function has been parameterised by the ratio of the turbulent 
length scale to the filter width:  

tanh
n

t
b l

L
f C

⎛ ⎞= ⎜ ⎟Δ⎝ ⎠
 (6) 

Here 1lC =  and 1 5n = .  are empirical constants. These values were chosen to 

match the shear stress profile based on channel flow results at 395Reτ =  with 

DNS data. When using the fϕ −  model, the wall distance is not a desirable pa-

rameter and the blending function can be formulated using 3 2
tL kϕ ε/= / . The 

blending function allows a higher contribution from the LES part as the grid is 
refined. Different coefficients have been used in the optimisation of the blending 
function and although the results are not greatly affected, they nevertheless are 
always better than standard LES on the same mesh. In equation 2 the averaged 
velocity has been calculated as a running average with an averaging window of 
about 10 times the eddy turnover time.   

4.2.1   Channel Flows 

Channel flow computations have been carried out at different Reynolds numbers and 
the full results can be seen in chapter IV section 8 and in chapter V section 17. The 
meshes used are too coarse for a standard LES to capture all the small scales and  
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Fig. 1 Channel flow results at 395Reτ = . Velocity profiles (left) and shear stress (right) 

 

 
 

Fig. 2 Iso-Q surfaces on the trailing edge case: Hybrid model (left) DES (right) 

therefore the shear stress is under-predicted which, in turn, produces an overesti-
mation of the velocity magnitude. The hybrid model successfully blends the aver-
age shear stress and with the resolved one to produce the correct magnitude and 
therefore a better prediction of the velocity profile. The usual behaviour of overes-
timating the stream-wise normal stress on coarse meshes by LES is corrected by 
the hybrid model.   

4.2.2   Trailing Edge Computations 
In the course of the project, we performed various hybrid simulations of the flow 
past an axi-symmetric bevelled trailing edge. The case is described fully in chapter 
IV section 12. In this case the model performs better than the standard DES on the 
same mesh. The hybrid model is able to sustain the turbulent fluctuations at the 
inlet and gives a separation zone similar to the reference LES. See chapter V  
section 18 for more. 
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5   Zonal Detached Eddy Simulation, ZDES, ONERA 
S. Deck 

ONERA, Applied Aerodynamics Department 

5.1   Motivations 

Detached Eddy Simulation is quite well understood in thin boundary layers where the 
model acts in RANS mode as well as in massive separation regions where the model 
degenerates toward a subgrid-scale model. The region corresponding to d ≈ Δ  where 
the model needs to switch from fully modelled turbulence (attached boundary layer) 
to almost fully resolved turbulence (massive separation) is recognized as more deli-
cate. This situation happens when the switching to LES mode occurs inside the 

boundary layer, e.g., when the grid brings the Δ= DESCd
~

 branch to intrude into the 
boundary layer. This practically results in lower eddy viscosity, usually not weak 
enough to allow eddies to form; this consequently yields lower Reynolds stress levels 
compared to those provided by the RANS model. Note that this issue was already 
addressed in the original paper presenting the method by Spalart et al. (1997). 

For complex geometries, the building of a DES grid appears to be a dilemma for 
the user. On one hand, the RANS part of the simulation requires a near wall grid 
spacing in tangential direction much larger than the boundary layer thickness at that 
location in order to avoid Modelled-Stress-Depletion (MSD, see Spalart et al. 
(2006)). On the other hand, there is no reason why a DES calculation should accept 
a coarser grid than a LES calculation. Especially, a LES grid is locally refined in all 
directions since strongly anisotropic grids are inefficient. As a result, the grid is 
also refined in regions not supposed to be handled by LES. This situation is practi-
cally unavoidable when using structured grids which require refinements in regions 
of high geometry curvature or in presence of thick boundary layers.  

To avoid this problem, Deck (2005a, 2005b) developed a “zonal-DES” ap-
proach where attached boundary layer regions are explicitly treated in URANS 
mode no matter how fine the grid is. That means that, following the example of 
RANS/LES coupling methods, the user explicitly marks different regions as 
RANS, or as DES. The motivation is to avoid MSD and GIS and to clarify the role 
of each region. As a counterpart, the user decision load is significantly increased 
compared to an ‘automatic’ approach like DDES. 

In effect, the interest of this approach is that the user can focus his grid refine-
ment on regions of interest without corrupting the boundary layer properties  
farther upstream or downstream.  

5.2   Formulation 

The formulas of ZDES differ from those of DES97 or DDES in the definition of 
the ZDES length scale, the subgrid length scale and the treatment of the near wall 
function in LES mode.  
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5.2.1   ZDES Length Scale 

Let us a consider a multi-domain mesh made of N blocs and let ides(ndom)1≤ndom≤N 
be a label such as: 

  ides[ndom]=0 if domain ndom is in RANS mode  (1) 
                             ides[ndom]=1 if domain ndom is in DES mode 

The ZDES length scale becomes: 

[ ]( ) [ ] ( )Δ+−= DESww Cdndomidesdndomidesd ,min..1
~

 (2) 

where dw and Δ denote respectively the distance to the wall and the subgrid length 
scale. RANS mode is the default mode so that the user has to mark the DES do-
mains. If necessary, the switching into LES mode within a DES domain can be 
prescribed by the user (for example, if the boundary layer thickness is known). 
Note also that eq. (2) can be extended to any RANS model by substituting dw by 
the length scale of the underlying turbulence model. 

5.2.2   Subgrid Length Scale 

In DES mode, the subgrid length scale is given by the cube root of the cell like in 
classical subgrid scale models: 

( ) 3/1
zyx ΔΔΔ=Δ  (3) 

The latest evolution of ZDES aims at solving the slow LES development in mix-
ing layers where the following definition proposed by Chauvet et al. (2007) is 
retained: 
 

yxzxzyzyx NNN ΔΔ+ΔΔ+ΔΔ=Δ 222  (4) 

where 
εω
εω

+
+=N  is the unit vector defined by the vorticity ω  and ε is a small 

value (typically 10-8) that stands for preventing zero divide when the vorticity 
vanishes. Note that in the early stages of a plane shear layer of spanwise direction 

is z , eq (4) becomes 
yxΔΔ=Δ which takes into account the local orientation 

of the vorticity. This new definition prevents a delayed development of instabil-
ities in the shear layer and a subsequent late transition to fully turbulent flow. 

5.2.3   Treatment of the Damping Functions 

We also chose to remove the near wall functions in LES mode formulation: 

1,0,1 21 === wvv fff  (5) 
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This choice also avoids that the damping functions of the RANS model interpret 
the low eddy viscosity levels typical of resolved LES regions as closeness to the 
wall with corresponding fast non-linear drop of sub-grid viscosity.  

In practice, ZDES switches very quickly to the LES mode, thus limiting the 
grey area, responsible for the delay in the formation of instabilities. 

The ZDES approach has been successfully used to predict the transonic buffet 
phenomenon over a supercritical airfoil (Deck, 2005a) and on a civil aircraft Bru-
net et al, 2008, the flow around a high lift configuration (Deck, 2005b), as well as 
to investigate both subsonic (Deck and Thorigny, 2007), (Simon et al, 2007a) and 
supersonic ((Simon et al, 2006, 2007b) base flows aerodynamics under highly 
compressible conditions and the mixing enhancement process in a supersonic 
mixing layer (Chauvet et al, 2007). In these last references, ZDES is thoroughly 
validated and compared with the available experimental data including spectral 
and second-order analysis.  
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6   University of Manchester Embedded LES Method 
N. Jarrin, J. Uribe, D. Laurence, and A. Revell  

University of Manchester 

6.1   Introduction 

During the course of the DESider project the University of Manchester focused 
the efforts in the development of two new approaches for the use of RANS and 
LES. The first method is the Synthetic Eddy Method (SEM) in which synthetic 
turbulence is created from averaged profiles. This is useful for coupling RANS 
and LES domains where there is a need to impose fluctuations on the RANS field 
to prevent the LES field from loosing fluctuating components. It also can be used 
for inlet boundary conditions thus saving computational time devoted to run a 
precursor simulation. Another important use of the method is the initialisation of a 
LES calculation where the SEM can create turbulent structures that will help the 
rapid convergence of the calculation. 

6.2   Synthetic Eddy Method 

6.2.1   Motivations 
This research was motivated by the growing interest of the engineering commu-
nity in LES and hybrid RANS-LES methods, and the lack of a cost effective,  
robust and accurate method of generation of inflow data for LES.  

The Synthetic Eddy Method (SEM) is a stochastic algorithm that generates in-
stantaneous velocity fluctuations with prescribed mean velocity, Reynolds stresses, 
length and time scales distributions. The method is based on the classical view of 
turbulence as a superposition of eddies. The velocity signal is thus expressed as a 
sum of synthetic eddies with random position and intensity. The characteristics of 
the synthetic eddies are calculated from input statistical quantities typically available 
from a RANS solution, and determine the characteristics of the synthesized signal.  

A brief description of the method as it is implemented in its latest form is pro-
vided below. 

6.2.2   Description of the Method 
We begin by taking a finite set 3S R⊂  of points { }1 2 sS = , , ,x x x  on which we 

want to generate synthetic velocity fluctuations with the SEM. We assume for 
now that the mean velocity U , the Reynolds stresses ijR  and a characteristic 

length scale of the flow σ  are available for the set of points considered.  

Definition of the Box of Eddies 
The first step is to create a box of eddies B  which is going to contain the  
synthetic eddies. It is defined by  

 3
1 2 3 min max{( ) {1 2 3}}i i iB x x x R x x x i, ,= , , ∈ : < < , = , ,  
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where min maxmin( ( )) and max( ( ))i i i i
S S

x x x xσ σ, ,∈ ∈
= − = +

x x
x x  

The volume of the box of eddies is denoted BV .  

Computation of the Velocity Signal 
In the synthetic eddy method, the velocity fluctuations generated by N  eddies 
have the representation  

( )
1

1
( )

N
k k

i i ij j
k

u U a f
N

σε
=

= + − .∑ x x x  

where ( )k k k kx y z= , ,x  denote the location of the N  eddies, k
jε  is their respective 

intensities and ija  is the Cholesky decomposition of the Reynolds stress tensor  

11

2
21 11 22 21

2 2
31 11 33 31 3232 21 31 22

0 0

0

( )

R

R a R a

R a R a a a R a a

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

/ − ,

/ − / − −

 

( ) ( )kfσ −x x x  is the velocity distribution of the eddy located at kx . We assume 

that the difference in the distributions between the eddies depends only on the 
length scale σ  and thus define fσ  by 

3( ) ( ) ( ) ( )
k k k

k B

x x y y z z
f V f f fσ σ

σ σ σ
− − − −− =x x  

 

Fig. 1 Channel flow Re 395τ = . Evolution of the error in the skin friction coefficient down-
stream of the inlet for optimal inflow boundary conditions: optimal SEM (black line),  
uncorrelated random numbers (red line), precursor simulation (blue line)  
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where the shape function f  is common to all eddies. f  has compact support [ ]σ σ− ,  

and has the normalization 
2

1f = . In the most recent form, the shape function is taken 

as a tent function, ( )3
2( ) 1f x rt x= − | | , if 1x <  and 0  otherwise.  

Before the first time step, the eddies are located independently from one other 
and taken from a uniform distribution ( )U B  over the box of eddies; B  and k

jε  

are independent random variables taken from any distribution with zero mean and 
unite variance. In all simulations carried out we choose { }1 1k

jε ∈ − ,  with equal 

probability to take one value or the other. We choose this distribution because it 
has a lower flatness than any other distribution. The advantages of this argument 
will become clearer later on, when some exact results concerning the intermittency 
of the signal are established.  

Convection of the Population of Eddies 
The eddies are convected through the box of eddies B  with a constant velocity 

cU  characteristic of the flow. In our case it is straight forward to compute cU  as 

the averaged mean velocity over the set of points S . At each iteration, the new 
position of eddy k  is given by 

 ( ) ( )k k
ct dt t dt+ = + .x x U  

where dt  is the time step of the simulation. If an eddy k  is convected out of the 
box through face F  of B , then it is immediately regenerated randomly on the 
inlet face of B  facing F  with a new independent random intensity vector k

jε  still 

taken from the same distribution.  
In Figure 1 the evolution of the friction coefficient along a channel flow for dif-

ferent synthetic turbulence generation methods can be seen. The SEM recovers the 
correct level much faster that the use of uncorrelated random numbers. 
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7.1   Introduction 

In this section we describe a method to prescribe synthesized turbulent inlet bound-
ary conditions. When making LES, DES or hybrid LES-RANS a precursor channel 
DNS is often used. The disadvantage of this method is that it is difficult to re-scale 
the DNS fluctuations to higher Reynolds numbers. Here synthesized isotropic tur-
bulent fluctuations are generated at the inlet plane with a prescribed turbulent 
length scale and energy spectrum. A large number of independent realizations are 
generated. A correlation in time between these realization is introduced via an 
asymmetric, non-truncated time filter. In this way the turbulent time scale of the 
synthesized isotropic turbulent fluctuations is prescribed. The method has been 
used for channel flow (Davidson 2007a), the 3D hill flow (Davidson 2007b,c), the 
asymmetric plane diffuser (Davidson 2008) and the Onera bump (Davidson 2008).  

7.2   Synthesized Turbulence 

A turbulent velocity field can be simulated using random Fourier modes. This was 
proposed by Kraichnan (1970) and later developed further by Karweit et al. 
(1991), Lee et al. (1992), Bechara et al. (1994) and Bailly and Juve (1999).. The 
velocity field is given by N  random Fourier modes as  

1

( ) 2 cos( )ˆ
N

n n nn
i j j j i

n

x xu u κ ψ σ
=

= +′ ∑  (1) 

where ˆnu , nψ  and n
iσ  are the amplitude, phase and direction of Fourier mode 

n . The notation used here follows that in Billson (2004), Billson et al. (2993) and 
Davidson and Billson (2006) and more information is given in these papers. The 
synthesized turbulence at one time step is generated as follows.  

1. For each mode n , create random angles nϕ , nα  and nθ  (see Figs. 1 and 2) 
and random phase nψ . The probability distributions are given in Table 1.  

2. Define the highest wave number based on mesh resolution 2 (2 )maxκ π= / Δ , 
where Δ  is the grid spacing. The fluctuations are generated on a grid with 
equidistant spacing, max jy NηΔ = / , max kz z NΔ = / , where η  denotes the 
wall-normal direction and jN  and kN  denote the number of cells in the y  
and z  direction, respectively. The fluctuations are set to zero at the wall and 
are then interpolated to the inlet plane of the CFD grid (the y z−  plane).  
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Fig. 1 The probability of a randomly se-
lected direction of a wave in wave-space is 
the same for all dAi on the shell of a sphere 

 

3. Define the smallest wave number from 1 e pκ κ= / , where 9 (55 )e tLκ α π= / , 
1 453α = . . Factor p  should be larger than one to make the largest scales  

larger than those corresponding to eκ . In the present work 2p = .  

4. Divide the wavenumber space, 1maxκ κ− , into N  modes, equally large, of 

size κΔ .  

5. Compute the randomized components of n
jκ  according to Fig. 1.  

6. Continuity requires that the unit vector, n
iσ , and n

jκ  are orthogonal. 3
nσ  is 

arbitrarily chosen to be parallel with n
iκ  (see Fig. 2), and nα  and the  

requirement of orthogonality give the remaining two components.  

 

Fig. 2 The wave-number vector, 
n
iκ , and the velocity unit vector, 

n
iσ , are orthogonal (in 

physical space) for each wave number n . The unit vector, 
n
iσ , is defined such that 

0n n
i iσ κ =  (superscript n  denotes Fourier mode n ). Furthermore, 3

nσ  is parallel to 
n
iκ  

(i.e. 3 3
n nσ ξ= ). The direction of 

n
iσ  in the 1 2

n nξ ξ−  plane is randomly chosen through 
nα  
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Table 1 Probability distributions of the random variables 

( ) 1 (2 )np ϕ π= /  0 2nϕ π≤ ≤   

( ) 1 (2 )np ψ π= /  0 2nψ π≤ ≤   

( ) 1 2sin( )np θ θ= /  0 nθ π≤ ≤   

( ) 1 (2 )np α π= /  0 2nα π≤ ≤   

7. A modified von Kármán spectrum is chosen, see Eq. 2 and Fig. 3. The amplitude 

ˆnu  of each mode in Eq. 1 is then obtained from 1 2( (| |) )ˆ nn
jEu κ κ /= Δ .  

8. Having ˆnu , n
jκ , n

iσ  and nψ , allows the expression in Eq. 1 to be computed. 

2
2 4

[ 2( ) ]

2 17 6

1 2 1 4 3 4

( )
( )

[1 ( ) ]

( )

rms e

e e

i i

u
E e ηκ κ

η

κ κκ α
κ κ κ

κ κ κ κ ε ν

− /
/

/ / − /

/=
+ /

= , =

 (2)

In this way inlet fluctuating velocity fields ( u v w′ ′ ′, , ) are created at the inlet 

y z−  plane.  

A fluctuating velocity field is generated each time step as described above. 
They are independent of each other, however, and their time correlation will thus 
be zero. This is unphysical. To create correlation in time, new fluctuating velocity 
fields, U ′ , V ′ , W ′ , are computed based on an asymmetric time filter, as in  
Billson (2004) and Billson et al. (2003)  

1

1

1

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

m m m

m m m

m m m

U a U b u

V a V b v

W a W b w

−

−

−

′ ′ ′= +
′ ′ ′= +
′ ′ ′= +

 (3) 

where m  denotes the time step number and exp( )a t T= −Δ / . This asymmetric 

filter resembles the spatial digital filter presented by Klein et al. (2003). The sec-

ond coefficient is taken as 2 0 5(1 )b a .= −  which ensures that 2 2U u′ ′< >=< >  

( < ⋅ >  denotes averaging). The time correlation of, say, iU ′ , will be equal to 

exp( )t T−Δ / , and thus Eq. 3 is a convenient way to prescribe the turbulent time 

scale of the fluctuations. The inlet boundary conditions are prescribed as  

(0 ) ( ) ( )

(0 ) ( ) ( )

(0 ) ( ) ( )

inin

inin

inin

u y z t U y y z tu

v y z t V y y z tv

w y z t W y y z tw

, , , = + , ,′
, , , = + , ,′
, , , = + , ,′

 
(4)
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Fig. 3 Modified von Kármán  
spectrum 
 

where ( )m
in Uu ′=′ , ( )m

in Vv ′=′  and ( )m
in Ww ′=′  (see Eq. 3). The mean ve-

locity inlet profile is usually taken from experimental data. If no experimental data 
are available, the mean velocities can be taken from the wall law (Welty et al, 1984).  

5(5)

3 05 5ln( ) 5 30(6)

1
ln( ) 30

in

y y

U y y

y B y
κ

+ +

+ + +

+ +

⎧
⎪ ≤
⎪

= − . + < <⎨
⎪
⎪ + ≥
⎩

 
(5) 

where 0 4κ = .  and 5 2B = . . 
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Abstract. At the start of the DESIDER project, an early version of the SAS model 
existed which was based on a one-equation model for the eddy-viscosity. During 
the project, the theoretical basis for the model formulation was substantially 
broadened using Rotta’s length-scale equation as foundation. In addition, several 
modelling venues have been explored and significant insight into the model be-
haviour and applicability was gained. Numerous testcases have been computed 
leading to a validation basis, which allows promoting SAS as a viable industrial 
turbulence modelling concept.  

8.1   Introduction 

Historically, the scale-equation of two-equation RANS models (typically ε- or ω) 
has been derived using dimensional reasoning based on a formulation analogous 
to the k-equation.  A more consistent approach for formulating a scale-equation 
has been developed by Rotta (1968, 1972). Instead of using purely heuristic and 
dimensional arguments, Rotta formulated an exact transport equation for kL, 
where L is an integral length-scale of turbulence. Rotta’s equation represents the 
large scales of turbulence and can therefore serve as a basis for term-by-term 
modelling. The distinguishing factor of the model proposed by Rotta is the ap-
pearance of a natural length-scale in the source terms of the kL-equation, involv-
ing a higher derivative of the velocity field. This resulted from the analysis of one 
of the terms in the exact transport equation. The availability of a natural length-
scale is an attractive feature, because it allows a more subtle reaction of the model 
to resolved and unresolved flow features. However, the third derivative proposed 
by Rotta has turned out to be problematic and was never actually used in any of 
the kL-variants. By avoiding this term, the model lost its main distinguishing fea-
ture compared to the ε-equation. As a result, the model did not make its way into 
mainstream aerodynamics and later industrial CFD codes.  

During the DESIDER project steps of modernizing the kL-equation have been 
taken (Menter and Egorov 2004, 2005a, 2005b, 2005c). It is argued that Rotta’s 
assumptions, leading to the term with the third derivative of the velocity field in 
his kL-equation is not consistent with the nature of the underlying term in the 
exact equation. As a result, the second derivative appears in the model formula-
tion, satisfying the log-law without the need for additional terms. Furthermore, the 
model lends itself much easier to the introduction of robust low-Re (viscous 
sublayer model) terms than the k-ε model (Menter et al, 2006). Within the DE-
SIDER project the model has been re-formulated as a one- and a two-equation 
model using kLΦ =  as the new scaling variable. While the resulting KSKL 
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( k kL− ) and SKL ( kL ) offer interesting alternatives to existing RANS models, 
the more important aspect from the DESIDER project standpoint is their ability of 
resolving unsteady turbulent structures similar to the behaviour of Detached Eddy 
Simulation (DES) models, but without an explicit  influence of the grid resolution 
on the RANS part of the model.  

During the project, the KSKL model has also been transformed into a k-ω 
framework. This was motivated by the desire to apply the scale-resolving aspects of 
the model in the established SST model framework. In fact, most of the project 
testcases have been computed with this version of the SST-SAS model formulation.  

As has to be expected with emerging techniques, several details in the model 
formulation have been modified and optimized in the course of the project. One 
modification was to use the square of LvK instead of a linear formulation. While 
this has very limited effects from a practical standpoint in the SST-SAS model, the 
quadratic form is better in line with the nature of the term in Rotta’s original deri-
vation. A second change was made to the formulation of the SST version of the 
model. This was motivated by a better understanding of the behaviour of the 
model in the limit of the cut-off range (grid resolution limit of small scales). Fi-
nally, the numerical treatment of the equations has been optimized, using modified 
functions for switching between the second-order upwind and the second order 
central schemes in the RANS and LES regions respectively.  

8.2   Rotta’s kL Model 

Starting point of the formulation of the SAS modelling concept is an exact equa-
tion of Rotta (1968, 1972) for kLΨ = . This equation is then modelled term by 
term and results in the following equations:  

3/ 2
3/ 4 t

j k
j j k j

k k k k
U P c

t x L x xμ
ν
σ
⎛ ⎞∂ ∂ ∂ ∂+ = − + ⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

 

( ) 2
3/ 2

1 2 32
ˆ ˆ ˆj t

k
j Rotta j j

U L
P k

t x k L x x

νζ ζ ζ
σ Ψ

∂ Ψ ⎛ ⎞⎡ ⎤∂Ψ Ψ ∂ ∂Ψ+ = − − + ⎜ ⎟⎢ ⎥ ⎜ ⎟∂ ∂ ∂ ∂⎣ ⎦ ⎝ ⎠

 

1/ 4; tkL c
k

μν ΨΨ = =  

t c
k

μν Ψ=
;             

2 2
3 3

/
2

/Rotta

U y
L

U y
κ ∂ ∂=

∂ ∂
 

(1) 

The principle difference of the kL-equation to other scale equations is the appear-
ance of the third derivative of the velocity field. All other terms are equivalent to 
corresponding terms in the ω - or the ε-equation.  

8.3   The KSKL Model 

There are several reasons why the inclusion of the third derivative is undesirable. The 
first one is that it is physically non-intuitive. There is no good reason, why the third 
derivative should have a strong influence on the definition of a turbulent length-scale. 
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The second reason why the length-scale as introduced through the third deriva-
tive is problematic is that it produces the incorrect sign in a logarithmic layer.  

The final reason why the third derivative term should be avoided is that it is dif-
ficult to compute in a general purpose CFD code and that it is most likely erratic 
in a three-dimensional flow field. This is the main reason, why the term has never 
been used in any published implementation of the model. However, without any 
higher derivative term, the model has no advantage compared to the scale-
equations derived solely on dimensional arguments. As mentioned above, it  
actually has a disadvantage as it does not allow satisfying the logarithmic layer. 

In the referenced publications Menter and Egorov have reformulated Rotta’s 
model. The main change is that instead of the third derivative, a second derivative 
of the velocity field was introduced into the model. The physical reasoning for this 
modification can be found in Menter and Egorov (1994). In addition, instead of 

kLΨ = , the variable kLΦ = was used as a scale variable (Menter et al, 2006). 
This allows the formulation of a on-e and a two-equation model.  

The final formulation of the KSKL (K-Square-root-K-L) model reads: 

( ) 3/ 2
3/ 4j t

k
j j k j

U kk k k
P c

t x L x xμ

ρ μρ ρ
σ

∂ ⎛ ⎞∂ ∂ ∂+ = − + ⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
 

( ) 2

1 2 3

j t
k

j vK j j

U L
P k

t x k L x x

ρ μρ ζ ζ ζ ρ
σ Φ

⎡ ⎤∂ Φ ⎛ ⎞⎛ ⎞∂ Φ Φ ∂ ∂Φ⎢ ⎥+ = − − + ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

 

1/ 4; tk L cμμ ρΦ = = Φ  

   

2 2
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'
; '' ; ' 2

''
i i

vK ij ij
k j

U UU
L with U U S S

U x x
κ ∂ ∂= = = ⋅

∂ ∂
 

(2) 

In order to satisfy the logarithmic law, the constant ζ2 has to satisfy: 

2 3/ 4
2 1 3/ / / ; 0.09; 0.41c c with cμ μ μζ ζ κ σ ζ κΦ= + − = =  (3) 

Table 1 Model constants k k L− model  

ζ1 ζ2 ζ3 kσ  σ Φ  

0.80 1.47 0.0288 2/3 2/3 

The constants are those given in Menter et al. (2006) – it is likely that they will 
be further optimized in the future mainly for improved RANS coverage of free 
shear flows. Experience shows however, that slight variations of constants do not 
affect the unsteady behavior of the model, which is the main subject of the  
DESIDER project.  
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Fig. 1 Velocity profiles at the upper surface around the trailing edge separation zone for 
NACA 4412 airfoil 

It is interesting that an equilibrium transformation of the k-ε model to a one-
equation model for the eddy viscosity does actually produce a term equivalent to  

2

2 k
vK

L
P

L k
ζ

⎛ ⎞ Φ− ⎜ ⎟
⎝ ⎠

 (see Menter 1994, 1997). This discussion is however beyond the 

scope of the current report. Furthermore in Menter et al. (2006) the formulation of 
a one-equation model based on the above KSKL model can be found. This  
reference contains also a viscous sublayer model for both formulations.  

As an example of the potential of this new models in RANS mode, Figure 1 
shows a comparison of the KSKL (2-Eq), SKL (Square-root-K-L) (1-Eq), SST 
and the Spalart and Allmaras (1994) model for the NACA 4412 airfoil of Coles 
and Wadcock (1979) at 13.9° and Re=1.5x106 using the model formulation given 
in Menter et al. (2006). 

8.4   The SST-SAS Model 

As will be shown below, the KSKL model offers an attractive behavior for certain 
unsteady flows, which results from the term involving the von Karman length scale. 
It is therefore desirable to also include this term into other modeling frameworks like 
the k-ε or the k-ω formulations. The transformation of one scale-equation into another 
is a straightforward step, requiring little more than the application of the chain rule: 

1/ 4 1/ 4 2

1 1 1k D Dk k D

c Dt c Dt Dtμ μ

ωω Φ⎛ ⎞= → = −⎜ ⎟Φ Φ Φ⎝ ⎠
 (4) 

This transformation gives formally (assuming 
kσ σ Φ= ): 
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or in terms of the k-ε model (for completeness): 
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(6) 

These equations (in high Re number) form are equivalent to the KSKL model.  
In order to recover the performance of the SST model for boundary layer flows, 

the SAS extension was formulated as an extra term to the ω-equation, which does 
not disturb the SST models performance for boundary layer flows, but allows for 
SAS behaviour in unsteady situations. The final additional term to the right hand 
side of the ω-equation reads: 

2

2
2 2 2
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max max , , 0SAS c
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L k k
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 (7)

with Cc =2. The QSAS term is essentially zero for boundary layer flows (due to 
Cc=2) while it activates the term with LvK in unsteady situations. It should be 
noted that the additional modification of the above term is only a result of the 
desire of preserving the SST model. It is not inherent to the SAS approach.  

8.5   Numerical Treatment  

8.5.1   Convective Terms 

The most interesting aspect of SAS models is their ability to resolve turbulent 
structures in certain flow situations. Figure 2 shows the instantaneous solution 
computed with the KSKL model (right) compared to the SST-URANS model 
(left) for a cylinder in crossflow for Re=3.6x106. The ability of the SAS formula-
tion to resolve the turbulent spectrum for unstable flow is a result of the usage of 
the von Karman length scale, which allows the model to adjust to already resolved 
scales. In contrast, SST-URANS models produce single-mode structures which 
are of the size of the cylinder (similar to a von Karman vortex street). The SAS 
model allows the original flow instability to develop into a turbulent spectrum 
down to the resolution limit of the grid. The behaviour of the SAS model is there-
fore similar to that of a DES model: the attached boundary layers are solved like 
in a RANS model and the “detached” unsteady-state flow behind the cylinder 

( )
2

2 1/ 4
1 2 3

2

1

2 1

j
k

j vK

t

j j j j j j

U L
P c c

t x k L

k k

x x x x x x

μ μ

ρ ωρω ω ζ ζ ρω ζ

μ ω ρ ω ω ω
σ σ ω ωΦ Φ

⎛ ⎞∂ ⎛ ⎞∂ ⎜ ⎟+ = − + − −⎜ ⎟⎜ ⎟∂ ∂ ⎝ ⎠⎝ ⎠
⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂+ + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

 
(5) 
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results in a LES-like solution. As already discussed above, the advantage of the 
SAS model compared to DES is that the grid spacing does not explicitly affect the 
RANS model, as will be discussed below. 

 

  

Fig. 2 Circular cylinder in a cross flow at Re=3.6⋅106, Left: SST-URANS, Right: KSKL 
model. Isosurface of Q=S2-Ω2Color shows the ratio “Eddy Viscosity/ Molecular Viscosity” 
(note different scales. Left 0-2.8e4, right 0-1.0e3) 

Similar to the DES formulation, the SAS model also benefits from a switch in 
the numerical treatment between the steady and unsteady regions. In DES, this is 
achieved by a blending function as proposed by Strelets (2001), which allows with 
solver the use of a second order upwind scheme in RANS regions and a second 
order central scheme in unsteady regions. The blending functions are based on 
several parameters, including the grid spacing and the ratio of vorticity and strain 
rate (Strelets 2001). 

No effort has currently been made for reformulating these functions for the 
SAS model. A future development could be the formulation of numerical blending 
functions without the explicit use of the grid spacing. Instead of that the numerical 

switch could be based on /vkR L= Δ . If R~1 the central difference scheme 

should be activated. However, this is not urgent, as the current functions have 
proven adequate for a range of geometrically and physically diverse flows. 

8.5.2   High Wave Number Treatment 

The treatment of the SAS model at the high wave number limit has undergone sev-
eral iterations (Menter et al. 2003, 2004, 2005abc). In this limit, the resolved turbu-
lence is of the same scale as the grid spacing Δ. In this limit, the energy which is 
transported down the turbulent spectrum through vortex stretching and break-up has 
to be dissipated. This situation is similar to standard LES methods, where the main 
effect of the subgrid eddy-viscosity is the dissipation of energy from the smallest 
resolved scales. Since the SAS modelling concept automatically adjusts to the re-
solved scales (meaning to the smallest scales in the simulation) it was first thought 
that the model does not require any special provisions for damping small scales, but 
could provide an adequate level of eddy-viscosity without modification. This was 
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actually the case with the implementation in CFX, which used a specific numerial 
treatment for the strain rate, S. After some contemplation it became however clear 
that URANS models which allow the formation of a turbulent spectrum need special 
treatment at the cut-off limit. As such models are based on partial differential equa-
tions, with no information on the grid spacing, they will attempt to transfer the en-
ergy through the entire cascade down to the Kolmogorov limit (dissipative scales). 
However, like in LES, this is not possible as the resolution is not sufficient for this 
transfer. Information on the grid spacing (in some form or another) will therefore 
have to be supplied to such methods. In principle, this must be true for all URANS-
like methods with scale-resolving capability (e.g. Revell et al., 2008).  

In a first implementation of the SAS model in ANSYS-CFX, the information 
on the grid resolution was implicitly provided by the discretization of the source 
terms. This can best be explained in a 1D scenario. Assuming the smallest scales 
possible on a given 1D grid is an odd/even oscillation. Considering two different 
discretizations of the strain rate: 
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both of which are second order in space and equivalent in a resolved flow field. 
For the high wave number limit of grid oscillation 0UUi ±= with the + sign for 

odd and the – sign for even indices, one gets: 

Δ
== 02

;0
U

SSN
 (9) 

It is heuristically clear that using SN in LvK would result in reduced damping for 
grid oscillations, as: 

0 0N vKS L= → =  (10) 

whereas the element-averaged S  value gives (assuming a central difference repre-
sentation of U’’): 

1

2vKL κ= Δ  (11) 

From a physical standpoint, the second result is more in line with expectations, as 
a given grid cannot resolve scales smaller than the grid spacing. Therefore the 
physical lower limit on Lvk has to be 

vKL c≥ ⋅ Δ . It was found that the usage of a 

3D equivalent to S  within the ANSYS-CFX code provided sufficient damping of 
the smallest scales. While this is a viable option for providing the required damp-
ing, it was felt that it lacks generality and does not offer an independent way of 
calibration for the high wave number limit.  

There are numerous other ways of achieving the same goal. One would be the 
usage of a dissipative scheme for the convective fluxes similar to MILES. Another 
approach, which was actually followed within the DESIDER project, is the  
explicit limitation of LvK by the grid spacing Δ in the SST-SAS model:  
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where Δ is the cubic root of the cell volume. CS can be used for calibrating the 
model for decaying isotropic turbulence (DIT). A value of CS~0.26 proved  
adequate in combination with a SN representation for the strain rate. It is interest-
ing to compare this value to the value of 0.205 which would result from the S dis-
cretization for grid oscillations. The two numbers are of the same order – and it is 
therefore understandable that the S discretization can implicitly provide the  
correct damping without an explicit limiter.  

Figure 3 shows the results for the DIT testcase at time t=2 for a 323 grid for the 
SST-SAS model. The most interesting curve is the dashed blue one using vortex 
gradients (SN) and no lower limit on LvK. In this case, insufficient damping is pro-
vided to the smallest scales, leading to increased energy content in the high wave 
number limit. This is contrary to the expectations for RANS models which are 
known to damp out small scales very quickly, as shown for the k-ε model. The 
element gradients ( S ) are obviously sufficient for providing enough damping to 
avoid the energy concentration near the cut-off limit without limiter, although a bit 
less dissipative than the reference LES.   

There is a subtle but important aspect concerning the CS  limiter. When used in-
side the SST-SAS term QSAS, it is without problems even for very coarse grids. In 
this limit, LvK will be increased, which in turn will reduce the impact of QSAS  
(Eq. 7) – thereby keeping the model in RANS mode. In other words, the grid  
limiter would not affect the RANS limit of the model.  

This is not the case if Eq. 12 would be applied directly to the KSKL model of 
Eq. 2. In this case, a large value for Δ would change the behaviour of the RANS  
 

 

Fig. 3 DHIT results calculated with the SST-SAS model version 2 
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model. This is problematic as such situations can easily exist in nominally 2D 
flows computed on 3D grids. LvK is then determined by the 2D physics, 
whereas the value of Δ can be arbitrarily increased by increasing the grid spac-
ing in the third direction. This will eventually impact the RANS model, which 
is undesirable.  

In order to avoid this potential influence of the grid limiter, another option can 
be employed. It consists of supplying a lower limit for the eddy-viscosity: 

( )max ,SAS LES
t t tν ν ν=  (13) 

where LES
tν comes from a suitable LES model. LES

tν should be zero for the RANS 

situation described above. A suitable model is the WALE model (Nicoud and 
Ducros, 1999), which produces zero eddy-viscosity for 2D shear flows avoiding any 
impact of this limiter on typical RANS situations (especially near walls). Another 
advantage of this limiter is that it allows a clear identification of “LES”-zones 
within a SAS simulation. In case the LES limiter is activated, the code will use the 
underlying LES model, invalidating any questions concerning the viability of SAS 
in the LES limit. Instead of the WALE model, one could also use a dynamic Sma-
gorinsky model, which would also produce an essentially zero LES-eddy-viscosity 
in RANS regions.  

Finally, the interaction within the project partners has shown that it is important 
to discretize the second derivative of the velocity field with a compact stencil, 
which reduces to 3 grid nodes in a 1D situation.  

8.6   Scale-Adaptive Simulation (SAS) Capability 

In the previous chapters, the expression “Scale-Adaptive Simulation - SAS” has 
been used several times without a proper explanation of its meaning. The termi-
nology is essentially based on a URANS models ability to adjust to resolved struc-
tures in a flowfield through its source terms (source term equilibrium). While  
two-equation models are used routinely for many decades now, their mechanism 
for determining the turbulent length scale is not fully appreciated. As only the 
strain-rate, S, of the mean flow is provided to the source terms of standard two-
equation models, only one scale can be obtained from the equilibrium of source 
terms. As S has dimension 1/T, the source terms determine only the turbulent 
frequency, ω. The turbulence length scale cannot be obtained from the source 
terms alone. It requires the inclusion of diffusion terms. Estimating the diffusion 
term for a generic variable as: 

⎞⎛∂ ∂Θ Θ∝⎟⎜∂ ∂⎝ ⎠
t

t 2y y

ν ν
σ δ  

(14) 

where δ is the thickness of the shear layer, one obtains: 

δ~L  (15) 
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for standard RANS models. This means that independent of any resolved content 
inside the layer, the model will always return the layer thickness as the appropriate 
length scale. It is clear that this will result in an over-prediction of the length-scale 
and the eddy-viscosity for flows with resolved structures. This is turn will result in 
damping out these resolved flow features as observed in conventional RANS 
models (see Figure 2). As they use the same scale-equation, this argument also 
applies to Reynolds Stress models.  

The KSKL model and other variants of SAS formulation provide an eddy-
viscosity small enough to allow a break-up of large scales into smaller ones under 
unstable flow situations. Unfortunately, there is no theoretical criterion with re-
spect to when a flow is sufficiently unstable to produce such a mode. It is very 
likely that this will depend on the specific formulation of the SAS model (e.g. a 
combination of an SAS scale equation with a Reynolds stress model might be less 
stable than a simple eddy-viscosity formulation). Nevertheless, there are classes of 
flows for which a resolution down to the grid limit is typically achieved. Examples 
are massively separated flows on the leeward side of bluff bodies or strongly 
swirling flows etc. The industrial applications of the model already cover a  
significant range of flows: 

• Combustion chambers with strong swirl 
• Highly stalled airfoils wings 
• Flow in chemical mixers 
• Flow past valves of combustion engines 
• Acoustics simulation of obstacles (mirror etc.) 
• Cavity flows 

In order of avoiding multiple definitions and naming conventions, as observed in 
DES, the following definition is given for SAS models, (Menter and Egorov, 2006c). 

1. SAS modelling is based on the use of a second mechanical scale in the 
source/sink terms of the underlying high-Re turbulence model. In addition to 
the standard input from the momentum equations in the form of first velocity 
gradients (strain rate tensor, vorticity tensor, …) SAS models rely on a second 
scale, typically in the form of higher velocity derivatives (typically second  
derivatives).  

2. SAS models satisfy the following requirements: 

a. Provide proper RANS performance in stable flow regions (boundary 
layer, channel flow, etc.) 

b. Allow the break-up of large turbulent structures into a turbulent  
spectrum for unstable flow regimes (cylinder in crossflow, airfoil at 60º 
angle of attack, flow in cavities, …) 

c. Provide proper damping of resolved turbulence at the high wave  
number end of the spectrum (resolution limit of the grid) (DIT).  
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Fig. 4 Turbulent structures for periodic hill flow. Iso-surface for Q=S2-W2. Color gives 
ratio of (eddy-viscosity/molecular viscosity). Left Δt=0.045UB/h Middle, Δt=0.09UB/h, 
Right, Δt=0.18UB/h 

3. Contrary to DES and related methods, 2.a and 2.b are achieved without an 
explicit grid or time step dependency in the model. Only function 2.c has to 
be based on information on the grid spacing, other information concerning the 
resolution limit (dynamic LES model, etc.), or the numerical method (MILES 
damping etc.). 

Figure 4 shows a visual example for scale-adaptivity for the periodic hill flow. The 
three pictures show the Q-criterion for three simulations of this flow. The left 
picture was computed with a time step of Δt=0.045UB/h (UB – bulk velocity, h- 
height of hill) which corresponds to an LES time resolution. The middle and the 
left pictures where obtained using a factor 2 and 4 larger Δt on the same numerical 
mesh (2.5x106 nodes). The colour of the figures depicts the ratio of eddy-viscosity 
to molecular viscosity. The larger time steps do not allow the same spatial resolu-
tion as the small ones, resulting in significantly larger turbulent structures. The 
important aspect is that the eddy-viscosity adjusts accordingly and increases from 
left to right. It thereby compensates for the non-resolved portion of the spectrum. 
Further increasing the time step will result in a steady RANS solution for the SST-
SAS model. It is interesting to consider the behaviour of a classical Smagorinsky 
LES model for this situation. As the grid is the same in all three simulations, and 
as the strain rate is lower for large scales than for small scales, one would obtain 
actually the opposite behaviour. The Smagorinsky model would predict a lower 
eddy-viscosity for the under-resolved spectrum and is therefore not scale-adaptive. 
This behaviour would also carry over to DES methods, as they scale similarly to 
the Smagorinsky model once the DES limiter is activated.  

It is this robust behaviour with respect to space and time resolution which 
makes the SAS concept a powerful and attractive model for engineering simula-
tions. In many technical flows, the quality of the grid and a proper LES time step 
cannot be maintained in the entire domain. The SAS model will however always 
have a fall-back URANS or RANS solution if the resolution is not sufficient for 
resolving the turbulent scales. In contrast, LES and DES models can return  
undefined model formulations and potential numerical instabilities under those 
conditions, as the eddy-viscosity can be unphysically reduced.  
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The limitation of SAS is that it will not switch into scale-resolving mode if the 
flow is not sufficiently unstable. In this case, the user has no means of enforcing 
an unsteady behaviour. If this is the case, the next step is switching to DES, which 
allows a reduction of the RANS eddy-viscosity by reducing the grid spacing. This 
in turn is often sufficient for rendering the simulation unsteady. As stressed before 
however, the grid and time step will then have to be crafted carefully to avoid 
stress-depletion and or grey zones (meaning undefined model behaviour some-
where between RANS and LES).  

If the flow instability is still not sufficient for producing the required unsteady 
structures, an interface or forcing terms need to be activated between the RANS 
and LES zones. In that respect all the modelling concepts investigated in DE-
SIDER will find their proper range of applications. From an engineering stand-
point, the question is not “which model is better?”, but ”which model is better for 
a given class of applications?”. For strongly unstable flows the pendulum will 
likely swing towards the SAS model, for less unstable flows towards DES or even 
further to more advanced embedded LES models. 
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9   RANS/URANS Modelling 
A. Revell, T. Craft, and D. Laurence 

University of Manchester 

9.1   The Stress-Strain Lag Model 

Substantial development of the Stress-Strain Lag Model was undertaken at Uni-
MAN during the course of the DESider project. Coupling of the Lag model with 
the popular k −ω SST model, to form the so-called SST-Cas model, has been 
shown to incorporate some of the advantages of a full Reynolds Stress transport 
Model (RSM), whilst retaining the efficiency and stability benefits of a eddy  
viscosity model (EVM) (Revell et al., 2006, 2007).  

Motivated by work on cyclic piston engines by Hadžić et al. (2002), the Lag 
model builds upon existing two equation models with a third transport equation 
that is sensitive to the local stress-strain misalignment of mean unsteady turbulent 
flow. The key parameter, Cas is defined to represent the dot product of the strain 
tensor Sij, and the turbulent stress anisotropy tensor aij as follows:  

ij ij
as

a S
C

S
= − ,  

where 
  aij = uiu j / k − 2 / 3δ ij  is the turbulent stress anisotropy tensor, uiu j  is the 

Reynolds stress tensor,   k = 0.5uiui  is the turbulent kinetic energy, 
 δ ij  the 

Kronecker delta and the strain invariant S = 2SijSij .  

The quantity Cas projects the six equations of the Reynolds stress transport 
model onto a single equation. The anisotropy tensor has zero trace and is dimen-
sionless by definition, whereas the strain rate tensor is an inverse time scale and 
has zero trace only in the condition of incompressibility, which is assumed for this 
work. An EVM assumes that these two tensors are aligned.  

The strategy adopted for this scheme was to develop a transport equation that 
could be solved to obtain values for the parameter Cas. The resulting values could 
then be used in the evaluation of the production of turbulence kinetic energy Pk, in 
order to capture some of the features of stress-strain misalignment, but at a much 
smaller computational cost than employing a full stress transport model. For  
details on the derivation see Revell (2006). The final implemented form of the 
transport equation is given as follows:  

 

  

DC
as

Dt
= α

1

ε
k

C
as

+ α
1
∗ S C

as
2 + α

3
+ α

3
∗ a

ij
a

ij

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ S +

S
ij
a

ik

S
α

4
S

jk
+ α

5
Ω

jk

⎛

⎝⎜
⎞

⎠⎟
 

  

−
S

ij
′

S
a

ij
+

2S
ij
C

as

S

⎛

⎝
⎜

⎞

⎠
⎟ +

∂
∂x

k

ν + σ
c
ν

t
⎛
⎝⎜

⎞
⎠⎟
∂C

as

∂x
k

⎡

⎣
⎢

⎤

⎦
⎥ ,  



64 II   Presentation of Modelling Approaches
 

where ε is the rate of dissipation of turbulent kinetic energy and the model con-
stants are given as   {α1,α1

∗,α3,α3
∗,α4 α5,σ c}={-0.7, -1.9, 0.267, 0.1625, 0.75, 1.6, 

0.5}. The transport equation is derived directly from an RSM, so the constants of 
the selected underlying pressure-strain model are retained and, in general, there is 
no requirement to calibrate these constants. The advection of the rate of strains is 
calculated explicitly. 

The transport equation for Cas is not in closed form as a model for aij is still  
required. This can be obtained from any existing Non-Linear EVM, and in the 
present work the model of Craft et al (1996) has been selected for this purpose.  

9.2   The SST-Cas Model 

The fully implemented SST model requires only small modifications to incorpo-
rate the Cas model. The modification was originally intended to be applied to the 
production rate of turbulence kinetic energy term only, but it can be applied in a 
more coherent manner by means of a simple modification to the turbulent eddy 
viscosity as follows:  

  
ν

t
= k min

1

ω
;

0.31

S F
2

;
C

as

S

⎛

⎝⎜
⎞

⎠⎟
, 

where ω is the turbulent frequency and F2 is a blending function which takes a 
value ~1 across most of the boundary layer, dropping to 0 near the top and in the 
free-stream (Menter, 1994). The value of Cas is limited to ±0.31 for the calculation 
of the production terms, while when evaluating diffusion terms, the absolute 
value, |Cas|, is used.  

The current version requires special treatment in the near-wall region as a con-
sequence of the modelling of the pressure-strain terms, which are used in the deri-
vation of the transport equation. For high Reynolds number flows of the kind 
considered in the present work, the simplest treatment consists of preventing the 
model from acting in regions where viscous effects are expected to be dominant.  
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10   URANS/OES Tensorial Eddy-Viscosity Modelling  
R. Bourguet1, M. Braza1, G. Harran1, A. Sevrain1, and Y. Hoarau2 

1 Institut de Mécanique des Fluides de Toulouse, UMR CNRS 5502 
2 Institut de Mécanique des Fluides et de Solides de Strasbourg (present address) 

Abstract. IMFT has contributed in the context of URANS modelling with a direc-
tional anisotropy tensor transport modelling in the Organised Eddy Simulation 
(OES), (Braza, Perrin, Hoarau, (2006)), by means of URANS/DRSM. A tensorial 
eddy-viscosity concept for the eddy-viscosity has been derived, directionally sen-
sitized to capture non-equilibrium turbulence physics. The turbulence anisotropy 
tensor in the DRSM model has been projected according to the principal directions 
of the strain-rate, by transporting a directional criterion of stress-strain misalign-
ment, (Bourguet et al, (2007)). This modelling is also useful in modifying the 
RANS turbulence length scale in DES.  

10.1   Tensorial Eddy-Viscosity Concept in the Turbulence Behaviour 
Law 

This modelling takes into account modification of the turbulence spectrum in the 
inertial range, due to the non-linear interaction between the coherent and random 
turbulence processes (Perrin et al, FLOMANIA book, 2006). Therefore, modified 
turbulence scales are required for flow physics modelling of the turbulent stresses. 
The equations of motion in the time-domain are the phase-averaged (or ensemble 
– averaged) Navier-Stokes equations, (Dervieux, Braza, Dussauge, (1998), Jin & 
Braza, (1994), Cantwell & Coles, (1983)). It is recalled that by using Differential 
Reynolds Stress transport Modelling (DRSM) the eddy-diffusion coefficient Cμ 
used in OES two-equation modelling (Bourdet et al., 2007) was evaluated, by 
adopting the Boussinesq behaviour law as a first approximation. However, this 
tends to reinforce isotropic character especially in the near wall region. In DE-
SIDER program, the first order turbulence behaviour law (in the sense of the strain 
rate expressions) has been reconsidered by means of a directional eddy viscosity 
tensor that aims at reinforcing turbulence anisotropy within non-equilibrium re-
gions. This anisotropic constitutive law involves the elements of a spectral de-
composition applied to the mean strain-rate tensor, whose respective ‘weights’ are 
the components of the eddy-viscosity tensor. 

The IMFT’s circular cylinder test-case (TC01) allowed quantification of the 
afore mentioned anisotropy character in the near region  of a strongly detached 
turbulent flow, thanks to an ensemble of advanced measurements technique in-
volving especially time-resolved 3C-PIV (Perrin et al, 2007), as described in the 
experimental contributions in the present book. These results allowed quantifica-
tion of a directional misalignment between the turbulence anisotropy tensor and 
the strain rate. This has been used as a criterion for the projection of DRSM ani-
sotropy tensor on the principal directions of the strain rate. This approach is com-
plementary to modifications of turbulence constitutive laws by means of scalar 
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eddy-viscosity (Non Linear Eddy-Viscosity Models, NLEVM, (Gatski and Spe-
ziale, (1993), among other) and to the Cas model, (Revell et al, 2005, 2007) that 
suggested a scalar criterion of stress-strain misalignment derived from DRSM. 

10.2   Summary of the OES Anisotropic First-Order Model  

Three transport equations have been derived from DRSM to close the anisot-
ropic constitutive law previously described. The corresponding anisotropic 
first-order closure scheme thus involves five equations in addition to the three 
momentum equations in the general three-dimensional case: two transport 
equations for k and ε, as well as three corresponding to each component of 
directional misalignment coefficient, CVi. The scalar eddy-viscosity is replaced 
by the tensorial one in the whole system. The OES turbulence damping func-
tion (Jin & Braza, 1994) is used. The modelling consists therefore of solving 
the following set of equations:  

  
 

with  and  are the eigenvalues of the strain rate, S. Contrary to 

linear EVM, projection, the coefficients CVi are no more modelled but predicted 
exactly as new state variables by DRSM transport equations. The SSG model has 
been adopted to derive the related transport equations.  

 

with 

 

 

The diffusion term combines viscous and turbulent diffusion contributions 
and approximated by: 

�

�coefficients are set to the value of one. Moreover the second term issued 

from the derivation of CVi, vanishes if the anisotropy tensor is replaced by its 
approximation, . 

The above equations are joined to the turbulence kinetic energy and dissipation 
transport equations in case of a two-equation model: 
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The damping functions and constants are provided in the following table: 

Table 1 Damping functions and constants for the tensorial-eddy-viscosity anisotropic 
URANS/OES modelling 

 

A detailed description of the above developments can be found in Bourguet et al 
(2007), Bourguet (2008). A brief description of the present modelling approach and 
of results can be found in the partnerwise contribution (IMFT) in the present book. 
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III   DESider Measurements 

This chapter contains a description of the measurements carried out during the 
DESider project. It should be mentioned that the bump experiment was financed 
as part of the Technical Annex of the DESider project, while the IMFT circular 
cylinder experiment was what is called an “added-value”, i.e. it was to a great deal 
funded by IMFT - but data were made available to all DESider partners. Hence, 
several partners calculated that case and results are given in chapter IV, section 1.  

1   The DESider Bump Experiment 

B. Aupoix1, P. Barricau1, C. Geiler1, A. Gilliot1, J.C. Monnier1, G. Pailhas1,  
Y. Touvet1, Y. Egorov2, F. Menter2, J.M. Foucaut3, J.P. Laval3, L. Perret3,*,  
and M. Stanislas 

1 ONERA 
2 ANSYS 
3 LML UMR CNRS 8107 

1.1   Motivation 

This experiment was planned to provide information relevant to hybrid ap-
proaches, which couple RANS and LES approaches, investigated in the EU-
funded DESider project. Flow situations in which RANS models are known to fail 
were looked for, which led to investigate a massively separated flow, with a sepa-
ration point not imposed by the geometry, as well as reattachment and recovery 
after reattachment in a highly three-dimensional situation. Not only mean values 
were looked for but also information about the characteristic flow frequencies, 
which can be predicted by hybrid approaches. Moreover, as some doubts were 
raised about the validity of the solutions in the transition region (or grey zone) 
between the RANS and the fully developed LES regions, an attempt was made to 
identify turbulent structures which develop in the separated region, in order to 
compare them with those predicted by hybrid approaches. 

1.2   Model Design 

A two-dimensional, highly confined, bump shape, with a contoured backward 
shroud on which separation is not fixed by the geometry, was chosen. The geome-
try was selected, with the help of a preliminary numerical study performed by 
ANSYS, using the commercial CFD solver CFX. A series of simulations was 
performed to optimise the geometry parameters, in particular the slope angle of 
the backward facing part, using RANS as well as URANS computations. With the 
final shape, the time-averaged URANS solution reveals the 3-D separation pattern 
with a distinct recirculation zone in the middle and the two corner zones. The final 
shape was analytically defined as 
                                                           
* Now at École Centrale de Nantes, Laboratoire de Mécanique des Fluides. 
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Fig. 1 Sketch of the bump geometry 
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and is given in figure 1 where 

 H = 0.30m total channel height, 
 Hb = 0.14m bump height 
 L = 3.0m total channel length 
 Lb = 1.0m bump length 
 α = 35° slope angle of the bump contour 
 β = 5 shape contour exponent 

All experiments were conducted in the ONERA/Toulouse water tunnel THALES 
which has been designed for easy optical access. The test section is 50cm wide, 
30cm high and 3m long. Water speed was 4 ms-1. 

 

Fig. 2 Model in the water tunnel 
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A first model was used to quickly check the concept by only performing flow 
visualisations. It evidenced a nearly two-dimensional separation and a highly 
unsteady, but not flapping, separated region. The final model was then built and 
installed in the water tunnel, as shown in figure 2. In this figure, the flow is from 
right to left.  

The model was equipped with 90 pressure taps distributed over three equally 
spaced parallel lines, one on the centreline, the other two at one-third and two-
thirds of the half test section width. Moreover, two unsteady pressure transducers 
were implanted on the sloping region of the bump and two on the downstream 
bottom wall. 

In the following, the X-axis is along the tunnel axis direction, Y is the vertical 
direction and Z is spanwise. X=0 corresponds to the downstream junction of the 
bump with the bottom wall, Y=0 to the test section lower wall and Z=0 to the test 
section centreline. 

1.3   Wall Measurements 

Steady pressure measurements show a pressure plateau from X=-0.20m to 
X=0.35m. Moreover, the wall pressure distribution is nearly two-dimensional.  

Liquid crystals (LC) were used to get information about the location of sepa-
rated and reattached regions. They were deposited on the bump and on the bottom 
test section wall. The change in colour of the LC on the bump (not shown here) 
clearly indicated the location of the separation line at the beginning of the bump 
expansion and confirmed a nearly two-dimensional separation. LC deposited on 
the plexiglass test section wall did not work as a shear-sensitive paint but rather as 
a visualization coat and so revealed an unexpected highly three-dimensional sec-
ondary separation behind the foot of the bump, as shown in figure 3. They also 
evidenced the relaxation of the flow towards a two-dimensional flow. 

 

Fig. 3 Visualisation of the secondary separation near the foot of the bump 

End of the bump

3D secondary separation
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Fig. 4 Streamwise velocity profiles across the test section 

1.4   LDV Measurements  

LDV measurements were performed first to document the whole entry plane, to be 
taken as the inflow condition for the computations. It appeared that because of the 
ramp on the upstream side of the bump, the initially planned location did not corre-
spond to equilibrium boundary layers so that a complete mapping of the flow on the 
flat part of the bump was performed to determine the convenient entry plane location 
for CFD purpose, i.e. a region where boundary layers exhibit a canonical character. 

A complete probing of this entry plane was undertaken. The streamwise veloc-
ity profiles throughout the vertical lines joining the bump to the test section ceiling 
are presented in figure 4. Regardless of the boundary layer evolution, it can be 
noted that, in a general way, the flow exhibits a quite similar pattern in the whole 
investigated section excepted in the vicinity of the lateral walls. As a matter of 
fact, along the farthest lines from the vertical centre line, the velocity evolution is 
no more linear. A pocket of velocity defect is well observable close to the bump 
surface; the peak of deficit is located at a distance of about 40 mm from the wall. 
Close to the test section ceiling, the velocity profiles are also disturbed. 

The turbulence level (figure 5) is remarkably constant in the central part of the 
test section. The turbulence profiles become somewhat chaotic along lines drawn 
near the lateral test section walls. A peak of turbulence is detected at the same 
location than the mean velocity defect. These mean and turbulent velocities evolu-
tion might be connected to a corner vortex formation.  

In order to get more information about the previous evocated distortion of mean 
and turbulent velocity profiles in the vicinity of the lateral walls, LDV measure-
ments in the corner region (formed with the bump surface and the lateral test sec-
tion wall) in the reference and upstream YOZ planes respectively located at  
X=-0.367 m and X=-0.745 m were performed. 
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Fig. 5 Turbulent velocity profiles across the test section 

Contours of axial mean velocity (figure 6) seem to be distorted in a manner in-
dicative of corner secondary flow. The iso-level velocity lines deep close to the 
walls along the corner bisector whereas they exhibit a pronounced bulge in the 
lateral boundary layer about 40 mm away from the bump surface. This conjec-
tured behaviour evidenced a corner vortex the origin of which was not identified.  

LDV measurements were also performed to map the whole symmetry plane, 
with special attention to the reattachment region. High resolution allowed a pre-
cise description of the mixing layer in the separated region and of the flow reat-
tachment and recovery downstream of reattachment, in terms of mean and  
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Fig. 6 Axial mean velocity contours in the corner region 
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Fig. 7 LDV Probing of the symmetry plane: mean velocity vectors; separated region 

X (m)

Y
(m

)

0.6 0.7 0.8 0.9 1 1.1 1.2
0

0.05

0.1

0.15

0.2

0.25

4 ms-1

 

Fig. 8 LDV Probing of the symmetry plane: mean velocity vectors; reattachment and  
recovery regions 

fluctuating quantities, as shown in figures 7 and 8. These measurements allow a 
determination of the mean reattachment point at X=0.630m. 

1.5   PIV Measurements 

The main part of the experiment was devoted to PIV measurements. A stereo PIV 
system, with four cameras was used to cover a large field of view (figure 9). All 
components of the mean velocity vector and Reynolds stress tensor were measured.  

In order to cover both the separated region and the reattachment region, meas-
urements have been performed in: 
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Fig. 9 PIV set-up showing two 
cameras on one side of the water 
tunnel and the calibration plane 
(white) 

 

• 3 longitudinal planes L11, L21-L22 and L31-L32 located on the centreline of 
the test-section (z = 0), 

• 1 longitudinal plane L41-L42 located at z = -125 mm, 
• 1 longitudinal plane L51-L52 at z = +125 mm. 

The longitudinal distribution of these planes is presented in figure 10. 
In the following, these planes will always be referred to as Ln1 and Ln2 (n = 1.., 5) 

for the upstream and downstream part, respectively. As planes Ln1 and Ln2, for n=3 to 
5, spatially overlap, the turbulent statistics have been combined in common planes 
L3M, L4M and L5M by interpolating-extrapolating these statistics on a common grid. 

The PIV data were processed by ONERA/Lille and post-processed by LML. 

L11 L21 L22 L51 L52

L41 L42

L31 L32

 
Fig. 10 Longitudinal planes investigated by PIV 



76 III   DESider Measurements
 

1.5.1   Accuracy Estimation 

It should be noted here that some technical issues occurred during the experiment 
and may have affected the final accuracy of the provided vector fields. The main 
problems turned out to be optical access difficulties due to the water tunnel ge-
ometry (as can be seen in figure 10, a large gap exists between the group of meas-
urement planes in the separated region and those obtained just downstream of the 
reattachment region (x/h = 5.5)), correctly seeding the water, avoiding light reflec-
tion on the wall, especially in the separated region. Furthermore, the presence of 
strong velocity gradients and high turbulence levels (as in planes L11, L21 and 
L22, figure 10) can lead to some difficulties to optimize the PIV analysis parame-
ters in the entire measurement domain. For these reasons, the plane L11 presented 
in figure 10 has not been taken into account in the present study. As a matter of 
fact, the only reliable domain remaining in this plane does not bring any additional 
information on the flow. Consequently, in the following of the present work, only 
planes L21-L22, L31-L32, L41-L42 and L51-L52 will be processed and analysed. 

In this section, an attempt to evaluate the accuracy of the presented PIV meas-
urements is proposed. It relies on the fact that the upstream and downstream fields 
of view, acquired by the two independent PIV systems, spatially overlap in a small 
region. It must be underlined here that the absence of temporal synchronization 
between the two systems prevents from evaluating the instantaneous difference 
between the velocity fields measured by the two systems and, consequently, the 
classical least square error for instance.  

To overcome this issue, statistics such as the temporal average and the r.m.s of 
each velocity component are first computed independently in each plane over the 
Nt time samples. The difference between the statistics is then calculated in the 
region of spatial overlap and spatially integrated over this common domain to 
provide an estimation of the error of the measurement technique. This estimated 
error for the mean and the r.m.s of each velocity component is given in table 1. 
One should keep in mind that this computed error only provides a rough estimate 
of the measurement precision by comparing the statistics obtained with two differ-
ent PIV systems. 

Table 1 Estimation of measurement error 

Planes U 
m/s - % 

V 
m/s - % 

W 
m/s - %

σu 
m/s - % 

σv 
m/s - % 

σw 
m/s - % 

L21-L22 0.12 - 13% 0.01 – 14% 0.06 -  0.05  11% 0.02 - 7.0% 0.13 - 18% 

L31-L32 0.04 - 1.5% 0.04 – 20% 0.09 -  0.02 - 1.9% 0.05 - 6.5% 0.05 - 5.8% 

L41-L42 0.06 - 2.1% 0.05 – 14% 0.07 -  0.03 - 3.0% 0.04 - 5.8% 0.10 - 12% 

L51-L52 0.04 - 1.6% 0.05 – 15% 0.09 -  0.03 - 3.6% 0.06 - 8.9% 0.05 - 5% 
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a) Longitudinal velocity component U 

 
b) Vertical velocity component V 

 
Fig. 11 Longitudinal evolution of the mean flow velocity profiles on the centreline of the 
test-section: lines, PIV measurements; symbols, LDV measurements 

From the results presented in table 1 it is noticeable that the absolute error in 
m/s is rather homogeneous over all the considered planes and velocity components 
and remains small (below 0.13 m/s) when compared to the higher velocity levels 
that exist in this flow (about 8 m/s). When the relative error is considered, it can 
reach higher levels as the considered quantity can be small. In particular, the mean 
value of the vertical and transverse components V and W, respectively, are almost 
zero in such a flow and thus lead to high relative error levels whereas the meas-
urement error in physical unit remains reasonable. 

1.5.2   Main Statistics of the Flow 

Figure 11 provides the evolution of the streamwise and transverse mean velocity 
components compared to the LDV measurements. The agreement is fairly good on 
the streamwise component, a bit less on the transverse one which is much smaller. 
The streamwise evolution of the mean streamwise velocity component U (figure 
11a) shows in the upstream region the presence of a shear layer, the axis of which 
is near y/h ~ 1. Below this shear layer, a recirculation zone where U<0 can be 
seen. Further downstream, as the flow reattaches to the wall, the location of the 
maximum of mean shear moves toward the wall, the flow decelerates and the 
region of reverse flow (U<0) disappears, confirming the progressive redevelop-
ment of the boundary layer near x/h ~ 5.5. On the bump, the flow shows an up-
ward motion (figure 11b) whereas it is downward near the axis of the shear layer 
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             a) <u’2>
<u’2>

         

                                                                                                                                  b) <v’2>

c) <u’v’>

                                                                                                                               c) <u’v’>  

                                           

 

Fig. 12 Longitudinal evolution of the longitudinal and vertical turbulent intensity compo-
nents as well as the Reynolds shear stress on the centre line of the test-section: From top to 
bottom <u'2>, <v'2> and <u'v'> Lines, PIV measurements; symbols, LDV measurements 

due to the mean swirling motion in the recirculation region. Near the reattachment 
point, the flow exhibits a motion toward the wall, compatible with the reattach-
ment and the deceleration of the flow and the redevelopment of the boundary 
layer. In these planes, the mean spanwise component W is almost zero, in  
agreement with the symmetry of the flow on its centreline. 

For the three components, and despite the experimental uncertainty that exists, 
profiles obtained at different spanwise locations (planes L3, L4 and L5) are in 
good agreement, showing the good spanwise homogeneity of the flow in the range 
-0.9 < z/h < 0.9. Thus, if steady corner vortices exist, they are confined to the 
region near the sidewalls of the test-section and cannot be detected in the present 
dataset. 
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                                      <u’²>                                                               <v’²> 

 

        <w’²> 

 
Fig. 13 Longitudinal evolution of the normal Reynolds stresses in the reattachment region 
at three different spanwise locations: red lines, L3M plane; blue lines, L4M plane; green 
lines, L5M planes 

Figure 12 shows a comparison of LDV and PIV results for three components of 
the Reynolds stress tensor, <u’2>, <v’2> and the correlation <u’v’>. In the sepa-
rated region, the flow shows high levels of turbulent fluctuation on the axis of the 
shear layer that develops downstream of the bump. The streamwise and spanwise 
components exhibit comparable levels of fluctuation which are higher than those 
of the vertical component. In the longitudinal range of measurements, it is notice-
able that the maximum value of these profiles increases with the streamwise loca-
tion. That may be due to the strong three dimensional unsteady character of the 
flow that develops downstream of the separation. 

In the reattachment region, the fluctuation levels remain high for all the com-
ponents and slowly decrease as the flow reattaches and the boundary layer rede-
velops on the bottom wall. In this region, the vertical location of the maximum 
value of the profiles is well below the shear layer axis, near y/h ~ 0.5, in agree-
ment with the global downward motion detected in the analysis of the mean flow. 

Some differences between LDV and PIV measurements exist especially in re-
gions of high turbulence levels. However, the differences remain in agreement 
with the estimated PIV uncertainties. 

Figure 13 shows profiles of the three normal Reynolds stresses obtained at 
three different spanwise locations. These profiles are in relatively good agreement 
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Fig. 14 Longitudinal evolution of the turbulent kinetic energy k in the symmetry plane of 
the test-section. Symbols: location of the maximum of k 

with each other except for <w’²>, for which some discrepancies between profiles 
measured in the symmetry plane and on each side exist. Given the values of the 
measurement error estimated in section 1.5.1, these differences can be attributed to 
experimental uncertainties rather than to particular spanwise organization of the 
flow in this region. 

Figures 14 and 15a present the longitudinal evolution of the turbulent kinetic 
energy k=0.5(<u’²>+<v’²>+<w’²>)1/2 in the plane of symmetry and the two other 
spanwise locations in the test-section. Again, the analysis of this quantity shows 
how the turbulence develops downstream of the shear layer with increasing levels 
of energy with the longitudinal location until the flow reattaches and the boundary 
layer starts to redevelop on the bottom wall. 

Analysis of the Reynolds shear stress profiles <u’v’> (figures 15b) are also in 
good agreement with the previous conclusions, exhibiting negative values, charac-
teristic in a shear layer, with increasing amplitude while the flow develops in the 
channel until its reattachment. 

In a general way, overall agreement is good between the PIV and LDV data in 
these planes. Measurements in planes normal to the flow were also tried with PIV 
but the optical distortions and the unsteadiness of the flow did not allow obtaining 
good quality records. 

a) k     b) <u’v’> 

 

Fig. 15 Longitudinal evolution of the profiles of a) the kinetic turbulent energy k and b) the 
Reynolds shear stress <u’v’> in the reattachment region at three different spanwise loca-
tions: red lines, L3M plane; blue lines, L4M plane; green lines, L5M planes 
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In this section, we further investigate the evolution of the turbulent kinetic en-
ergy within the flow and more particularly its production. Focus is put on this term 
as its relationships with the coherent structures present in the flow and the devel-
opment and the evolution with the streamwise location can bring additional infor-
mation and can be directly compared with numerical predictions. Moreover, given 
the available data in the present study and their accuracy, it is the only term of the 
turbulent kinetic energy budget that can be reliably evaluated. Indeed, the veloc-
ity/pressure-gradient and the triple product terms are not accessible or cannot be 
computed accurately. Furthermore, as the scale at which dissipation occurs is not 
resolved in the present experiment, the turbulent dissipation term cannot be evalu-
ated. Therefore, only the production term Pk is evaluated here: 

 

As can be seen, terms containing spanwise derivatives have been neglected as the 
data are computed in the symmetry plane of the flow. Figure 16 shows the spatial 
distribution of Pk in the plane of symmetry of the water tunnel. Maximum levels 
of this term are obtained on the shear layer axis, near x/h ~ 1, where the shear 
layer instability, responsible for the roll-up phenomenon and the creation of Kel-
vin-Helmoltz structures of z-axis, induces strong kinetic energy transfer from the 
mean flow to the primary vortices. 

As the computation of the production term involves quantities such as gradients 
and second-order moments that are more affected by the experimental uncertain-
ties, spatial distributions of Pk obtained at different spanwise locations show slight 
differences. Consequently, as far as the energy production is concerned, spanwise 
homogeneity of the flow is not as good as already mentioned. 

The evolution of the turbulent kinetic energy within the flow and more particu-
larly its production Pk was further investigated. The spatial distribution of Pk in the 
plane of symmetry and at two different spanwise locations in the reattachment 
region is given in figure 17. 

 

Fig. 16 Normalized turbulent kinetic energy production Pk/(U0
3/h) in the plane of symmetry 

of the channel 



82 III   DESider Measurements
 

 

 
Fig. 17 Normalized turbulent kinetic energy production in the reattachment region at three 
spanwise locations 

As far as the energy production is concerned, spanwise homogeneity of the 
flow is not as good as observed from the mean velocity distribution. Moreover, it 
can be noticed that the maximum of turbulent kinetic energy production occurs far 
from the wall.  

Mean Vorticity Field 
In agreement with the analysis of the mean flow conducted in the previous section, 
the spanwise vorticity distribution (figure 18) shows the footprint of the shear 
layer. As the above discussed production term, this quantity is dominated by 
strong vertical gradients of streamwise velocity. In the reattachment region, the 
location of the maximum level of spanwise vorticity also corresponds to the loca-
tion of the maximum of turbulent kinetic energy and energy production. Thus, the 
flow turns out to be dominated by the shear induced by the separation in the  
upstream region and then downstream by the presence of the wall. 

1.6   Coherent Structures 

1.6.1   Introduction 

The following sections are devoted to the coherent structures that exist within a 
turbulent flow and to the large-scale structure organization of the present  
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separated turbulent flow over a rounded bump. The goal of the methods employed 
here is to take advantage of the spatial information provided by PIV to describe 
the spatial features, such as the spatial distribution, the size, the intensity and di-
rection of rotation, of the coherent vortices of the flow as well as their relation-
ships with each other and other flow features. 

For that purpose, two distinct methods have been employed. The first one is 
based on the use of a detection algorithm that enables the extraction of vortices 
from instantaneous PIV velocity fields. Classical statistical and conditional 
approaches can then be used to characterize the detected vortices. The other 
method is the now well-known Proper Orthogonal Decomposition (POD) that 
provides a statistical view of the most energetic structures of the flow by de-
composing the velocity fields into a set of uncorrelated temporal and spatial 
modes. 

When dealing with identification and characterization of vortices in turbulent 
flows, the problem of properly defining the basic properties of a vortex to be able 
to detect it arise. Several studies (see Jeong & Hussain (1995) for a review) have 
already been devoted to that issue. Most of the existing methods are based on the 
computation of velocity gradients to evaluate the vorticity or invariants of the 
tensor of velocity gradients for instance. These approaches can be difficult to use 
when experimental velocity field with limited spatial resolution and the presence 
of experimental noise are considered. To avoid problems related to the gradient 
estimation, Graftieaux et al. (2001) proposed a method based on the evaluation of 
a scalar function representative of the solid body rotating character of the flow 
surrounding each point of the instantaneous velocity field. This approach, able to 
locate the centre of the large-scale vortices, is only based on the topology of the 
velocity field, not its magnitude. Moreover, thank to its global character, this 
method tends to remove the small-scale turbulent fluctuations and the noise effect, 
thus improving its robustness. For further details, the reader is referred to the work 
of Graftieaux et al. (2001). 

 
Fig. 18 Mean spanwise vorticity distribution obtained in the  plane of symmetry 
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The POD which is now fairly well known will not be described here. Details 
can be found in Berkooz et al. (1993) and Sirovich (1987). The velocity field is 
decomposed in the following manner: 

 

In the above equation, a(n)(t) are the temporal coefficients driving the temporal 
dynamics and Φi

(n)(x) the spatial eigenmodes. Using the present database contain-
ing Nt = 1020 instantaneous velocity maps, the number of modes is limited to Nt 
modes. The snapshot method described by Sirovich (1987) is employed here to 
solve the corresponding eigenvalue problem. Modes are sorted in descending 
order so that the first modes capture the largest energy fraction. Reconstruction of 
the velocity field can be performed with a limited number of POD modes in order 
to analyse the dynamics of the dominating large-scale structures. Consequently, 
complexity of flows can be measured and compared by analysing the energy  
captured by the same subset of eigenmodes. 

1.6.2   Characteristics of the Extracted Vortices 

Figure 19 shows an example of the spatial distribution of the detected vortices as a 
function of their intensity, in the planes L21 and L22 located in the separated region 
downstream of the bump. It can be seen that clockwise (positive vorticity) and 
counter-clockwise (negative vorticity) vortices are extracted. Most of the counter-
clockwise vortices (referred as to CCRV in the following) are found near the wall, at 
the end of the bump. On the contrary, clockwise vortices (referred to as CRV), which 
are the most numerous, are detected in the entire measurement region. Moreover, 
vortices with higher vorticity amplitude are located near the axis of the shear layer. 
From this plot, two populations of vortices can be distinguished: vortices which are 
directly related to the shear layer instability and the existence of a strong mean shear 
due to the separation, and vortices that are part of more random turbulent motion. 

Fig. 19 Intensity of the 
detected vortices in the 
planes L21 and L22 as the 
function of the coordi-
nates of the centre of the 
detected vortex core. 
Green clockwise, Red 
counter-clockwise 
  

Results as those presented in figure 19 enable the computation of probability 
density functions (pdf) of the spatial location of the detected vortices. In the pre-
sent case, these distributions have been computed as a function of the sign of the 
vortices and have been integrated over the entire longitudinal extent of each  
measurement plane in order to improve statistical convergence. 

Vortex intensity 
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          a) Centreline planes L2*, L3*                      b) Planes L3*, L4*, L5* 

 
Fig. 20 Probability density functions of the vertical location within each plane of measure-
ment of the detected clockwise rotating vortices (CRV) 

As far as the CRV are concerned (figure 20a), in the separated region, most of 
them are found near the shear layer axis. As the flow moves downstream, the pdf 
flattens and widens showing, first, the expansion of the shear layer and then, the 
spreading out and the homogenization of the flow as it reattaches the bottom wall. 
Conversely, CCRV are detected in majority in the near-wall region, the pdfs of 
which exhibit totally different shape, being almost zero for y/h > 0.8. These vor-
tices remain rare even at the most downstream location, showing that the flow is 
still strongly dominated by the mean shear first imposed by the separation and 
then by the presence of the wall. 

Figures 20b and 21b show the pdfs obtained at different spanwise locations in 
the reattachment region. No significant differences are noticeable between results 
obtained in planes located on each side of the test-section centreline. This com-
forts the hypothesis of relative spanwise homogeneity of the flow in the investi-
gated spanwise range. 

Figure 22 shows the evolution of the energy associated to each mode of the 
POD decomposition performed in the planes L21, L22, L31 and L32. It should be 
noted here that some systematic differences occur between the modes obtained in 
the upstream plane and the downstream plane of each pair L21-L22 and L31-L32 
(e.g. the convergence rates in the planes L22 and L32 is lower than those obtained 
in the planes L21 and L31). This is attributed to the fact that, as two different 

 
               a) Centreline planes L2*, L3*                        b) Planes L3*, L4*, L5* 

 

Fig. 21 Probability density functions of the vertical location within each plane of measure-
ment of the detected counter-clockwise rotating vortices (CCRV) 
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                a) Separated region                         b) Reattachment region 

 
Fig. 22 Energy convergence and energy content (enclosed diagrams) of the POD eigen-
modes computed in a) the separated region and b) the reattachment region 

PIV systems were employed to perform the measurements, velocity fields are 
affected by different noise levels and do not resolve exactly the same spatial tur-
bulent scales, the spatial resolution of the two systems being different.  

Despite this point, the rate of convergence of the POD modes energy is compa-
rable between the separated region and the reattachment region. Consequently, the 
longitudinal evolution of the structure of the flow has no significant influence on 
the energy distribution among the POD modes. However, the fast rate of conver-
gence of the decomposition (~70% of the total energy contained in the first 20 
modes) indicates the presence of well-organized coherent motions. 

To further investigate the evolution of the large-scale structures of the flow, an 
analysis of the topology of the first POD modes obtained in the plane of symmetry 
of the flow is proposed. The first three of these modes in planes L21 and L22 are 
presented in figure 23. In this separated region, it is remarkable that the first mode 
that contains approximately 27% of energy does not show any vortical structure. It 
appears indeed that this mode is a flapping mode, which can be related to the ver-
tical flapping motion of the shear layer. If higher order modes are considered, it 
can be seen that they contain vortical structures of z-axis, mostly located on the 
axis of the shear layer.  

Moreover, combination of these modes via the use of the temporal coefficients 
leads to the reconstruction of velocity fields containing vortices rotating in the 
same direction and travelling downstream. Thus, analysing the most energetic 
POD modes obtained in the separated region reveals that the flow is dominated by 
the mixing layer that develops downstream of the separation point. 

Conversely, the first POD modes obtained in the reattachment region (not pre-
sented) show a completely different spatial organization. They exhibit very large-
scale motion of the size of the measurement domain and do not exhibit any  
vortices of the same or comparable size as those found upstream. Reconstruction 
of instantaneous velocity fields (not shown here) shows that these modes (contain-
ing up to 50% of the total kinetic energy) correspond to very large-scale vertical 
motions, with a size of the order of the height of the bump. Smaller-scale vortices 
are represented by the higher order modes. When analysing these modes, distrib-
uted vortices are found in the entire measurement domain, confirming the finding 
based on direct vortices detection. 
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Fig. 23 First three eigenmodes in planes L21 and L22 

The analysis of the topology of the spatial POD modes reveals that, in spite of a 
very similar energetic content, the upstream and downstream investigated regions 
present a totally different dynamics: the separated region is clearly dominated by 
shear instabilities leading to the formation of primary vortices of Kelvin-
Helmholtz type, whereas the reattachment region is dominated by very large-scale 
motions and contain more randomly distributed vortical structures of size  
comparable to those detected in the upstream region. 

1.7   Unsteadiness Characterization 

At last, unsteady wall pressure were measured. Pressure spectra, measured at vari-
ous locations, are shown in figure 24. They exhibited a different character in the 
vicinity of separation (X= -0.10m and -0.20m), in the detached region and recov-
ery region (X=0.30m and X = 0.60m), with a large and higher energy plateau in 
the detached and recovery region. However, no peak in the spectrum was  
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Fig. 24 Wall pressure energy spectra at four locations in the separated and recovery regions 

determined which could be linked to a resonance frequency. The energy peaks 
(with the main one close to 27 Hz), which are still present when the bump is re-
moved, should be attributed to the natural frequency of the impeller rotating blades. 

1.8   Conclusion 

An experimental study of a turbulent separated flow through a channel with a 
bump was performed in the THALES water tunnel of ONERA. From LDV meas-
urements, mean velocity values and turbulence statistics were obtained in a section 
perpendicular to the streamwise direction along vertical and horizontal lines. 
Boundary layer profiles were also documented in order to provide complete flow 
characteristics in the computational entry plane. The characterization of the flow 
along lines perpendicular to the horizontal part of the bump showed the presence 
of velocity defect area close to the bump wall; this could be connected to the  
vortex corner formation. A spectral analysis of the pressure fluctuation was under-
taken; it did not reveal particular feature that could be connected to large  
convective structures.  

Results of the post-processing of the instantaneous vector fields obtained in the 
longitudinal planes with PIV have been presented. For each longitudinal plane, the 
accuracy of the PIV measurements has been estimated. This error analysis shows 
that the experimental uncertainty, when considered in physical units (e.g. in m/s) 
remains reasonable and in agreement with the error that can be expected in flows 
presenting such high levels of turbulence fluctuations and strong velocity gradi-
ents in the measurement domain. The main statistics of the flow have been com-
puted and analysed. The mean velocities obtained agree fairly well with the LDV 
measurements. Comparison of statistics obtained at three different spanwise loca-
tions in the reattachment region do not show significant differences which could 
be attributed the corner vortices detected in some numerical simulations.  

In addition, information on the characteristics of the turbulent coherent struc-
tures was provided, using a vortex identification methods as well as the Proper 
Orthogonal Decomposition. These analyses reveal that in the separated region, the 
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flow is dominated by a shear layer, both from an energetic point of view and for 
its spatio-temporal organization. Indeed, stronger vortices are located near the axis 
of the shear layer and most of the detected eddies have a sign imposed by the 
mean shear. Further downstream, as the flow re-attaches, its dynamics changes 
and the imprint of the mixing layer vanishes. The flow is composed of more ran-
domly distributed vortices that do not represent the most energetic motion in the 
flow which is there at the scale of the bump height. 

The whole of these experimental results constitutes an interesting database use-
ful for computational works as detailed flow information is given in a referenced 
entry plane and flow events are described in some detail in the separated or reat-
tached regions. This data base was widely used by the DESider partners to assess 
their hybrid approaches.  

As PIV measurements in the transverse planes were not successful, these meas-
urements will be performed in the near future with LDV. 
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Abstract. The DESIDER IMFT’s circular cylinder experiment was carried out in 
the S1 and S4 wind tunnels of IMFT, using Three-Component PIV (3C-PIV), two-
component time-resolved PIV (TR-PIV), as well as Time Resolved 3C PIV (3C-
TR-PIV). Appropriate and detailed signal processing techniques have been applied 
to capture the organised and chaotic turbulence processes and their non-linear 
interaction for the strongly detached unsteady flow around a circular cylinder at 
Reynolds numbers entering the critical regime. For the majority of the experi-
ments, the vertical and spanwise confinement of the flow was fixed by transparent 
walls, to allow taking into account the exact boundary conditions within a realistic 
CPU time for the CFD simulations. The complete data bases are available in the 
DESIDER web site. The experimental uncertainties were appropriately assessed 
and ensured a high-quality data-base for physical analysis and turbulence model-
ling validation of strongly detached flows characterised by non-equilibrium turbu-
lence. Among the post-treatments, phase-averaging, linear stochastic estimation 
(LSE) and Proper Orthogonal Decomposition (POD), have been carried out in 
three dimensions. The coherent structures dynamics as well as the chaotic turbu-
lence structural properties are analysed by means of the aforementioned tech-
niques.  The phase-averaged Reynolds stresses, the strain-rate and vorticity fields, 
the turbulence production and 3D kinetic energy, as well as the turbulence spec-
trum are determined. The modification of the structural properties of the present 
non-equilibrium turbulence has been evaluated, compared to turbulence scales in 
case of statistical equilibrium. The overall physical quantities quantified, not 
measured in this detail up to now to our knowledge, are believed useful for the 
development of advanced turbulence modelling techniques for unsteady flows, 
especially concerning Detached Eddy Simulation approaches. 

2.1   Experimental Set-Up 

2.1.1   Configuration 

The major part of the experiment has been carried out in the low subsonic wind 
tunnel S1 of IMFT. The cylinder was mounted in a channel which has a 670x670 
mm2 square cross section. The cylinder spans the width of the channel without 
endplates and has a diameter of 140 mm, giving an aspect ratio L/D=4.8 and a 
blockage coefficient D/H=0.208. The upstream velocity U0 at the centre of the 
channel is 15 ms−1, so the Reynolds number based on the upstream velocity and 
the cylinder diameter D is 140,000. The free stream turbulence intensity, measured 
by hot wire technique in the inlet was found 1.5%. All the quantities have been 
non-dimensionalised using U0 and D.  
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An additional set of measurements have been carried out in the wind tunnel S4 

of IMFT, having a cross section of 61×71 cm. To keep the same blockage coeffi-
cient as in the previous measurements, the diameter of the cylinder was chosen 
12.5 cm, which results in a blockage coefficient of 0.21 and an aspect ratio of 5.7. 
The main exploitations of the S4 results concern Reynolds number 140 000, using 
an inlet velocity U0 = 16.8 ms−1. Although the aspect ratio is different from the 
previous one and therefore the flow was not expected to be rigorously the same, it 
has been seen that a good agreement with the S1 measurements is achieved for the 
mean flow and the velocity spectra. 

2.1.2   Measurements 

Pressure 
Measurements were carried out using a pressure transducer Validyne DP15-20. 
The sensor was mounted so that the frequency response is flat up to about 500 Hz. 
Measurements were carried out at angles from 0° to 360° in steps of 10° for each 
considered Reynolds number. The acquisitions were achieved during 2 to 5mn at a 
sampling frequency of 1 kHz. The uncertainty on the mean Cp coefficient is  
estimated to 3.5%. 

2C- and 3C- PIV 
A double-pulsed Nd-YAG laser Quantel (2x200mJ) and PCO-sensicam cameras 
(1280x1024 pixels) were used. The seeding particles used were DEHS (the typical 
size of the particle is 1μm). The cameras were equipped with a 35mm objective 
lens at a diaphragm aperture of 11. The system, both camera and laser, operated at 
a frequency of 4Hz. The measurements were carried out in the near wake of the 
cylinder and near the separation in (x, y) planes located at the middle span position 
z=0 (Figure 1a). The size of the measurement area was 238 x 188 mm (1.34D x 
1.7D) for the largest plane. 

The software used to analyse images is a product of IMFT (“service signaux-
images”). The algorithm is based on a 2D FFT cross-correlation function imple-
mented in an iterative scheme with a sub-pixel image deformation, according to 
Lecordier & al. (2003). The flow has been analysed by cross-correlating 50% 
overlapping windows of 32×32 pixels. This yielded fields of 77 x 61 vectors with 
a spatial resolution of 3.13mm (0.0224D). Although the smallest scales of the flow 
cannot be captured with this resolution, as it is generally the case for in a PIV 
experiment, it has been shown that it is sufficient for the evaluation of the major 
part of the turbulent stresses, according to test carried out using smaller PIV 
planes and evaluation of vectors using 16x16 pixels interrogation windows. 

For 3C measurements, the Scheimpflug angular configuration was used (Figure 
1b) with the cameras placed on each side of the light sheet. Details of the proce-
dure used for the reconstruction of the three components can be found in Perrin et 
al (2007). The achieved resolution is similar to that of the 2C measurements. 

In S1, TR-PIV measurements were also carried out in a previous study, but the 
optical access to the wind tunnel and the low energy of the laser used restricted the 
size of the domain. To carry out time resolved measurements in a domain of simi-
lar size to that of the low frequency measurements, complementary data sets have 
been acquired in the S4 wind tunnel of IMFT. 



92 III   DESider Measurements
 

    
Fig. 1 Left: flow configuration, right: Scheimpflug configuration 

2C- and 3C- TR-PIV 
The TRPIV measurements were carried out using a laser Darwin 2 × 20 mJ from 
Excel Technology, a camera CMOS APX (PHOTRON) with a resolution of 
1024x1024 pixels, and DEHS as seeding particles. The system allowed acquisition 
of image pairs at a rate of 1 kHz. The image pairs were analysed using the same 
‘in-house’ code ’PIVIS’, described in the previous paragraph. 2C-TRPIV was car-
ried out in a (x, y) plane of similar size to that of the low data rate PIV, in the near 
wake of the cylinder. The flow was analysed by cross-correlating 50% overlapping 
windows of 32x32pixels, yielding fields of 61x57 vectors with a spatial resolution 
of 3mm (0.0238D). Approximately 2% of the calculated vectors were detected as 
outliers using a sort based on the norm, the signal-to-noise ratio, and a median test 
filter, and these vectors were replaced using a second order least square interpola-
tion scheme. Six temporal series of 3072 images pairs have been acquired and 
analysed, each series containing approximately 85 vortex shedding periods.  

3C-TR-PIV were performed using a Pegasus laser from New-Wave which de-
livers 2*10 mJ at 1kHz and two cameras CMOS RS3000 (Photron) with a resolu-
tion of 1024*1024 pixels used in the Scheimpflug angular configuration. These 
measurements were carried out in (x, z) planes in the near wake, with the aim of 
studying the three-dimensionality of the instantaneous flow. The PIV images are 
analysed using ‘PIVIS’. For these measurements, the so-called pinhole based 
model was considered. The achieved resolution is 0.015D. Details of these last 
measurements can be found in Perrin & al (2008). 

Comparisons between these new TRPIV measurements in S4 and the S1 meas-
urements have been made in Perrin et al. (2007), given the small differences in the 
experimental set-up. Although not shown here, the recirculation length is found to 
be 1.25 and agrees well with the value of 1.28 found with low data rate PIV. 
Comparison of velocity spectra at the same points issued from the new TRPIV 
measurements and TRPIV performed in the S1 wind tunnel have also shown good 
agreement. Therefore, the influence of the aspect ratio slightly modified compared 
with the previous studies of us, was found to not have an important effect in the 
middle span plane.  
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2.1.3   Reynolds Averaging 

About 3000 pairs of images were analysed to generate converged turbulence sta-
tistics with the 2C-PIV. The uncertainties are estimated, using a 95% confidence 

interval. They are 0.02 for U, 0.03 for V mean components, and 0.015 for 2u , 

0.02 for 2v  and 0.01 for uv  correlations. For the 3C-PIV, 2570 instantaneous 
flow fields were acquired. The differences between the 2C-PIV and 3C-PIV re-
sults are lower than 0.03 for the mean components and lower than 0.04 for the 
correlations. 

2.1.4   Phase Averaging and Proper Orthogonal Decomposition 

The nearly periodic nature of the flow, due to the von Kármán vortices, allows the 
definition of a phase and the calculation of phase averaged quantities. The flow is 
classically decomposed into a mean component, a periodic fluctuation and a ran-

dom fluctuation as '
~

iiii uUUU ++=  (Hussain and Reynolds (1972)). The phase 

average quantity is then
~

iii UUU +=  . 
In a previous study of us (Perrin & al, 2007), the phase averaged quantities were 

measured using 2D PIV and a procedure based on a trigger signal. The trigger 
signal was the wall pressure on the cylinder at an angle θ=70° with the upstream 
stagnation point. The shedding phase angle was determined from this pressure 
signal using the Hilbert transform, and the averaging operation was performed both 
by averaging the ensemble of PIV fields acquired in a phase interval around a given 
phase angle, and by using an adapted version of Linear Stochastic Estimation, both 
techniques giving results in good agreements. The noticeable advantage of using 
LSE is that it is based on unconditionally acquired PIV fields, and therefore re-
quires practically less efforts to compute phase averaged quantities. 

A Proper Orthogonal Decomposition (for details on POD, see Berkooz & al, 
1993) was then performed on the fluctuating instantaneous velocity. Denoting 

)( xnφ the POD modes, and )( ta n the coefficients associated with each POD 
modes, the instantaneous fields can be reconstructed as: 
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When choosing appropriately the number N of modes for the reconstruction, the 
POD acts as a convenient filter which extracts the coherent motion that is  
dominant in the flow from an energetic point of view.  

The von Kármán vortices extracted by POD were then compared to the phase 
averaged fields. It was shown by considering an ensemble of fields acquired in a 
same phase interval, that a significant dispersion of the vortices at a given phase 
angle occurs, and therefore that the von Kármán vortices issued from phase aver-
aging were significantly smoothed by the averaging procedure. This observation 
was confirmed from the spectral point of view, using the first TRPIV measure-
ments. Velocity spectra classically exhibit a continuous part related to the  
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turbulent motion and a strong peak at the Strouhal frequency, related to the shed-
ding motion. By estimating the spectra of the coherent part iU

~
, and of the chaotic 

one iu ' , it was shown that a significant residual peak remains in the continuous 
part, hence evidencing that a part of the coherent motion was let in the chaotic 
fluctuation. This effect was attributed to a phase jitter occurring between the pres-
sure signal and the velocity signal in the wake. The consequences are an overesti-
mation of the turbulent stresses and an underestimation of the coherent motion. 

To alleviate this effect, phase averaging was then performed using a definition 
of the phase angle of the shedding based on the POD coefficients, as first sug-
gested by BenChiekh et al. (2004) and van Oudheusden et al. (2005). As the two 
first POD coefficients have a quasi sinusoidal evolution, with a phase shift of a 
quarter of period, the phase angle can defined as: 

⎟
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where α1 and α2 are the two first POD coefficients and λ1 and λ2 their correspond-
ing eigenvalues. Using this definition of the phase angle, phase averaged quanti-
ties have been re-evaluated using LSE, and a significant enhancement was  
obtained, as will be shown in the results section. More details on this phase  
averaging procedure can be found in Perrin & al (2007). 

2.2   Experimental Results 

2.2.1   Flow Regime 

From the wall pressure measurements on the cylinder at  Re numbers from 65,000 
to 190,000 (Figure 2a), the mean pressure drag coefficient is evaluated by integra-
tion of the pressure (Figure 2b). The base-pressure coefficient, (-Cpb) is found 
higher than in non-confined flow conditions, because of the blockage ratio. This 
yields a drag coefficient higher than in a non-confined case.  

The drag decrease shows that the flow is at the beginning of the critical regime. 
This regime occurs at lower Reynolds number than reported in Roshko (1961), 
because of the free-stream turbulence intensity (1.5%). 

Fig. 2 Mean wall pressure coefficient around the cylinder (left); mean pressure drag coeffi-
cient versus Reynolds number 
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Fig. 3 Streamlines showing in detail 
the near-wall separation region 
 

 

2.2.2   Time Independent Reynolds Averaged Fields 

Before analysing the instantaneous motion and the coherent structures, the topology 
of the mean flow at Re=140,000 has been studied according to Reynolds averaging 
decomposition. As expected, a two symmetric eddies pattern is obtained, due to the 
averaging of the passage of the alternating vortices. Although not shown here due 
to space limitation, the U and V components present a symmetric and anti-
symmetric topology, respectively, the mean spanwise component W, measured by 
3C-PIV is found to be null. The dimensionless recirculation length lc is found 1.28 
±0.03 with 2C-PIV and 1.23 ±0.03 with 3C-PIV. Values between 1.1 and 1.4 are 
found by several authors (Cantwell & Coles (1983), Norberg (1998),...) in the same 
Re number range. Given the difference in the boundary conditions (blockage, as-
pect ratio and inlet turbulence intensity) and experimental details having an impor-
tant influence especially in the critical regime, where the global parameters vary 
rapidly with Re number, the present results appear to be reasonable. A detailed 
description of the mean motion, time independent Reynolds stresses, kinetic energy 
and production term can be found in Perrin & al, 2007. 

2.2.3   Instantaneous Motion 

The instantaneous motion is analysed in this section. Figure 4 shows a sequence of 
instantaneous superimposed vorticity and velocity, corresponding approximately 
to one third of period (one picture every three is represented as well as one veloc-
ity vector every two). The vortex shedding is clearly shown, together with smaller 
eddies in the separated shear layer which are wrapped around the von Kármán 
vortices. This behaviour is in good agreement with the measurements of Leder and 
Brede (2004) at a lower Reynolds number, although the flow is more irregular, as 
could be expected at this high Reynolds number. Although not shown here, an-
other interesting point is that the vortex shedding becomes very irregular at some 
short instants occurring randomly. These instants and their description by a POD 
analysis have been studied in Perrin & al, 2008. 
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Fig. 4 Sequences of instantaneous fields 

Figure 5 shows instantaneous fields in the (x, z) plane at y=0. The instantaneous 
fields are shown together with a phase averaged flow reconstruction in the (x, y) 
plane, at the phase angle at which the (x, z) field is acquired. The phase angle in 

 

 

Fig. 5 3CTRPIV in the (x, z) plane in the cylinder wake. Vertical plane shows phase- aver-
aged fields in the (x, y) plane phased with the 3C acquisition 
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this case is determined from the velocity at the intersecting line of both planes. 
Details of this reconstruction can be found in Perrin & al, 2008. One can recognise 
pairs of counter rotating vortices in the (x, z) plane, which are the signature of 
longitudinal vortices located between the main von Kármán vortices. To our 
knowledge, these counter-rotating longitudinal vortices have been studied only at 
lower Reynolds number, using DNS (e.g. Braza et al. (2001)), and experiments 
(e.g. Lin et al. (1995), Williamson, (1992), Hussain & Hayakawa, (1987)), and it 
has been shown that they are issued from a secondary instability. The present 
experiment demonstrates their persistence at high Reynolds number, although they 
are found much more irregular. A characterisation of these longitudinal vortices, 
with respect to the main von Kármán vortices, has been conducted in Perrin & al, 
2008, using a pattern recognition technique based on wavelets, combined with 
conditional averaging. 

2.2.4   Coherent Structure Identification by Means of the POD 

POD is applied in this section to the TRPIV data sets acquired in the (x, y) plane. 
The access to spatiotemporal data allows an analysis of the POD by giving access 
to the temporal evolution of the coefficients associated with each mode. Fig 6 
shows the cumulative sum (percentage) of energy of the POD modes, as well as 
the shape of the first 3 modes, obtained from the TRPIV measurements. It is re-
called here that the POD modes do not represent vortices, but their combination 
through a POD reconstruction provides the most energetic vortex structures. In 
agreement with other wake studies at lower Reynolds number (Noack et al. 
(2003); Deane et al. (1991); and others), the two first modes can be associated 
with the von Kármán vortices. Their topology is found to be very similar to that 
found at low Re. The higher order modes however are more difficult to analyse. 
While, at low Reynolds number, the modes can be grouped by pairs and are re-
lated to the harmonics of the Strouhal frequency, it appears that higher order 
modes, in our case, present different topologies to that observed at low Re and 
cannot be directly related to the harmonics of the Strouhal frequency. 

To analyse these modes, time traces and spectra of the coefficients associated 
with each modes have been plotted. Figure 8 shows the spectra of the coefficients 
a1 to a10. As expected, the spectra of the first two coefficients are mainly domi-
nated by a peak at the Strouhal frequency. The time traces of these two coeffi-
cients present a quasi sinusoidal behaviour, a1 and a2 being shifted by a phase 
angle π/2 (Figure 7). This quasi sinusoidal evolution is however modulated both in 
frequency and amplitude and the spectral peak displays a width. The higher-order 
coefficients show a more complex behaviour. Although not shown for all modes 
here, their time traces appear very chaotic and their spectra present a non negligi-
ble continuous part. Some coefficients present distinct peaks at frequencies multi-
ple of the Strouhal number, but it is not possible to clearly identify pairs of modes 
associated with the harmonics. Even if the higher order modes are not clearly 
identifiable, the behaviour of the third mode can be analysed, especially with re-
spect to the instants of irregularities. The spectrum of a3 indicates that this mode is 
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Fig. 6 POD: cumulative % of energy of POD modes (top left); mode 1 (top right); mode 2 
(bottom left); mode 3 (bottom right) 

mainly characterised by low frequencies. Furthermore, looking at its time trace, its 
amplitude seems to increase during the instants where the shedding is irregular 
(Fig. 7a at t~ 190). This increase of a3 is also associated with a diminution of the 
amplitude of a1 and a2. Although not shown here, it has been shown in Perrin & al, 
2008, that during these instants, the formation of the von Kármán vortices occurs 
farther downstream in the wake, and that the very near wake is mainly character-
ised by a chaotic motion. The topology of the 3rd mode is found very similar to 
that of the shift mode introduced by Noack & al, 2003, which is constructed as the 
difference between the steady motion (with a long recirculation zone) and the 
mean motion (with a short recirculation zone). Therefore, the role played by  
the third mode in the POD reconstruction of these instants is believed to be sig-
nificant, owing to the behaviour of a3, and to the topology of the mode. 

The time evolution of the first two coefficients confirms the possibility to de-
fine a phase angle representative of the shedding using eq. (1). Fig. 7b shows the 
time evolution of the phase together with that of the first two coefficients. Using 
this definition of ϕ, the phase averaged quantities have been re-evaluated. It is 
noticeable that the instants where the shedding is irregular, as discussed just 
above, were not taken into account in the averaging operation. As it has been seen 
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Fig. 7 left: Time evolution of POD coefficients a1, a2 and a3; right: phase angle of the 
shedding determined from a1 and a2 

that a significant reduction of the amplitude of the coefficients is observed during 
these instants, a simple way to exclude these events from the averaging is to im-

pose a threshold on 
2

2
2

1 aa + . In Perrin & al (2007), it was shown that the result-
ing vortices were less smoothed by the averaging operation, and that the level of 
the turbulent stresses was reduced compared to phase averaging using pressure as 
a trigger signal. The time resolved PIV data allow checking this enhancement 
from a spectral point of view.  Fig 9 shows the spectra of the fluctuating velocity 
v, together with both the phase averaged component and the random component, 
determined using pressure as trigger and using POD coefficients. Considering 
phase averages with pressure, it is seen that a residual peak remains in the con-
tinuous part, as explained in the previous section. On the other side, it is seen that 
this residual peak is significantly reduced, using POD coefficients, hence confirm-
ing the enhancement of phase averaging. This alleviation of the effect of phase 
jitter is mainly due to the fact that the phase angle is in this case determined  
directly from the velocity fields to be averaged. 

 
Fig. 8 Spectra of the POD coefficients (left: a1, a2 and a3; right: a4 to a10) 
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The experimental phase averaged fields are presented in Fig. 10. The phase av-
eraged <Ω21> component of the rotation rate tensor, the turbulent stresses issued 
from 2C-PIV and 3C-PIV, are shown, as well as the turbulent kinetic energy and 
the production term at phase angle ϕ=45°. On each figure, the red line corresponds 
to the iso-contour 0.5 of the Q criterion, used to identify the vortices. <Ω21> 

clearly exhibits vortex shedding. The maximum value at the centre of the vortices 
is of order 3 at x/D=1 during their formation and decreases to 2 at x/D=2 at the 

beginning of their convection. 2u  and uv  have their highest values in the shear 
regions near the separation. When the vortices are formed, the two lobes of high 

values of are 2u  transported towards the rear axis, and the centre of the vortices. 

At the beginning of the convection of the vortices, the highest values of uv  are 
located in the shear regions near the saddle points between the vortices, where the 
strain rate is important. Concerning the normal stresses in the near wake, they all 
exhibit their highest values near the centres of the vortices when they start to be 

convected. High values of 2v  and 2w  are also present between the vortices, and 
can be supposed to be linked to the presence of longitudinal vortices connecting 
the primary one (cf. Figure 5). Finally, regions of low turbulent stresses values are 
identified in front of the vortices, corresponding to external fluid entering in the 
wake. It is also noticeable that a strong anisotropy is observed. 

Fig. 11 illustrates the enhancements of the phase averaging and the influence it 
has on the topology of the stresses with respect to the mean motion. Iso-contours 
of the normal turbulent stress 2u are represented with respect to the von Kármán 
vortices, which are delimited by the iso line 0.5 of the Q criterion (red line), for 
phase averaging with pressure (top), and phase averaging using POD (bottom). It 
can be seen, first, that the level of the stress is reduced when phase averaging 
 

 

Fig. 9 Comparison of phase averaging using pressure (left) and phase averaging using POD 
coefficients (right). The spectrum of the fluctuating v component at (x/D, y/D)=(1, 0.5) is 
represented. blue line: spectrum of the total fluctuating v-component; green line: phase 
averaged component; red line: chaotic v’ component 
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Fig. 10 Phase-averaged 
2u  turbulent stress ; top: with pressure trigger, bottom: with 

POD phase angle. Red line iso-contour illustrates vortex structure by means of Q criterion. 

using POD, in agreement with the discussion above. The topology of the stress is 
also found in better agreement with that of the coherent motion. Especially, the 
high levels of the stress are more concentrated near the centre of the vortices (on 
the lower side in the figure), and the regions of low turbulence intensity on the 
side of the wake, where the low turbulent motion is entrained toward the centre of 
the wake, are more pronounced. 

The general topology of the stresses is found in good agreement with previ-
ous studies in wakes (Cantwell and Coles (1983), Leder (1991), Hussain and 
Hakayawa (1987), among other). With the use of stereoscopic PIV, the turbu-

lent kinetic energy k can be evaluated without assumption on 2w . Its topology 
is compared to the production term that appears in the k transport equation 

j

i
ji x

U
uuP

∂
∂

−= . It appears, in agreement with the aforementioned studies, that 

while the production is mainly located near the saddle points in the shear re-
gions, where the deformation rate and uv  are important, the turbulent kinetic 
energy is mainly located near the centre of the vortices, suggesting a transport 
of the turbulent energy. 
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Fig. 11 Phase averaged quantities in near wake at ϕ=45°: from top to bottom and left to 
rigth: <Ω21>,  turbulent stresses 2u , 

2v ,
 

2w ,
 

uv , turbulent kinetic energy k and  
production P 
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2.3   Conclusions 

Pressure measurement and different versions of PIV (3C-PIV, TR-PIV, 3C-TR-
PIV) have been used to characterise the flow past a circular cylinder at Reynolds 
numbers from 65,000 to 190,000, this range corresponding to the beginning of the 
critical regime. Emphasis is given at the Reynolds number 140,000.  After having 
quantified the mean motion and turbulent quantities, in a time independent Rey-
nolds averaging sense, the main effort was devoted to the characterisation of the 
different coherent structures which occur in the flow and their interactions with 
the turbulent motion. Especially, the main von Kármán vortices were analysed 
using an appropriate phase averaging procedure which use POD coefficients to 
alleviate the phase jitter effects, that generally occurs in case of phase averaging. 
The topology of these alternating vortices, as well as the phase averaged turbulent 
quantities, were quantified and analysed. The present data base also allowed the 
analysis of different features occurring in the wake, like shear layer vortices, lon-
gitudinal vortices, and also instants of irregular shedding. As it is expected that 
hybrid simulations, especially DES approaches, are able to predict these features, 
the present analysis is believed to constitute a solid base for improvements and 
validations of turbulence modelling by hybrid approaches, for strongly detached 
flows around bodies. 
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Abstract. This test-case is based on the DESIDER IMFT’s circular cylinder 
experiment described in a previous section. The flow around a circular cylinder 
with a low aspect ratio (L/D=4.8) and a high blockage coefficient (D/H=0.208) 
is investigated. This confined environment is used in order to allow direct com-
parisons with realisable 3D Navier-Stokes computations avoiding ‘infinite’ 
spanwise conditions. The flow is investigated in the critical regime at Reynolds 
number 140,000. The results are compared with statistically averaged wall pres-
sure measurements, statistically averaged and phase-averaged three-component 
PIV, (3CPIV), two component time-resolved PIV, (TRPIV), as well as by 
Stereoscopic Time Resolved PIV (3C-TR-PIV). The present test-case offers a 
proper basis for comparison and validation of advanced statistical and hybrid 
(especially DES) turbulence modelling for strongly detached flows around bod-
ies. The computations are carried out by the partners TUB, UMAN and IMFT. 
Previously obtained results by NTS in the FLOMANIA program are also re-
ported. A discussion on the ability of the used turbulence modelling to capture 
the complex flow physics in respect on the present non-equilibrium turbulence is 
addressed, based on comparison with the present detailed data base:  global pa-
rameters, resolved unsteady vortex structures, POD modes extracting the most 
energetic coherent structures.   

1.1   Turbulence Models Used by the Related Partners 

A detailed description of the present test-case can be found in Chapter “Experi-
ments” of the present book. Advanced DES and URANS models have been  
employed and compared. TUB performed DES on the basis of a compact explicit 
algebraic Reynolds stress (CEASM) RANS model (Lübcke et al, 2000), which 
employs the Lien and Leschziner (1993) k−ε formulation as a background model. 
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IMFT applied the DES/OES – Organised Eddy Simulation that involves modified 
turbulence length scale in the RANS k-ω part of DES, (El Akoury et al, 2007). 
UMAN applied the standard DES-SST as well as 2 URANS models, the standard 
SST model and the stress-strain lag version, the SST-Cas model (Revell et al, 
2005, 2007). For the sake of completeness, results of NTS with the DES/SA 
(Spalart Allmaras) model are also presented, referenced in the FLOMANIA book. 
Concerning the above turbulence models, please refer also to the individual part-
ners contributions.   

1.2   Numerical Parameters 

The numerical grid used by IMFT were of order N-total=2 345 952 nodes in struc-
tured 3D blocks (N-block=34) and the NSMB ((Navier-Stokes MultiBlock) code 
including the OES modelling version. TUB used a grid of 5M points and their in 
house ELAN code. UMAN used the unstructured finite volume Code_Saturne 
with a 3D mesh of 2.1M points. 

1.3   Results 

The results discuss first the global parameters as well as the statistically averaged 
flow quantities compared with the experiment. Secondly, comparisons and physi-
cal analysis with the instantaneous flow quantities, especially phase-averaging and 
POD (Proper Orthogonal Decomposition) are presented. It is recalled that the free-
stream turbulence intensity is 1.5%. 

1.3.1   Comparison of Global Parameters 

Table 1 shows comparisons of averaged drag coefficient, Strouhal number and of 
recirculation length. A good agreement with the experiment is achieved.  

Figure 1 shows comparison of the statistically averaged wall pressure coeffi-
cient with the experiment. TUB, NTS and IMFT modelling takes into account  
the transition starting downstream of the separation point by using trip-less 
 

Table 1 Statistically averaged global parameters 

 
UMAN 
(SST) 

UMAN 
(SST-Cas) 

UMAN 
(DES-
SST) 

NTS 
(DES) 

TUB 
(DES) 
(fine time 
step) 

IMFT-
CFD 
(OES) 

IMFT-Exp 

CD - - 1.49 1.38 1.48 1.44 1.45 
St 0.235 0.23 0.225 0.22 0.225 0.19 0.21 
lrec 1.07 1.35 1.38 ≈1.35 1.35 1.28 1.28 ±0.03 



1   Circular Cylinder Flow 107
 

approach according to NTS, (Strelets et al, Flomania book, Aupoix et al, 2006). 
UMAN calculates the upstream boundary layer and the downstream of the separa-
tion regions directly from the turbulence modelling. For this reason, the pressure 
‘plateau’ is higher in this case.   

1.3.2   Comparison of Statistically Averaged Fields 

Figure 2a shows the mean iso-velocity (U and V components) fields, as well as 
streamlines compared with the experiment. A good overall agreement is achieved 
for DES. Concerning URANS, the SST-Cas model provides improved results for 
the recirculation length. Figure 2b compares the normal and shear Reynolds 
stresses. A good agreement is also achieved.  

 

Fig. 1 Statistically averaged wall pressure coefficient 

 
 

NTS – Iso-U NTS – Iso-V 

Fig. 2a Iso-longitudinal velocity components 
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TUB – Iso-U TUB – Iso-V 

  

IMFT – Iso-U IMFT – Iso-V 

  

 

 

 

 

 
 

 

UMAN – Iso-U -SST UMAN – Iso-U – SST-Cas 

Fig. 2a (continued) 

EXPT 

SST-Cas 

EXPT 

SST 
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UMAN – Iso-U - DES UMAN – Iso-streamlines -DES 

Fig. 2a (continued) 

 

TUB – Iso-u2 TUB – Iso-v2 

 

TUB – Iso-w2 TUB – Iso-uv 

Fig. 2b Iso-contours of Reynolds stresses compared with the experiment 

DES-SST 

DES-SST 

EXPT EXPT 



110 IV Applications – Test Cases
 

 

NTS – Iso-u2 NTS – Iso-uv 

Fig. 2b (continued) 

1.3.3   Comparison of Unsteady Fields 

The topology of different classes of vortices is provided by each partner’s contri-
bution. Figure 3 shows indicatively instantaneous views of the complex vortex 
structures in the near wake, especially illustrated by the λ2 criterion (Jeon et al, 
1995). The advanced URANS and DES approaches are able to capture not only 
the Bénard -von Kármán vortices but also smaller-scale structures as the Kelvin-
Helmholtz vortices downstream of the separation. The non-linear interaction 
among these kinds of structures has been also produced by the simulations.  

 

TUB IMFT 

Fig. 3 Iso-λ2 surfaces shaded with streamwise velocity, DES/CEASM (left); Iso-vorticity 
component ωz, DES/OES (right) 

Phase-Averaged Fields 

The present experiments allow direct comparison of the flow quantities at the 
same phase-angles, according to the phase-averaged decomposition, Cantwell & 
Coles (1983). TUB performed a detailed parametric study showing the influence 
of the numerical time-step to capture correctly the unsteady shearing regions and 
the Kelvin-Helmholtz vortices (Figures 4 and 5).   The DRSM – SSG model is 
able to better capture this kind of smaller structures. 
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TUB – Phase-averaged iso-vorticity field versus experiment 

 

 

 
 

IMFT – Phase-averaged iso-vorticity field versus experiment 

 
 

UMAN – Phase-averaged iso-vorticity fields 

Fig. 4 Comparison of phase-averaged iso-vorticity fields 

               PIV 

      DES, fine dt 

  DES, coarse dt 
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IMFT – DES/OES TUB - CEASM 

 

UMAN - SSG UMAN- Cas 

Fig. 5 Mixing layer Kelvin-Helmholtz instability eddies downstream of separation point 

Fig 5 shows an example of Kelvin-Helmholtz vortices formation simulated by 
DES and URANS. The SSG model captures this kind of structures although it 
provides a narrower wake expansion downstream. It is recalled that standard 
URANS usually lead to a complete damping of these smaller-scales organised 
structures. 

1.3.4   Coherent Structures Identification by Means of the POD 

The application of the Proper Orthogonal Decomposition, as well as a brief de-
scription of its principles can be found in the chapter “Experiments”, concerning 
the circular cylinder. A detailed description can be found in Berkooz et al (1993).  
The purpose of this section is to analyse the coherent structures by means of the 
POD modes that are combined to perform the flow field reconstruction by retain-
ing only the most energetic modes. It is recalled that the modes are not the vortex 
structures. A discussion about 3D reconstruction can be found in El Akoury et al, 
2008. The present TRPIV experiment allows providing the POD modes as well as 
the temporal evolution of the shape functions coefficients as described in the ex-
perimental section. In the present, a direct comparison of the POD experimental 
and DES/TUB modes is performed and shows a good agreement. As the currently 
available physical experiments provide spatio-temoral fields with a significant 
detail, this kind of comparisons is now possible. Furthermore, the POD recon-
struction is proven able to provide the Kelvin-Helmholtz instability and related 
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vortices by using an order of 49 first energetic modes (DES/IMFT). The energy 
diagram is provided in the IMFT’s partnerwise contribution. 

 

 

1st POD mode – TRPIV IMFT exp 1st POD mode – DES/CEASM TUB  

 
 

2nd POD mode – TRPIV IMFT exp 2nd POD mode – DES/CEASM TUB 

 

POD reconstruction – 49 modes; 
von Kármán and Kelvin-Helmholtz 
eddies IMFT DES/OES 

von Kármán and Kelvin-Helmholtz eddies; 
UMAN- Cas  

Fig. 6 Comparison of POD modes (experiment and simulations),  POD reconstructions of 
the principal coherent structures compared to the simulations 
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1.4   Conclusions 

The presented DES and advanced URANS models are able to simulate the present 
complex 3D strongly detached flow around a cylinder. The DES approach seems 
to give a more detailed vortex structure for the present flow. The URANS SST-
Cas model provides an improved flow structure with respect to the SST, thus of-
fering an interesting compromise between DRSM and two-equation modelling, in 
respect of capturing the present complex flow physics. 
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2   TU Munich Delta Wing 

N. Ceresola 

Alenia Aeronautica 

Abstract. This test case concerns vortical flow simulation past a delta wing at a 
high angle of attack. The testcase has been studied experimentally at TU Munich, 
and the configuration is the same that was used in FLOMANIA. The participants 
to this exercise were Alenia, EADS-M and ANSYS. The DES simulations carried 
out by participants allowed a satisfactory prediction of vortex breakdown at α=35° 
and of mean flow quantities.  The same conclusion cannot be drawn as the predic-
tion of fluctuating quantities is concerned. The importance of a proper, isotropic 
grid refinement to correctly resolve the physics is evidenced in this respect. 

2.1   Test Case Description 

The test case considered in this chapter is a sharp leading edge delta wing with an 
aspect ratio of 1 as it is shown in Figure 1. Measurements were carried out by 
Breitsamter (1997) at Technical University of Munich, in an open wind tunnel 
with a circular test section of 1.5 m diameter.  
 

Cr      = 0.670 m. (chord length of wing) 
Dmax = 0.057 m. (max.thickness at 90%
                                      chord) 
lμ       = 0.670 m. (mean aerodynamic chord) 
2s       = 0.335 m. (full span) 
ϕw         = 76° (leading edge sweep angle) 
Λ       = 1. (aspect ratio) 

Fig. 1 Geometry of the delta wing 

The tests were conducted at four angles of attack, namely 12.5°, 25°, 30° and 
35°. Only two of them have been taken under consideration in DESider project, 
namely 25° (optional) and 35° (mandatory). The first one is characterized by the 
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presence of a compact leading edge vortex, while vortex breakdown at about 50% 
chord is present in the second case.  

Only the results referring to the case α=35° are considered in the present chap-
ter, being the most significant test case to assess the possible benefits arising from 
an applications of DES modelling. 

A large amount of steady and unsteady experimental data is available for this 
test case. 

Carried-out measurements include mean and rms pressure distributions at 5  
streamwise stations, namely at x/C=0.3, 0.5, 0.7, 0.8 and 0.9. Hot wire measure-
ments were used to get detailed insight in the structure of the flow, providing 
mean and rms uvw velocity components on five x=const planes corresponding to 
the same stations. In addition, flow visualizations using the laser light sheet and 
liquid crystal techniques were performed.  

The free-stream velocity was constant and equal to 37m/s. Experimental condi-
tions include ambient static pressure and room temperature. The experimental 
Reynolds number, based on the mean aerodynamic chord, is approximately 106. 
No specific treatment for the transition was applied. 

2.2   Description of the Computations 

2.2.1   Grids 

EADS-M used FLOWer and TAU code for the cases at 25 and 35 degrees angle of 
attack. The structured grid was derived from that used in FLOMANIA, with addi-
tional grid blocks added in the leading edge region. It consists of 16 blocks, made 
of  81x97x41 grid points each, for a total of 5.2 106 points. 281x161 points stay on 
the surface while 97 lines are normal to it. The unstructured grid was made of 13 
million nodes. 

Alenia generated an unstructured, hybrid grid with 600 000 points in total, and 
5000 points on the surface, that was flow adapted with point enrichment in the 
regions of vortex core and vortex sheet. 

ANSYS used the same unstructured grid generated by EADS for TAU  
computations. 

 

2.2.2   Numerical Methods and Turbulence Models 

EADS used the FLOWer code that operates on block-structured grids and is cell 
centred. The results obtained, using the TAU, code are omitted in this report. All 
the computations were done with SA DES turbulence model. 

Alenia employed the code UNS3D, a finite-volume, node-centred operating 
code on unstructured grids and using the k-ω-EARSM DES turbulence model. 

ANSYS simulations were carried out with the CFX code on the EADS unstruc-
tured grid, using the SST-SAS turbulence model, with the curvature correction 
procedure of the SST model. 
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EADS structured and unstructured Grid
 

Alenia grid at x/c=0.3 and x/c=0.9  

Fig. 2 Grids used for the computations 

The integration in time was performed by all participants using a second order 
backward Euler scheme and the dual time stepping technique. Different time step 
lengths were adopted for the integration:  
 

 EADS   Δt = 1 10-3 sec 
 Alenia   Δt = 1.5 10-4 sec 
 ANSYS                 Δt = 3 10-5 sec 

2.3   Results 

In Figure 3 the mean surface pressure distribution for the case at α=35° on span-
wise cuts at x/c=0.3, 0.5, 0.7, 0.8 are shown. Satisfactory results have been ob-
tained by the participants with respect to the experiment: the location and extent of 
the secondary vortex and of the vortex breakdown were in general correctly pre-
dicted. A slight inboard displacement of the pressure peak due to the main vortex 
can be observed at x/c=0.3. This is due to an over-prediction of the effect of the 
secondary vortex, that probably is not originating exactly at the apex in the 
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Fig. 3 Mean Cp distributions at x/c=0.3, 0.5, 0.7, 0.8 and 0.9 

experiment, as it does in the computations  An earlier prediction of breakdown 
may be present in the EADS results, as it can be seen from the pressure distribu-
tion at x/c=0.5. The ANSYS results were obtained on the finest grid (EADS  
unstructured) and showed the best agreement with experimental data due to the 
better grid resolution of the main pressure peak. In Figure 4, the mean Cp contours 
on wing surface are compared to the wind tunnel data. 

      

EADS-MEXP ANSYSEXPAleniaEXP
 

Fig. 4 Mean wall Cp contours 
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Fig. 5 Rms wall Cp contours, EADS (left), Alenia (middle), ANSYS (right); experiment 
(left parts), computations (right parts)      

In Figure 5, the surface rms pressure distributions are compared versus the ex-
perimental data, while the rms Cp-distribution on five surface cuts is compared in 
Figure 6. Acceptable rms pressure distributions have been predicted by EADS and 
Alenia up to x/c=0.7. On the contrary, fluctuation levels much higher than in 
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Fig. 6 RMS  Cp distributions at x/c=0.3, 0.5, 0.7 0.8, and 0.9 
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the experiment were predicted toward t.e., particularly in Alenia results. The point 
seems to be the excess of energy predicted in the region of the breakdown and 
downstream to it, where the experimentally measured fluctuation decay to a low 
level, that is not predicted by the numerical models. It can be deduced that an en-
ergy dissipation mechanism must be present, that is not taken in account by the 
simulations and can be related to the decrease in mesh resolution common to  the 
two grids as the flow is approaching the trailing edge. 

ANSYS low Cprms levels may be an effect of the very short time integration pe-
riod so that unsteady fluctuation were not allowed to grow up to their physical 
levels. 

Anyway, the different fluctuating components predicted by the participants 
seemed not to have a relevant influence on the respectively computed mean val-
ues. More than the features of sub-grid modelling, it is the grid resolution in the 
vortex core that appears to be the most relevant issue to be addressed in order to 
correctly simulate the mean flow quantities. 

The Cprms contours computed by Alenia and EADS on spanwise cuts at x/c=0.3, 
0.5, 0.7, 0.8 are shown in Figure 7. The structure is roughly axial-symmetric with 
respect to the axis of the main vortex, and the maximum level of fluctuations oc-
curs at a fixed radial distance from the its centre. The predicted level is signifi-
cantly higher in Alenia results than in EADS computations, except upstream of the 
breakdown location where Alenia computation predicts a very low level of un-
steadiness. This fact may be related to the grid resolution in the region of the main 
vortex, being lower for the Alenia grid and leading to an over-estimation of the 
amplitude of the fluctuations. 

The interpretation of the computed results and the comparison with the experi-
ment is much more difficult as rms contours of velocity are concerned. 

The experimental and computed rms contours of the u-component of velocity 
(roughly the axial vortex direction) are shown in Figure 8. Following the experi-
mental data, low levels of fluctuations are present upstream the location of vortex 
breakdown, that is reproduced in Alenia results. The different behaviour in EADS 
data may be due to a grid-related numerical vorticity generation arising at the 
sharp leading edge, near the wing apex. Proceeding toward the trailing edge, the 
Alenia results show at least a qualitative agreement with experiment, as the maxi-
mum of fluctuations is located at some radial distance from the vortex core, while 
strongly overpredicting the fluctuation amplitude. At the breakdown location 
(x/c=0.5), the vortical structure appears to be broken and the unsteadiness is lo-
cated mainly in the core region. The levels of unsteadiness predicted by EADS are 
on the contrary underpredicted. 

A somewhat different picture is given in Figs. 9 and 10, where the experimental 
and computed rms contours of the v and w components (roughly in the azimuthal 
plane) are shown, respectively. The EADS simulation seems to qualitatively better 
representing the experimental data, as a similar distribution of the fluctuation lev-
els with respect to the vortex axis is reproduced. At least one conclusion may be 
obtained, that to increase the grid resolution in the axial direction is equally impor-
tant than refining the grid in the radial plane, unlike it is usually done generating 
grids for (U)RANS computations.  
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                                                    Alenia 

 

                                                    EADS-M 

Fig. 7 Cp-rms at x/c=0.3, 0.5, 0.7, 0.8 (upper left, upper right, lower left, lower right) 



122 IV Applications – Test Cases
 

                 

                                                       Experiment    

                   

                    
 

                                                       Alenia 

                   

Fig. 8 u-rms at x/c=0.3, 0.5, 0.7, 0.8 (upper left, upper right, lower left, lower right) 
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                                                  EADS 

                 

                

Fig. 8 (continued) 

  

Experiment 

 

                      

Fig. 9 v-rms at x/c=0.3, 0.5, 0.7, 0.8 (upper left, upper right, lower left, lower right) 
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Alenia

     

                  

      

EADS

       

                      

Fig. 9 (continued) 

VRMS 
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Experiment

     

                        

       

Alenia  

      

                        

Fig. 10 w-rms at x/c=0.3, 0.5, 0.7, 0.8 (upper left, upper right, lower left, lower right) 

WRMS 
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                                                             EADS-M 

                 

Fig. 10 (continued) 

2.4   Conclusions 

The following main lessons have been learned from the present exercise: 
As the prediction of mean flow quantities is concerned, satisfactory results have 

been obtained by the participants with respect to the experiment: the location and 
extent of the secondary vortex and of the vortex breakdown were in general correctly 
predicted. Accuracy is increased compared to RANS modelling - with the partial 
exception of results obtained using WJ-EARSM model including vortex correction 
(see FLOMANIA results). The interpretation of results concerning the fluctuating 
quantities is more difficult. The rms pressures at the wall behave differently depend-
ing on what codes and what grids have been used. The ANSYS results show the best 
mean pressure field, with fluctuation levels being one order of magnitude smaller. 
Hence, the different fluctuating components predicted by the participants do not have 
a relevant influence on the respectively computed mean values. More than the fea-
tures of sub-grid modelling, the grid resolution in the vortex core appears to be the 
most relevant issue in order to correctly simulate the mean flow quantities. Concern-
ing rms velocities, the radial components w.r. to the main vortex seem to be better 
predicted than the axial one in the EADS results; the opposite happens for Alenia 
results. This is probably due to the fact that both grids have a different resolution in 
both axial and radial directions, while the fluctuating eddies are isotropic in nature. A 
possible conclusion is that for a correct simulation of rms quantities it is equally im-
portant to use isotropic grids with the same resolution in axial and radial direction - 
unlike it is usually done generating grids for (U)RANS computations. 
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3   NACA0021 at 60o Incidence 

A. Garbaruk, M. Shur, M. Strelets, and A. Travin 

NTS 

3.1   Introduction 

A flow over an airfoil in a deep stall is a typical example of the flows DES was de-
signed for. Not surprisingly, exactly such flow (NACA0012 airfoil at large angles of 
attack) was the first real 3D application of DES (Shur et al. (1999)), and a success of 
this simulation to a considerable extend influenced the fast spreading of the DES 
technology. Note, however, that in this first DES application and also in the subse-
quent studies of this flow in the framework of FLOMANIA EU project, a comparison 
with experimental data was rather restricted, since only the integral lift and drag val-
ues are available. Also, because of the limited computer power, the computations 
were carried out with the use of relatively coarse grids and narrow domains in the 
spanwise direction. In the recent experimental study of Swalwell et al. (2003), Swal-
well (2005) carried out for the NACA0021 airfoil at 60o angle of attack a much more 
informative database has been accumulated which includes not only mean flow char-
acteristics but also lift and drag time histories and corresponding spectra. This and, 
also, a significant increase of the computer power since 1999, permits to perform a 
more reliable validation of different versions of DES and, also, of new, non-
conventional, URANS approaches (SAS of Menter and Egorov (2005) and TRRANS 
of Travin et al. (2004)) developed in the course of DESider. These considerations 
have motivated including of the NACA 0021 flow in the list of DESider test cases. 

3.2   General Flow Description 

The airfoil geometry normalized with the chord length, c, is defined by: 

( )432 1015.02846.03516.0126.02969.0
2.0

21.0
xxxxxy −+−−±=  

Experimental flow parameters, needed to set up appropriate numerical simulations 
are presented in Table 1. 

Table 1 Flow parameters 

Parameter Notation Value 
Reynolds number Re=U∞c/ν 2.7x105 

Chord length c 0.125 m 
Angle of attack α 600 

Free stream Mach number M 0.1 
Free stream streamwise turbulence intensity lu 0.6% 

3   NACA0021 at 60o Incidence 
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Fig. 1 NACA0021 airfoil in the wind tunnel (left), and a plan view of the wind tunnel 
(right) 

The experiments were carried out in the wind tunnel of Monash University (see 
Fig.1), which experimental section width is 7.2c and height is 16c. 

The flow parameters measured in the experiments and kindly provided to the 
DESider consortium by K. Swalwell are: 

1. Time-averaged pressure coefficient distribution over the airfoil surface, Cp(x); 
2. Time- and span-averaged drag and lift coefficients, CD, CL; 
3. Time histories of the sectional lift and drag coefficients (32,000 points total 

over the time interval T≈ 9000(c/U0)). 

3.3   Participants and Some Details of Simulations 

A list of participants and key information on turbulence modelling approaches and 
computational grids they used are presented in Table 2.  

All the simulations, except for that of the EADS-M, were carried out without 
accounting the wind tunnel walls (“in free air”). Most of them used O-type grids 
(“coarse” and “fine”) built by NTS and provided to all the interested partners. 
Along with this, NLR has built three (coarse, medium, and fine) structured grids, 
which were also used by DLR and TUB, and EADS-M generated its own unstruc-
tured grid (examples of the grids are presented in Fig.2.) In the spanwise direction 
all the grids are uniform (information about the span-size of the domain, Lz, and 
the grid step Δz in different simulations is presented in Table 2). 

All the simulations were conducted in the “fully-turbulent” mode, i.e., with pre-
scription of relatively high eddy viscosity (    ) at the inflow boundary, 
 

 

Fig. 2 Zoomed fragments of different grids in XY-plane 

νν ≈t
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Table 2 Summary of simulations 

z-gridPartner Model Grid size 
(M nodes) Lz z

t Time 
Sample 

ANSYS SAS 2 1.9 4 0.03 0.03 400
0.5 1 0.03 0.0125 320
1.6 1 0.02 0.0125 345DLR S-A DDES
5.2 1 0.014 0.0125 280

EADS-M S-A DES 19.2 7.2 0.025 0.07 429
S-A DES 0.5 1 0.03 0.0024 48
k- DES 0.5 1 0.03 0.0024 50

0.5 1 0.03 0.0024 41
IMFT

k- OEM DES 
2 4 0.03 0.0024 20

0.5 1 0.03 0.0125 212
1.6 1 0.02 0.0125 195NLR X-LES 
5.2 1 0.014 0.0125 188
0.5 1 0.03 0.03 2500
0.7 1.4 0.03 0.03 2000
1 2.0 0.03 0.03 2000

1.4 2.8 0.03 0.03 2000
2 4 0.03 0.03 2000

1.4 2 0.02 0.03 2000
1 2 0.03 0.02 2000

S-A DES 

2 2 0.03 0.02 2000
SAS 2 1 2 0.03 0.03 2000

NTS

TRRANS 1 2 0.03 0.03 2000
NUMECA S-A DES 0.5 1 0.03 0.0125 177

SALSA DES 0.5 1 0.03 0.025 1000
0.5 1 0.03 0.025 1620CEASM DES 
1.6 3.24 0.03 0.025 730
0.5 1 0.03 0.025 1230
0.5 1 0.03 0.0125 790
1.6 1 0.02 0.0125 650

TUB

LLR DES 

5.2 1 0.014 0.0125 535
 

which ensures turbulent flow starting virtually from the leading edge of the airfoil. 
Other than that, in order to ensure a consistency of the comparison of the lift and 
drag spectra, all the partners computed these spectra with the use of the common 
Fourier transform tool provided by TUB. 

3.4   DES Results and Discussion 

3.4.1   Effect of Time Sample, Span Size of the Domain, and  
Wind-Tunnel Walls 

Starting from FLOMANIA it became clear that in order to obtain mean character-
istics of the flows around nominally 2D bluff bodies, time samples the  
 

3   NACA0021 at 60o Incidence 
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Fig. 3 Running time-average of the 
span-averaged lift coefficient 
predicted by DES on NTS coarse 
grid at different span size values 

 

averaging is carried out over should be rather long. To get a quantitative informa-
tion about the time-samples ensuring reliable averaging needed for a formulation 
of clear guidelines on DES of such flows, NTS and TUB performed special nu-
merical studies whose results are presented in Fig. 3 in the form of running aver-
age of the lift coefficient as a function of time at different span sizes of the domain 
from DES based on the S-A (NTS) and CEASM (TUB) RANS models. 

One can see that for both considered DES versions very long time-samples are 
needed to get a statistically reliable lift value. Because of the span-averaging, with 
the span size increase the demands to the time-sample for obvious reason become 
less severe but even for the largest of the considered span-sizes, 4c, the time-
sample has to be not shorter than ~300-400 convective units. Therefore, some of 
the simulations (see Table 2) have insufficient time-samples. This circumstance 
should be kept in mind when comparing predictions of the mean forces with the 
experimental data.  

Another observation from Fig.3 is that the effect of the span size of the domain 
on the mean lift is rather strong and that saturation occurs at Lz about as large as 
4c. This is more clearly seen in Fig. 4, where the mean pressure distributions and 
power spectral density (PSD) of the lift are presented from the simulations with 
different Lz. The figure suggests also that the span-independent mean pressure 
worse agrees with the data than that obtained with the narrower domains, 1c and 
1.4c. The same conclusion can be drawn based on Fig.5 where a comparison is 
presented of the mean pressure predicted by NTS at Lz = 4c with that of EADS-M 
obtained for the full span size of the experimental model (Lz=7.2c) with account of 
the walls of the experimental section. This finding is somewhat frustrating. In-
deed, provided that the experimental data are accurate, this, in fact, suggests that 
the earlier conclusions about a very high accuracy of DES as applied to the mas-
sively separated 2D airfoil flows, which were based on the simulations carried out 
in relatively narrow domains, are somewhat too optimistic. On the other hand, as 
seen from the lift spectra in Fig.4, there is a clear trend to a better agreement of the 
spectra with the data with the span-size increase. 
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Fig. 4 Upper row: mean pressure at different span-sizes of domain from S-A DES (left 
frame, NTS simulation) and by CEASM DES (right frame, TUB simulation). Lower row: 
PSD of lift coefficient (NTS, S-A DES). Simulations on coarse NTS grid 

Fig. 5 Comparison of Cp computed by 
NTS with periodic boundary 
conditions at Lz=4c and EADS-M 
results obtained for the full span-size 
of the model 

 

Note also, that as seen in Fig.5, the effect of the walls of the experimental sec-
tion is marginal: once the span-size of the domain is large enough, the simulation 
under the free-air conditions (with periodic boundary conditions in the spanwise 
direction) virtually coincide with those obtained with account of the walls.  

This is true not only with respect to the mean CP distribution but also for the lift 
spectra shown in Fig.6 (EADS-M spectrum is more “noisy” because it is a sec-
tional spectrum, whereas the NTS one is span-averaged) and for the resolved tur-
bulent kinetic energy shown in Fig.7. 

3.4.2   Effect of Background RANS Model for DES 

A relatively weak sensitivity of DES to the background RANS model demon-
strated in the literature is an essential DES feature naturally considered as 
 

3   NACA0021 at 60o Incidence 



132 IV Applications – Test Cases
 

 

    

Fig. 6 Comparison of the computed (black lines) and experimental (grey lines) PSD of lift 
coefficient. Left: EADS-M simulation with account of the wind-tunnel walls, sectional 
spectrum; right: NTS simulation with the use of the periodic boundary conditions in the 
spanwise direction (Lz=4.0), span-averaged spectrum 

    

Fig. 7 Mean-flow streamlines and resolved TKE fields (same simulations as in Fig.6) 

one of its serious advantages over RANS turbulence modelling. Results of the 
studies of the effect of the background RANS model on the DES predictions of the 
NACA 0021 flow are summarized in Figs. 8-10. One can see that, indeed, the ef-
fect is marginal: the results obtained with the use of DES versions based on very 
different RANS models are close to each other in terms of both turbulence resolu-
tion and mean flow thus supporting this feature of DES at least in the 
 

 

Fig. 8 Snapshots of vorticity from DES based on different RANS models (simulations of 
TUB, coarse NTS grid, Lz=1) 
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Fig. 9 Running time-average of span-
averaged lift coefficient from DES based on 
different RANS background models (same 
simulations as in Fig.8) 

 

   

Fig. 10 PSD of the lift coefficient from DES based on different RANS background models 
(same simulations as in Fig.8; black: simulations, grey: data) 

situations when an accurate prediction of the separation point being responsibility 
of RANS mode of DES is not difficult. 

3.4.3   Effect of Grid-Refinement 

As far as the mean flow characteristics are concerned, the simulations carried out 
on the very different grids (see Table 2) have given virtually identically results 
thus suggesting that even the coarse NTS grid provides for a sufficiently accurate 
mean flow prediction. This is illustrated by Fig.11, which compares the time- and 
span-averaged distributions of the pressure coefficients computed by NTS on its 
coarse (1 M nodes) and fine (2 M nodes) structured grids and by EADS-M on the 
very fine (19.2M nodes) unstructured grid. 

3.4.4   Cross-Plotting of Results 

In this section we present a comparison of the available results. Considering the 
strong effect of the span-size of the domain Lz discussed above, in order to per-
form this comparison consistently, only results obtained in the simulations with 
the same Lz should be taken into account. A maximum number of such simula-
tions is available at Lz=1.0. So the comparison is carried out exactly for this Lz 
value. 

Figures 12-14 present respectively the mean pressure distributions, spectra of 
the lift coefficient, and streamlines and resolved turbulent kinetic energy com-
puted by different partners with different codes and different DES versions. 
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Fig. 11 Effect of grid refinement 
on time- and span-averaged Cp 
distributions predicted by S-A 
DES 

 

Note that the experimental data for pressure and lift spectra are shown in the figures 
just as a reference: considering the strong effect of the span-size of the domain on the 
results of the simulations, at the span-size as low as Lz=1 comparison with the data is 
not quite representative. Also, when analysing these results, one should keep in mind 
that in the simulations of IMFT and NUMECA the time samples used for the mean 
flow and spectra computation are too short (see Table 2), and that the DLR and NLR 
results are obtained with the use of the “frozen filter” (see the discussion in the previ-
ous section). Other than that, similar to what has been done in the experiments, NTS 
and TUB computed the lift spectra by span averaging of the sectional spectra, 
whereas DLR, NLR, and NUMECA computed the spectra of the span-averaged lift, 
which is not quite the same. Nonetheless, even with all these differences, the results 
of different partners shown in Figs.12-14 are, in general, close to each other, which 
suggest a correct implementation of all the DES versions involved and a relatively 
weak sensitivity of the simulations to subtleties of the numerics. 

 

 

Fig. 12 Pressure distributions computed by different partners. DLR, NLR: coarse NLR 
grid; other partners: coarse NTS grid 
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Fig. 13 Lift spectra computed by different partners (same simulations as in Fig.12). Upper 
row: span-averaged sectional spectra; lower row: spectra of span-averaged CL 

           

                        

Fig. 14 Comparison of mean flow streamlines and resolved turbulent kinetic energy com-
puted by different partners (same simulations as in Fig.12) 

3.5   SAS and TRRANS Results and Discussion 

Although formulations of these approaches are quite different, their common feature 
is that both are of URANS-type, i.e., that they do not rely upon a size of computa-
tional cell as a model length-scale. Nonetheless, at least in massively separated 
flows, both approaches claim to possess a key LES feature, namely, a capability of 
resolving more and more fine turbulent structures with grid refinement.  

Simulations presented below are carried out by ANSYS (SAS) and NTS (SAS 
and TRRANS), and both partners used the Version 2 of SAS based on the  
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Fig. 15 Snapshot of the von-
Karman lengths-scale from SAS 
on NTS coarse grid 

 

Menter-SST RANS model (see Section 1 of Chapter II for more detail). Recall 
that this version involves a grid size in the “max limiter” in the “equilibrium” 
branch of the length-scale, which strictly speaking makes it not a pure URANS 
model (as seen in Fig.15 where a snapshot is shown of the von-Karman length-
scale from the NTS coarse grid SAS, this branch turns out active in a significant 
part of the separation area and wake of the airfoil). 

Figure 16 compares vorticity snapshots from SAS, TRRANS, and SA DES at 
Lz=2c and, also, from SAS and SA DES at Lz=4c. The figure suggests that turbu-
lence resolution provided by all the three modelling approaches is nearly the same. 
Also, no qualitative difference of the resolved vortical structures in XY-plane is 
observed between the simulations performed at Lz=2 and 4. 

A similar conclusion can be drawn based on Fig.17, where the mean flow to-
pology and resolved turbulence kinetic energy fields are shown as predicted by all 
the simulations. Still some difference between the modelling approaches does ex-
ist. Namely, SAS seems to predict somewhat higher resolved turbulence kinetic 
energy than TRRANS and DES do. 

     

                  

Fig. 16 Vorticity snapshots from SAS, TRRANS, and SA DES. Upper row: Lz=2; lower 
row: Lz=4. Simulations on the NTS coarse grid 
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Fig. 17 Mean streamlines and resolved kinetic energy (same simulations as in Fig.16) 

   

                   

Fig. 18 PSD of the lift coefficient (same simulations as in Fig.16) 

Figure 18 compares the PSD of the lift coefficient from the simulations. One 
can see that, again, the different modelling approaches are in line with each other 
and predict both the broadband part of the spectra and the frequencies of the main 
and secondary peaks of CL fairly well. 

Finally, Fig.19 compares distributions of the mean pressure coefficient over the 
airfoil predicted by SAS, TRRANS, and DES at different Lz. One can see that all 
the distributions from the NTS simulations at Lz=2c are virtually identical and 
that, as repeatedly mentioned above, an increase of Lz up to 4c results in some-
what worse agreement of the computed pressure with the data. In contrast to this, 
the distribution from ANSYS SAS at Lz=4c agrees with the data fairly well. 
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Fig. 19 Mean pressure coefficient distributions (same simulations as in Fig.16) 

Unfortunately, neither SAS results of ANSYS at Lz=2c nor those of NTS at Lz=4c 
are available, which does not permit to tell whether the trend to an increase of the 
pressure on the suction side of the airfoil with Lz increase typical of DES holds on 
for SAS or not. 

3.6   Integral Forces 

Table 3 summarizes values of the integral lift and drag forces obtained by differ-
ent partners in their simulations performed with the longest time sample, largest 
span size, and finest grid. Unfortunately, even some of these values (bold entries 
in the Table) are actually not sufficiently reliable in this sense (are obtained in the 
simulations with insufficient span-size or with too short time-samples). If not take 
these values into consideration, the discrepancy of the lift and drag predictions 
 
Table 3 Summary of integral forces 

Partner and approach Lift, CL Drag, CD 

ANSYS (SST-SAS version 2, Lz=4, coarse NTS grid) 0.915 1.484 
NTS (SST-SAS version 2, Lz=2, coarse NTS grid) 0.915 1.475 
NTS (TRRANS, Lz=2, coarse NTS grid) 0.912 1.445 
DLR (SA DDES with frozen filter, Lz=1, coarse NLR grid) 1.001 1.548 
EADS-M (SA DES, fine EADS-M grid in wind-tunnel) 0.889 1.425 
IMFT (k-ω OEM DES, Lz=1, coarse NTS grid) 1.093 1.796 
NLR (X-LES with frozen filter, Lz=1, coarse NLR grid) 1.082 1.567 
NTS (SA DES, Lz=4, coarse NTS grid) 0.879 1.381 
NUMECA (SA DES, Lz=1, coarse NTS grid) 1.026 1.688 
TUB (SALSA DES, Lz=1, coarse NTS grid) 0.984 1.592 
TUB (LLR DES, Lz=1, coarse NTS grid) 0.985 1.620 
TUB (CEASM DES, Lz=3.24, coarse NTS grid) 0.834 1.354 
Experiment 0.931 1.517 
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with the data is within the range from ~2% (SST SAS at Lz=4c) up to ~10% 
(CEASM DES at Lz=3.24), which can be considered as reasonably good, espe-
cially keeping in mind that the best RANS results for this kind of flow differ from 
the data by at least 25%. 

3.7   Concluding Remarks 

As far as the DES is concerned, in the course of DESider a representative database 
is accumulated on its performance as applied to this test case. Major findings from 
the simulations carried out by the partners are as follows. 

A significant DES superiority over RANS in terms of the mean flow prediction 
and a marginal sensitivity of DES to a background RANS model are convincingly 
demonstrated, which supports similar observations based on the previous DES 
studies of airfoils in a deep stall. It is shown also that even relatively coarse grids 
of about 2M nodes are quite sufficient for getting virtually grid-independent mean 
flow characteristics. Also in line with the previous studies, it is shown that for 
getting a reliable statistics, very long time samples are needed (300–400 convec-
tive time units, at least). 

An important finding of the performed study is a strong sensitivity of DES predic-
tions to the span-size of the computational domain and some worsening of the agree-
ment of the predicted mean pressure and integral forces with the data when the span-
size increases. Considering that a correct solution is that obtained in the wide enough 
domain, this means that DES prediction is somewhat worse than it was believed ear-
lier, provided of course that the experimental data used are quite accurate. In particu-
lar, the best (carried out with the very fine grid and accounting for the real geometry 
of the test section) simulation carried out by EADS-M underestimates the experimen-
tal integral lift and drag by 4.5% and 6% respectively. Although these errors are 
much less than those one would get with the use of (U)RANS modelling, this dis-
crepancy with the data is still tangible and its reasons are not established. On the other 
hand, agreement with the experimental spectra of the forces, in some contradiction 
with the mean values behaviour, improves with the span-size increase.  

For the SAS and TRRANS approaches, although the accumulated computa-
tional database is restricted by only two contributions (ANSYS and NTS), it still 
permits to make some important conclusions.  

In particular, it is shown that as applied to this test case, the approaches signifi-
cantly surpass corresponding conventional RANS and URANS models and are 
quite competitive with DES. Also, based on the NTS experience, it can be con-
cluded that the second version of the M-SST SAS is less numerics-sensitive and is 
compatible with “non-CFX” numerics. 

Just as for DES, long time samples and large span-size of the domain are 
needed for an accurate prediction of the flow. In this respect all the turbulence-
resolving approaches are quite similar.  

It should be noted also that the wide-domain (Lz=4c) SAS of ANSYS resulted 
in a somewhat better agreement with the data on the mean pressure distribution 
than both DES and TRRANS. Unfortunately these results were obtained in the 
very end of the project, which did not permit to carry out additional simulations 
that could help to understand a reason of the observed difference. 
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4   Ahmed Car Body (25o and 35o Slant Angle) 

L. Temmerman and Ch. Hirsch  

NUMECA 

4.1   Introduction 

The Ahmed body, shown in Fig. 1, is a generic car geometry with a slanted back 
at two different angles (25o and 35o). The configuration was first studied  
by Ahmed et al (1984), then, more recently, by Lienhart and Becker (2003). The 
data can be obtained from the Ercoftac Classic Collection database 
(http://cfd.mace.manchester.ac.uk/ercoftac/). 

Fig. 1 General view of the Ahmed 
car body 

 

While the present configuration is geometrically simple, the flow-field generated 
is very similar to the one found in real-life cars. Important features include a com-
plex separation and reattachment on the slant and a wake development behind the 
body. These features strongly depend of the slant angle. For the 25o case, the flow is 
three-dimensional at the rear of the body with a separation bubble appearing on the 
upper part of the slant. The flow then reattaches midway through the slant. On its 
edges, two counter-rotating vortices are generated. The 35o case is gentler and virtu-
ally two-dimensional, the flow separating from the top of the slant over the whole of 
the body rear. The side vortices are somewhat weaker. The complexity of the flow 
features poses severe problems to numerical predictions and, with detailed experi-
mental data available, it is no surprise that the Ahmed body has been extensively 
used as reference test case for the testing and validation of numerical methods and 
turbulence models (see the recent 9th and 10th ERCOFTAC/IAHR workshops on 
refined turbulence modelling held in Darmstadt and Poitiers, respectively, or the 
EC-funded FP5 Flomania project (Haase et al, 2006)). These workshops, as well as 
the Flomania project, showed that a correct prediction of this flow was difficult with 
the RANS approach with results strongly depending on the turbulence model con-
sidered and the details of implementation. These results also hinted that a successful 
computation of this case may require to take into account the flow unsteadiness. 
This is the reason behind the choice of this case for the DESider project. 
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The following section will briefly describe the geometry and the flow condi-
tions. Section 5.3 lists the DESider partners computing this test case. It also briefly 
describes the computations performed. Results, compared with the experimental 
data from Lienhart and Becker (2003), are then shown and discussed in Section 
5.4. The final section summarizes the main findings for this test case. 

4.2   Geometry Description and Flow Conditions 

In the experiment, the body was mounted on four stilts with a diameter of 30 mm. 
The distance from the floor to the bottom of the body is equal to 50 mm. In order 
to simplify the mesh generation process and because their influence on the main 
solution was negligible, the stilts are removed for the computations, the body thus 
floating 50 mm above the floor. The body height is 288 mm while its length is 
equal to 1044 mm. The body width is equal to 389 mm. The Reynolds number, 
based on the body height and a freestream velocity of 40 m/s, is equal to 768,000. 

From a computational point of view, the inflow is located at 2.1 m upstream of 
the body front and the inflow velocity is set to 40 m/s. No slip conditions are used 
to represent the bottom wall while the side walls are treated as slip wall. 

4.3   Participants Overview 

Table 1 gives the list of participants and describes the computations performed by 
each of them (slant angle considered, Reynolds number used if different from the 
nominal one, type of mesh, model used). Table 2 gives more details on the compu-
tational parameters and models used by each participant. A detailed description of 
the DES models can be found in Chapter II of the present book. 

Table 1 Participants list and methods description 

Participant Slant angle computed 
Reynolds 
number 

Mesh Model 

Chalmers 35o 200,000 Structured LES (Smagorinsky) 
DLR 25o 768,000 Unstructured SA-DDES, X-LES 
IMFT 25o 768,000 Structured SA-DES, SA-DDES 

NUMECA 25o 768,000 Structured SA-DES, SST-DES 

Table 2 Computational parameters 

Participant Model Δt Mesh size Averaging time 
Chalmers LES n.a. 16.5 106 cells n.a. 

DLR 
SA-DDES 2 

XLES 
2 10-4 s 
2 10-4 s 

4.6 106 cells 
4.6 106 cells 

1.008 s (5040 Δt) 
0.3 s (after a run of over 1 s) 

IMFT 
SA-DES 

SA-DDES 
5 10-2 s 
5 10-2 s 

2.8 106 cells 
2.8 106 cells 

n.a. 
n.a. 

NUMECA 
SA-DES 
SST-DES 

10-4 s 
10-3 s 

3 106 cells 
4.5 106 cells 

0.0567 s (after a run of over 1 s) 
0.512 s (after a run of about 1 s) 
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Chalmers performed a LES computation of the Ahmed car body for the 35o slant 
angle on a structured mesh made of 16,500,000 cells and at a reduced Reynolds 
number of 200,000 selected to alleviate the computational cost of the simulation. 

All three other partners used the nominal Reynolds number of 768,000 in con-
junction with a 25o slant angle. DLR performed SA-DDES and XLES computa-
tions on a hybrid structured mesh, shown in Figs 2a and 2b. The near-wall regions 
are meshed with prisms while, in the other regions, tetrahedrons are used. Particular 
attention was given during the grid generation process to the mesh symmetry. In 
the areas above the slant and in the wake, special care was taken to obtain an iso-
tropic cells distribution. IMFT performed SA-DES and SA-DDES simulations for 
the 25o slant angles on a structured mesh shown in Fig. 2c. NUMECA also worked 
on a structured grid (see Fig. 2d) using both SA-DES and SST-DES models. 

 

        

Fig. 2 Meshes used by the different partners 

4.4   Results 

4.4.1   Ahmed Body with 25o Slant Angle 

Three out of the four partners involved in this test case (see Table 2) chose to 
compute the case with the 25o slant angle. Fig. 3 shows a comparison of the 
stream-wise velocity profiles on centre plane on the slant with the experimental 
data while Fig. 4 shows the same profile behind the slant. 

On one side, the computations performed with SA-DDES (DLR) and SA-DES 
(NUMECA) show the flow not separating on the slant. On the contrary, the ex-
periments indicate a separation occurring on the upper part of the slant down to 
the middle. On the other side, the SA-DES (IMFT) computation separates. It how-
ever fails to reattach on the slant. 

DLR (a) 
DLR (b)

IMFT (c) 
NUMECA (d)
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Fig. 3 Velocity profiles at y = 0 mm on the slant for all computations 
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Fig. 4 Velocity profiles at y = 0 mm behind the slant for all computations 

Both, DLR and NUMECA also used a DES model based on a two-equation 
RANS model, XLES for DLR and SST-DES for NUMECA. Both computations 
feature this time a large recirculation zone. This zone remains detached beyond 
the slant end as shown on Fig. 4. 

Putting aside the results obtained from SA-DES (IMFT) for a moment, it would 
seem that the choice of the underlying RANS model in the DES model is very 
influential for this particular test-case. Indeed, when used in steady RANS mode, 
the Spalart-Allmaras model fails to predict the recirculation zone on the slant 
while the SST and k-ω models (used in XLES) overpredict it. If the SA-DES  
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Fig. 5 Iso-surfaces of the Q-criterion coloured by the vorticity. Left: SA-DDES (DLR), 
Right: XLES (DLR) 

(IMFT) computation is now taken into account, this conclusion does not seem 
valid any more and other factors may also play an important role. 

Looking at the profiles at the three first locations, upstream and around the start 
of the slant, it can be noted that the simulations that predict an attached flow on 
the slant are the ones over-predicting the velocity at the start of the slant while the 
simulations that either correctly predict or under-predict it are the ones that sepa-
rate. This further indicates that modelling and, also maybe, implementations issues 
could justify these differences. 

Fig. 5 shows instantaneous snapshots of flow structures on the body slant and be-
hind. It seems as if the model behaves as a RANS model for some time after the 
slant where the separation is supposed to occur. Indeed, on the slant, the computa-
tion using SA-DDES does not show any activity while the XLES computation does. 
Very similar pictures (not shown here) were obtained for the other computations. 

4.4.2   Ahmed Body with 35o Slant Angle 

One partner, Chalmers, has focused on the case with the 35o slant angle, comput-
ing it with LES and the Smagorinsky model, on a mesh made out of 16.5 millions 
cells. The Reynolds number based on body height and freestream velocity was 
taken equal to 200,000 instead of the nominal 768,000 in order to alleviate com-
puting requirements. 

Fig. 6 shows a comparison of the mean stream-wise velocity profiles in the cen-
ter plane on the body slant. A similar comparison is shown on Fig. 7 for the wake. 
On the slant, the computational results agree poorly with the experimental data. 
Not surprisingly, with the flow over the slant not correctly predicted, the compari-
son in the wake is also poor. A possible reason for this strong difference could be 
that boundary conditions in the LES and in the experiment are different. Indeed, 
trip wires were used on the front of the body in the experiment. Another possible  
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Fig. 6 Comparison between the velocity profiles obtained on the body with LES by 
Chalmers at Re = 200,000 and the experimental data of Lienhard and Becker (2003) 

200

220

240

260

280

300

320

340

360

380

-223 -203 -183 -163 -143 -123 -103 -83 -63 -43 -23 -3 17 37

x (mm)

z 
(m

m
))

Experiments

LES

 

Fig. 7 Comparison between the velocity profiles obtained in the wake with LES by 
Chalmers at Re = 200,000 and the experimental data of Lienhard and Becker (2003) 

explanation is that the 35o slant angle influences the upstream flow in a way LES 
cannot represent. 

4.5   Concluding Remarks 

The Ahmed body test case has been and remains a challenging test case for steady 
computations and, from the results presented here, it appears to hold for unsteady 
simulations. 
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Fig. 8 Changes in instantaneous separation structure during the XLES simulation 

The results obtained for the 25o slant angle case do not agree very well with the 
experimental data. Two of the simulations fail to predict the separation on the 
slant while the three others show a too large recirculation zone. The reason behind 
this failure is not clear and could be linked to several factors including grid inade-
quacy, strong influence of the underlying RANS model in the DES model, inaccu-
racy or sensitivity in the experimental data. An indication for the latter might be 
that the XLES simulation of DLR showed instantaneous “streamline” patterns at 
certain times which might results from moments of reattachment (or secondary 
separation) on the slant (see Fig. 8). This remains to be clarified. Nevertheless, it 
may well be that the 25 o case is very sensitive to slight changes in the flow, i.e. 
small modifications of the slant angle or minor changes of the flow in the artificial 
tunnel which might result in earlier reattachment. 

For the 35o case, only one LES computation was run and the results do not 
match very well with the experimental data. The reason for this divergence is also 
not clear and could be attributed to several factors including an influence of the 
Reynolds number or differences in boundary conditions (trip wires were used dur-
ing the experiments). 
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5   Decay of Isotropic Turbulence 

C. Mockett and F. Thiele 

TUB 

Abstract. This chapter presents and discusses a considerable volume of work that 
was invested by many partners into the validation of their models and numerical 
schemes for LES using the canonical test case of decaying, isotropic turbulence 
(DIT). Motivated by an increasing interest in hybrid RANS-LES, many partners 
have begun implementing LES and related methods into industrial CFD solvers 
originally intended for RANS simulations. Due to the central importance of low 
numerical dissipation in LES, and the inaccessibility of this to purely analytical 
approaches, an empirical calibration is considered an essential demonstration for 
new models and implementations. High quality spectra have been presented by 
most partners and the test case has furthermore provided a platform for secondary 
investigations by some. These are summarised together with a discussion of  the 
various methods used to set up and run a DIT simulation. 

5.1   Background and Motivation 

Decaying isotropic turbulence (DIT) represents mathematically the simplest con-
ceivable realisation of turbulent flow and is therefore a fundamental test case for 
new turbulence modelling and/or simulation techniques. The methods investigated 
in DESider all involve the inclusion of a degree of turbulence resolution, i.e. LES, 
into either new modelling frameworks or into CFD solvers for which previously 
only RANS models were implemented. Against this background the motivation of 
simulating DIT by the DESider project partners can be summarised as follows: 

• DIT represents a basic and readily-verifiable test, at minimal computational 
cost, of the capability of the model/solver combination to resolve turbulent 
structures and to predict the energy cascade. 

• Many of the methods developed and studied involve empirical parameters that 
must be calibrated (e.g. CDES for DES, which is analogous to the Smagorinsky 
parameter in LES). DIT offers a basis for this. 

• The level of numerical dissipation within a given solver can be established. In 
cases where this is excessive, steps must be taken to reduce it. The value of 
the model parameter can also be adjusted such that numerical and model dis-
sipation is balanced pragmatically. 

Demonstration of these basic LES capabilities and calibration of new model con-
stants are considered an essential prerequisite to the implementation of a hybrid 
RANS-LES method. Although analytical methods may exist to derive the values 
of subgrid-scale model parameters (e.g. deriving an expression for CDES in terms 
of the Smagorinsky parameter and other RANS model parameters), these can in 
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some cases be self-contradictory (Yan et al., 2005). Furthermore, such derivations 
do not take numerical dissipation into account.  

To reflect this importance, the DIT case was declared “50% mandatory” within 
the project; each partner had to demonstrate their results with either the DIT case 
or the fully-developed turbulent channel flow. An exception was made in cases 
where two partners employed the same solver and models. 

In addition to the primary goals of demonstrating LES capability and calibrat-
ing parameters, a variety of secondary uses have been exploited by some partners. 
These include the demonstration of the functionality of particular model features 
(e.g. the Ψ function used for DES with some models (Spalart et al., 2006), see 
Chapter II, Section 4) and a measure of the energy conservation of the numerical 
scheme using a “no-model” test (see also Chapter V, section 17). 

Despite, or perhaps owing to its simplicity, real isotropic turbulence is seldom 
found in nature or practical applications. It is also a very difficult flow state to 
approximate in a wind tunnel. Nonetheless, its usefulness as a computationally-
inexpensive and canonical turbulent flow for the purposes stated above is not  
diminished. 

5.2   Flow and Test Case Description 

The simulation of DIT is conducted in a cubic computational domain with three 
pairs of periodic boundary conditions in each spatial direction, to reflect the ho-
mogeneous and infinite nature of the flow. In experiments, the turbulence is gen-
erated at an upstream station by a grid, and the measurement reference frame 
moves with the mean convective velocity downstream to capture the decay of the 
turbulence in the absence of mean shear. A coordinate transformation from space 
to time is conducted for the simulation, such that the computational box is consid-
ered to be transported with the mean velocity. The experimentally spatial decay of 
turbulence is therefore tracked temporally in the simulation; the initial solution 
field is set with a suitable instance of isotropic turbulence, the decay of which is 
then solved in an unsteady manner. 

Fig. 1 Visualisation of the 
decaying isotropic turbulence test 
case (velocity vectors are shown 
on the surface of the 3D, periodic 
grid). An initialisation field from 
the DNS data of (Wray, 1997) re-
sampled to 643 volumes is shown 
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Fig. 2 “Road map” illustration of possible methods to generate the initial DIT solution fields. 
The yellow diamonds represent “OR” decisions, the red diamond an “AND” combination 

The grids employed were all equidistant and cubic, with external dimensions of 
2π and varying grid resolutions of usually 163, 323 or 643 cells (in some cases 
higher resolution of up to 1283, or non-2n point counts were applied). The lowest 
and highest resolved wavenumbers (κ = 2π / x) corresponding respectively to the 
largest and smallest resolved scales are therefore 1 and Nx / 2. 

A range of alternative benchmark data is available for DIT, with various advan-
tages and disadvantages. The experiment by (Comte-Bellot & Corrsin, 1971), re-
ferred to as CBC in the following, was conducted at a Reynolds number too low 
for an inertial sub-range to exist in the energy spectra. To address this shortcom-
ing, a more recent experiment by (Kang, Chester & Meneveau, 2003), referred to 
as KCM, was conducted at a sufficiently high Reynolds number. Both experi-
ments however have the disadvantage that the three-dimensional, unsteady veloc-
ity field cannot be measured. As a result, the initialisation velocity field for the 
simulation must be generated using an inverse Fourier transform of the upstream 
energy spectra. Although exhibiting the correct spectral distribution, such a veloc-
ity field does not contain physically valid spatial correlations. This disadvantage is 
alleviated by using benchmark DNS data, such as that of (Wray, 1997). 

A variety of different techniques were applied by the partners to obtain the ini-
tial flow field required by their solvers and different benchmark data were used. In 
the majority of cases, these choices were demonstrated not to affect the principle 
outcome of the results in terms of calibrated model parameter values. One further 
technique adopted by some partners involved the application of an explicit filter 
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function to the initial velocity field. The majority of partners employed the method 
adopted in the FLOMANIA project (Haase et al., 2006), where the initial velocity 
field is obtained by inverse Fourier transform (using a tool written and provided 
by NTS (Shur et al., 1999)) from the CBC benchmark spectra. From these velocity 
fields the remaining solution variables (e.g. turbulence model parameters) were 
obtained by solving the “frozen” initial field in steady-state mode. A road map 
representation illustrating the possible initialisation methods is given in Fig. 2. An 
equivalent tool for performing the inverse Fourier transform but employing a the 
faster “FFTW” library was provided by EDF. 

5.3   Table of Participants and Methods 

Due to the high level of participation in this underlying flow regime test case, the 
list of partners and methods is naturally extensive. In total 12 partners tested 19 
different modelling configurations on grids ranging from 163 cells to 1603 cells. 
The contributions are summarised in Tab. 1. Due to the code-specific nature of 
such information, it proves impossible to summarise the different numerical 
schemes investigated in a tabular fashion. This information is therefore not in-
cluded in the table, however many partners additionally investigated variations of 
numerical aspects with a fixed modelling framework. 

Table 1 List of partners, methods and benchmark data used 

Partner: Model(s): Grids: Benchmark: 
Alenia EARSM-DES 323 CBC exp 
Ansys-CFX Smag., SST-SAS 323, 643 CBC exp 
DLR SA-DES, X-LES, SST-SAS, TRRANS 163, 323, 643 CBC exp 
EDF Smag., dyn.-Smag. 1283, 1603 KCM exp 
FOI Smag., no-model, SA-DES, k-DES, 

Yoshizawa (Dahlström), mod. Yoshi-
zawa 

323, 643 CBC exp 

ICL Dyn.-Smag., Yoshizawa (Dahlström), 
Yoshizawa 

643 Wray DNS 

IMFT Smag., SA-DES 323, 643 CBC exp 
NLR X-LES 323, 643, 

1283 
CBC exp 

NTS SA-DES, SST-DES (k-ε), SST-DES (k-
ω), SST-SAS 

323, 643 CBC exp 

Numeca SA-DES, Smag., SST-DES, SST-SAS 163, 323, 643 CBC exp 
TUB SALSA-DES, LLR-DES, CEASM-

DES, Wilcox-DES1, Wilcox-DES2, 
Wilcox-DES3, no-mod. 

323, 643 CBC exp, Wray 
DNS 

UMIST SST-DES 643 CBC exp 

5.4   Results and Discussion 

The energy spectra for a multitude of calibrated results based on the CBC bench-
mark data is shown in Fig. 3. The description “calibrated” means that these are the  
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Fig. 3 Selected energy spectra for the calibrated partner results using the CBC data as 
benchmark 

methods and setups that partners have declared to be used for the application test 
cases, rather than test versions or using numerical schemes that are unstable for 
complex applications. The amount of information in the figure is of course exces-
sive, however it serves to illustrate that the majority of implementations deliver 
reasonable turbulent energy spectra for decaying isotropic turbulence. 

Some highlighted results will be presented that allow more detailed discussion 
about some pertinent issues. Figure 4 shows some example results for the use of  
 

    
       (a)                       (b) 

Fig. 4 Examples of DIT for model tuning purposes – (a) ICL tuning of Yoshizawa model 
parameters on the 633 grid against Wray DNS data, (b) NTS tuning of SST-SAS constant 
on 323 and 643 grids against CBC data 



152 IV Applications – Test Cases
 

DIT in line with the primary purpose of tuning model parameters, as well as dem-
onstrating the equivalence of different benchmark data sets for this purpose. ICL 
have tested a modified set of constants for the Yoshizawa one-equation SGS 
model (Yoshizawa & Horiuti, 1985), and NTS results are presented for a calibra-
tion that led to a modification of the SST-SAS model parameter from 0.16 to 0.14. 

A central issue to LES-like simulation methods is the numerical dissipation; for 
the “classical LES” approaches considered in DESider (as opposed to “implicit 
LES”), models are derived for the unresolved scales that assume negligible nu-
merical dissipation. Hence, a strong influence should be detected for the variation 
of the model parameter in DIT as shown by the FOI results with the low-
dissipative 2nd order central difference convection scheme in Fig. 5. An interesting 
test of the energy conservation of the scheme can be carried out by considering 
inviscid flow with the model deactivated – i.e. all tangible sources of dissipation 
eliminated (Benhamadouche & Laurence, 2002, Benhamadouche et al., 2002). In 
this case a κ2 gradient should develop in the spectra (Pope, 2000), as demonstrated 
by the FOI results for the no-model simulation with 2nd order CDS in Fig. 5 as  
well as by (Benhamadouche, 2006). Similar results are reported for TUB simula-
tions with 2nd order CDS in Chapter V, Section 17. In contrast, when the upwind-
biased MUSCL scheme is used for the convective terms, strong damping of the 
high wave-number scales is seen. This scheme is hence unsuitable for the LES-
mode operation of a hybrid RANS-LES method. 

For a certain class of density-based explicit solvers, artificial dissipation of the 
Jameson type must be added to guarantee numerical stability. The results of Nu-
meca shown in Fig. 6(a) demonstrate the strong damping caused by scalar dissipa-
tion of this kind, with the side-effect that the results demonstrate negligible 
 

     
       (a)       (b) 

Fig. 5 Demonstration of sensitivity to model constants for a low dissipative scheme (a) – 
FOI results with the Smagorinsky model on 323 and 643 grids using a 2nd order central dif-
ference scheme and the CBC benchmark data. The effect of the high-dissipative MUSCL 
upwind-biased scheme and lack of SGS model on 2nd order CDS scheme (b) – FOI results 
on a 323 grid 
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       (a)       (b) 

Fig. 6 (a) – Numeca SST-SAS results with scalar dissipation and variation of the model 
parameter, (b) – Improvement of results with matrix dissipation and dependency on k(4) 

coefficient for Numeca SA-DES results 

sensitivity to strong variations in the SST-SAS parameter (compare this to the 
sensitivity seen to much smaller variations in Fig. 4(b)). Significant improvement 
could be obtained by switching to matrix dissipation (Fig. 6(b)), although a 
slightly excessive damping of the high wavenumbers is seen and a strong sensitiv-
ity to the k(4) damping coefficient remains. These observations have also been 
made by Alenia and the DLR (reported in Chapter V, Section 5), partners employ-
ing similar solver architectures. 

An investigation into the issue of filtering in LES was conducted by EDF, em-
ploying DIT based on the KCM benchmark data. Initialisation with spectra trun-
cated to the desired grid resolution was compared with initialisation using spectra 
filtered using a Gaussian filter (with Δ=2h) and the results are plotted in Fig. 7 for 
1283 and 1603 grids (for both of these grids, the cut-off wave number was shown 
to lie within the inertial sub-range). These indicate that the implicit filter imposed 
by the collocated numerical scheme is similar to a Gaussian filter of Δ=2h, at least 
for these regular, Cartesian grids. Furthermore, the choice of filtering the initiali-
sation spectra influences the calibration strongly in the case of the Smagorinsky 
model: the best spectra were returned by CS=0.12 for the truncated spectra, 
whereas CS=0.16 to 0.18 gave the best agreement for the filtered spectra. How-
ever, the CS=0.12 computations delivered a non-physical value of the velocity 
derivative skewness. EDF therefore conclude that a filtering of the initialisation 
velocity field with a kernel approximating the grid filter is a necessary step in the 
calibration using DIT. Interestingly, the effect of truncation versus filtering is neg-
ligible for the computations with the dynamic Smagorinsky model, suggesting that 
this adaptively cancels the effect. Further investigation and consensus on this issue 
should be achieved in future studies. This investigation is described in more detail 
by (Benhamadouche, 2006). 
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     (a)      (b) 

Fig. 7 (a) – EDF results for the constant and dynamic Smagorinsky models, comparing 
truncated and filtered initial fields on a 1283 grid, (b) – comparison of the filtered and trun-
cated cases using the calibrated value of CS in each case on a 1603 grid 

Finally, some examples of “secondary” investigations conducted using the DIT 
case are shown. Following the methodology developed by NTS for the correction 
of RANS model low-Reynolds number terms in DES (described in Chapter II, 
Section 4 and by (Spalart et al., 2006)), TUB derived a version of the model-
specific Ψ correction function for their SALSA-DES implementation (Mockett et 
al., 2008). As shown in Fig. 8(a), the function successfully prevents the undesired 
damping of eddy viscosity. In a separate investigation, TUB experimented with 

 

    
       (a)       (b) 

Fig. 8 (a) – Effectiveness of the Ψ function derived for TUB’s SALSA-DES (against Wray 
DNS benchmark), (b) – Calibration of CDES for three alternative length scale substitutions 
for Wilcox-DES (TUB, CBC benchmark) 
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the substitution of the DES length scale in different terms of the Wilcox k–ω 
model (Yan et al., 2005). Strongly varying values of the CDES parameter were re-
quired for the different formulations (denoted DES1, DES2 and DES3), and it was 
shown that these could not be rigorously determined by analytical means alone. 

5.5   Conclusion 

A large number of DESider partners have demonstrated fundamental validation 
work of the LES portion of their hybrid RANS-LES techniques on the basis of 
decaying isotropic turbulence. A representative selection of these copious results 
has been portrayed, which demonstrates the possibility of calibrating the parame-
ters of novel methods or formulations for diverse solver types. The importance of 
checking the level of numerical dissipation has been underlined, and simple 
method for doing this presented. In cases where numerical dissipation is exces-
sive, DIT serves to test modifications to the discretisation scheme aimed at ad-
dressing this. Hence, it is possible to demonstrate the fundamental ability of the 
model and solver combination to resolve turbulent flow. Additionally, the case 
serves as a simple demonstration of a number of new model features, as well as 
allowing an empirical investigation of modelling issues such as the DES length 
scale substitution method. 

Despite all this, it must be acknowledged that the simplicity of the test case 
leads to a number of important factors being neglected – skewed or stretched 
meshes, the presence of mean flow shear etc. Hence DIT cannot in isolation be 
considered a full validation of a method for generic complex applications. None-
theless, the failure to reproduce DIT does condemn a model/solver combination to 
failure in more complex applications. The consideration of DIT as an essential 
prerequisite test for new methods or implementations is therefore justified. 
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6   Three-Element Airfoil 

S. Deck 

ONERA 

Abstract. New industrial needs in aerodynamics concern for example the noise 
control as well as the capability to predict dynamic loads so that the simulation of 
3D unsteady turbulent flows is required. The main obstacle to practical use of LES 
in an industrial context which involves wall-boundary layers to take into account 
at high Reynolds number remains computational resources. Indeed, LES aims at 
capturing the scales of motion responsible for turbulence production which im-
poses severe demands on the grid resolution near solid-walls. Hybrid RANS/LES 
was invented to alleviate this resolution constraint in the near-wall regions (see the 
review by Sagaut, Deck and Terracol, 2006). 

Especially, the numerical simulation of the flow field around a whole high-lift 
element with deployed slat and flap is a problem of outstanding importance. In-
deed, the flow over a multi-element airfoil is inherently complex and exhibits a 
wide range of physical phenomena including large low speed areas, strong pres-
sure gradients, unsteady flow regions, three-dimensional effects, confluence of 
boundary layers and wake. Each one of the aforementioned topics may constitute 
a very challenging issue for an hybrid RANS/LES method. The objective of this 
study is to assess the capability of a zonal-DES method to handle a complete high-
lift configuration with deployed slat and flap. The approach is firstly explained 
before presenting the results obtained on the multi-element airfoil tested within the 
Europiv2 program. The recently developed Delayed Detached Eddy Simulation 
(DDES) is also briefly presented and assessed on this test case. 

6.1   Test Case Description 

6.1.1   Geometry and Conditions 

This study concerns a three-element airfoil that was tested in the Low Speed Wind 
Tunnel (LWST) of Airbus Bremen (Germany) within the framework of the EU-
ROPIV2 project (G4RD-CT-2000-00190) and used as a test case in the DESider 
European-project (AST-CT-2003-502842). The experimental results presented here 
were reported by Arnott at al. (2003) (see also Neitzke, 2003). Descriptions of the 
experimental apparatus and procedures are described in those publications. One of 
the goal of this experimental study was to investigate the flow over a slat/wing/flap 
model in high-lift configuration. The model is based on a RA16SC1 two-
dimensional profile whose geometry is given in Figure 1. The slat and flap angles 
were set at one position with deflection angles of 30 and 40 deg. respectively. The 
reference chord is equal to c=0.5 m. The tests were performed at a freestream speed 
of U0=54 m.s-1 in atmospheric conditions. The Reynolds number based on free-
stream velocity and chord length of the main wing is equal to 1.7 106.  
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Fig. 1 RA16SC1 model 

6.1.2   Grid 

The present x-y grid has 250 000 points, and the spanwise grid has 31 points with 
Δz/c=2.10-3. The zonal topology used for the present DES computations is also 
presented in Figure 2 which illustrates the two and three-dimensional domains. 
This strategy allows to save 2.106 nodes leading to a total number of Nxyz=5.5 106 
nodes (instead of Nxyz=7.5 106). In addition, the normalized spanwise length of the 
grid is respectively equal to 100 Lz/c=6. The spanwise period appears small at 
first sight, but at this angle of attack, it should be compared with the chords of the 
slat and flap, rather than that of the airfoil. In addition, this figure shows the multi-
domain decomposition where RANS and DES are preformed. Especially, the 
merging of the slat wake with the main body boundary layer is treated in RANS 
mode. The interest of this approach is that the user can focus his grid refinement 
on regions of interest (e.g. LES regions) without corrupting the boundary layer 
properties farther upstream or downstream. The focus regions are limited to the 
slat and flap coves as well as to the flow field over the flap. 

 

 

Fig. 2 Grid topology and Zonal-DES  
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Fig. 3 Pressure coefficient around the airfoil 

The presence of tunnel walls does affect the recirculation and thus the loading 
on the slat leading edge. To match the mean slat loading, the way we use the CFD 
calculation was an adaptation of the angle of attack to the suction peak at the main 
wing and slat. This adaptation is performed thanks to preliminary RANS calcula-
tions. Results presented in this paper were obtained with a 9 degree angle of attack 
(compared to 12 deg. for the experiment), which was found to yield the best as-
sessment with the pressure distribution on the main wing. Figure 3 compares to 
the experiment the averaged pressure coefficient on each element. One can firstly 
notice that at this angle of attack, the main element bears the highest loads. Both 
RANS and zonal-DES compare favourably with experiment except on the flap. 
Indeed, the suction peak on the flap is not well-reproduced by calculations.  

6.2   Computations and Models 

6.2.1   Zonal-Detached Eddy Simulation (ZDES) 

Detached Eddy Simulation is well understood in thin boundary layers where the 
model acts in RANS mode and in massive separation where the model degenerates 
toward a subgrid-scale model. The region corresponding to d ≈ Δ  where the 
model needs to convert from fully modelled turbulence (attached boundary layer) 
to mostly resolved turbulence (massive separation) is recognized as delicate. This 
situation happens when the switching to LES mode occurs inside the boundary 

layer, e.g., when the grid brings the ΔDESCd
~ =  branch to intrude into the bound-

ary layer. This practically results in lower eddy viscosity, but not weak enough to 
allow eddies to form which yields lower Reynolds stress levels compared to those 
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provided by the RANS model. Note that this issue was already addressed in the 
original paper presenting the method by Spalart et al. (1997) . 

For complex geometries, the building of a DES grid appears to be a dilemma 
for the user. On one hand, the RANS part of the simulation requires a near wall 
grid spacing in tangential direction much larger than the boundary layer thickness 
at that location to avoid Modelled-Stress-Depletion (MSD, see Spalart et al. 2006). 
On the other hand, there is no reason why a DES calculation should accept a 
coarser grid than a LES calculation. Especially, an LES grid is locally refined in 
all direction since strongly anisotropic grids are inefficient. As a result, the grid is 
also refined in regions not intented to be handled by LES. This situation is practi-
cally unavoidable in structured grids where refinement is required in regions of 
high geometry curvature or in presence of thick boundary layers. Note that both 
features are encountered on a high lift device making it a challenging case for a 
hybrid RANS/LES simulation. 

To avoid this problem, we developed a “zonal-DES” approach (Deck 2005a 
and 2005b) where attached boundary layer regions are explicitly treated in 
URANS mode no matter how fine the grid is. That means that, following the ex-
ample of RANS/LES coupling methods, the user has to select individual RANS 
and LES domains. The interest of this approach is that the user can focus his  
grid refinement on regions of interest without corrupting the boundary layer prop-
erties farther upstream or downstream. The computational grid has then to be care-
fully designed. For example, in the LES region (e.g. outside boundary layers),  
the grid is designed to obtain nearly cubic cells in order to use the cube  

root ( ) 3/1zyx ΔΔΔ=Δ  as “filter-width” for LES. This simple modification de-
creases drastically the level of predicted eddy viscosity since this latter is propor-
tional to the square of the filter width. We also made the choice to remove the near 
wall functions in LES mode formulation (see also Breuer et al., 2003): 

fv1=1, fv2=1, fw=1. 

This choice also avoids that the damping functions of the RANS model interpret 
the low eddy viscosity levels typical of resolved LES regions as closeness to the 
wall with corresponding fast non-linear drop of sub-grid viscosity. An alternative 
proposal that prevents the activation of the low Reynolds terms in LES mode has 
been made by Shur et al. (2003) by introducing a threshold function based on the 
ratio νt/ν. 

6.2.2   Delayed-Detached Eddy Simulation (DDES) 

Spalart et al. (2006) redefined the DES length scale in order to preserve the 
RANS treatment of the boundary layer (Spalart and Allmaras, 1994). The modi-
fication is analogous to that developed by Menter and Kuntz (2003) which uses 
the blending function F2 of the SST model (Menter, 1994). The new length-scale 
is redefined as: 

( )max 0.,d
w w DESd d f d C= − − Δ
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where fd is a shielding function designed to be 1 in the LES region and 0 else-

where. Therefore setting fd to 0 yields RANS ( )wd d=  no matter how fine the grid 

is while setting it to 1 gives standard DES ( )( )min ,w DESd d C= Δ . The quantity 

2 2
, ,

t
d

i j i j w

r
U U d

ν ν
κ

+=  is used as an argument to the function [ ]( )3
1 tanh 8d df r= − . 

The subscript “d” means “delayed” and this new version of the technique is re-
ferred to as DDES for Delayed DES. 

Although the new definition of d  could appear as a mere adjustment within 
DES, there is however an essential change. Indeed, the DDES length scale does 
not depend only on the grid but also on the time-dependent eddy viscosity field.  

6.3   Results and Discussion 

6.3.1   ZDES 

It is desirable to study the slat flow first because its effect is convected all the way 
downstream. The flow field over the slat is not well understood and is difficult to 
predict. Figure 4 shows a positive value of the Q-criterion coloured by the trans-
verse velocity component. This figure clearly illustrates the roll-up of two-
dimensional eddies in the free shear layer which progressively become three-
dimensional when they impact the lower side of the slat. More precisely, after 
experiencing severe distortion at the reattachment point, some large and strong 
vortices are entrapped in the cove. Computed and experimentally statistical-
averaged velocity magnitudes are also compared to the experiment in Figure 4 The 
time-averaged velocity magnitudes contours near the leading edge slat clearly dis-
play the acceleration of the local flow through the gap as well as the recirculation 
zone. This low speed recirculation area on the suction side of the slat is bounded  
 
 

 

Fig. 4 Instantaneous flowfield (left) / Averaged velocity field (right) in the slat area (solid 
line: zonal-DES, dashed line: PIV) 
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Fig. 5 Averaged streamlines (left) / Velocity fluctuation (right) in the slat area (rake 0) 

by the mixing layer that develops in the shear layer. The flow acceleration through 
the slat/wing gap is particularly prominent. The development of the slat wake and 
gap flow is also evidenced. It is observed that the mean velocity fields obtained by 
zonal-DES as well as the size of the separation are in fair agreement with experi-
ment. The velocity component fluctuations profiles are also shown. The highest 
levels of transverse velocity fluctuations up to 9% are observed in the vicinity of 
the lower surface. The levels of turbulent kinetic energy are also underestimated 
by the calculation (see Figure 5). 

Computed and experimentally statistical-averaged velocity magnitudes around 
the main wing are compared to experiment in Figure 5 The time-averaged velocity 
magnitude contours near the leading edge flap display the acceleration of the local 
flow through the gap as well as the recirculation zone. Important stages such as 
merging of the slat wake and the main element boundary layer are depicted. Be-
sides, the turbulent structures depicted in Figure 6 show the merging and turning 
effects of the wakes. In addition, this instantaneous field reveals that the vortices 
that do escape through the gap are severely deformed by the accelerating local 
flow in such a way that they become mainly longitudinal eddies. The spanwise  
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Fig. 6 Instantaneous flowfield (left / Averaged velocity field (right) in the flap area  (solid 
line: zonal-DES, dashed line: PIV) 

grid extension Δz has therefore to be small enough to allow the capture of these 
thin elongated eddies. It is also worth noting that the flow through the gap is un-
steady and three-dimensional and that these features can not be reproduced by 
classical steady RANS calculations. 

6.3.2   DDES 

ONERA also contributed together with NTS to the development and validation of 
the Delayed Detached Eddy Simulation. Figure 7 presents the contours of spanwise 

Fig. 7 Flow over a multi-element airfoil and DDES behavior 
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velocity and shows that the separated regions, namely the slat an flap coves as 
well as the wake over the flap sustain LES content while the attached boundary 
layer is shielded with DDES. This is confirmed by the same figure which presents 
the modelled stresses at location x/c=0.95 where the boundary layer has become 
very thick. The grey area penetrates deeply into the boundary layer and the mod-
elled stress depletion is clearly evidenced when using standard DES (DES97). 
Conversely, the boundary layer is mostly shielded with DDES.  

6.4   Conclusions 

The numerical simulation of the unsteady flow field around a high-lift element 
with deployed slat and flap is a problem of outstanding importance but is a very 
difficult and challenging case for DES since it presents thick boundary layers. 
Such a complex simulation has been possible thanks to the use of a ”zonal-DES” 
(ZDES) method, allowing to reduce the cost of the simulation compared to a LES 
by limiting the extent of the DES zones while maintaining the desired level of 
accuracy in (U)RANS and focus regions. The results also provide an insight into 
the real unsteady nature of the flow around a three-element airfoil that cannot be 
reproduced by classical RANS models. Furthermore, it is worth to stress that ac-
quisition of experimental PIV data like those performed in the EUROPIV2 project 
is crucial to validate hybrid RANS/LES methods and thus to improve the CFD 
methods that are used to design such high-lift systems. A first DDES has also 
shown that the RANS mode is maintained in thick boundary layers whilst switch-
ing to (and maintaining) the LES content after separation. 
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7   Simpson’s 3D Hill Test-Case 
S. Benhamadouche 

EDF 

7.1   Test-Case Description 
The three-dimensional hill tested in the present work is from the experiments by 
Simpson et al (2002) and Byun (2004). The geometry of the computational do-
main is given in Figure 1. The body height is H=0.078 m. The geometry of the hill 
is given by the following function, 
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where Λ=3.1962 and a=2H. J0 and I0 are respectively the Bessel function of the 
first kind and the modified Bessel function of the first kind. The Reynolds num-
ber, based on the maximum inlet velocity (Uref=27.5 m/s in the experiment) and 
the hill height H is Re=130 000. The Hill is at a distance L1 from the inlet and L2 
from the outlet. The channel has two lateral walls separated by a distance L3 and a 
roof at a height of L4 from the ground plane. In the experiment, the values are 
L1=3.03m, L2=4,95m, L3=0.91m, L4=0.25m. The tunnel free-stream turbulent in-
tensity reported in Simpson et al (2002) is 0.1%. The boundary layer when the hill 
is not in place is equal to 39 mm at the position of the hill. All the variables in the 
following are normalized by H and Uref. Figure 2 shows the two planes where 
most of the measurements were made. 

 

Fig. 1 Computational domain definition Fig. 2 Two major planes for post-
processing 

7.2   The Computations 

The main simulation features by the different contributors are as follows: 

7.2.1   Chalmers University 

Three computations are reported herein. Note that the two hybrid simulations have 
been also performed with a fixed RANS/LES interface (using the gridlines) but 
gave very close results.  
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 Ch_LES_Fine15M_NoFl Ch_Hyb Ch_Hyb_NoFl 
Turbulence mo-
del (TM) 

LES Hybrid 
RANS/LES 

- 

Specificities of 
TM 

One equation One equation for 
both. 

Interface defined 
with instant. 
streamlines 

- 

Number of 
nodes 

15M 1.7M 
(162x82x130) 

- 

Inlet BC (mean) experimental - - 
Inlet BC 
(unsteady part) 

No Fluctuations Isotropic Synthetic 
Turbulence 

No fluctuations 

Maximum CFL 2 1.3 - 
y+ max, lower 
wall 

 2 - 

T*Uref/H  580 410 
“-“ means the same options as in the previous computation are used. 

7.2.2   FOI 

Four computations are reported by partner FOI: 

 FOI_kDES FOI_Hyb_Smag FOI_Hyb_k FOI_Hyb_k_N 
oFl 

Turbulence 
model (TM) 

kDES Hybrid 
RANS/LES 

- - 

Specificities 
of TM 

k eq. based on 
DES 

RANS: zero 
equation 

LES: Smagorins-
ky Cs=0.12 

RANS: zero 
equation 

LES: k eq. 

- 

Number of 
nodes 

1M 
(128x80x96) 

1.1M 
(144x80x96) 

1M 
(128x80x96) 

- 

Inlet BC 
(mean) 

experimental - - - 

Inlet BC 
(unsteady 
part) 

Fluctuations 
recycled and 
rescaled from 

the outlet 

Fluctuations  
recycled and  

rescaled from a 
downstream plane

Fluctuations 
recycled and 
rescaled from 

the outlet 

No fluctuations 

Maximum 
CFL 

12 9 11 10.5 

y+ max 
lower wall 

0.17 0.36 0.3 0.2 

T*Uref/H 37 34 48 47 
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7.2.3   Imperial College 

Although several computations have been carried out by Imperial College (Tessi-
cini, 2007), only three of them are reported here: 
 
 IC_LES_TL IC_LES_Fine9M IC_LES_Fine37M 
Turbulence model 
(TM) 

LES (Two Layer 
model) 

LES - 

Specificities of TM Dynamic (average 
in span-wise  

direction) 

- - 

Number of nodes 3.5M 
(192x96x192)  

9.6M 
(448x128x192) 

36.7M  

Inlet BC (mean) Results from 
RANS calc. 

- - 

Inlet BC (unsteady 
part) 

quasi periodic 
recycling and re-

scaling 

- - 

Maximum CFL 0.2 0.2  
y+ max lower wall 20 5  
T*Uref/H 70 70 100 

7.2.4   EDF 

Two simulations are reported herein:  

 EDF_LES_WF EDF_LES_EWF 

Turbulence model (TM) LES Cs=0.065 - 

Specificities of TM Standard WF Extended WF (meshless) 

Number of nodes 3.7M (unstructured) - 

Inlet BC (mean) RANS calculation - 

Inlet BC (unsteady part) Vortex method - 

Maximum CFL 0.6 0.6 

y+ max lower wall (during
the simulation) 

200 200 

T*Uref/H 108 136 

7.3   Discussion 

Within the precursor FLOMANIA project, several partners have investigated the 
3D-Hill flow with numerous RANS, LES and Hybrid RANS/LES models. Only 
the last two methods gave satisfactory results. None of the RANS computations  
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Fig. 3 Stream-wise velocity component in the plane x=3.69 

gave a credible representation of the flow. During DESIDER 4 kinds of ap-
proaches for turbulence modelling have been used  

1. DES (1 computation from FOI) 
2. Hybrid RANS/LES (2 from Chalmers, 3 from FOI) 
3. LES with wall treatment (1 from EDF, 1 from IC) 
4. LES with no slip boundary conditions (1 from Chalmers, 1 from EDF, 2 

from IC) 

The kDES gives the worst results. This is shown for the stream-wise velocity in 
figure 3 where the results of kDES are compared to those of hybrid RANS/LES 
approaches. The velocity vectors projected on the planes z=0 and x=3.69 are given 
in figure 4 and compared to the experimental results. The recirculation region is 
too large and the secondary motion in the plane x=3.69 is not well predicted. 

 
 

  

Fig. 4 The projection of the velocity vector in the planes z=0 on the top and x=3.69 on the 
bottom (left: FOI_kDES, right: Experiment) 
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Fig. 5 Stream-wise velocity component in the plane x=3.69 

  

Fig. 6 The projection of velocity vector in the planes z=0 on the top and x=3.69 on the bot-
tom (left: Ch_Hyb_NoFl, right: Experiment) 

FOI calculations (FOI_Hyb_k and FOI_Hyb_k_NoFl) show also that it is man-
datory to use fluctuating inlet conditions with hybrid-RANS LES approaches for 
the present test-case. This is confirmed by Hybrid RANS/LES calculations from 
Chalmers University with steady inlet BC (Ch_Hyb and Ch_Hyb_NoFl) which 
exhibit an unusual behaviour far from the symmetry plane (see figure 5). Figure 6 
shows the projection of the velocity vectors on the planes z=0 and x=3.69 for 
Chalmers computation (Ch_Hyb_NoFl). One can clearly see that there are two 
counter rotating vortices in the plane x=3.69 instead of one. 

The Hybrid RANS/LES simulations from FOI (FOI_Hyb_Smag and 
FOI_Hyb_k) and from Chalmers (Ch_Hyb) give reasonable results (see figures 7 
to 10). Although the hybrid approach using a standard Smagorinsky model gives 
the best results in the cross section plane x=3.69, it predicts a too large recircula-
tion zone in the symmetry plane. Note that no simulation managed to capture the 
wall normal velocity behaviour in particular at z=-0.33 (see figure 8). A global 
overestimation of the turbulent kinetic energy is also observed, in particular close  
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Fig. 7 Stream-wise velocity component in the plane x=3.69 

 
 

Fig. 8 wall-normal velocity component in the plane x=3.69 

 
 

Fig. 9 span-wise velocity component in the plane x=3.69 
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Fig. 10 kinetic energy in the plane x=3.69 

to the symmetry plane (see figure 10). The recirculation in the symmetry plane 
z=0 is satisfactory with the two hybrid RANS/LES approaches which use a k 
equation for LES (FOI_Hyb_k and Ch_Hyb) but both fail in predicting the tangen-
tial structure of the flow in the plane x=3.69. 

LES seems to be more adapted to give satisfactory results in the present test-
case. Figures 11 to 14 give respectively the stream-wise velocity, the wall normal 
velocity, the span-wise velocity and the turbulent kinetic energy for the computa-
tions using pure LES as a turbulence model (the results are plotted when avail-
able). The Two Layer approach utilized by Imperial College agrees quite well 
with the experimental data. The recirculation region is still too large but a good 
agreement is observed for the secondary motion in the plane x=3.69 (see figure 
15). The wall functions or extended wall functions used by EDF give satisfactory 
results (with slight differences between the two approaches) in the plane x=3.69 
but the recirculation region is significantly too large (see figure 15).  

 

 
Fig. 11 Stream-wise velocity component in the plane x=3.69 
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Fig. 12 wall-normal velocity component in the plane x=3.69 

 

 

Fig. 13 Span-wise velocity component in the plane x=3.69 

The Chalmers LES (Ch_LES_Fine15M_NoFl) computation did not use any 
synthetic turbulence or LES/DNS results at the inlet. 

It shows satisfactory results (some profiles for this computations are not avail-
able). The question of the importance of inlet boundary conditions for pure LES is 
raised again for the present test-case. After a simulation with 9M cells, Imperial 
College concluded that the mesh has still to be refined. The finest mesh has 35M 
cells and seems to be the closest one to the experimental data (see figure 15). This 
is confirmed in the symmetry plane by the pressure coefficient in figure 16. A 
secondary motion has been observed in fine LES computations by Imperial Col-
lege in the plane x=3.69 (see figure 17). This structure may be observed on both 
sides of the symmetry plane and should disappear in average but entails a very 
long averaging time.  
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Fig. 14 kinetic energy in the plane x=3.69 - comparison between LES computations 

IC_LES_TL 

EDF_LES_EWF 

IC_LES_Fine9M 

IC_LES_Fine37M 

Experiment

 

Fig. 15 The projection of velocity vector in the planes z=0 on the top and x=3.69 on the 
bottom 
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Fig. 16 Cp coefficient for various computations from Imperial College (including 
IC_LES_TL, IC_LES_Fine37M) 

 

Fig. 17 The Wake structure in the plane x=3.69 with fine LES (IC_LES_Fine36M) 

7.4   Conclusions 

It is very difficult to draw definitive conclusions for the present test-case. It seems 
that the only approaches that may give satisfactory results are the one involving 
pure LES. None of the RANS or DES approaches managed to give satisfactory 
predictions for this test-case. 

Hybrid RANS/LES approaches, LES with wall treatment, and LES with no-slip 
boundary conditions give better results. The question of the importance of unsteady 
boundary conditions is still open for pure LES. It has been clearly shown in the pre-
sent report that the unsteadiness is mandatory for hybrid RANS/LES computations. 

LES with no-slip boundary conditions seems to be the key for the present case. 
The LES from Imperial College with 37 million cells gave the best results but still 
shows that the mesh probably needs to be still finer. 
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8   Fully Developed Channel  

L. Davidson 

Chalmers 

Abstract. Wall-resolved large-eddy simulation (LES) is an accurate method to 
predict both time-averaged and instantaneous (large-scale) wall-bounded flow. 
Unfortunately, LES requires too large computational resources at high Reynolds 
numbers. One way to circumvent this problem is to use wall models. This test case 
aims at evaluating different wall models. Two main types of models are used, 
namely low Reynolds number models and models.  

This test case was 50% mandatory ( 4000Re = , low-Re), meaning that part-
ners could choose to do this test case or test case 5 (DIHT, Decaying of Isotropic 
Homogeneous Turbulence).  

8.1   Low Reynolds Number Models 

The boundary layer is resolved in the wall-normal direction down to approxi-
mately one viscous unit. A low-Re number model is used near the walls (most 
partners use a RANS model) and LES is used further away from the wall.  

8.2   Wall Functions 

The first cell is placed in the log-law region. Most partners used classical wall 
functions based on local equilibrium which are used in the same way as in RANS. 
The wall-adjacent nodes are located in the log-layer. The wall shear stress is then 
estimated using an empirical law, such as the log-law Deardorff (1970. The flow 
is by some partners covered entirely with LES whereas other partners use a mix 
between RANS (near the walls) and LES (outer flow). Although wall functions 
include a higher element of modelling compared to low-Re formulations, one big 
advantage is that the aspect ratio of the cell sides is more than one order of magni-
tude smaller on wall function grids compared to low-Re grids. 

One partner, ICSTM, used a two-layer model. In two-layer models (Balaras et al 
1996; Cabot, 1995; Cabot and Moin, 1999; Tessicini et al.,  2007; Wang and Moin,, 
2002) (also called “thin boundary layer equations”) the first node in the LES-
simulations is located – as when using wall functions – in the log-region. Then a 
new fine near-wall mesh is created covering the wall-adjacent LES cell. This fine 
mesh may consist of 30 cells in the wall-normal direction and is the same as the 
LES mesh in the wall-tangential directions. On this fine mesh the boundary layer 
equations are solved. The wall shear stress is obtained from the the boundary-layer 
equations and is then fed back to the LES mesh as a wall boundary condition. 
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8.3   Technical Description 

Three different Reynolds number have been investigated, 4000Re uτδ ν= / = , 

8000 and Re=16000. Since the flow should be fully developed periodic boundary 
conditions are used in both streamwise ( x ) and spanwise ( z ) directions. Both 

low-Re grids (first cell at y+  1) and grids for wall functions (first cell in the loga-
rithmic region) were defined. In order to be able to use periodic boundary condition 
in the x -direction also for the pressure, it was recommended to add a driving con-
stant forcing term per unit volume in the streamwise momentum equation,  

2 1US u V Vτρ δ δ= = ⋅  

The domain was defined as ( ) (6 4 2 3 2)max max maxx y z, , = . , , .  for all grids. This 

gives ( ) (0 1 0 05)x zδ δΔ / ,Δ / = . , .  for all grids and Reynolds numbers whereas the 

grid spacing in viscous units will depend on the Reynolds number.  

8.3.1   Mandatory Low-Re Grid, 4000Re =  

• 4000Re = , 64 80 64× ×  cells  

• ( ) (400 200)x z+ +, = , , 15% stretching in y -direction so that 

( ) (2 2 520)min maxy y+ +Δ , Δ = . , .  

8.3.2   Recommended Low-Re Grids, 8000Re =  and 16000  

• 8000Re = , 64 96 64× ×  cells. ( ) (800 400)x z+ +, = , , 15% stretch-

ing in y -direction so that ( ) (1 47 1040)min maxy y+ +Δ ,Δ = . , .  

• 16000Re = , 64 96 64× ×  cells. ( ) (1600 800)x z+ +, = , , 18% 

stretching in y -direction the first 15  cells, then 15% so that 

( ) (1 85 2090)min maxy y+ +Δ , Δ = . , .  

8.3.3   Recommended Wall-Model Grids, 4000Re = , 8000  and 
16000  

• 4000Re = , 64 64 64× ×  cells, ( ) (400 200)x z+ +, = , , constant 

yΔ  so that 125min maxy y+ +Δ = Δ = .  

• 8000Re = , 64 64 64× ×  cells, ( ) (800 400)x z+ +, = , , 5.3% 

stretching in y -direction so that ( ) (100 500)min maxy y+ +Δ , Δ = , .  

• 16000Re = , 64 64 64× ×  cells, ( ) (1600 800)x z+ +, = , , 9% 

stretching in y -direction so that ( ) (97 1410)min maxy y+ +Δ , Δ = , .  



176 IV Applications – Test Cases
 

8.4   Participants and Methods 
The following partners have worked on this test case: Chalmers, EDF, FOI, Impe-
rial College (ICSTM), NTS, TUB and UMIST. Below we summarize the methods 
different partners have used.  

8.4.1   Chalmers 

A hybrid LES-RANS approach is used in which a one-equation model is em-
ployed in both regions. Recommended grids are used. The matching line is pre-
scribed along a constant grid line. Both forcing and no forcing are used. When 
using forcing, instantaneous turbulent fluctuations are added at the matching plane 
between the LES and URANS regions in order to trigger the equations to resolve 
turbulence. The turbulent fluctuations are taken from synthesized homogeneous 
turbulence assuming a modified von Kármán spectrum. More detail in Davidson 
and Billson (2006). 

Simulations are also carried out using classical wall-functions (instantaneous 
log-law); in this case only “no forcing” is used.  

8.4.2   EDF 

Extended wall-function (pressure gradient is taken into account). LES is used in 
the entire domain.  

8.4.3   FOI 

A hybrid one-equation model. In the inner region, a RANS k equation is used and 
in the outer region a SGS k  equation is employed. For more detail, see Peng 
(2005). 

8.4.4   ICSTM 

The LES Dynamic Model is used in the outer layer. The dynamic coefficient is 
averaged in the spanwise direction and filtering is applied in the periodic direc-
tions. The two-layer approach is used including all terms and 32  cells are used in 
the wall-normal direction. For greater detail, see Tessicini et al (2007).  

8.4.5   NTS 

Generalization of DDES approach to LES with wall modelling based on the SA 
and M-SST background RANS models. Recommended grids have been used. 
More detail can be found in  Travin et al. (2006). 

8.4.6   TUB 

The model "CEASM-WMLES" (NTS method applied to CEASM-DES) is used 
on the recommended grids. CEAMS stands for Compact Explicit Algebraic Stress 
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Model and WMLES stands for Wall Modelling LES. Universal wall treatment is 
used (hybrid low-Reynolds/high-Reynolds wall function) allowing freedom of y+  

value of first point – defaults to low-Re B.C for mandatory grid.  

8.4.7   UMIST 

In Schumann’s approach ijτ  is split into two parts  

2 ( ) 2 (1 )ij ij ijij a rf fs s sτ ν ν= − − < > − − < > , 

where < ⋅ >  denotes averaging. The first part (locally isotropic part) corresponds 
to the fluctuating contribution to the SGS stress and the second part (inhomogene-
ous part) takes the wall effects into account. A blending function is introduced to 
achieve a smooth transition between the two parts, i.e.  

1 3

2 ( ) 2 (1 )

0 46
tanh

2

ij ij ijij a r

t

s

f fs s s

L
f

C

τ ν ν
.

= − − < > − − < >

⎛ ⎞.= ⎜ ⎟Δ⎝ ⎠

 

The first and the second term of the SGS stress correspond to the outer and inner 

region, respectively. The turbulent viscosity, rν , is obtained from mixing the 

length model, and aν  is obtained from the Smagorinsky model. The averaged 

velocity is computed as a running average, i.e.  
 

1(1 )n nU U Uα α −< >= + − < >  
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Fig. 1 Re=4000: Velocity profiles. Low-Re number models. Solid line: Chalmers, no forc-
ing; dashed line: Chalmers, forcing; dash-dotted line: NTS, SST hybrid; circles: UMIST, 
Shuman’s approach; black squares: log-law 
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Fig. 2 Re=4000: Velocity profiles. Low-Re number models. Solid line: NTS, SA hybrid; 
dashed line: TUB, CEASM-WMLES; dash-dotted line: FOI, one-eq, black squares: log-law 
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Fig. 3 Re=4000: Resolved shear stresses. Low-Re number models. Solid line: Chalmers, no 
forcing; dashed line: Chalmers, forcing; dash-dotted line: NTS, SST hybrid; circles: UM-
IST, Shuman’s approach 

8.5   Results 

Figures 1–11 present the velocity profiles and the resolved and modelled shear 
stresses using either low-Re grids or wall function grids.  

For the low-Re number grids, the predicted velocity profiles are – in general – 
in good agreement with the log-law. However, one-equation models (Chalmers, 
no forcing and FOI) give an over-prediction of the centreline velocity (or, rather,  
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Fig. 4 Re=4000: Resolved shear stresses. Low-Re number models. Solid line: NTS, SA 
hybrid; dashed line: CEASM-WMLES, TUB; dash-dotted line: FOI, one-equ 
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Fig. 5 Re=4000: Modelled shear stresses. Low-Re number models. Solid line: Chalmers, no 
forcing; dashed line: Chalmers, forcing; dash-dotted line: NTS, SST hybrid; circles: UM-
IST, Shuman’s approach 

over-prediction of the ratio of the centerline velocity and the friction veloc-
ity, u uτ< > / ), see Figs. 1, 2, 7a and 8a. The predicted resolved and modelled 

stresses are fairly similar for all models for Re=4000, with the exception of the 
one-equation model used by FOI. For this model the modelled part is much larger 
than for the others (Fig. 6) and, consequently, the resolved part is much smaller 
(Fig. 4). It can be noted that the results by TUB and the two results by NTS agree  
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Fig. 6 Re=4000: Modelled shear stresses. Low-Re number models. Solid line: NTS, SA 
hybrid; dash-dotted line: FOI, one-equ 
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Fig. 7 Re=8000: Velocity profiles and resolved shear stresses. Low-Re number models. 
Solid line: Chalmers, no forcing; dashed line: Chalmers, forcing; dash-dotted line: NTS, 
SST hybrid; circles: FOI, one-equ 

well with each other; the reason is that they are using the same DES but with dif-
ferent underlying turbulence models.  

When the Reynolds number is increased (Re=8000 and 16000) it is clearly seen 
how the resolved part of the total shear stresses decreases, see Fig. 7b and 8b. Since 
the total shear stress must vary linearly as y-1, the modelled part consequently in-
creases for increasing Reynolds number. For the largest Reynolds number, there is  
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Fig. 8 Re=16000: Velocity profiles and resolved shear stresses. Low-Re number models. 
Solid line: Chalmers, no forcing; dashed line: Chalmers, forcing; dash-dotted line: NTS, 
SST hybrid; circles: FOI, one-equ 
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Fig. 9 Re=16000: Velocity profiles and resolved shear stresses. Wall functions. Solid line: 
ICSTM, two-layer model; dashed line: EDF, extended wall-functions; dash-dotted line: 
TUB, CEASM-WMLES with wall-functions; circles: Chalmers, wall-functions; black 
squares: log-law 

a rather large difference in the predicted resolved shear stresses, see Fig. 8. The 
largest shear stresses are obtained with the one-equation model, with forcing. It is 
known that forcing increases the resolved fluctuations (Davidson and Billson, 
2006). The SST hybrid model gives a smaller resolved shear stress than both one-
equation models, which can be explained by the fact that the underlying turbulence 
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model is a RANS model. It can be noted that the difference in predicted resolved 
shear stresses between the one-equation model and the SST hybrid model is some-
what smaller for Re=8000 (Figs. 7b) and very small for Re=4000 (Fig. 3).  

Turning to the wall functions, the predicted velocity profiles are in good 
agreement with the log-law for Reynolds number of 4000 , see Fig. 9a. When the 
Reynolds number is increased, the agreement deteriorates. At Reynolds number 
8000 (Fig. 10a), the wall functions (Chalmers and EDF) yield somewhat too small 
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Fig. 10 Re=8000:  Velocity profiles and resolved shear stresses. Wall functions. Solid line: 
ICSTM, two-layer model; dashed line: EDF, extended wall-functions; circles: Chalmers, 
wall-functions; black squares: log-law 
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Fig. 11 Re=16000: Velocity profiles and resolved shear stresses. Wall functions. dashed line: 
EDF, extended wall-functions; circles: Chalmers, wall-functions; black squares: log-law 
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velocity in the inner region ( 400y+ < ) whereas the two-layer model gives too low 

velocity in the outer region ( 500y+ > ). The underprediction of the velocity in the 

inner region becomes slightly worse at Reynolds number 16000, see Fig. 11a, at 
which the velocity is too small for 1000y+ < . The Reynolds number effect is 

clearly seen in the resolved shear stresses, Figs. 9b, 10b and 11b: the higher the 
Reynolds number, the smaller the resolved shear stress – and, consequently, the 
larger the modelled part – near the wall.  

8.6   Concluding Remarks 

A number of hybrid LES-RANS models and DES wall models have been evalu-
ated for high-Reynolds number channel flow. Both low-Re grids and wall func-
tions grids have been used.  

• The DES approach proposed by NTS is found to give good results at all Rey-
nolds numbers; the fact that another partner – TUB – has implemented the 
approach of NTS and obtained results that agree well with those of NTS fur-
ther strengthens the conclusion.  

• Most models behave reasonably when the Reynolds number is increased: the 
modelled content increases and the resolved content decreases.  

• Classical wall functions based on the instantaneous log-law work surprisingly 
well, both when used in pure LES or in hybrid LES-RANS.  
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9   Bump in Square Channel (ONERA Experiment) 

F.R. Menter and Y. Egorov 

ANSYS Germany GmbH 

Abstract. An experiment was conducted in the course of the DESIDER project by 
ONERA. The geometry is a diffuser with a low aspect ratio. The goal was to have 
a reference testcase with a large separation zone and a three-dimensional mean 
flow topology. This distinguishes this testcase from other cases, which have been 
set-up for nominally two-dimensional flow. Three-dimensionality was achieved in 
this experiment by a relatively low width to height ratio (10/3 at the inlet and 5/3 
at the outlet). This experiment has been computed with a wide range of numerical 
methods and physical models. The results of the experiment and the simulations 
will be compared in this chapter.  

9.1   Introduction 

The bump shape and the flow parameters for this experiment were selected in a 
way, which resulted in a significant separation zone in the middle part of the 
channel at the bump end. Preliminary CFD simulations were carried out at  
ANSYS Germany in order to estimate the desirable bump shape. A flow solver 
ANSYS-CFX was used for these simulations. The main challenging tasks of the 
designed test case are the correct prediction of the separation location from a 
smooth curved surface, the fast development of the resolved turbulent content in 
the separated shear layer, and the adequate simulation of the influence of corner 
vortices on the separation zone in the middle. Figure 1 illustrates the flow struc-
ture with the mean stream lines and the mean separation zone boundary, as pre-
dicted with an ω-based Reynolds Stress turbulence model. 

 
Fig. 1 Time-averaged flow 
configuration near the 
separation zone after the 
bump 
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This chapter summarises and compares the simulation results obtained by the 
test case participants: ANSYS, Chalmers University, FOI, NLR, NTS, Numeca, 
and TU Berlin. Details on the experiment are given in Chapter III.1. 

9.2   Physical Properties and Boundary Conditions 

According to experimental conditions, water with density of 997 kg/m3 and  
dynamic viscosity of 0.89⋅10-3 kg/m/s was used as work fluid. The following 
boundary conditions, corresponding to the experiment, were provided to all  
partners: 

• Inlet: specified distributions of the Cartesian velocity components, and of the   
turbulence variables (k and ω provided by ANSYS see below). 

• Outlet: specified averaged static pressure. 
• Bottom, top, and side walls: no-slip boundary conditions. 

The inlet plane is located at X=-0.367 m relative to the end of the bump. LDV-
measured mean velocities U and V, as well as the Reynolds stresses ' ', ' ', ' 'u u v v u v  

have been provided by ONERA for this plane along nine lines Z=const and seven 
lines Y=const. In order to supply the boundary condition data the whole inlet 
plane, a special RANS simulation for the upstream part of the bump geometry was 
performed by ANSYS using the ω-based Reynolds stress transport model of the 
ANSYS-CFX solver. The resulting velocity distribution was then additionally 
multiplied by an analytic correction function f(y) to exactly match the measured 
velocity profile in the boundary layer and in the core flow in the central plane. 
Figure 2 (left) shows the velocity profiles along the central line Z=0 of the inlet 
plane. The calculated and then corrected velocity distribution fits well with the  
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Fig. 2 Adjustment of the computed velocity profile on the bump surface to the LDV meas-
urements (left). LDV-measured velocity profiles along the vertical lines z=const at the inlet 
plane (right) 
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measured profiles far from the side walls. Near the side walls, however, the 
measurements clearly indicate vortex traces, as shown on Figure 2 (right). Since 
the source of these vortices was not clearly identified, it was decided to ignore 
them when specifying the inlet boundary conditions. It should be kept in mind 
that the experimentally observed side vortices can in principle become a source 
of uncertainty. 

9.3   Grid Information  

A hexahedral grid of around 4 million nodes (221×121×150), provided by AN-
SYS, is shown on Figure 3. The grid is refined to all the walls providing for an 
average y+ value of around one. 

 

Fig. 3 Computational domain and grid 

This grid was used by all partners except for NLR, although some of them 
slightly changed the number of nodes for the sake of the multi-grid methods. NLR 
has used a two times coarsened grid in each direction (110×60×76). 

9.4   Participating Partners, Turbulence Models, and Simulation 
Details 

Table 1 provides for a summary of the test case participants, the models used, 
as well as the time step information. Figure 4 gives a representative Courant 
number snapshot at the central plane, corresponding to the time step value of  
1 ms. 

In all simulations, except for the second simulation by Uni. Chalmers, steady inlet 
boundary conditions have been used according to the supplied inlet data arrays. 



9   Bump in Square Channel (ONERA Experiment) 187
 

Table 1 List of participants, models, and time step information 

Partner Turbulence model Time step, 
ms 

Averaging time, 
 s 

Uni.  
Chalmers 

 

HybridLES-RANS, steady inlet 
BC 
Hybrid LES-RANS, fluctuating 
inlet BC 

0.42 
0.42 

12 
10.9 

FOI Hybrid LES-RANS (zero-eq. 
HYB0 model) 

0.4 6.5 

NLR X-LES 1.886 3.9 

NTS SST-DDES 0.465 2.8 

Numeca Spalart-Allmaras DES-97 1.0 3.2 

TU  
Berlin 

 

CEASM-DDES 
SAE-DDES 
SAE-WMLES 

0.8 
0.5 
0.5 

7.2 
3.0 
2.8 

ANSYS SST-SAS 0.5 7 

 

Fig. 4 Typical instantaneous distribution of the Courant number, obtained with the time 
step of 1 ms 

9.5   Results of Simulations 

The calculated results are compared to each other and to the measurements in the 
following paragraphs. The following results are included: 

• Mean pressure distribution along the bottom central line z=0. 
• Mean velocity profiles at the selected locations x=const on the central plane. 
• Profiles of the principal Reynolds stress ' 'u v−  at the same locations as the 

mean velocity profiles. 
• Selected 2-D and 3-D plots: distribution of the resolved kinetic energy of 

turbulence over a central plane, mean streamlines in cross sections of the 
channel, instant resolved turbulent vortex structures. 
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9.5.1   Mean Pressure Distribution along the Bottom Wall 

The time averaged pressure distributions are shown on Figures 5. The results of 
TU Berlin CEASM-DES, NTS, FOI and ANSYS agree well with one-another, but 
are shifted with respect to the experiments. The results from TU Berlin (SAE-
DDES and SAE-WMLES), also agree with one-another, but are shifted even more 
upstream, which is probably due to the accuracy of separation prediction by the 
RANS part of these hybrid models. Note that an upstream shift in the cp-
distribution indicates a reduced separation zone in the centre of the channel.  

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

-0.5 0.0 0.5 1.0 1.5 2.0x, m

Cp Experiment, z=0
TUB CEASM-DES
TUB SAE-DDES
TUB SAE-WMLES
NTS
FOI
ANSYS

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

-0.5 0.0 0.5 1.0 1.5 2.0x, m

Cp

Experiment, z=0

Chalmers, steady BC

Chalmers, fluct.BC

Numeca

NLR

 

Fig. 5 Mean pressure distribution along the central line of the bottom wall 

The second group of lines by Chalmers, Numeca and NLR are closer to the 
exp. data, as seen on Figure 5 (right). The grid oscillations on the result by Nu-
meca indicate the too high weight of the central different scheme in the RANS 
region. The non-monotonous pressure curve, obtained by Chalmers with the 
steady inlet boundary conditions, reflects a local secondary separation near the 
corner towards the end of the bump. 

A common trend in all simulations is the under-predicted length of the separa-
tion zone. The results of the second group are a bit closer to the experimental data, 
however from the pressure distribution alone one cannot draw any conclusion 
about the reason for this difference. The comparison will be continued in the next 
paragraphs, showing the profiles of the velocity and the principal Reynolds 
stresses. 

9.5.2   Mean Velocity Profiles 

The following four locations on the central plane were selected from the available 
measurement data: x=-7.9 cm, 15 cm, 25 cm, 35 cm (0 cm corresponds to bump 
slant junction with the bottom wall). More details can be found in Peng and Haase 
(2007). 
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Fig. 6 Measurement planes in experiment 

The measured reattachment point is located in the region 63 cm to 65 cm accord-
ing to the LDV velocity profiles. As shown on Figures 7-8 below, all simulations 
predicted the reattachment much earlier, at around x=40 cm. The results are shown 
in two groups: 

 1st group : NTS, TUB, FOI 
 2nd group : Chalmers, Numeca, NLR, ANSYS 

Most velocity profiles of the first group in Figure 7 correlate closely with each 
other, except for the two simulations by TUB performed with the Spalart-
Allmaras based models. The over-predicted velocity defect at the upper wall in 
the result by FOI is probably caused by the LES influence on the RANS solution 
inside the boundary layer there. The second group of profiles are shown on  
Figures 8. The differences between the different simulations are clearly visible, 
with a tendency for larger separation bubbles in the second group. It is somewhat 
disturbing that the different solutions already differ significantly at the first 
measuring station.  

9.5.3   Profiles of the Reynolds Stresses 

Profiles of the computed total Reynolds stresses (resolved plus modelled) are 
compared here with each other as well as with the experimental results at the same 
locations on the central plane as those used for the velocity profiles in the previous 
paragraph. The measured profiles reveal a systematic deviation between the LDV 
and the PIV techniques, which is clearly visible in Figures 9-10. This deviation 
manifests itself as in the maximal stress magnitude (x=15 cm), as well as in the 
vertical displacement between the LDV and the PIV stress maxima (x=25 cm). 
For a discussion, see Chapter III.1. 

As for the velocity profiles, the Reynolds stress profiles are shown in two 
groups: 

 1st group: NTS, TUB (only CEASM-DES), FOI 
 2nd group: Chalmers, Numeca, NLR, ANSYS 

Only the best result by TU Berlin is included for the comparison here, since the 
two other simulations have delivered pressure distributions and velocity profiles 
too far from all the other simulations and also from the measurements. 
 

Reattachment in the experiment 

x(cm)= -7.9  0    15  25 35  45     62.5         92.5 
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Fig. 7 Mean velocity profiles at the central plane, first group of results 
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Fig. 8 Mean velocity profiles at the central plane, second group of results 

In general, the profiles of the first group agree well with each other, see Figure 9. 
The difference between them is visually larger than the difference between the cor-
responding velocity profiles on Figure 7, because the Reynolds stress is a more sen-
sitive quantity of the solution. A strong kink near the upper wall in the stress profile 
by TU Berlin at x=-7.9 cm was probably caused by a local numerical instability 
above the bump slant. The non-monotonous shape of the profiles by NTS may indi-
cate an insufficient averaging time. 

The second group of profiles is shown on Figure 10. The same common con-
clusion as that drawn from the velocity comparison applies also to the stresses.  
 

● PIV, ■□ LDV, ▬▬ FOI, ▬▬  NTS, ▬▬  TUB-CEASM-DES, − − − TUB SAE-DDES, - - -TUB SAE-WMLES 

● PIV, ■□ LDV, ▬▬ Chalmers steady BC, − − − Chalmers fluct. BC, ▬▬ Numeca, ▬▬ NLR, ▬▬ ANSYS 
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Fig. 9 Profiles of the Reynolds stresses (resolved plus modelled) at the central plane, first 
group of results 
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Fig. 10 Profiles of the Reynolds stresses (resolved plus modelled) at the central plane, sec-
ond group of results 

Namely, the disagreement between the different simulations does not normally 
exceed the deviation between the measured profiles. The result by Chalmers, ob-
tained using the fluctuating inlet boundary conditions, appear different from all 
other results. Also the stress values by ANSYS noticeably exceed the other pre-
dicted stresses in the separation zone, locations x=15 cm and x=25 cm on  
Figure 10. This may be partially explained by the way of estimating the average 
modelled stress νtSij. In the simulation by ANSYS the whole term was averaged 
rather than the eddy viscosity and the velocity gradients separately, as done by 
some of the other partners. 

● PIV, ■□ LDV, ▬▬ Chalmers steady BC, − − − Chalmers fluct. BC, ▬▬ Numeca, ▬▬ NLR, ▬▬ ANSYS 

● PIV, ■□ LDV, ▬▬ FOI, ▬▬  NTS, ▬▬  TUB-CEASM-DES 
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In general, compared to the experiment, the calculated location of the free shear 

layer is shifted down in most simulations. This is yet another indication of the too 
early reattachment in the simulation results.  

 
Fig. 11 Mean flow streamlines 
at central plane and planes z = 
±20 cm, calculated by FOI 

 

 

 

Fig. 12 Bottom wall skin friction pattern of the average flow, calculated by FOI (upper 
picture) and ANSYS (lower picture) 
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9.5.4   Two- and Three-Dimensional Visualisation 

In this paragraph only few representative plots are shown, which illustrate the par-
ticular features of the simulation results. 

The streamlines at the central plane show a secondary separation in the results 
by FOI, as seen from Figure 11. A small secondary separation zone is also pro-
duced by the NTS simulation. Liquid crystal visualisation indicated a secondary 
separation in the experiment. The meanflow fields by NLR, TU Berlin and AN-
SYS do not clearly show a secondary separation zone, although for some results 
this conclusion is not fully certain because of the insufficient transient averaging.  

The 3-D structure of the mean flow is well illustrated by the skin friction pat-
tern of the average flow on the bottom wall, see Figure 12. A 3-D secondary sepa-
ration zone is clearly visible in the FOI results. It is important to point out that the 
primary separation line near the start of the bump is significantly three-
dimensional near the side walls. This indicates that the flow separates earlier in the 
corner than in the middle of the channel in both simulations. Two strong counter-
rotating vortices emanate from these corners at the onset of the bump. They have a 
dominating effect on the flow as they produce a downwash in the central plane.  

Figure 13 shows the mean flow streamlines for four cross section planes for the 
NTS results (other models produced similar topologies): 

• x=0cm – end of the bump; 
• x=32 cm – shortly before the calculated reattachment in the middle of 

the channel; 
 

  

  

Fig. 13 Mean flow streamlines on the cross section planes – NTS 
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• x=65 cm – after the calculated reattachment; 
• x=95 cm – recovery region. 

Figure 12 shows the formation of two strong counter-rotating vortices, which pro-
duce a substantial downwash in the central portion of the domain.  

 

 

Fig. 14 Time-averaged resolved kinetic energy of turbulence: upper picture – DES by TUB, 
lower picture – SAS by ANSYS. The same colour scale applies to both pictures 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 15 Resolved instant turbulent structures: (a) – NTS, half of the domain, (b) – TU Ber-
lin, (c) – FOI, (d) – ANSYS 
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In order to compare the turbulence resolving capabilities of DES and SAS, the 
time-averaged resolved kinetic energy is plotted in Figure 14 for the DES result by 
TU Berlin and the SAS result by ANSYS, using the same colour scale. These two 
plots show very close distributions, obtained on the central plane. 

Finally, the instantaneously resolved flow structures for some selected results 
are shown on Figure 15. 

9.6   Discussion 

All simulations carried out for the full geometry show similar tendencies. They 
produce a shallower separation zone and underpredict the length of the separation 
in the central plane. It is interesting to point to a simulation carried out by 
Chalmers during the project, using modified boundary conditions. Instead of simu-
lating the entire channel including the side walls, Chalmers performed a simula-
tion with periodic conditions on the spanwise direction (see Peng and Haase, 
2007). Interestingly, this simulation produced a markedly better agreement with 
the data than the full three-dimensional studies, as can be seen in the Cp distribu-
tion shown in Figure 16 (left). One of the main differences of a periodic simula-
tion is that it does not produce the vortex pair seen in Figure 13, as these emanate 
from the side walls.  

One could therefore argue that a possible cause of the observed deficiencies of 
the simulations with side-walls could come from an overestimation of the strength 
of these vortices. One reason could be that the models predict an early corner 
separation upstream of the bump (see the three-dimensional separation line in Fig-
ure 12). This is supported by the liquid crystal flow visualization of the experi-
mental separation line also shown in Figure 16 (right), which is nominally two-
dimensional. It is known that eddy-viscosity models cannot account for the  
momentum transfer by secondary flow into the corner (square duct). This defi-
ciency can in turn cause early separation on corners. This could be the cause of a  

 

 
 

Fig. 16 Left: Wall pressure distribution (Cp) along centre line of bottom wall for quasi 2D 
(spanwise periodicity) and full 3D simulation from Chalmers. Right: Flow visualization of 
separation line in experiment 
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potential over-prediction of the strength of the corner vortices. In the current hy-
brid models, the primary separation line is computed by the RANS portion of the 
model (i.e. an eddy-viscosity model) making the results susceptible to such poten-
tial errors.  

9.7   Conclusions 

Ten transient simulations have been performed by seven project partners, using 
DES, SAS and hybrid LES-RANS models. Most of the results reveal satisfactory 
turbulence resolution quality of the separation zone in the middle of the channel. 
However in all simulations the separation zone length was under-predicted relative 
to the measurements. The two possible reasons for this trend are identified: 

• Vortex traces in the experiment in the inlet plane, which have not been 
addressed by the inlet boundary conditions for the CFD simulations. 

• Over-predicted strength of the side vortices behind the bump in CFD 
simulations. This can be caused by the insufficiently accurate calcula-
tion of the separation location at the side walls by the RANS parts of the 
hybrid models.  

More definitive conclusions would require a very detailed experimental study of 
the inlet part of water tunnel. It would also be desirable to have more experimen-
tal information on the flow topology (oilflow measurements etc.). From the nu-
merical side, grid refinement studies would be desirable. In general, the observed 
good correlation of different CFD results with each other is an indication of the 
consistency of the unsteady portion of all models used in the study. Following the 
argument in the discussion section, the differences to the experiments might re-
sult in the end from the RANS portion of the model formulations. This argument 
will have to remain speculative unless more detailed experimental data become 
available. 
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10   Supersonic Base Flow 

A. Garbaruk, M. Shur, M. Strelets, and A. Travin 

NTS 

10.1   Introduction 

A supersonic flow downstream of a blunt-based cylinder is characterized by a very 
complicated vortical structure of the base near wake, which includes a separated 
shear layer, recirculation zone, recompression region, and trailing wake subjected to 
strong compressibility effects. Other than that, the geometry is axisymmetric, which 
makes its computation more difficult in terms of both turbulence representation and 
numerics. Finally, this kind of flow is commonly found behind such objects as mis-
siles, rockets, and projectiles, and the low pressure found behind the base causing 
“base drag” can be a sizable portion of the total drag. Thus, a capability of a turbu-
lence model to predict the base pressure accurately is of significant practical impor-
tance. For these reasons, experimental data on such a flow obtained in the study of 
Herrin and Dutton (1994) present an attractive database for validation of innovative 
turbulence simulation approaches. All these and, also, availability of the experimental 
data in a digital form motivated including this flow in the list of DESider test cases. 

10.2   Test Case Presentation 

The flow is a near wake of a circular cylinder with adiabatic walls aligned with a 
uniform supersonic flow (see sketch in Fig.1). The flow parameters the experi-
ments of Herrin and Dutton were performed at are presented in Table 1. 

 

Fig. 1 Schematic of the supersonic flow in the near wake of the cylinder 
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Table 1 Major parameters of Herrin and Dutton (1994) experiment 

Parameter Notation Value 
Reynolds number Re=U∞R/ν 1.632x106 
Cylinder radius R 0.03175 m 

Free stream Mach number M 2.46 
Stagnation Temperature Ts 293 K 

Free stream velocity U∞ 564.2 m/s 
Free stream temperature T∞ 131 K 

The flow quantities measured in the experiment and available for a comparison 
with results of computations include a radial distribution of static pressure over the 
cylinder base, Cp(r), and velocity, Mach number, and Reynolds shear stress fields 
in the near wake. 

10.3   Participants and Methods Used 

A list of the partners who computed this flow and key-information on turbulence 
modelling approaches, numerical methods, and computational grids they used are 
presented in Table 2, and Figs.2-5 give an idea on the grids topology and size of 
the computational domain. 

Table 2 Summary of simulations 

Numerics 
Partner 

 
Model 

 Space Time 
Grid size and 

type 

 
Time Step/Sample 

DLR S-A DES AUSMDV LUSGS 3.6, str. (NTS) 0.0935/37 

RANS S-A  Impl. Steady 

S-A DES 0.045/375 0.9, unstr. 
(DLR) 

 0.045/450 
FOI 

 
 
 

HYB0 
 

2nd ctr. 
 
 
 

2nd Impl.
 
 

1.8, str. 
(FOI) 

0.0464/140 

RANS S-A Steady 

RANS S-A with  
Compressibility 

Correction 

3rd upw. 
 
 

Impl. 
 
 

1.8, str. 
(NTS) 

 

 
Steady 

S-A DES 
1.8, str. 
(NTS) 

0.01/200 
NTS 

 
 
 
 S-A DES 

3rd upw/ 
4th ctr. 

 

2nd  impl.
 
 

3.6, str. 
(NTS) 

0.01/115 

ONERA 
 

Zonal S-A DES 
(CDES=0.4) 

AUSM+(P) 
 

2nd Gear
 

14.0 
(ONERA) 

0.018/n.a. 
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Fig. 2 DLR unstructured grid, 0.9 M nodes, 18 prismatic layers near the surface. Computa-
tional domain: Lx= (8R + 10R), Lr = 4.15R 

 

Fig. 3 FOI structured grid, 1.8 M nodes. Computational domain: Lx=(8R+15R), Lr=(3-8)R 

 

Fig. 4 NTS multi-block structured grids: coarse 1.8 M nodes; fine 3.6 M nodes. Computa-
tional domain: Lx=(4R+12R), Lr=(4-8)R. Nφ=128 in the outer block of the fine grid and 96 
in the coarse one 

Fig. 5 ONERA structured 
multi-block gird, 14 M 
nodes. Computational 
domain: Lx=(8R+10R), 
Lr=4.15R. Nφ=180 

 

The inflow boundary conditions include imposing streamwise velocity profile. 
In the simulations it has been adjusted to match the available experimental profile 
at x/R=-0.0315. Figure 6 shows to what extent different partners have reached this. 
One can see that in the simulation of FOI the inlet velocity profile noticeably  
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Fig. 6 Computed and experimental velocity profiles at x/R=-0.0315 

deviates from the data. This should be kept in mind when analyzing results of the 
simulations presented below. 

10.4   Results and Discussion 

10.4.1   RANS Solutions 

RANS computations of the flow were carried out by FOI and NTS with the use of 
the standard S-A model. In addition NTS carried out the computation with the use 
of the S-A model with the compressibility correction of Spalart (2000). Obtained 
RANS solutions are used as a baseline for evaluation of the turbulence-resolving 
approaches as applied to the base flow, since they permit to find out whether 
these, much more computationally expensive, approaches really overpass 
RANS-based modelling in terms of accuracy. 

Figure 7 compares all the three solutions with each other and with the experi-
mental data. It suggests that, despite somewhat different inlet velocity profiles (see 
Fig.6), results obtained by FOI and NTS with the use of the standard S-A model 
are close to each other, which supports a credibility of the model implementation 
in both flow solvers. Other than that, the figure clearly demonstrates a positive 
effect of the compressibility correction (dashed lines in the figure). However, even 
with this correction, the agreement of the RANS predictions with the data remains 
far from perfect, especially as far as the base-pressure is concerned: unlike virtu-
ally constant Cp in the experiment, RANS predicts a “wavy” Cp profile deviating 
from the data by up to 25%, which is typical of all the RANS computations of the 
massively separated flows over bluff bodies. 

 

Fig. 7 RANS solutions obtained with different models and codes. (a): radial pressure distri-
bution at the cylinder base; (b) and (c): radial velocity and Mach number profiles in the 
near wake; (d): streamwise velocity distribution along the wake centreline 
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10.4.2   Turbulence-Resolving Simulations 

These simulations were carried out with the use of three approaches (see Table 2): 
the standard S-A DES (DLR, FOI, NTS), zonal S-A DES of Deck (2005), (ON-
ERA), and an algebraic hybrid RANS-LES model HYB0 of Peng (2005), (FOI). 

Fig. 8 Flow visualizations from zonal S-A DES of ONERA and S-A DES of NTS (fine 
NTS grid) 

Figure 8 compares resolved turbulence structures from the zonal DES of ON-
ERA and the S-A DES of NTS. One can see that both approaches provide for a 
realistic representation of the complex vortical structure of the considered flow. 
Also, it clearly demonstrates that the very fine grid used by ONERA provides for 
a resolution of much smaller eddies in the separated shear layer thus suggesting a 
severe need of a fine grid in this flow region. Note, however, that this effect (reso-
lution of the much smaller eddies) is partially reached by the use of the cube root 
of the cell size and a smaller CDES constant (0.4 versus 0.65) for the sub-grid scale 
in the LES zone of the ONERA simulation, which may cause some inaccuracy of 
turbulence representation. 

A common feature of the DLR, FOI, and NTS simulations is that they suffer 
from some asymmetry of the mean flow. This is seen in Fig.9, where the contours 
of the time-averaged streamwise velocity at two wake’s sections are presented 
from the NTS coarse and fine grid simulations. The figure shows also that with the 
restricted grid-refinement (2 times increase of the total nodes count) the asymme-
try almost does not diminish. However, the simulation of ONERA with the much 
finer grid in the shear layer produces a virtually symmetric mean flow. Thus, ex-
actly the insufficient resolution of the shear layer is responsible for the asymmetry 
of the DLR, FOI, and NTS mean flow predictions. Unfortunately, this asymmetry 
virtually rules out a consistent comparison of the mean flow calculations with the 
use of different approaches without averaging of the solutions over the azimuthal 
direction φ. This circumstance had not been foreseen in the beginning of the work 
on this test case, and so not all the partners saved the flow parameters needed for 
the averaging in the course of their simulations. For this reason, in the following 
discussion, if φ-averaged fields are not available, we were forced to present sec-
tional fields. 
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Fig. 9 Time-averaged streamwise velocity u/U0 from NTS S-A DES on coarse (two left 
frames) and fine (two right frames) grids 

The following figures give an idea on the effect of modelling approach, grid, 
and numerics on the quality of obtained solutions and their agreement with  
experiment. 

Figure 10 shows the instantaneous vorticity fields from all the simulations. It 
suggests that independently of the modelling approach (either S-A DES or HYB0) 
the coarse unstructured DLR grid with 0.9 million nodes does not resolve any fine 
turbulent structures. With the fine NTS grid (3.6 million nodes), both DLR and 
NTS flow solvers permit to resolve much finer vortical structures, but NTS nu-
merics are less dissipative. Same comment is true with regard to the FOI solver: 
the resolution it provides on the FOI structured grid, which is very close to the 
NTS coarse one, is quite a bit worse than that provided by the NTS solver. These 
findings are quite consistent with the expectations based on the general notion on 
the reaction of any turbulence-resolving approaches to a grid-refinement and low-
ering of numerical dissipation. 

 

Fig. 10 Effect of modelling approach, numerics (flow solver), and grid on the instantaneous 
vorticity field 

Figures 11-13 compare time-averaged solutions obtained with the use of the 
different modelling approaches, flow-solvers, and grids (upper parts of the frames 
present the experimental data and lower parts shows results of the simulations). 

Major conclusions that can be made based on the analysis of these figures read: 
First, all the simulations, except for the ONERA one carried out with the use of 

the very fine grid in the shear layer, significantly overestimate the length of the 
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Fig. 11 Mean Mach number in meridian plane 

     

     

     

              

Fig. 12 Mean radial velocity in meridian plane 
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Fig. 13 Full (resolved plus modelled) shear stress in meridian plane 

recirculation zone (Fig.11) and underestimate the level of the shear stress in the 
shear layer (Fig.13). The fine grid of NTS helps to weaken this flaw to some ex-
tent but obviously is still not sufficient. 

Second, as expected based on the flow visualizations in Fig.10, the coarse un-
structured DLR grid fails to provide a correct prediction of the flow independently 
of the modelling approach (either S-A DES or HYB0), whereas both the fine and 
coarse (not shown) NTS grids and the structured grid of FOI, which is close to the 
coarse NTS grid, provide quite an acceptable representation of all the flow fea-
tures, except for the length of the recirculation zone and shear stress in the initial 
region of the shear layer. On the other hand, despite the very fine grid, the zonal 
S-A DES of ONERA results in a poor prediction of the flow inside the recircula-
tion zone (Figs.11-13). 

These observations are quantitatively supported by Figs.14-16. In particular, 
Fig.14 shows that the mean flow predictions obtained by the NTS on its coarse 
and fine grids are very close to each other. As has been noted, this does not mean, 
of course, that even the coarse grid is already sufficient for an overall (including 
the initial region of the shear layer) grid-independent solution: just neither the 
coarse nor the fine NTS grid provides for a sufficient resolution of this region. 

Figure 15 compares HYB0 mean solutions obtained on the coarse unstructured 
DLR grid with that on the structured grid of FOI. Consistently with the above 
conclusion regarding the inability of the DLR grid to provide accurate turbulence  
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Fig. 14 Effect of grid on S-A DES prediction of the φ-averaged mean flow (NTS results) 

 

Fig. 15 Effect of grid on HYB0 prediction of the φ-averaged mean flow (FOI results) 

representation, it turns out that it is insufficient for the mean prediction flow ei-
ther. In contrast to this, with a finer grid HYB0 performs reasonably well, except 
for the prediction of the shear stress in the shear layer where, as mentioned above, 
a much finer resolution is needed. 

Finally, Fig.16 compares performance of the three considered turbulence-
resolving approaches (S-A DES, HYB0, and zonal S-A DES) on the finest avail-
able grids with each other and with the best available RANS solution (S-A with 
the compressibility correction). It suggests that the standard S-A DES and HYB0 
predictions of DLR, FOI, and NTS are all close to each other, while the zonal DES 
is apart from these simulations and, as mentioned above, provides for a much bet-
ter prediction of the shear layer but fails to predict the flow inside the recirculation  
 



206 IV Applications – Test Cases
 

 

Fig. 16 Comparison of performance of turbulence-resolving approaches on the finest avail-
able grids with each other and with S-A CC RANS solution. DLR: S-A DES, NTS fine 
grid; FOI: HYB0, FOI structured grid; NTS: S-A DES, NTS fine grid; ONERA: zonal S-A 
DES (CDES=0.55), ONERA very fine grid 

zone. A reason of the latter deficiency of the zonal DES remains unclear. As al-
ready noted, one of possible explanations is the use of the “non-standard” subgrid 
length-scale definition Δ=(Δx Δy Δz)

1/3 and CDES value. 

10.5   Conclusions 

In the course of DESider a series of simulations of the supersonic base flow is car-
ried out with the use of different modelling approaches (S-A and S-A CC RANS, S-
A DES, HYB0, and zonal S-A DES), CFD codes (DLR, FOI, ONERA, and NTS), 
and grids (unstructured and structured of different size, from 0.9 up to 12 million 
nodes). Comparison of results of these simulations with each other and with experi-
mental data of Herrin and Dutton (1994) permits to make the following conclusions.  

As far as the models performance is concerned, in accordance with the expecta-
tions, all the turbulence-resolving approaches turn out to be much more accurate 
than the S-A RANS, even if used with the compressibility correction, which re-
sults in some tangible improvements. However, all these approaches, except for 
the zonal S-A DES of ONERA, fail to provide accurate representation of the ini-
tial region of the separated shear layer. Analysis of the results suggests that this 
failure is caused by insufficiently fine grids in this region used in the simulations 
of DLR, FOI, and NTS. On the other hand, inside the recirculation zone, the zonal 
DES on the very fine grid demonstrates a “RANS-like” behaviour and, in particu-
lar, fails to reproduce the flat distribution of the base-pressure observed in the ex-
periment, whereas both S-A DES and HYB0 model do this fairly well even with 
relatively coarse structured grids of about two million nodes. The only conjecture 
about a reason of this behaviour of the zonal DES we can suggest so far is that it is 
associated with the use of the non-standard CDES value and of the cube root of cell-
size rather than the maximum grid-spacing as the sub-grid length-scale. 
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11   Separated Flow behind an Aerofoil Trailing Edge 
without Camber 

M.A. Leschziner and F. Tessicini 

Imperial College London 

11.1   Description of Test Case 

This test case is the flow around a simplified airfoil with separation occurring 
from the curved upper side of the trailing edge. The rear portion of the airfoil and 
an instantaneous LES realisation are shown in Figure 1.  

 
Fig. 1 Instantaneous realisation of flow over the trailing edge of a hydrofoil (Strelets et al, 
NTS) 

The Reynolds number, based on free stream velocity U∞ and the hydrofoil 
chord, is 2.15x106. The corresponding Reynolds number, based on hydrofoil 
thickness H, is 1.01x105, which is a more appropriate indicator of the resolution 
challenge this case poses. The flow was previously investigated experimentally by 
Blake (1975) and numerically by Wang and Moin (2002).  

All simulations reported herein were performed over the rear-most 38% of the 
hydrofoil chord. The default computational domain recommended to all contribu-
tors is 16.5H x 41H x 0.5H. The spanwise boundaries were treated as periodic. At 
the upper and lower boundaries, the streamwise velocity was prescribed to be at its 
free-stream value Inflow, while the boundary-normal velocity was set to zero.  
Inflow conditions were taken from Wang and Moin (2002), and these were made 
available via the DESider website. The conditions were generated in two parts: 
first, an auxiliary RANS calculation was performed over the full hydrofoil, using  
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Table 1 Computational grids 

 

the v2f turbulence model by Durbin (1995); the unsteady inflow data were then 
generated from two separate LES computations for flat-plate boundary layers at 
zero pressure gradient. Discrete time-series of the three velocity components at an 
appropriate spanwise (y-z) plane were then saved. These data, appropriately inter-
polated, were fed into the inflow boundaries of the present simulations. The time 
step for the inflow, normalised with U∞ and H, is Δt*=0.02 and n=3000 time steps 
are saved (covering a total inflow time equal to 60 time units, H/Uo). The upper 
and lower boundaries are located at 41 hydrofoil thicknesses away from the wall, 
to minimize numerical blocking effects. At the downstream boundary, convective 
outflow conditions were recommended to be applied.  

Table 1 lists the grid provided to all partners, by reference to the fine grid used 
by Wang and Moin.  Two grids were provided, one for hybrid LES-RANS 
schemes that use a single computational domain, and the other for those using 
wall-function-type or zonal schemes. The two grids are similar, but the zonal 
scheme is more uniform in the wall-normal direction. 

11.2   Partner-Specific Practices 

Simulations contributed for this test case come from Imperial College London 
(ICL), New Technologies and Services (NTS) and the University of Manchester. 
(UMan) This section is not intended to present the simulation practices employed 
by the above contributors.  These practices are documented in partner-specific 
sections contained in Chapter V.  The statements provided below relate to specific 
issues pertaining to the application of the methods to the present test case.   

11.2.1   Imperial College London (ICL) 

Computation were performed by ICL with two different approaches: a hybrid 
LES-RANS scheme and a zonal scheme. Both schemes are fully documented in 
Tessicini et al (2006) and in Chapter V of this book. The grid used by ICL are 
those listed in Table 1. 

Case Cell numbers Remarks 
Reference LES 
(Wang & 
Moin) 

768x192x48 The C-topology grid actually used 
contained1536 x 96 x 48.  However, this 
is equivalent, in resolution, to a 
768x192x48 nodes 

Hybrid RANS-
LES  grid 

512x128x24 A H-topology, 2-part grid, designed to 
provide a slow expansion from the wall, 
with wall-nearest node at y+ =1 

Zonal model 
LES grid  

512x128x24 Similar to Hybrid grid, except that the 
wall-normal grid is more uniform and 
ends at y+=40, from which location the 
near-wall zone is inserted 
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The hybrid scheme solves the LES and RANS equations on a single, continu-
ous mesh which is refined towards the wall to reach a y+ of the wall-nearest node 
of order 1.  The interface location can be defined, and in the computations per-
formed, the location was prescribed by a chosen grid line, corresponding to y+=60 
and 120 in the boundary layer upstream of the curved trailing-edge region  (de-
noted below by ‘j12’ and ‘j19’, respectively). The hybrid scheme employed herein 
combined the Yoshizawa-Horiuti (1985) SGS-energy transport model in the outer 
LES region with a low-Re k-ε model of Lien and Leschziner (1994) in the near-
wall region.   Experience arising from initial test computations for the present ge-
ometry has shown that the method is quite sensitive to the aspect ratio of the grid 
at the interface.  Because the state at and around the interface region is close (or 
supposedly close) to a well-resolved LES state, the aspect ratio of the grid in this 
region must be relatively low, especially as the flow near the separation point var-
ies rapidly in space and time in a complex fashion. Our observation has been, 
therefore, that placing the interface close to the wall, where the grid has a high 
aspect ratio, results in a suppression of separation.  The model’s performance im-
proves as the interface is moved out into a region of lower aspect ratio. 

The other method used by ICL involves two overlapping domains and grids: a 
LES grid that covers the whole flow and is not especially refined towards the wall.  
Hence, that grid is fairly uniform, of low aspect ratio, but is rather coarse at the 
wall, with y+ near-wall value of the order 20 to 40.  Between this wall-nearest 
node and the wall, a near-wall layer is inserted in which parabolized NS equations 
are solved, with convection ignored, pressure imposed upon the layer by reference 
to the LES solution and a mixing-length used to represent the turbulent viscosity.  
In effect, the near-wall layer is a wall-function-like region.  The solution of the 
parabolized equation yields the wall-shear stress, which is the only quantity fed 
into the LES solution.  This is a much simpler strategy, incorporating a simple 
algebraic turbulence model, requiring only 1D storage and thus being very eco-
nomical.  In the LES region, the dynamic Smagorisky model was used. 

11.2.2   New Technologies and Services (NTS) 

NTS has carried out the present computations of this test case with an extension of 
the DDES approach (DDES with improved wall modeling – or IDDES) presented in 
detail in Chapter V and in Travin et al (2006). This is a hybrid RANS-LES model, in 
which major new elements are a definition of the sub-grid length scale (along with 
the grid size it explicitly includes wall distance dependence) and a specific way of 
RANS-LES blending. The model reduces to the DDES in the case of no “turbulent 
content” (either artificially imposed or naturally generated) at the inflow boundary 
of the computational domain and functions as a Wall Modelled LES otherwise. 

The computations are performed with the incompressible variant of the NTS 
code, which incorporates a 4th order centred approximation for the inviscid fluxes. 
The grid used by NTS is not identical to the recommended version indicated in 
Table 1. Rather, the particular three-block grid shown in Figure 2 was used.  This 
contains about 1.5 million nodes with the near wall y+ equal to 1.0 or less, with the  
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Fig. 2 NTS’s computational grid in (x, y) plane 

streamwise increment varying in the range from 0.02 up 0.04 hydrofoil thickness, 
h (i.e., about 1/10 of the boundary layer thickness), and the spanwise increment 
being 0.02h. A major point of difference between NTS’s grid and the mandatory 
grid, is that the former offers a higher streamwise resolution around the curved 
trailing-edge portion. The wall-normal grid is also refined near the wall and in the 
wake line, while it coarsens in the outer portion of the wake, expanding away from 
the wake line. These differences necessarily pose a question mark against the 
comparisons to follow. In effect, the grid has been optimised, to some extent, to 
achieve an improved resolution in particular areas.   

The inlet boundary conditions were not those provided to partners, but were 
generated by NTS in the course of the main simulation by a simultaneous simula-
tion of a flat plate boundary layer with the same model used for the airfoil  
simulation.  

11.2.3   University of Manchester (UMan) 

To provide a reference point from which progress could be measured, UMAN first 
applied the conventional DES strategy, with the SST model serving as the RANS 
background model, together with the recommended “F1 blending function” to pre-
vent grid-induced activation of the LES mode and spurious separation (Menter et 
al., (2003)). Next UMAN used its newly developed hybrid RANS/LES scheme, 
based on a “two velocity fields” concept documented in Chapter V of this book and 
in Uribe et al. (2007). This is itself based on an earlier idea by Schumann (1975) in 
which the strain rate is separated into fluctuating and averaged parts, the former 
contributing the subgrid-scale stress and the latter, multiplied by the RANS viscos-
ity, contributing the mean stress.  The mixing-length model or V2F model of 
Durbin are optionally used to determine the RANS viscosity, in combination with 
the mean strain field, obtained by an on-the-run integration of the LES solution. 

Three solutions are included below, denoted by UMAN-DES, UMAN-HYB1 
and UMAN-HYB2.  All were obtained with the recommended hybrid mesh in 
Table 1.  The difference between HYB1 and HYB2 relates to the specification of 
the inlet conditions:  in HYB1, the default precursor data provided to contributors 
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were prescribed, while in HYB2, the Synthetic Eddy Method of Jarrin et al (2007) 
was used to generate the unsteady inflow conditions.  The precursor data were also 
used for the DES simulation. This practice must be questioned, however, on the 
grounds that DES, in the form used by UMAN, is not intended or designed to ac-
commodate unsteady inflow conditions, but is specifically designed to return a 
steady solution in attached layers.  

11.3   Results and Discussion 

Cross-plotted results are presented herein for the skin-friction coefficient, the 
mean-velocity magnitude and the r.m.s. velocity above the upper side of the aero-
foil.  Profile of velocity relate to the sections C-G identified in Figure 3. In addi-
tion, mean-velocity profiles are included for the wake region, at the streamwise 
locations y/h=0, 0.5, 1.0 and 2.0. 

 

Fig. 3 Streamwise locations over the aerofoil at which profiles of mean and r.m.s. velocities 
are provided 

An overall view of the mean field predicted by four of the six solutions con-
tributed is given in Figure 4 in the form of stream-function contours.  All solutions 
included are seen to capture the separation on the rear of the trailing edge, and this 
applies also to the two remaining solutions for which no stream-function plots are 
available.  However, as is evident, there are significant differences in the details of 
the respective separation zones, some being relatively short (e.g. NTS-DDES) and 
others much longer (eg. ICL-hybrid).  

The size of the recirculation is largely dictated by the position of separation, 
and this is one item of information that is conveyed by the skin-friction distribu-
tions shown in Figure 5. In particular, the close-up view of the rear portion of the 
suction side, given in the third plot of the figure, shows that IDDES predicts in-
cipient separation (with very low, but positive Cf ) over a significant distance 
ahead of the actual separation.  This is thus consistent with the very short sepa-
rated zone seen in Figure 4. 

The solutions by ICL and that of UMAN with DES give early separation. The 
ICL-hybrid variation indicates, in addition, the presence of reattachment and sec-
ondary separation on the suction side, but it must be noted that the smoothness of 
Cf in the separation zone is especially sensitive to the time-averaging period, 
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Fig. 4 Time-mean streamfunction fields 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Skin-friction coefficient on the suction side (with magnified view of separated trail-
ing-edge region) 

UMAN-HYB1 

ICL-2layer ICL-hybrid 

NTS-DDES 
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which explains the rather ‘noisy’ variations displayed by most solutions.  
UMAN’s HB1 and HYB2 solutions agree exceptionally well with the reference 
LES, giving the correct separation point as well as friction level after separation.  
However, an exceptional feature of UMAN’s method is that the near-wall mean 
flow is computed with a RANS model by reference to the time-averaged solution 
obtained on the run.  Thus, the wall friction, in particular, is especially sensitive to 
the characteristics of the RANS model, rather than to the time-varying solution 
returned by the LES in the upper region above the wall.  This weaker relationship 
between Cf and the unsteady field is also the reason for the relatively smooth 
variation of UMAN’s skin-friction distributions in the separated zone.  

While all simulations predict well the general features of Cf
  ahead of the sepa-

ration point, none resolves the curious inflection just downstream, of the start of 
the curved suction-side portion returned by the reference LES.  This inflection is 
not unrealistic, because a sudden imposition of convex wall curvature on a bound-
ary layer is expected to result in relatively strong local deceleration, followed by a 
recovery, and this is precisely the behaviour shown by the reference simulation. 
The fact that none of the approximate solutions resolve this feature may be a con-
sequence of insufficient streamwise-grid resolution downstream of the point at 
which the curved trailing-edge portion starts.   

Profiles of velocity magnitude at the locations C to G identified in Figure 2 are 
shown in Figure 6.  These give, arguably, a better view of the quality of the LES 
solutions than does Cf , because the latter is exceptionally sensitive to the minutiae 
of the modeling very close to the wall. 

As might be expected, the DES solution provided by UMAN is seen to be 
rather poor, displaying an anomalous behaviour and a pronounced tendency to-
wards early separation.  This solution also gives the earliest separation, as seen in 
Figure 5. One likely major contributor to this poor behaviour is the fact that DES 
does not resolve the unsteady turbulence activity in the attached flow region up-
stream of separation.  As will be shown by reference to the predicted turbulence  
 

    
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Magnitude of mean velocity above the suction side 
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field to follow, this is so despite the (questionable) prescription of unsteady flow 
conditions at the inflow boundary above the suction side.  Evidently, DES predicts 
an insufficient level of turbulence activity upstream, of separation and thus prema-
ture separation. The DES variant applied by UMAN addresses the issue of prema-
ture grid-induced separation by the use of the “F1 blending function”, but this 
does not cure the defects observed in Figure 6.  NTS’s IDDES method is seen to 
give a much better representation of the velocity field, and this is probably due, 
principally, to the fact that, in this flow, the method effectively functions as a hy-
brid scheme for wall-modelled LES, rather than as a Detached Eddy Simulation in 
its generally understood sense.    

The two-layer ICL method is seen to perform very well in respect of the veloc-
ity field, while the ICL hybrid scheme and UMAN’s HYB1 and HYB2 profiles 
indicate excessive deceleration and early separation, although the Cf variations of 
the last two suggest that these two approximate methods return very accurate rep-
resentations. Thus, here there is some evidence to support the earlier statement 
about the exceptional features of the UMAN’s approach in its favouring an accu-
rate representation of the skin friction, due to the dominant influence of the time-
averaged near-wall solution to which the RANS model is linked.   

Profiles of the r.m.s. of the streamwise (resolved) fluctuations are shown in 
Figure 7. Here, some substantial differences among the approximate representa-
tions, as well as between these and the reference solutions, come to light.  The 
reference solution shows high near-wall peaks of fluctuations upstream of the 
separation zone, indicating that the viscous sublayer, at the edge of which the tur-
bulence peaks, is very close to the wall. Of all approximate methods, only ICL’s 
two-layer schemes resolves the near-wall variations with credible realism, and this 
is principally due to the fact that the near-wall layer over which the RANS equa-
tions are solved is thin (of order y+=50).  

The DES solution of UMAN shows, predictably, a negligible level of turbulence 
downstream of the inflow section, simply because DES is not designed to  

 
 
 
 
  

 
  
 
 
 
 
 
 
 
 
 

Fig. 7 Streamwise fluctuation intensity above the suction side 
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Fig. 8 Mean velocity in the wake region 

resolve the unsteady turbulent motion in the attached region.  Hence, the flow ar-
rives at the separation region with too low level of turbulence activity, thus sepa-
rating prematurely. 

NTS’s IDDES resolves, much like other conventional hybrid schemes, the  
unsteady turbulence in the attached region, thus giving a major improvement in 
performance relative to DES when applied to attached wall layers leading up to 
separation. UMAN’s HYB1 and HYB2 models give very similar results and do not 
perform especially well, giving an excessively thick boundary layer (see also Fig-
ure 6) and a peak-turbulence position too far from the wall.  ICL’s hybrid method 
gives a behaviour similar to UMAN’s HYB1 and HYB2 methods up to section G 
where the flow is fully separated.  At this section, ICL’s hybrid returns a much too 
large level of turbulence in the separated shear layer, but this is tied to the early 
separation and thus to the fact that this shear layer has evolved over a longer dis-
tance and is too far from the wall, encouraging a high level of turbulence.   

Finally, Figure 8 shows velocity profiles in the wake region of the aerofoil.  
Subject to the flow conditions at the rear edge of the aerofoil being correct, the 
flow solution in the wake is dominated, principally, by the LES component and 
thus the grid-resolution quality behind the trailing edge.  The comparisons in Fig-
ure 8 show that all methods, but UMAN’s DES implementation return reasonable 
wake profiles. NTS’s IDDES performs especially well, but this is likely to be 
partly linked to the higher cross-flow grid density used in the wake region, as is 
evident in Figure 2. UMAN’s HYB1 and HYB2 methods give a wake that is inap-
propriately shifted upwards, and this is linked to the somewhat excessive thickness 
of the reverse-flow region and the shear layer above it. 

11.4   Conclusions 

No approximation of the near-wall region within a LES scheme that sacrifices full 
resolution will give an entirely satisfactory representation of this region, and this 
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statement also applies to the methodologies investigated in the present test case. 
The overall objective can only be to devise a method that will allow the simulation 
to maintain an adequate predictive realism in the outer flow and, thus returning an 
acceptable accuracy of the gross flow features. 

Of the methods applied to the present case, DES is evidently inferior to the 
other methods, and this must be due mainly to the fact that it does not resolve the 
unsteady turbulent motion in the attached layer upstream of separation. Although 
the DES model was obtained with unsteady turbulent conditions (inappropriately) 
specified at the inlet, the fluctuations decay rapidly, so that a virtually steady flow 
approaches the separation point.  

The other methods display a mixture of strengths and weaknesses. This fact, 
and the added uncertainties associated with NTS’s use of an ‘optimized grid, pre-
vent an unbiased grading of the methods. Thus, the following comments merely 
highlight particular features of and differences among the solutions. 

UMAN’s HYB1 and HYB2 solutions are almost identical, thus illustrating that 
the Synthetic Eddy Method of Jarrin et al (2006) can be economically substituted 
for the precursor data provided to the contributors. Both variants return accurate 
results for the friction factor and separation point, but show weaknesses in respect 
of resolving the velocity and turbulence profiles. While the accuracy of Cf is 
commendable, as well as being highly desirable in some practical applications, the 
differences in the velocity profiles around the separation region suggest that the 
pressure field returned by the solution is not entirely correct. 

NTS’s IDDES, as applied to the present flow, is effectively a hybrid formula-
tion, and it works in a manner similar to other hybrid methods.  Its performance is 
generally good, but it shows a serious weakness in respect of representing the 
separation region.  Specifically, it predicts a much delayed separation and a short 
recirculation zone.   

ICL’s hybrid method performs reasonably well, but predicts early separation, 
an excessively thick boundary layer upstream of separation (much like UMAN’s 
HYB1 and HYB2) and excessive turbulence in the separated shear layer.  ICL’s 
two-layer scheme is simple and economical, and it gives a satisfactory representa-
tion of most flow features.  This method gives the best representation of the turbu-
lence profiles in the attached region, but returns moderately excessive levels after 
separation, relative to the experimental profiles, mainly because it predicts separa-
tion to occur too early. In the separated region, NTS’s IDDES scheme performs 
best, but this is against the background of the seriously delayed separation it pre-
dicts, a defect that tends also to delay the steep rise in turbulence that is associated 
with separation.     
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12   FA-5 Configuration 

S. Leicher 

EADS-MAS 

Abstract. While the flow physics of generic delta wings with sharp leading edges 
are largely understood, complex realistic configurations with round leading edges, 
canards and so on are still of scientific and industrial interest. The goal of test case 
13 is the study of flow around a generic fighter type configuration at 15o angle of 
attack and high Reynolds number. A detailed comparison between the different 
simulations and the experimental wind tunnel results will be presented. 

Four partners, ANSYS, DLR, EADS-MAS, and TUB have participated in this 
task, which was confidential because of its industrial importance. Structured as 
well as unstructured grids and codes are used as well as various URANS and DES 
models are applied. 

12.1   Introduction 

This industrial test case addresses the flow around a fighter type aircraft whose 
behaviour at high angle of attack is dominated by vortexes. The industrial goals 
are the computational efficiency and a reasonably exact prediction of the force 
coefficients and the relevant frequencies of their unsteady content in the range of 
manoeuvre as well as the structural interaction. 

The problem is to model the unsteady turbulent phenomena of vortex domi-
nated flows at high angle of attack. It turns out that URANS simulations give an 
insufficient description of the unsteady scales. Consequently a resolution of large 
scale flow fluctuations is necessary which can be better achieved by applying de-
tached eddy simulations (DES). One hopes that DES modelling provides a better 
description of the vortex structure, and allows the identification of vortex burst 
and the identification and modelling of local unsteady effects in the flow field. 

The flow conditions for this test case are a Mach number of 0.125 and an angle 
of attack of 15.0° and a Reynolds number of 2.8x106.  

Table 1 Grids, codes and turbulence models used by the partners 

 Structured Unstructured Code RANS DES or SAS 
ANSYS            X CFX  Menter SST-SAS 
DLR            X TAU  SA-DDES 

        X            FLOWer Wilcox-kω
EARSM 
RSM 

SA-DES 
 
 

EADS 

           X TAU  SA-DES 

TUB         X  ELAN SALSA SALSA-DES 
EASM-DES 
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The partners in this test case are ANSYS, DLR, EADS-MAS and TUB. EADS-
MAS started at the beginning of the project with computations employing a struc-
tured grid. This grid was made available for TUB. Both performed URANS and 
DES simulations and some results are shown further down. 

In the second half of the project ANSYS, DLR and EADS-MAS performed DES 
and SAS computations on an unstructured grid generated by EADS-MAS also. 

Table 1 summarizes the computations performed – a detailed code description 
of each partner can be found in the individual sections of chapter V. 

12.2   Experimental Setup and Data  

The experiments were performed by the TU Munich (Breitsamter 1997) in a wind 
tunnel with an open test section via Xwire. The main geometric features and a 
picture of the model in the wind tunnel are shown below. 

 
Fig. 1 Wind tunnel model and experimental setup 

Experimental data available comprise mean velocity components, velocity 
RMS values, Reynolds stresses, vorticity magnitude and turbulent kinetic energy 
in twelve cuts. 

12.3   Structured Grid 

The CFD computations started at the beginning of the project with URANS calcu-
lations by EADS-MAS (Rieger, 2005) and first DES simulations by TUB  
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Fig. 2 Location of the experimental data planes 

(Gurr, 2006). Both partners used in principle the same block structured grid gener-
ated by EADS-MAS, comprising 196 blocks with total grid size of 11.4 million 
points. TUB uses this grid on the medium level and only above the wing the reso-
lution of the original fine grid is used, resulting in no pairing grid density at some 
block inter faces. 

One geometry detail is included in all computational grids but not present with 
the wind tunnel model. This is the strake at the body side above the canard (see 
last figure). This strake generates an additional second vortex above the wing and 
along the side wall of the fuselage, which of course is not present in the experi-
mental data. 

 

Fig. 3 Grid details of the structured grid 
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TUB 

 

Fig. 4 Comparison of u-mean velocity URANS and SALSA-DES at x/C=0.90 

EADS-MAS uses the FLOWer code applying the Wilcox-kω, the EARSM and 
RSM-SSG-ω turbulence model while the TUB uses their ELAN code in URANS, 
DES-SALSA and DES EASM mode. 

The next figures show the comparison of the mean u-velocity at the station 
x/C=0.90, which is the last one and closest to the trailing edge. All CFD results 
show a negative u-velocity inside the vortex core while the experiment does not. The 
figure shows qualitatively the same structures. As the only one, the TUB SALSA-
DES result seems to represent the second vortex above the body quite well. 

The comparison of the RMS values, figure 5, shows qualitatively good agree-
ment; the quantitative comparison is also acceptable, although the theoretical val-
ues are a little bit too low. 

The TUB made a grid dependency study using the 2nd level of the grid and in 
the region of the vortex above the wing the fine grid resolution. The effect on the 
mean velocity components was very weak and did not improve the deficiency in 
the u-velocity very much. 

But as the following picture, figure 6, shows a remarkable influence of grid re-
finement upon the RMS-values can be observed. A much higher resolution of the 
turbulence is obvious and the agreement with the experiment is improved a lot. 

Figure 7 shows a typical comparison of the vortex structures between a 
URANS and a DES simulation, both using the SALSA model as the basic turbu-
lence model. The DES result shows a strong expansion of the vortex system cap-
turing the natural unsteadiness, while the SALSA URANS simulation presents a 
stable vortex up to the trailing edge and no unsteadiness is visible, at all. It turns 
out that the unsteadiness in the DES computation is depending upon the time step  
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Fig. 5 Comparison of the u-, v-and w-rms distribution with the RSM-SSG-ω simulation 

size, while the main features of the flow, like the location of the vortex burst 
seems not to be very sensitive to time step, turbulence model as well as spatial 
resolution. On the other hand URANS simulations show steady solutions regard-
less of the time step, with the main flow features depending more strongly on the 
turbulence model as well as on the grid resolution. 
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d  

         Experiment                        Refined grid                    2nd level grid 

Fig. 6 TUB grid refinement study; SALSA-DES influence on RMS values at x/C=0.90 

The effect of a time step reduction by a factor of 10 is shown in figure 8 above. 
Clearly visible are the much finer vortex structures appearing with the finer time 
step. 

The influence of a second DES background model is shown in figure 9. The 
CEASM-DES model turns out to give a reduced region of reversal flow within the 
vortex and as a result a better agreement of the mean velocities especially for  
the u-component compared with the result of the SALSA model in figure 4. The 
RMS-values are also improved but not shown here.  

The results in the structured grid indicated clearly that URANS is not able to 
reproduce the unsteadiness of this kind of flow correctly, regardless of the size of 
the time step. URANS calculations seem to depend strongly upon the model as 
well as the grid resolution. 
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Fig. 7 Comparison of vortex structure between URANS and SALSA-DES 

 

 

Fig. 8 The effect of reducing the time step by a factor of 10 upon the lamda2 criterion b) 
left: dt = 1. x 10-4    c) right: dt = 1. x 10-3 

DES on the other side offers the possibility to investigate such unsteady phe-
nomena. The agreement with the experimental data is improved quite a bit. The 
magnitude of the unsteadiness resolved, by means of the RMS values, depends on 
the time step size, while its influence upon the main flow features seems to be 
smaller. The same remark can be made with regard to the grid resolution. The 
comparison between the SALSA DES and EASM DES points to high dependen-
cies upon the background turbulence model. 

The structured grid used here turns out still to be not fine enough. Therefore in 
the second phase of the project an unstructured grid is used which offers better 
control of the grid density and the possibility of future grid refinement. 
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Fig. 9 Comparison of mean velocities EASM-DES and experiment at x/C = 0.90 

12.4   Unstructured Grid Computations 

The partners ANSYS, DLR and EADS-MAS participated in this part of the test 
case. All calculations are done by using the same unstructured hybrid grid with 
about 13 million nodes generated by EADS-MAS. 

Both EADS-MAS and DLR performed their computations by using the 
TAU-code. While EADS-MAS applied the basic SA-DES turbulence model, 
based on the so-called DES97 model (Spalart 1997), DLR used the SA-DDES 
version, a recently derived Delayed DES model (Spalart 2006). The later model 
overcomes some ambiguous behaviour for extended boundary layers if the tan-
gential grid spacing becomes inappropriate due to the solely grid dependent 
RANS-LES switching. ANSYS performed the computations with their com-
mercial code CFX (ANSYS, 2007) using the SST-SAS turbulence model 
(Menter et al., 2005-2007). 
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Fig. 10 Grid details 

The resolution in time varies between the partners. EADS uses a time step of 
5.0E-4, DLR one of 1.0E-4 and ANSYS 5.0E-5 seconds. 

The time period monitored to collect statistic data was nearly one second in the 
case of DLR and EADS-MAS, while ANSYS, forced by the smaller time step, 
samples the data for about .30 seconds. The latter turned out to be a little too short 
because some data has not reached a fully settled mean for each value. 

The comparison of the data with the experiments of the TU Munich was done in 
several cuts x=constant by means of mean velocities and RMS values of the veloci-
ties. The instantaneous ratio of turbulent to laminar viscosity and the average of the 
resolved turbulent kinetic is compared between the different simulations. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11 Comparison of mean u-velocity in cuts x/C=0.2, 0.3, 0.4 and 0.5 
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Fig. 12 Comparison of mean u-velocity in cuts x/C=0.6, 0.7, 0.8 and 0.9 

Special attention was paid to the mean u-velocity field because in all former 
calculations using the structured grid the level inside the vortex core turned out to 
be negative. Here for both SA-models the velocity becomes also negative be-
tween x/C = 0.4 and x/C=0.5, figure 11, while the SST-SAS result from ANSYS 
stays positive downstream to the trailing edge and fits better the experimental 
behaviour. 

This u-velocity difference can also be seen by a closer inspection of the values 
monitored in points 1, 9, and 19 situated near the trailing edge above the wing. 
Especially point 19, which is located most inboard, shows larger deviations. 

Due to the larger extend of the vortex in the DES calculations the monitored u-
velocity is lower than in the experiment (where point 19 is clearly outside the vor-
tex). Accordingly, the amplitudes (also of the v- and w-component not shown 
here) are larger compared to the experiment or the SAS result, as there are no 
large fluctuations outside the vortex.  

A comparison of the mean v- and w-velocity at the x/C=0.9 given below shows 
not such a great difference between the different results, although it can be noted 
that the SST SAS calculation seems to produce a smaller vortex size which is in 
accordance with the previous observations. 
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Fig. 13 Comparison of monitored u-velocity in discrete points  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 14 Comparison of mean v- and w-velocity at x/C=0.90 

Additionally included in the following figure 15, showing the power spectral 
density, is also an EADS-MAS FLOWer result on the structured grid using the 
same SA-DES model as for the TAU DES computations. The earlier drop-off of 
the PSD for the computational results compared to experiment is obvious and, at 
least to a certain degree, due to the time step size, which was the smallest for SAS. 
For point 19 the characteristic peak is located at the right frequency. 

Furthermore standard-deviation data of u, v and w are given from the experi-
ment. A comparison with the calculations for the cut x/C = 0.9 is shown in  
figure 16. All CFD results reproduce the observed turbulence anisotropy with 
Urms exceeding Vrms and Wrms values. However the absolute values of the ve-
locity fluctuations are too high compared to the experiment, especially in the SAS 
result by ANSYS. Comparing both SA solutions the unsteadiness of the  
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Fig. 15 Comparison of power spectral density of u-velocity in monitored points 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 16 Comparison of u- v- and w-rms values at x/C=0.90 
 



12   FA-5 Configuration 229
 

 

Fig. 17 Comparison of the ratio μt to μl of the theoretical computations 

 

Fig. 18 Comparison of the resolved turbulent kinetic energy TKE  
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EADS-MAS     DLR Vorticity coloured with cp      ANSYS    Vorticity   

Fig. 19 3D Vortex structures 

u-component shows a “blue spot" in DES result. The reason is not clear until now. 
Also the DES over predicts the rms-values of all components more than the DDES 
result. This might be an effect of the by a factor of five smaller time step size and 
the fact, that DDES prevents the LES region from developing instabilities close to 
the wall forced by grid spacing. This advantage is present especially near the wing 
tip, and important and appropriate for a physical behaviour. 

The next two figures, 17 and 18, show comparisons of the distributions of the 
instantaneous ratio of μt to μl and the average of the resolved turbulent kinetic en-
ergy TKE. The μt to μl distribution presents very similar patterns for both, the SA 
DES and the SA DDES computation. You can observe the locations of the various 
vortices and a slightly higher level of the ration for the DDES compared to  
the DES solution. The ANSYS result looks quite different and seems to smooth 
out all discrete maxima. This is not understood and should be the topic of further  
investigations. 

Looking at the TKE distribution remarkable differences between DES and 
DDES can be noticed. The DDES values are much lower. The ANSYS solution is 
similar to the DES one and is the only one that visualises the trace of the canard as 
well as the strake vortex by the given scaling. 

Figure 19 shows the 3D vortex structures. Although the representation does not 
use identical criteria, one can conclude that the ANSYS flow field seems to con-
tain more small details than the EADS-MAS or DLR result. This is probably a 
result of the finer time step size used, which is by a factor of ten or five smaller. 

12.5   Conclusion 

Within Task 13 various detached eddy simulations around the generic FA-5 
fighter configuration has been performed, being a realistic test case of industrial 
relevance. In a structured grid mainly URANS computations by EADS-M apply-
ing three different turbulence models have been done and are compared with TUB 
DES computations, using two different background turbulence models, and the 
experimental data. All computations are basically using the same grid. The results 



12   FA-5 Configuration 231
 

show the superior behaviour of the DES-models with regard to the description of 
the unsteady content of the flow. Also found is the strong dependency of the un-
steadiness of the flow on the underlying turbulence model in DES mode as well as 
upon the size of the time step. 

The last conclusion can also be drawn also from the calculations in the unstruc-
tured grid where an identical mesh is used by all partners. While the SA DES and 
SA DDES show more or less similar results the SST-SAS model shows a some-
what different behaviour coming closer to the experiment for some, but not all of 
the compared data. It has to be pointed out, that the chosen time step for the latter 
simulations was much smaller than for the other ones. 

The SST-SAS model is the only one which predicts a still positive axial veloc-
ity at the trailing edge together with a vortex extension being closer to the experi-
ments and giving a somewhat improved level of the power spectral densities of the 
velocities, while the rms- values are over predicted at the same time. This calls for 
more careful examination of both the DES and the SAS models for simpler vortex 
dominated configurations in order to come to sound conclusions for this type of 
flows. 
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13   Circular Cylinder on a Ground Plate 

J.C. Uribe and D. Laurence 

University of Manchester 

Abstract. The case of a circular cylinder mounted on a ground plate is studied by 
three different partners, Chalmers, NTS and the University of Manchester. LES 
and DES and TRANS have been used. Each partner has created their own mesh. 
Results are compared to experimental values available. None of the simulations 
produces a reasonable agreement with the experiment and they miss important 3D 
features of the flow. 

13.1   Overview 

A cantilever cylinder with one end fixed and the other free is considered. The cyl-
inder aspect ratios (AR) are 6 and 10 and the Reynolds number based on cylinder 
diameter and free stream velocity is Re= 20,000 for both cases. These cases are a 
continuation of the LES work of Frohlich and Rodi (2004), in which the authors 
tested a cylinder with an aspect ratio AR =2.5 and recommend testing of further 
AR cases at the same subcritical Reynolds number (Re) range. The availability in 
electronic format of experimental data from Park and Lee, 2000 made the test case 
quite attractive, but some inconsistencies were later discovered in the PIV velocity 
fields, while the Cp profiles around the cylinder seemed to vary significantly be-
tween publications. In addition, difficulties in finding agreement even between 
different LES, some as fine as 7 Million cells, tended to discourage other partners 
from participating to this test-case.  Nevertheless a DES and Transient RANS 
simulations were attempted at an early stage, followed by several LES. The results 
of the finest, 15 Million cells LES were not yet fully available at the time of writ-
ing however. 

The main observation is that the flow over the free end has a complicated three-
dimensional structure, starting from a pair of delta wing type vortices from the 
sharp edges; with later a strong downwash from the free end of the cylinder almost 
all the way down to the floor and this downwash interferes strongly with the clas-
sical vortex shedding features expected from tall cylinders. The extent of the 
downwash and subsequent vortex shedding damping are features where most 
variations between different simulations are found. 

13.2   Flow Geometry 

The geometry consists of a finite circular cylinder vertically mounted on a flat 
plate with one end fixed and the other free (and other cases also allowed to  
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Fig. 1 Geometry under consideration of finite cylinder. Top: Cross sectional view in XZ 
plane. Bottom: Cross sectional view in XY plane 

vibrate, but not considered here). The vortices that are shed from the cylinder, 
along with a strong downwash from its free end require a fairly long computa-
tional domain to capture the flow physics adequately. The downstream length is 
set at 36 diameters and the upstream length is set at 12 diameters, with the origin 
of the coordinate system located at the centre of the base of the cylinder.  

The complete geometry is shown in Fig. 1, where a uniform flow enters from 
the left (other boundary layer thickness case are available). The blockage ratio 
defined as the ratio of the projected cylinder area to the cross sectional area of test 
section (A/C) is 1.38 % for AR 6 test case. However a little variation in this ratio is 
still acceptable; Frohlich and Rodi (2004) use a blockage ratio of 7.1% for all their 
simulations, still achieving decent results as compared to experiments. While un-
derstanding the tip flow effects special consideration should also be given to the 
height of the computational domain. In the present case this domain total height 
(HTZ) is 24 diameters. Thus the ratio HTZ/H = 4 for AR 6 case which is still suffi-
ciently larger than the experimental (Park and Lee (2000)) ratio of 3.33. 

13.3   Participants 

The following table 1, see below, shows the partners involved in this test case and 
the details of the computations. 

Details of the meshes used can be seen in figures 2, 3 and 4. All 3 groups use a 
cylindrical grid around the obstacle with a first cell width close to one in viscous 
wall units, then different strategies to match this inner grid to the rectangular com-
putation domain mesh. NTS uses overset grids while Manchester uses non-
conforming 1.5 refinements at block interfaces (2 cells facing 3 cells). Hence the  
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Table 1 Partners involved in this test case 

Partner Type of models used Cells 

Chalmers LES 7 Million, block structured 
15 Million, block structured 

NTS DES 
TRANS 

2 Million, bloc structured 
(Chimera) 

Manchester LES 1.8 Million unstructured AR=6 
3.4 Million unstructured AR=10 

 

Fig. 2 Chalmers mesh 

 

Fig. 3 NTS mesh 
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Fig. 4 Manchester mesh 

near-cylinder meshes are more similar the total number of cells would suggest (2 
M. for NTS and MaN, 7 M. for Chalmers). 

13.4   Results 

13.4.1   Pressure Coefficient 

The comparisons for the pressure coefficient at four different locations can be seen 
in figure 5. 

The LES results are in good agreement toward the middle height of the cylinder 
but they deviate from the experiments as the tip of the cylinder is approached. It is 
important to note that the results for the coarse LES from Chalmers are in better 
agreement than the fine LES implying either still a strong grid dependence, or a 
need for longer term statistics. The DES results overestimate the pressure coeffi-
cient in all instances and they are very close to the T-RANS results. The experi-
mental results concerning Cp profiles and wake velocity at mid height signifi-
cantly different from infinite cylinder case seem to confirm this but some discrep-
ancies were noted and comparison is only qualitative. The TRRANS and DES 
predict Cp distributions and wake profiles close to each other and also showing a 
strong flow deflection and damping of the von Karman shedding. However, these 
predictions are tangibly away from those of the LES. It should be noted that the 
Park & Lee measurements of the pressure distributions do not seem to be reliable, 
since their Cp for the infinite cylinder differs a lot from the classic data of  
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                        z/L = 0.5   z/L = 0.75 

 

              z/L = 0.806   z/L = 0.917 

 

              z/L = 0.972 

Fig. 5 Pressure coefficients around the cylinder at different locations 

Cantwell and Coles, and in the case of the wall-mounted finite cylinder, Park & 
Lee data disagree with similar data of Luo et al. (Journal of Wind Engineering and 
Industrial Aerodynamics 59 (1996) 69-93). 
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13.4.2   Velocity Profiles 

The velocity profiles can be seen in figure 6 at four different locations. 
Here again the unstructured grid LES seems to be in agreement with the fine 

LES while the DES and T-RANS predict much higher values of velocity. The 
experiment on the other hand shows a surprisingly rapidly disappearing wake. 

 

x/D = 0.5, z/L = 0.25   x/D = 5, z/L = 0.5 

 
x/D = 5, z/L = 0.75   x/D = 5, z/L = 1 

Fig. 6 Streamwise velocity profiles at different locations 

13.4.3   Turbulent Intensity 

Profiles of streamwise turbulent intensity at x/D = 5 and z/L = 0.5 can be seen in 
figure 7. 

All calculations predict a high level of turbulence (25-30% TU) with a dip in 
the middle, which is not found on the experiments. As will be seen later this dou-
ble peak distribution can be explained by the shedding of small vortices from the 
sides with a characteristic size of D/5 instead of D in the classical infinite cylin-
der case.  
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Fig. 7 Streamwise turbulent 
intensity 

 
x/D = 5, z/L = 0.5 

 
Manchester LES. z/L = 0.25  Chalmers coarse LES z/L = 0.25 

 
Manchester LES. z/L = 0.5  Chalmers coarse LES z/L = 0.5 

 
Manchester LES. z/L = 0.75  Chalmers coarse LES z/L = 0.75 

 
Manchester LES. z/L = 1  Chalmers coarse LES z/L = 1 

Fig. 8 Streamlines at different locations 
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13.4.4   Streamlines 

In figure 9 the streamlines at the symmetry plane is shown and in figure 8 the 
streamlines at four different z planes (altitudes). Note in figure 8 the pair of very 
narrow or stream-wise elongated recirculation, which is a significantly different-
pattern from the infinite cylinder case. In figure 9 a dense cluster of lines is gener-
ated just before the tip of the cylinder, which later highlights an “arc” shaped 
downwash, almost reaching the base plate. The location of this cluster of stream-
lines corresponds in figure 8 to the saddle points marking the end of the vortex 
pair. Thus the streamline divergence along the “arc” highlights the strong 3D ef-
fects. At the foot of the cylinder, in front, streamlines are seen to curve back to-
wards the ground, just about suggesting a horseshoe vortex but this one is very 
shallow due to uniform inflow profile. Behind the cylinder at the cylinder plate 
junction a second vortex is seen resulting from the downwash all along the cylin-
der, but this one is fully embedded in the near wake and is unrelated to the horse-
shoe vortex.  

The Chalmers and Manchester LES seem to agree with each other as concerns 
the top half of the flow, but less so nearer the floor. In particular from mid-height 
down to the floor, the Manchester results show a shortening and “rounding” of the 
mean flow vortex pair, which is interpreted as a re-appearance of the classical 
Karman Vortex street, while the Chalmers LES at z/L=0.25 still show a very elon-
gated recirculation pair.   

The “Fine LES” results of Chalmers herein correspond to results obtained in 
January 2007 on the 15 M. cells mesh, and may require further averaging. More 
detailed results are due to be presented at TSFP5 Munich August 2007.  Further 
description of the Manchester LES, including mesh refinement studies and com-
parison of aspect ration 6 and 10, can be found in Afgan 2007.   

 

 
       Manchester LES                                     Chalmers coarse LES  

Fig. 9 LES streamlines at y/D = 0 
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 a) Symmetry plane 

 b) Z=150mm 

c) Z=20mm 

Fig. 10 Streamlines from PIV of H/D=3 finite cylinder experiment at ReD=4.26 106, by R. 
Manceau & L.E. Brizzi, (www.univ-poitiers.fr/lea) 

13.5   Conclusions 

The flow around a cylinder has shown many complex features. Despite the high 
aspect ratio, the flow over the cylinder is found to be strongly inhomogeneous 
along the height of the cylinder, i.e. highly three-dimensional and significantly 
more turbulent in the lower half of the wake. The roll up of the shear layer sepa-
ration from the free end causes two counter rotating vortices near the free end of 
the cylinder leading to a strong downwash extending downstream nearly to the 
base. This downwash changes the flow evolution by interacting with the regular 
vortices being shed from the sides of the cylinder. This interaction causes 
changes in the pressure distribution in the wake of the cylinder and damping of 
the vortex shedding. 
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When comparing with the experimental results, all the simulation seem to miss 
important features of the flow field, both most importantly they do not agree well 
with each other. The lack of consistency of the results shows that this is a difficult 
case for which probably a higher mesh refinement is required.  

Since even the LES do not agree with each other, and experimental data is too 
uncertain, it is certainly too early to use this test case for an evaluation of DES or 
hybrid models. 

Nevertheless this type of geometry presents a very obvious interest for many 
industrial applications: aeroacoutics, flow induced vibrations of probes or towers 
(at higher Re!), and the experimental investigations must be pursued as well as 
modelling effort. The preliminary investigations performed within DESider have 
at least drawn the attention of the community toward this very challenging test 
case. 

At the time of writing, R. Manceau & L.E. Brizzi from LEA,  Poitiers provided 
a very detailed PIV set of results for similar Re number, but lower AR of 3 (pri-
vate communication). The similarity of those PIV results shown in figure 10 with 
the previous LES streamline plots is quite striking. In particular a film generated 
from PIV data confirms clearly that the elongated recirculation pair seen is fig 10. 
c) is due to a number a quite small eddies being shed from the shear layer with 
their centre being convected along a straight line rather alternating as in a Karman 
street.   
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14   Fuel Assembly Industrial Test-Case 

S. Benhamadouche 

EDF 

14.1   Introduction 

The present work started during the Desider project and is still ongoing. Unsteady 
flow loading of fuel assemblies in PWR power plants is a potential cause of de-
formation and fretting wear damage (Rubiolo, 2006). Predicting the complex tur-
bulent flow behaviour due to the grids, the vanes, the springs and the dimples, is a 
challenging task in the nuclear industry and this will remain the case for several 
years, if not decades, if one wants to compute a whole assembly. 

CFD has been recently used to predict the flow behaviour along fuel rods (Seok 
et al, 2008, Chang et al, 2008 and Lee et al, 2007). The accurate prediction of such 
flows, and in particular their unsteadiness, is mandatory in order to carry out 
fluid/structure interaction calculations. Figure 1 shows the complexity of the real 
geometry. A real-life fuel assembly is composed of 17x17 rods (the diameter of a 
rod and its length are respectively around 1 cm and 4 m) maintained with around 8 
mixing grids or grid assemblies. The mixing grids are not only used to maintain 
the rods but also to enhance the mixing and the homogeneity of the fluid and 
thermal distributions. The very long-term objective is to compute the instantane-
ous pressure loading to which the fuel rods are exposed during the exploitation in 
a nuclear plant for a whole assembly. Such an objective is very challenging as the 
computational domain is large and the physical phenomena are complex.  

 

 

 
 
 

 

Fig. 1 General view of a fuel assembly Fig. 2 5x5 grid assembly 
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Computing a whole assembly, even with less demanding turbulence models such 
as RANS, URANS or DES, is still impossible even with the most powerful exist-
ing computers as this will require grids of hundreds of billions of cells. 

14.2   The Computational Domain 

The aim is to obtain the instantaneous pressure loading along the tubes. The 
frequencies which are able to make the rods vibrating are in the range of 10 to 
100 Hz. The only reasonable approach in this region is to utilize a pure Large 
Eddy Simulation approach. Although the Reynolds number in the reactor con-
figuration is around 500 000, the known experiments of such configurations 
have Reynolds numbers around 40 000 to 50 000, which is considered reason-
able for LES with wall functions. An intermediate objective is then to compute 
the axial flow along a bundle on a limited domain and at a reasonable Reynolds 
number. 

Regarding the literature, a 5x5 fuel assembly with a typical grid such as the one 
represented in figure 2 with 2 m fuel rods is acceptable at a Reynolds number 
around 40 000. Even this restricted computational domain is still too big in order 
to perform simulations using pure LES. The present calculations are then limited 
to 4 sub-channels as shown on figure 3 with 40 cm fuel rods (which corresponds 
approximately to the space between two grids in a real-life fuel assembly). The 
dimensions of the computational domain are show in figure 4. The hydraulic di-
ameter Dh is around 1cm and the length of a rod corresponds to 40 Dh. The up-
stream axial bundle has a length of around 2 Dh. 

  

Fig. 3 The four sub-channels (the main flow in 
perpendicular to the higure) 

Fig. 4 The computational domain 
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14.3   Turbulence Modeling 

The first idea was to use LES in the axial tube bundle region while using RANS in 
the mixing grids, as generating the mesh is complex in this region. One recalls that 
LES is very sensitive to non-orthogonal or non-conforming meshes (as the turbu-
lent viscosity is very low compared to RANS one) and RANS is more adapted to 
the use of distorted and non-orthogonal computational cells. This aim has been 
postponed but the use of RANS/LES coupling or hybrid RANS/LES approaches 
will be probably mandatory for larger computational domains. Only pure LES or 
URANS approaches are presented herein. 

14.4   Grid Generation 

The use of LES incited us to create a fully hexahedral mesh. It took more than one 
year to obtain a satisfactory mesh for this configuration. The final grid has been 
obtained with the grid generator ICEM using the available blocking method. All 
the attempts with the other available mesh generators failed. Figures 5 and 6, re-
spectively, show the interior of the mixing grid and the quality of the hexahedral 
cells which have been used. The mesh contains 8 million cells and has been used 
for all the computations on the four sub-channels configuration. Another mesh 
with 100 million tetrahedral cells has been built to test High Performance Comput-
ing (HPC) capacities at EDF (EDF made the acquisition of two Blue Gene ma-
chines, a BGL with 8 000 processors in 2007 and a BGP with 32 000 processors in 
2008). Few words about these tests are given at the end. 

 
 

Fig. 5 Interior view showing the vanes, the 
springs and the dimples 

Fig. 6 The hexahedral mesh 

14.5   URANS and LES Computations 

EDF in-house open source CFD tool Code_Saturne is utilized herein for all the 
calculations. Code_Saturne is an unstructured collocated finite volume solver for 
incompressible flows using a SIMPLEC algorithm for pressure-velocity coupling 
with Rhie and Chow interpolation to avoid odd-even decoupling on structured 
meshes. Further details can be found in Archambeau (2004). It has been validated 
for cross-flows in tube bundles (Benhamadouche et al, 2003, 2005) with LES and  
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Table 1 The main parameters of the main computations 

Turbulence 
model 

Boundary 
Conditions 

Dt (s) CFLmax No. time 
steps 

No. passes No. of 
passes for 
averaging 

LES Cs=0.065 Cst 5.10-6 0.8 700 000 30 8 
SST Cst 5.10-5 7 120 000 45 30 
SST Dev 5.10-5 7 50 000 20 4 

SSG with SWF Cst 5.10-5 7 150 000 60 40 
SSG with SWF Dev 5.10-5 7 75 000 30 10 

SSG Cst 5.10-5 7 150 000 60 20 

URANS approaches. LES technique provides the instantaneous velocity field 
whereas URANS approaches might give some unsteadiness but at low frequencies 
(one recalls that our main objective is to obtain the instantaneous pressure loading 
to carry out fluid structure interaction with these data). 

A fine grid with 8 million cells is utilized to represent the restricted computa-
tional domain including 4 sub-channels along 40 hydraulic diameters and one 
mixing grid. The inlet bulk velocity and the hydraulic Reynolds number are re-
spectively around 3 m/s and 40 000. HPC calculations are carried out on 1024 or 
2048 processors of BlueGene/L-P supercomputers, in particular with LES for 
which long physical time and small time steps are needed. For example, the LES 
computation ran during 40 days on 1024 processors for 40 flow through passes. 

In addition to implicit reconstruction technique for non-orthogonal faces, all the 
computations use a fully centred scheme for the velocity components (without any 
up-winding). For LES, the time scheme is based on a Crank-Nicolson second or-
der scheme. For URANS, the time scheme is an Euler implicit one, and the turbu-
lent quantities are solved with a fully upwind convection scheme.  

Table 1 gives the main computations and the main parameters for each of them. 
The highlighted computations are the one which have been deeply post-processed. 
There is no point in the present presentation to give all the details about the post-
processing. The two main intermediate conclusions concerning the URANS ap-
proaches are: using constant or fully developed boundary conditions do not 
change the results and the use of Scalable Wall Function has no effect with the 
present mesh. 

Available literature in the present field (see for example Seok (2008)) show that 

the turbulent intensity defines as the integral of 
bulkU

k
I 3

2

= on a plan orthogonal to the 

main flow, downstream of the mixing grid varies between 15% and 20%. Figure 7 
gives the evolution of the turbulent intensity downstream the mixing grid for LES 
and the level of this intensity for the URANS approaches just downstream the 
mixing grid. It is clear that URANS (here the k-w-SST and the SSG with Scalable 
Wall Functions) are unable to reproduce a reasonable level of kinetic energy. This 
qualitative argument is sufficient to focus our attention and future efforts on pure  
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Fig. 7 Turbulent intensity Fig. 8 Fluctuation intensities in the stream-
wise (w’) and span-wise directions (u’) 

LES simulations or on hybrid RANS/LES simulation. Figure 8 shows the evolu-
tion on the fluctuations of each velocity component downstream the mixing grid 

(for the component u, one has 
bulk

u U

u
I

2'= ). The level of the two intensities are 

comparable just at the exit of the mixing grid but the stream-wise velocity compo-
nent becomes higher downstream as the near-wall gradient is the only term that 
produces turbulent energy. A swirling flow is created by the vanes. The intensity 

of this swirl can be estimated by the circulation given by 
bulkU

VU
C

22 += , where 

U and V are the tangential velocity components (in the plane orthogonal to the 
main flow). Figure 9 gives the evolution of this quantity downstream the mixing 
grid for LES computation. The decrease is, as it is the case for the turbulent inten-
sity, natural. However, one can notice the high level of this quantity just down-
stream the mixing grid (around 35%). This may entail instantaneous circulations 
comparable to the inlet velocity (3 m/s). Figure 10 shows other qualitative  
 

Fig. 9 Circulation evolution 
downstream the mixing grid 
for LES computation 
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Fig. 10 Mean stream-wise velocity, mean tangential velocity and mean velocity vectors at 
three positions downstream the mixing grid 

behaviour. The mean swirl is obvious. The form of the swirl is ellipsoidal at the 
beginning, the main axes of this ellipse turns depending of the position of the plan 
and becomes circular at some distance. All these qualitative estimations are in 
good agreement with the existing literature. The lack of experimental data does 
not allow us to have fine quantitative comparisons and an experimental program is 
being set up. 

14.6   High Performance Computation (HPC) Tests (100 M 
Cells) 

A tetrahedral mesh with 100 million cells has been used to perform HPC tests. 
Only the standard unsteady k-epsilon model with two layer wall functions has 
been tested. Figures 11 and 12 show respectively the velocity magnitude and the 
velocity streamlines at a given time. Although the fields seem physical, no quanti-
tative variable has been deeply checked. This test allowed checking the perform-
ance of Code_Saturne on massively parallel machines such as the Blue Gene/L. 
The solver used up to 8192 processors with a very satisfactory speed-up. 
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Fig. 11 Instantaneous velocity magnitude 

14.7   Conclusions and Perspectives 

More tests are needed in order to achieve the first objective which consists in 
simulating a 5x5 rod bundle. Although one can argue intuitively that the inlet con-
ditions might not have an effect on this test case with LES because of the high and 
predominant production of energy through the mixing grid, one has to test the 
effect of a synthetic method such as the vortex method on this test-case. In addi-
tion, the sensitivity of the results to the mesh refinement is being tested with a 
finer mesh (19 M cells with a finer grid in the stream-wise direction). An experi-
ment will also be carried out to have a fine database in order to evaluate the cur-
rent numerical results. Finally, hybrid RANS/LES techniques should be tested in a  
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Fig. 12 Instantaneous velocity streamlines and the turbulent kinetic energy 

near future to avoid wall refinement (in the perspective of an industrial application 
at a Reynolds number of 500 000).  
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15   EC145 Helicopter Fuselage – An Industrial Case 

F. Le Chuiton1, A. D’Alascio1, G. Barakos2, R. Steijl2, D. Schwamborn3,  
and H. Lüdeke3

 

1 Eurocopter Deutschland GmbH 
2 University of Liverpool 
3 DLR 

Abstract. The present report presents the technical achievements at Eurocopter 
Germany about a first industrial attempt to use DES-like methods to compute the 
wake behind a helicopter in forward flight. Three codes have been used: TAU 
(DLR), CFX (Ansys) and HMB (University of Liverpool) and four different turbu-
lence models: standard SST and three of its unsteady extensions SAS, DES and 
XLES. Results for the loads, pressure distribution and skin-friction lines have 
been compared to each other and against wind tunnel experimental data. These 
more sophisticated models brought improvements over the base SST but not al-
ways markedly and consistently: the drag gets improved although the negative lift 
on the body departs further form the experimental value. The pressure distribution 
on the backdoor has been improved by one of the computation. Oil-flow visualisa-
tion results show that the mean flow in the region of the backdoor is qualitatively 
reasonably well captured. 

15.1   Test Case Description 

15.1.1   Geometry 

The geometry is that of a wind tunnel model of the BK117-C2 helicopter fuselage 
(a precursor of the EC145 helicopter) including a support strut mounted under-
neath. The configuration is symmetrical with respect to the XZ-plane apart from 
the coloured components in Figure 1: fin, horizontal stabilizers and end plates. 
The latter are mounted with an angle to the right, so that they generate in cruise a 
force to the starboard side. 

15.1.2   Flight Conditions 

The flow conditions were chosen as 

• upstream air velocity   V∞ = 40 [m.s-1] 
• angle of attack   α = 0o 
• angle of side-slip   β = 0o 
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Fig. 1 BK117-C2 wind tunnel model 

• upstream temperature   T∞ = 295 [K] 
• upstream turbulence intensity  Tu∞ = 0.4 % 

hence with 

• Mach number   M∞ = 0.11618 
• Reynolds number per unit length Re∞ = 2.480 106 [m-1] 

15.2   Computation Challenges 

This configuration proves to bear in it many challenging unsteady and vortical 
flow-field aspects, hereafter listed in the sequence of supposedly decreasing influ-
ence on the flow-field. 

1. The flow field behind the backdoor obviously separates massively, thus in-
ducing a strongly vortical wake that, in turn, impinges on the horizontal stabi-
lizers. This is of particular significance for the study of the stability, static as 
well as dynamic, of the aircraft. 

2. The flow behind the support strut also separates all the same massively and 
interacts with the backdoor separation. This is all the more important as this 
interaction conditions a good portion of the separation pattern on the back-
door and hence the vortical wake too. 

3. The end plates may also experience flow separation on the front part of the 
suction side. This influences the side force exerted on the rear part of the con-
figuration and hence the yaw stability of the complete configuration. 

4. Since both engine exhausts are sealed, the flow naturally separates, thus cre-
ating a vortical wake that interacts with the main backdoor wake and influ-
ences the flow conditions in the region of the stabilizers and end plates. 
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5. The flow impinging on the nose of the engine fairing drives a horseshoe vor-
tex to appear, the two arms of which then trails downstream on both sides of 
the cell and finally merge with the vortical backdoor wake. 

15.3   Experiment 

Through own funding, ECD has set up a wind tunnel campaign with an already 
existing model of the configuration described above. Measurement data, which 
have been used to compare against are: 

• global force and moment coefficients (all three components); moments have 
been measured with respect to the centre of gravity; 

• surface steady pressures at four sections: x=0.350, x=0.750, y=0.0 and 
z=0.280 [m]; 

• and oil flow pictures. 

15.4   Partners, Numerical Tools, Grids and Computations 

15.4.1   Partners and Numerical Tools 

ECD and DLR used the flow solver of the unstructured simulation system TAU 
developed at DLR. TAU follows a finite volume approach with unknows located 
on grid nodes and control volumes built from the dual grid. For a thorough de-
scription of the present status of TAU please refer to Schwamborn et al., 2006. 
For the present exercise the central scheme with matrix dissipation has been used. 
A second order accurate backward Euler formulation of the time derivative com-
bined with the dual time-stepping approach has been retained for iterating in time. 
Low velocities have been accommodated for using a preconditioning technique, 
which also favoured the solution accuracy. 

Additionally, ECD used the CFX solver by Ansys to run the SST-SAS compu-
tation; for details refer to Menter et al., 2005. 

The University of Liverpool used its in-house code Helicopter Multi-Block 
(HMB) for running the SST-DES computation. Convective fluxes are discretised 
using the scheme by Osher and a formally third order accurate MUSCL recon-
struction method. Marching in time is done using a second order accurate back-
ward Euler formulation of the time derivative. No low-velocity preconditioning 
has been used. Reference to Steijl et al., 2006 can be made for further details. 

15.4.2   Grids 

An unstructured grid Figure 2 has been created by ECD with the Centaur grid 
generator of CentaurSoft with 2.2 million nodes, which was especially meant to be 
industry friendly because of the relative small number of points. The near wall 
region has been accommodated using 24 layers of prisms yielding a total thickness 
close to 8.5 [mm]. 
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Fig. 2 Unstructured grid with 2.2 M nodes 

 

Fig. 3 Structured grid with 14.3 M nodes 

The structured grid had been originally generated by ECD using the ICEM-
Hexa software of Ansys with circa 10 million nodes, and was adapted to HMB by 
the University of Liverpool yielding approximately 14.3 million nodes and 2230 
blocks (Figure 3). 

15.4.3   Computations 

The computations that have been carried out are summarised in Table 1 below. To 
be noted is that all five runs used the k-ω turbulence model as a basis and that, for 
the sake of comparing models, all three unsteady extensions used three different 
approaches: XLES, SAS and DES. One of the benefits of the unsteady DES-like 
modelling consists in highly reduced values of the turbulence eddy viscosity com-
pared to pure RANS-modelling; refer to the line “max. μT/μL”. Also note under 
“max. y+” that all simulations yielded maximum values of y+ around 2, which is 
fairly acceptable in an industrial context. 

Unfortunately the time-step has not been chosen consistently over the three un-
steady computations. In that respect, comparisons of the DES-content of the flow 
solutions may be unfair, especially for run 4 where the time-step seems to be 
clearly too large. For run 2, the LES-resolved area included 85% of the grid nodes;  
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Fig. 4 TAU XLES, contours for 
two values of the λ2 criterion 

 

see Figure 4. As for run 4, the domain fore the model support strut was resolved 
by the RANS part of the model, while aft of it the LES-resolved region included 
85% of the cells; see Figure 5. 

For the purpose of post-processing, global loads as well as loads per component 
and surface output files also have been averaged either over iterations (steady 
mode) or time-steps (unsteady mode); this is indicated in Table 1. 

Table 1 Runs and results matrix 

identifier 1 2 3 4 5 
partner ECD DLR ECD ECD Uni.Liv. 
code TAU TAU CFX CFX HMB 

turbulence 
model kω-SST 

kω-TNT-
XLES 

BSL-kω-
SST 

BSL-kω-
SST-SAS 

kω-SST-
DES 

grid unstruct. unstruct. unstruct. unstruct. structured 
nb. points 2.2 106 2.2 106 2.2 106 2.2 106 14.3 106 
run mode steady unsteady steady unsteady unsteady 

integration 31000 (it.) 2.38 (s) 4808 (it.) 2.0 (s) 0.1625 (s) 
time-step --- 0.2 (ms) --- 1.0 (ms) 0.025 (ms) 

max. μT/μL 2430 150 5570 490 390 
max. y+ 2.0 2.0 2.0 2.0 2.0 

global loads 
averaged 

over 21000 
iterations 

averaged 
over 3400 
time-steps 

averaged 
over 2700 
iterations 

averaged 
over 1000 
time-steps 

averaged 
over 6 
values 

loads per 
component 

final final 
averaged 
over 2700 
iterations 

averaged 
over 1000 
time-steps 

averaged 
over 6 
values 

profiles 
of cp 

averaged 
over 100 

output files 

averaged 
over 80 

output files 
final 

averaged 
over 41 

output files 

averaged 
over 5400 
time-steps 

friction 
lines 

averaged 
over 100 

output files 

averaged 
over 80 

output files 
final 

averaged 
over 41 

output files 
--- 
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Fig. 5 HMB DES, contours for two 
values of the λ2 criterion 

 

It can be seen on Figure 2 that grid refinement for the wake of the support strut 
has been taken into account but unfortunately not enough: the refined region ex-
tends hardly down to the end of the back-door. Outside of it, the coarser grid area 
generates too high a numerical dissipation and causes the wake to completely fade 
away; see Figure 4. On the contrary, the structured grid allowed for the resolution 
of the wake of the support strut along its entire path downstream; see Figure 5. 

15.5   Results 

15.5.1   Global Loads 

As illustrated in Figure 6 and with respect to the SST model, all XLES, SAS and 
DES models brought some improvement in the prediction of global loads on the 
fuselage. Overall both XLES and DES computations are closer to the experiment 
than the other ones, with a better force agreement for the DES simulation and a 
better moment agreement for the XLES computation. 

Although all force and moment components are important for the study of the 
stability of the fuselage, the drag force is of particular interest. In that respect, the 
closest agreement to the experimental value is achieved by the DES computation, 
which was done on a structured grid. 

Surprisingly, the negative lift is predicted with too large a magnitude by these 
two computations. This can be traced back to too large a contribution on the cell 
alone as evidenced on Figure 7. Considering the vertical force coefficient (CFz) 
and comparing runs 1 and 2 on the one hand and runs 3 and 4 on the other hand 
seems to indicate that the unsteady modelling modifies the flow structure in the 
direction of negative lift. Otherwise and apart from the right horizontal stabiliser, 
the lift coefficient is comparable between all computations. 

15.5.2   Cp-Distribution 

On Figure 8 is displayed the pressure coefficient distribution in the symmetry 
plane of the model. As expected all simulations capture equally well the pressure  
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Fig. 6 Global force and moment coefficients 

 

Fig. 7 Force coefficients per body component 
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Fig. 8 Distribution of cp in the symmetry plane y=0 [m] 

 

Fig. 9 Distribution of cp in the cross-section x=0.75 [m] 
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distribution on the top centre-line, apart form the tail boom where both the XLES 
and the DES computations, in accordance to each other, predict a somewhat lower 
pressure. On the bottom symmetry line, the front part doesn’t raise any problem 
either, but discrepancies between the various solutions occur in the region of the 
backdoor. Almost all simulations render correctly the pressure rise on the top part 
of the backdoor close to the junction to the tail boom. On the opposite, close to the 
support strut, the agreement could be better: all but the XLES simulation overes-
timate the pressure, while the XLES underestimates it. 

Figure 9 displays the pressure distribution on a cross-section just behind the 
support strut in the region of massive separation. Again the top part of the section 
is no problem for the flow solvers, except for a slight almost systematic underes-
timation of the pressure. The bottom part of the section is more interesting where 
apparently only the DES computation is able to show the pressure rise in the mid-
dle at the intersection with the symmetry plane. Surprisingly, the XLES solution 
doesn’t perform better than its SST counterpart. This may be connected to the in-
sufficient grid refinement of the unstructured grid in the wake of the support strut. 
Indeed, as seen at the end of the previous section, the strut wake is too much dissi-
pated in the XLES computation. 

Overall and when compared to the SST model, all three XLES, SAS and DES 
models do indeed improve the correlation with the experimental points. 

15.5.3   Oil Flow 

Figure 10 to Figure 15 show the surface flow pattern of both TAU computations: 
steady SST and unsteady XLES, while Figure 16 shows the unsteady CFX-SAS  

 

  

Fig. 10 TAU SST Fig. 11 TAU XLES 
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Fig. 12 TAU SST 

 

Fig. 13 TAU XLES 

run and Figure 17 an oil flow picture from the wind tunnel experiment. For better 
eye-checking with pressure profiles, the location of the section x=0.75 [m] is dis-
played on Figure 12 and Figure 13. Please keep in mind the indications in Table 1 
for the various averagings. 

While maintaining the flow topology on the backdoor, the major effect of the 
XLES-modelling is to make the separated region more slender as it is with SST; 
compare Figure 12 and Figure 13. It also appears that the unsteady modelling has 

 

  

Fig. 14 TAU SST Fig. 15 TAU XLES 
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Fig. 16 CFX SAS Fig. 17 oil flow, left view 

reduced the time-averaged trace of the strut wake on the fuselage surface, which 
results in a reduced pressure rise for the TAU-XLES computation in comparison 
to the TAU-SST one; compare with Figure 9. 

Figure 14 to Figure 16 show a left view of the surface flow pattern on the back-
door area, corresponding to computations 1, 2 and 4 (unsteady SAS) respectively. 
The flow singularity where the oncoming flow separates into upward and down-
ward parts is well captured although slightly too high located for TAU and also 
too upstream for CFX. 

15.6   Conclusion 

The wind tunnel model of the isolated fuselage of the BK117-C2 has been com-
puted at zero angle of attack using three different codes: TAU, CFX and HMB, 
and four different models: SST, SAS, XLES and DES. Global loads, surface pres-
sures and skin friction patterns have been compared to experimental data. All 
more sophisticated models: SAS, XLES and DES have brought some improve-
ment over the base SST turbulence model (although not always markedly and con-
sistently) in particular as regards the force and moment coefficients, which is of 
primary interest for the helicopter manufacturer. 

Certainly, getting a better agreement would deserve dedicated studies about 
grid density and refinement, integration and averaging times and the size of an 
acceptable time-step. Also, it would be interesting to know a priori the major fre-
quencies present in such a wake in order to be able to pre-tune the mesh so as to 
avoid unnecessarily too fine a grid. 

But the challenge of the present test-case was to examine how far this kind of 
simulation is nowadays affordable in the industrial context of Eurocopter Ger-
many. Although these techniques aren’t yet affordable because of too high compu-
tation times, the trend points unambiguously to ever more simulation of flight 
conditions with high angles of attack and of side-slip – not to mention the normal 
cruise flight – where such turbulence models are thought to be most valuable. 
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16   Oscillating Airfoil NACA0012 at 15◦ – A Basic Case 
for Aero-Elasticity 

T. Knopp, K. Weinman, and D. Schwamborn 

DLR Göttingen  

Abstract. The present chapter is dedicated to the test case for the forced harmonic 
pitching motion of the NACA0012 airfoil at deep-stall conditions. The partner 
contributions are from ALENIA, ANSYS, DLR, EADS, ECD, IMFT, and TUB.  

16.1   Test Case Description 

16.1.1   Dynamic Stall 

Dynamic stall refers to the delayed stall process of an airfoil whose angle of attack 
is changing rapidly, e.g., at sinusoidal pitching oscillations or ramping (McCros-
key and Fisher, 1972), (Carr and Chandrasekhara, 1996). The onset of stall can be 
delayed to angles of attack beyond the static stall angle and generate lift in excess 
of the maximum static lift. The predominant feature is the formation and shedding 
of the so-called dynamic stall vortex from the leading edge, which induces a 
strong suction peak. As this vortex propagates downstream along the chord, the 
centre of pressure is shifted which produces a large nose-down pitching moment 
called “moment stall”. During pitch down, the flow over the airfoil remains stalled 
until at small angle of attack the flow starts to reattach from the leading edge. 
These processes cause substantial hysteresis behaviour of unsteady lift, drag and 
pitching moment coefficients.  

Dynamic stall is of major interest for the helicopter industry, as it limits the heli-
copter flight envelope. The airspeed of the retreating blade slows down as the heli-
copter forward speed increases. The lift produced by the retreating blade must be 
increased such that it equals the lift produced by the advancing blade. This is 
achieved by locally increasing the blade pitch angle. The combination of the geo-
metrical twist of the blade, the blade twist deformation and the induced flow gener-
ated by the preceding blades may lead, at some blade airfoils, to an effective angle 
of attack which goes beyond the airfoil static stall angle of attack. This leads  
therefore to dynamic stall conditions. From the industrial point of view, the large 
variations in pitching moment are of major interest. In fact they cause impulsive 
excitations on the pitch-link-rod, thus transferring strong vibratory loads to the pilot. 
Furthermore the impulsive excitation is dimensioning the fatigue life of the rotor.  

16.1.2   Flow Conditions 

The flow around a NACA0012 airfoil at so-called deep stall conditions, where a 
fully developed vortex is formed during the oscillation cycle, was investigated 
experimentally by (Mc Alister et al., 1982). The airfoil performs a forced  
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Fig. 1 Sketch of NACA0012 at forced harmonic pitching motion 

harmonic pitching motion around the quarter-chord point where the time-
dependent angle of incidence is given by α(t)=α0 + ∆α sin(ωt) with mean angle of 
attack α0=15°, amplitude ∆α=10° and pitching frequency ω, see also Figure 1.  

The reduced frequency kf, which is the characteristic similarity parameter of the 
airfoil movement, is based here on the half chord length and defined by kf = ω 
c/(2U∞), where c is the airfoil chord length and U∞ is the free-stream velocity. In 
the experiment, measurements were performed for different Mach numbers. The 
flow parameters considered here are Re = 0.98 · 106, Ma = 0.072, kf = 0.1 and 
free-stream turbulence level Tu = 0.01.  

16.1.3   Experimental Data 

Pressure data were obtained from 26 Kulite differential pressure transducers, 16 
located on the upper surface and 10 located on the lower surface, at a rate of 200 
samples per cycle. Results are ensemble averaged over at least 50 pitching cycles. 
The pressure was integrated to give axial (chord) and normal forces, which were 
used to calculate lift and drag. Viscous forces were not measured, but their contri-
bution to lift and drag can be assumed to be negligible small for the present case 
of deep-stall oscillations, where pressure forces are dominant. However, for the 
time-dependent moment coefficients no error bars are available, which would give 
a measure for the average spreading of the results in particular during downstroke. 

From the hot-film skin-friction gauge data it can be seen (for the same case at 
Ma=0.3) that the flow at x/c=0.1 is fully turbulent over the entire pitching period, 
whereas at x/c=0.025 the flow might be laminar for smallest angles of attack, see 
Figure 4 in (McAlister et al., 1982), Volume 3. As only probes at six streamwise 
positions on the entire upper side were used, there are no detailed experimental 
data for the time-dependent transition locations. For the NACA0012 at similar 
flow conditions, heat-flux gauge measurements by (Chandrasekhara and Wilder, 
2003) showed the existence of a small laminar separation bubble at the leading 
edge, and the dynamic stall onset was supposed to occur from the bursting of the 
laminar bubble. 

The unsteady boundary layer measurements in (McAlister, 1982) clearly show 
significant variations in the angle where flow reversal occurred between one cycle 
and the next. Such random like behaviour of flow details during pitch-down has 
also been observed in other experiments on dynamic stall, e.g. (Pailhas et al. 
2006). 
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16.1.4   Assessment of the Experimental Data 

The experiment was performed in the 2m x 3m atmospheric-pressure, solid-wall 
wind tunnel at the U.S. Army Aerodynamics Laboratory. The model chord was 
0.61m and the model spanned the 2.13m vertical dimension of the wind tunnel. A 
gap of approximately 2mm existed between the ends of the model and the wind-
tunnel walls. In order to shed some light on the influence of the wind-tunnel side 
walls and the spanwise extent of the airfoil, it is worthwhile to consider also the 
data obtained by the same authors in the same wind tunnel but with a model 
whose chord was twice as large in a previous measurement (McAlister et al., 
1978). During upstroke motion but before dynamic stall begins, CL was larger for 
the model with smaller aspect ratio by approximately 10%, see Figure 35 in 
(McAlister et al., 1982), which is close to the differences for the corresponding 
static data. The peak in the unsteady lift curve was more pronounced for the model 
with smaller aspect ratio, and the reattachment of the boundary layer during 
downstroke occurred earlier. Therefore the spanwise extent of the domain can be 
supposed to have a significant influence on the organized vortex-shedding phe-
nomena in dynamic stall.  

It is well-known for static airfoils that even for a much larger ratio of spanwise 
extent to chord, the influence of the wind tunnel side walls on the development of 
three-dimensional flow structures for airfoils close to and beyond stall is signifi-
cant, see e.g., (Schewe, 2003). Therefore it cannot be ensured that the spanwise 
extent of the configuration in (McAlister et al., 1982) is large enough to ensure 
that there is no influence of the wind-tunnel side walls. 

The present data are with free transition. In order to investigate the influence of 
laminar-turbulent transition, McAlister and co-workers also fixed transition using 
a boundary layer trip at the leading edge, albeit only for Ma=0.18 and Ma=0.3. 
The effect on the maximum static lift and on the maximum lift under deep stall 
conditions is small. On the other hand, for a given angle of attack, the transition 
onset location is shifted towards larger x/c when decreasing the Mach number 
(Chandrasekhara and Wilder, 2003). 

16.2   Computations 

16.2.1   Computational Grids 

Computations are performed on individual meshes by the partners, as shown in 
Table 1. For all grids, the numbers of mesh nodes in streamwise and spanwise 
directions are of comparable size, and we remark that the ALENIA grid is locally 
refined in the region of the dynamic stall vortex.  

Due to the large computational costs for this test case it was not possible to per-
form a grid convergence study for the DES simulations. Instead, knowledge on 
grid requirements from the test case NACA0021 at 60 degree angle of attack was 
used as a guideline. We also remark that different boundary conditions in span-
wise direction are used by different partners. 
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Table 1 Details of computational grids used by the partners 

16.2.2   Computational Details 

All partners used a similar number of time steps per period, except DLR who in-
creased the number of time steps per period to 4000 for DES in order to ensure 
stability of the method during vortex shedding. The partners used different 
schemes for the discretization of the inviscid fluxes. EADS used the central 
scheme but observed spurious oscillations close to lift stall as inner iterations did 
not converge sufficiently. Similar stability problems were observed for the simula-
tions on an unstructured mesh by DLR, who used therefore the MAPS+ upwind-
scheme. ANSYS-CFX computations are performed using a 2nd order upwind 
scheme and TUB used the hybrid CDS-TVD scheme. Due to convergence prob-
lems with the compressible solver, DLR performed computations at Ma=0.2. 
Comparison with URANS results for Ma=0.072 shows that the resulting differ-
ences are small but not negligible. This is also supported by the experimental data 
on the impact of compressibility in dynamic stall in (Carr and Chandrasekhara, 
1996), as for Ma=0.2 sonic velocities in the suction peak region may occur. De-
tails of the computations can be found in Table2. 

16.2.3   Results for URANS  

First the URANS results are considered, see Figure 2. DLR performed URANS 
simulations using the Spalart-Allmaras model with Edwards modification (SA-E) 
and the SST-kω model for more than twenty pitching cycles showing that the so-
lutions of different cycles collapse perfectly and there is no randomness in the 
vortex shedding for these URANS models. However, special care has to be taken 
to avoid a pseudo-random character in the solution during downstroke caused by 
numerical errors and hence to ensure a sufficient number of time steps per period 
and an appropriate number of iterations within each time step. 

The results by TUB (Frederich et al., 2007) for the SA model predict maximum 
lift, lift stall and the behaviour of lift during the first part of pitch-down in very 
good agreement with the experimental data. The agreement in drag is also very 
good. The SALSA model predicts lift stall somewhat too early but gives the best 
behaviour during pitch-down. The SA-E result by DLR predicts lift stall a little 
too late and the solution looks similar to the SA-result by TUB during downstroke. 

Partner Type Lx/c Ly/c Lz/c Spanwise 
boundary 
condition 

(Nx x  Ny) x Nz 

ALENIA unstruct. 20 20 0.8 Periodic ( 13390)   x 42 
DLR unstruct. 100 100 1 Periodic ( 25325)   x 32 
EADS C-type ~15 ~20 1 Symmetry ( 35953)   x 82 
ECD Ch-type 30 30 3 Periodic (340 x 73) x 40 
IMFT O-type 15 15 1 Symmetry (285x185) x 40 
TUB C-type 

O-type  
10 
15 

13 
15 

1 
1 

Periodic (347x100) x 42 
(165x281) x 60 
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Table 2 Details of the computations. The following abbreviations are used for the discreti-
zation schemes of the inviscid fluxes:  2nd order central with 4th order scalar dissipation 
(Central); Hybrid scheme using a blending of CDS and TVD 5th order depending on local 
flow conditions (Hybrid CDS-TVD). The ANSYS-CFX computations used the incom-
pressible solver 

While the results for the Wilcox k-ω model by TUB give good prediction of 
maximum lift and lift stall, the results for the SST model by DLR and ECD differ 
significantly. For the DLR results lift stall is predicted too early, which was con-
firmed by performing a convergence study for the inner iterations per time step. 
For the ECD results, lift stall is predicted too late, but oscillations in the lift curve 
which are apparently more pronounced for other periods not shown here suggest 
that the results might be influenced by a numerical error due to insufficient con-
vergence in inner iterations. From the results of all partners it might be concluded 
that the reattachment behaviour for small angles of attack is better predicted by 
SA-type models than using k-ω type models. 

16.2.4   Results for DES 

The DES results for the aerodynamic coefficients shown in the sequel are for cer-
tain individual pitching cycles which differ from one cycle to another. In contrast 
the experimental data are averaged of several pitching periods.  

The results for k-ω model based DES are considered first, see figure 3. The re-
sults for k-ω EARSM based DES and SST-SAS both predict lift stall discernibly 
too late. With increasing incidence lift falls down rapidly, once lift-stall has oc-
curred in the experiment, and then shows a small second local maximum until 
finally lift breaks down due to subsequent full stall. Instead, after lift-stall occured,  
 

Partner Solver Model Periods  Time steps  
per period 

Discretisation of 
inviscid fluxes 

ALENIA UNS3D kω EARSM  
kω EARSM DES 

2 1152 Central 

DLR TAU SA-E, SST kω  
SA-DES  

20-30 
5 

960 
4000 

Central(URANS) 
MAPS+ (DES) 

EADS TAU SA-DES 5 960, 1920 
(last period) 

Central 

ECD ANSYS- 
CFX 

SST kω (2D) 
SST-SAS 

5 
5 

600 
1200 

2nd order upwind 
scheme 

ANSYS ANSYS-
CFX 

SST-SAS 6 3000 2nd order upwind 
scheme 

IMFT NSMB OES 3 ~15000 Roe 3rd order upwind 
scheme 

TUB ELAN SALSA, LLR-kω,   
CEASM- kω, Wil-
cox kω and 
corresponding  
DES models  

10 300  
resp. 
600  
 

Hybrid CDS-TVD 
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Fig. 2 URANS results for CL vs. α 

 

Fig. 3 DES results for CL vs. α (left) and CD vs. α (right) 

k-ω EARSM based DES and SST-SAS predict a large second maximum in lift at a 
level comparable to the maximum lift in dynamic stall. Moreover both models 
show large fluctuations in the unsteady lift coefficient during down-stroke.  

The LLR k-ω model based DES predicts the lift stall very accurately, and also 
the behaviour of lift during pitch-down movement is in good agreement with the 
experimental data, albeit a small deviation can be observed for the reattachment 
for small angles of attack. However, the simulation for LLR k-ω model DES used 
only 300 time steps per period, and for smaller time step sizes, an excessive sec-
ondary vortex shedding is observed, as for the two other k-ω based models, cf. 
(Frederich et al., 2007). Moreover, the excessive secondary vortex shedding 
causes a much larger drag during pitch-down than observed in the experiment.  

The results for OES and SA-DES are shown in figure 4. The OES predicts a 
double lift-stall, the second at too large incidences, and a vigorous vortex shedding  
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Fig. 4 DES results for CL vs. α (left) and CD vs. α (right) 

during down-stroke. Moreover, lift recovery is predicted at too small incidences. 
The SA-DES results by DLR and EADS are obtained on different meshes, with 
different flux discretisation schemes and using a different number of time steps 
per period and inner iterations per time step. The central scheme used by EADS 
gives a better prediction during pitch-up until formation of the dynamic stall vor-
tex near the leading edge. Near maximum lift, the scheme suffers from poor con-
vergence and the numerical error causes a lift-overshoot and a too late prediction 
of lift stall. Using the MAPS+ upwind scheme stability of the numerical method 
can be ensured and the angle, at which lift stall is predicted, occurs a little early 
when compared to the experiment. During pitch-down, the MAPS+ upwind 
scheme predicts less secondary vortex shedding than the central scheme, and lift-
coefficient is in fair agreement with the experiment.  

For the SALSA-DES on the C-type mesh, the incidence at which lift stall is 
predicted is almost the same as for the SA-DES by DLR, albeit the predicted 
maximum lift is a little larger. Near maximum lift, the SALSA-DES solutions for 
different oscillation cycles almost collapse whereas the SA-DES results for differ-
ent cycles differ. This might stem from the fact that the SALSA-DES results used 
only 600 time steps per period, which might be not sufficient to resolve the down-
stream motion of the dynamic stall vortex which is the predominant flow feature 
near moment and lift stall. For the O-type mesh, a visible lift-overshoot is ob-
tained, and the secondary vortex shedding is larger than on the C-type mesh. On 
the other hand, the predictions on both meshes are very close to each other during 
pitch-up and for reattachment at small incidences. 

Of strong industrial interest is the prediction of the abrupt variation of pitching 
moment coefficient and in particular the level of the minimum (nose-down, and 
therefore negative) pitching moment. From figure 6, it can be seen that the mini-
mum pitching moment is overpredicted by 100% for all models and hence all 
DES-type approaches considered cannot be claimed to give quantitatively satisfy-
ing results, at least from the present results. Comparing the results for SA-URANS 
and SA-DES by DLR, the minimum CM is reduced by 10% for DES.  
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Fig. 5 DES results for CL vs. α (left) and CD vs. α (right) 

 

Fig. 6 DES results for CM vs. α 

On the positive side, during the entire pitch-up movement until moment stall 
occurs, the time-dependent CM for SA-DES is very close to the experimental data 
and much better than for the SA-URANS solution by DLR. Moreover, during the 
second part of the pitch-down movement, the predicted CM is much closer to the 
experimental data than the URANS model, indicating that SA-DES gives signifi-
cant improvement of the results during reattachment. OES predicts moment stall 
much too early and the behaviour of CM during pitch-down is far from the experi-
mental results. The SAS results by ECD predict moment stall significantly too late 
and also show large deviations in CM during pitch-down. 

16.3   Conclusion 

At the present stage of the investigation, there are indications that the DES ap-
proach is a new step towards the successful numerical prediction of the very  
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challenging phenomenon of dynamic stall. In contrast to URANS, DES allows to 
predict solutions which differ slightly from period to period and exhibit a random-
like vortex shedding near lift and moment stall and during down-stroke similar to 
the observations in experiments. However, the question whether it is worth spend-
ing the large additional computational costs compared to URANS cannot be an-
swered positively yet.  

The delay of stall when the airfoil rapidly passages the static stall angle is of 
practical relevance to enhance the manoeuvrability of fighter aircrafts and increase 
the life of the rotor and reduce the vibrations of modern helicopters. The SA- and 
SALSA based DES models seem to have the tendency to give slightly improved 
prediction of maximum lift and lift stall compared to the corresponding URANS 
models.  

On the other hand, from the point of view of the helicopter industry, the large 
variation in pitching moment coefficient is of major interest. Despite the tendency 
that the predicted negative pitching moment is reduced by about 10% using DES 
compared to URANS, the negative pitching moment is still overpredicted of about 
100%. However, from the comparison of the present results with the ten year old 
URANS results summarized in (Ekaterinanis and Platzer, 1997) one can conclude 
that DES gives improved predictions for pitching moment coefficient during 
downstroke. 

There are two major problems regarding dynamic stall test cases. First, there is 
access only to a limited number of test cases and the present one suffers from sev-
eral uncertainties. On the one hand, the influence of the wind tunnel side walls 
cannot be estimated. Moreover, no measurement of the laminar-turbulent transi-
tion line was carried out during the wind tunnel experiment. Therefore no detailed 
information on the time-dependent transition location is available. All computa-
tions were consequently run fully turbulent and it is well known that this can have 
a large impact on the position of the separation and on the global results 
(Ekaterinanis and Platzer, 1997), (Pailhas et al., 2006). Additionally, there are no 
time-dependent field data, e.g. PIV, on location, size and behaviour of the small 
laminar separation bubble at the leading edge and on the dynamic stall vortex for 
assessing the physics resolved by the simulations. 

Secondly, the number of simulations which can be performed is limited due to 
the very large numerical costs of this test case, and therefore the influence of the 
spanwise extension of the domain and of the spatial and temporal resolution re-
quired could not be studied in detail. The major computational hurdle is the large 
number of pitching cycles to be computed. After a transient period of several non-
dimensional time units, averaging over up to 50 cycles as in the experiment is 
probably required for obtaining meaningful time-dependent integral coefficients, 
but this exceeds the available computing power of all partners to date. This, how-
ever, is a necessary prerequisite for giving a final assessment of the turbulence 
models for this test case. 
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17   M219 Cavity Flow 

Shia-Hui Peng 

Swedish Defence Research Agency, FOI 

17.1   Introduction 

The flow past an open cavity is often characterized by statistically unsteady mo-
tions due to instabilities of the mixing layer, which emanates from the upcoming 
boundary layer being detached from the cavity leading edge and, subsequently, 
contained by the cavity. The behaviour of the “detached” flow depends essen-
tially on the freestream flow conditions and the geometry of the cavity. The cav-
ity flow in this test case is of an open-cavity type characterized by unsteady 
shear-layer mode. The interaction between the shear layer and the cavity aft wall 
causes self-sustained pressure oscillations inside the cavity and, consequently, 
resulting acoustic excitation. With open cavities, high-intensity acoustic tones 
may be developed at discrete frequencies, which can be empirically estimated by 
the Rossiter formulation (1964). A typical example of cavity flows in aerody-
namic applications is the landing-gear housing well, where the flow-generated 
aeroacoustic noise has been frequently addressed as part of the airframe noise. 
Other examples include weapons-bays and pressure vents in the space shuttle's 
cargo bay, where pressure oscillations may entail structural fatigue along with 
aero-acoustic excitations. 

The success of a CFD simulation of a turbulent aeronautic cavity flow rests in 
the modelling of the flow physics of the incoming boundary layer, the shear-layer 
instabilities over the cavity opening and the turbulent motions inside the cavity. 
With URANS, DES and other hybrid RANS-LES methods, a typical cavity flow 
has been studied in the DESider project, which aims at assessing the involved 
modelling methods in an “aero-acoustic environment”, a large part of work has 
thus been dedicated to the analysis of the pressure oscillation in the cavity, which 
is regarded as being the major noise source for cavity acoustic resonance. 

17.2   Description of Test Case 

The test case is based on an existing experimental measurement by QinetiQ for an 
open rectangular cavity (Henshaw et al., 2002). A detailed description of the ex-
periment and its use for computational unsteady aerodynamics can be found in 
Henshaw et al. (2002) and Peshkin (2002).  

The experiment was conducted in a transonic wind tunnel with freestream flow 
conditions of 85.0=∞M , 41021.6 ×=∞P , KT 53.266=∞  and 61047.13Re ×=  

per meter. The open cavity is contained in a flat plate of length 72 inches (in the x-
direction) and width 17 inches (in the y-direction). The rectangular empty cavity 
has dimensions of L = 20 inches in length, D = 4 inches in depth (namely, in the z-
direction) and W = 4 inches in width, giving an aspect ratio of 1:1:5:: =WDL .  
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Fig. 1 Sketch of the experimental configuration (length unit: inch) 

The cavity rig model used in the QinetiQ experiment is shown in Figure 1. Note 
that x-axis is not located along the centreline of the cavity. The origin for y = 0 is 
thus placed with distances of 1 inch and 3 inches, respectively, to the side walls of 
the cavity. The time histories of surface pressures were measured at a number of 
positions located on the wall surface prior to the cavity leading edge, the after-
cavity downstream wall and the cavity wall surfaces. 

The cavity can be fitted with removable bay doors. The presence of bay doors, 
set at 90o above the cavity side-walls, is expected to have a constraining effect on 
the cavity flow, making it less three-dimensional than the "door off" case (Peshkin 
et al., 2002).  For the present test case, the "door-off" case has been made manda-
tory in the modelling. Since the main purpose is to investigate the modelling per-
formance for the acoustic tonal modes resulting from the pressure oscillations in-
side the cavity, a sample of the pressure fluctuations has been taken in the compu-
tations at all the 10 measured locations on the cavity floor (at Dz −= ). These are 
given in Table 1.  In addition, full-resolved LES data for the mean flow field by 
Larcheveque et al (2004) can also be used for comparison. 

Table 1 Transducer positions on the cavity floor for pressure measurements 

Kulite x (inches) y (inches) z (inches) 

k20 1.0 0.0 -4.0 
k21 3.0 0.0 -4.0 
k22 5.0 0.0 -4.0 
k23 7.0 0.0 -4.0 
k24 9.0 0.0 -4.0 
k25 11.0 0.0 -4.0 
k26 13.0 0.0 -4.0 
k27 15.0 0.0 -4.0 
k28 17.0 0.0 -4.0 
k29 19.0 0.0 -4.0 
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The recommended computational domain, shown in Figure 3, has dimensions 
of DDDLLL zyx 17918 ××=×× , where D is the depth of the cavity. The up-

stream distance from the leading edge of the flat plate to the front wall (at x = 0) of 
the cavity is 7.75D. The downstream distance from the cavity aft wall (at x = 5D) 
to the trailing edge of the plate is 5.25D. The recommended boundary conditions 
are: adiabatic no-slip condition on all wall surfaces, symmetric conditions on the 
side (spanwise) boundaries at y = 4.5 D and y = -4.5D, and far field condition on 
the inflow, outflow and upper boundaries. 

17.3   Information of Modelling Methods 

In Table 2, the involved partners and related modelling methods are listed. In ad-
dition, the information of the computational grid, the time step (Δt) and the sam-
pling time is also summarized. 

In summary, the modelling approaches include URANS, DES, hybrid RANS-
LES and LES methods. Besides the SA-model-based URANS, DES and DDES 
methods, other modelling approaches include the k-ω-EARSM-based URANS and 
DES model (Alenia), the SST-SAS model (Ansys), the k-ε based DES model  
 

Table 2 Participants and related modelling methods 

Partners Model Mesh  
Nodes in 

cavity/Total 
(× 106) 

Δt 
(second) 

Sampling 
time 

(second) 

Alenia 
k-ω-EARSM: 

URANS 
DES 

Unstruct. ~ 0.50/0.85 3.61E-5 
0.053 
0.095 

Ansys SST-SAS Struct.  0.083/1.1 2.0E-5 0.25 

Dassault 
k-ε DES 
SA-DES 

LES (selec.) 
Unstruct. 1.11/1.5 

2.0E-5 
2.0E-5 
1.0E-5 

0.13 
0.11 
0.20 

EADS-M 
SA-DES a 
SA-DES 
XLES 

Struct. 
Unstruct. 
Unstruct. 

0.27/1.26 
2.29/6.2 
2.29/6.2 

1.0E-4 
0.5 
0.5 
0.5 

FOI 

SA-URANS 
SA-DES 
HYB0 
HYB0 

Struct. 
Struct. 
Struct. 

Unstruct. b 

0.27/1.26 
0.27/1.26 
0.27/1.26 
2.29/6.2 

5.0E-6 
1.0E-5 
1.0E-5 
2.0E-5 

0.11 
0.23 

0.225 
0.22 

Liverpool 
SA-DES 

(Cdes = 0.78) 
Struct. 0.5/2.2 9.1E-6 0.18 

NTS SA-DDES Struct. 0.54/3.0 2.3E-6 0.10 
a. The SA-DES results by EADS-M on the structured grid are similar to the FOI SA-DES 

results (both have used the same structured grid generated by FOI). In the following 
summary, the SA-DES computation by EADS-M is referred to the solution computed on 
the unstructured grid, unless otherwise mentioned. 

b. The unstructured grid for the HYB0 modelling by FOI has been generated by EADS-M, 
and used in SA DES and XLES computations of EADS-M. 
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(Dassault), the XLES model (EADS-M) and a hybrid algebraic RANS-LES model 
(HYB0, FOI). In addition, a LES computation has been performed by Dassault 
with the selective SGS model. The smallest time step used in the computation is 

6103.2 −×=Δt second, while the largest takes 410−=Δt  second. Most of the part-
ners have used a moderate time step between 55 10410 −− ×−  second. The effect of 
the time step has been demonstrated by Larcheveque et al. (2001) that the tempo-
ral resolution in full LES is negligible with a time step changing from 510−  second 
to 5102 −×  second. A time step around 5102 −×=Δt or smaller should be the most 
appropriate for this test case. 

Several structured and unstructured grids have been adopted, of which the total 
number of nodes are ranging from 0.85 million to 6.2 million. Most of the partners 
have used the same or a similar computational domain as provided in the Test 
Case description, which is symmetric about the central section of the cavity. The 
EADS-M unstructured grid has however been generated on a much larger domain 
to simulate the wind tunnel test, with the cavity being embedded in a flat plate, as 
shown in the experiment set up in Figure 1. The computational domain is thus not 
symmetric about the cavity central section. The centreline of the plate-holder is 
biased one inch from the cavity central section. In addition, Dassault has con-
ducted a grid-sensitivity analysis. The concluded best grid has been used in their 
computations, without resolving the wall layer and the first node is located 
at 2001 =+y  from the wall. 

17.4   Results and Discussion 

To avoid an “over-loaded” presentation with all detailed results, we have selected 
the results/illustrations that are most relevant to giving an indication of the model-
ling performance. 

17.4.1   Unsteady Flow Features 

It is noted that the figures below have been made by the partners for illustrating 
the unsteady/instantaneous flow features. If necessary, explanation has been made 
accordingly either in the figure caption or in the corresponding discussion. 

URANS Modelling 
Three URANS computations have been conducted using, respectively, a k-ω 
based EARSM model (Alenia), the SST-SAS model (Ansys), and the SA model 
(FOI). The SST-SAS model employs the von Karman length scale, which is able 
to resolve rich turbulence contents upon the grid resolution. Although not shown 
here, it is confirmed that both the EARSM and the S-A model are able to capture 
the statistically unsteady flow feature, with rather large modelled eddy viscosity 
though. A snapshot shows that the ratio of modelled eddy viscosity and the mo-
lecular viscosity, μμ /ttR = , computed with the k-ω EARSM model (Alenia), 

may raise to the order of 104, and the SA model gives about a half of this value.  
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   (a) SST-SAS (Ansys)                             (b) SA-URANS (FOI) 

Fig. 2 URANS Modelling: Vorticity isosurface 

Figure 2 demonstrates the URANS resolved/modelled vortex motion for the 
SST-SAS model (Ansys) and the SA model (FOI) with the iso-surface of the same 
vorticity magnitude. The SA URANS has enabled a representation of only a mar-
ginal amount of vortex structures, emanating usually from the edges of the cavity 
side walls. Note that, due to the inherent scale-adaptation feature, the SST-SAS 
model is able to render resolved turbulent contents. In spite of a rather coarse grid 
inside the cavity, the SAS model has produced relatively rich vortex motion, as 
compared to the SA modelling. 

DES and Hybrid RANS-LES Modelling 
A variety of DES and other hybrid RANS-LES models have been used. Unlike the 
URANS modelling, these modelling methods are able to resolve instantaneous 
turbulent structures due to inherent LES mode. Computations with all these ap-
proaches have indeed shown promising capabilities of capturing large-scale vortex 
motions for the mixing layer and for the flow inside the cavity. Some snapshots of 
instantaneous Rt (not shown here), computed by different DES and hybrid RANS-
LES models, indicate that the modelled eddy viscosity is generally one order 
smaller in magnitude, as compared to the URANS modelling. In general, the finer 
the grid resolution, the smaller is the modelled eddy viscosity. For the XLES 
model, it is noted that this model may generate unreasonably intensive turbulent 
diffusion above the mixing layer, where the local length scale has probably 
switched back to the RANS length scale (in terms of k and ω).  

Some illustrative examples provided by the partners are presented in Figure 3, 
which demonstrates the resolved instantaneous vortex motion resolved by differ-
ent modelling approaches. These have been plotted for the iso-surface of the vor-
ticity magnitude or the second invariant of velocity gradients. In line with the grid 
resolution used, the computations using DES and its variants, as well as the hybrid 
RANS-LES modelling, have attained a reasonable representation of resolved vor-
tex motions for the mixing layer and inside the cavity. Comparing to the URANS 
modelling illustrated in Figure 2 (b), with the same grid (the FOI structured grid), 
the SA DES and the HYB0 models have produced much richer large-scale, instan-
taneous turbulent structures inside the cavity and over the cavity opening. 
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(a) SA-DES (FOI)                                              (b) HYB0 (FOI) 

  
(c) SA-DES (Liverpool)                                           (d) SA DDES (NTS) 

Fig. 3 DES and Hybrid RANS-LES modelling: Resolved vortex motion 

17.4.2   Time-Averaged Mean Flow Features 

In Figure 4, the time-averaged mean flow streamlines are illustrated on the cavity 
central section. As shown, all the computations have disclosed the mean recircu-
lating motion inside cavity with two sub-recirculating centres. The large one is 
located near the cavity centre and the small one close to the cavity aft wall. Being 
different from the three computations in Figure 4 (b), (c) and (d) with, respec-
tively, the k-ε DES (Dassault), the SA-DES (EADS-M) and the HYB0 model 
(FOI, with the EADS-M unstructured grid), the other computations have resolved 
a relatively weak reverse flow motion for the small sub-recirculation, of which the 
flow reverse orientation is parallel to the cavity floor and the centre is close to the 
floor. In these computations, the mixing layer is more deflected, when approach-
ing the cavity aft wall. This is mainly due to a relatively coarse grid in the cavity. 
Referring to Table 2, this is indeed the case - the three aforementioned computa-
tions in exception are those using a rather refined grid resolution in the cavity 
(more than 1 million nodes, in general). The coarsest grid (by Ansys) has pro-
duced the smallest sub-recirculation near the rear wall. Some computations have 
used a relatively short averaging time, which has been reflected in Figure 4, for 
example, those in the k-ε DES modelling by Dassault, in the URANS modelling by 
FOI and in the DDES computation by NTS. This has made some time-varying 
motions not smoothed out sufficiently. 

U



276 IV Applications – Test Cases
 

         
(a) SST-SAS (Ansys)                            (b) k-ε DES (Dassault) 

          
(c) SA DES (EADS-M)                                     (d) HYB0 (FOI, with unstructured grid) 

        
(e) SA URANS (FOI)                                       (f) SA DES (FOI) 

       
(g) HYB0 (FOI)                                               (h) SA DDES, NTS 

Fig. 4 Time-averaged mean flow streamlines plotted on the cavity central section 

The mean pressure distribution along the cavity floor is shown in Figure 5. All 
the computations have shown an adverse pressure gradient with different degrees. 
When a relatively coarse grid is used, the adverse pressure gradient becomes sig-
nificantly large, starting generally at a location of x/L < 0.4. With a relatively fine 
grid, computations with the SA-DES (EADS-M), the SA- and k-ε (hereafter KE) 
DES (Dassault), as well as with the HYB0 (FOI, with the EADS-M unstructured 
grid) model, indicate a relatively small adverse pressure gradient in a small part 
near the cavity rear wall. The LES (Dassault) gives relatively large negative val-
ues of Cp, suggesting that the predicted recirculation bubble in the front part of the 
cavity has a relatively extensive reverse flow (strong recirculation with lower 
static pressure in the recirculation region). 
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Fig. 5 Mean pressure distribution along the cavity-floor centreline. The lines with symbols 
have been plotted along a line deviated from the centreline by 0.25W 

The mean flow and resolved turbulence statistics are compared below with the 
full LES for the same cavity flow by Larcheveque, et al. (2001). The distributions 
have been extracted from the central plane of the cavity. 

Figure 6 shows a comparison of the mean streamwise velocity profiles plotted 
at locations x/L = 0.1, 0.3, 0.5 and 0.7, respectively. In the front part of the cavity  
 

  
(a) At x/L = 0.1 (left) and 0.3 (right).                  (b) At x/L = 0.1 (left) and 0.3(right). 

  
(c) At x/L = 0.5 (left) and 0.7 (right).                   (d) At x/L = 0.5 (left) and 0.7 (right). 

Fig. 6 Streamwise velocity on the cavity central section at x/L = 0.1, 0.3, 0.5 and 0.7 



278 IV Applications – Test Cases
 

(at x/L = 0.1 and 0.3), all the models have produced reasonable comparison with 
the reference LES data. In the middle and rear part (at x/L = 0.5 and 0.7), however, 
the predictions are degraded when the grid resolution is decreased, no matter 
which model has been used. This observation is consistent to the mean flow pat-
tern illustrated in Figure 4. In spite of a relatively fine grid, the SA-DES computa-
tion by Liverpool presents significant discrepancies from the LES data. With the 
same FOI structured grid, the SA-DES and the HYB0 model give similar results, 
under-predicting the reverse flow and over-estimating the deflection (diffusion) of 
the mixing layer. The FOI SA-URANS modelling has rendered predictions similar 
to the SA-DDES simulation by NTS on a relatively fine grid with the node num-
ber doubled in the cavity. Although the wall layer is not resolved with the Das-
sault grid, all the three computations by Dassault, with the KE-DES, SA-DES and 
LES methods, respectively, have produced reasonable predictions in comparison 
with the reference LES data. With the EADS-M unstructured grid, the predictions 
for the mean flow are overall improved by both the SA-DES (by EADS-M) and 
the HYB0 model (by FOI), slightly better than the Dassault prediction in the shear 
layer below the cavity opening. 

In view of the above comparison, it is clear that the grid resolution (for the mix-
ing layer and in the rear half of the cavity) plays a significant role in the simula-
tions to attain improved predictions. Coarse grids usually make the predicted mix-
ing layer more diffusive and being deflected earlier towards the cavity floor (prior 
to the impact on the cavity aft wall). Moreover, based on the Dassault simulations, 
which do not resolve the wall layer, it seems to imply that the unsteady flow fea-
tures in the cavity are predominated by the mixing layer motion (with relatively 
large and energetic structures) more than by the near-wall turbulent structures. 
This is also partly reflected by the FOI SA-URANS computation, of which the 
predicted mean flow is in somewhat better agreement with the reference LES data 
than those obtained from the SA-DES and HYB0 computations with the same 
grid. Note that large structures usually have large time scales. The reasonable SA-
DES results by EADS-M, which have been obtained with a relatively large time 
step, may also support plausibly the observation that an appropriate resolution of 
large-scale structure over the mixing layer is an essential ingredient to attain accu-
rate modelling of this cavity flow. 

The turbulent structure in the mixing layer is more energetic than in the near-
wall flow structure, particularly in the rear half of the cavity. This can be further 
scrutinized with the resolved turbulent kinetic energy, kres, in comparison with the 
reference LES data, as shown in Figure 7. For this comparison, only contributions 
from Dassault, FOI and NTS are available. It is interesting to note that the node 
number in the cavity with the four grids used by the partners is (roughly) doubled 
subsequently, from the coarsest FOI structured grid to the NTS grid, and the Das-
sault grid to the finest EADS-M unstructured grid (used by FOI with the HYB0 
model). With the coarse FOI structured grid, the SA-DES and the HYB0 model 
have resolved the turbulence energy at similar levels with a distribution tendency 
similar to the LES result. Using the finest EADS-M unstructured grid, the HYB0 
model has produced in the mixing layer generally reasonable peak values for kres at 
similar locations, as compared to the reference LES data. The coarse grids have  
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Fig. 7 Resolved turbulent kinetic energy, at x/L = 0.5 and 0.7 (Left) and x/L = 0.9 and 0.995 
(right) 

     

Fig. 8 Resolved turbulent shear stress, at x/L = 0.5 and 0.7 (Left) and x/L = 0.9 and 0.995 
(right) 

pronounced the kres peak at a relatively low location from the cavity opening with 
a larger peak value (except for the profile at x/L = 0.995 close the cavity rear 
wall).  

The resolved turbulent shear stress is compared in Figure 8, where only FOI 
and NTS contributions are available. The significance of grid resolution has been 
further underlined in predictions of the shear layer and its evolution towards the 
cavity aft wall. 

17.4.3   Acoustic Tonal Modes Due to Pressure Oscillations 

This cavity flow renders tonal acoustic resonance at discrete frequencies, being 
entailed by self-sustained pressure oscillations in the cavity. All the partners par-
ticipating in this test case have sampled the pressure fluctuations at the ten loca-
tions on the cavity floor, as given in Table 1. In order to distinguish the tonal 
modes from the unsteady pressure pattern, the pressure fluctuations have been 
transformed into Power Spectral Density (PSD) as a function of frequency using 
the Burg method. The Sound Pressure Level (SPL) can then be estimated by 
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In order to compare with the Rossiter frequency for each tonal mode, the empirical 
Rossiter formulation is also used, viz. 
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where ∞U  and ∞M  are respectively the freastream flow velocity and Mach num-

ber, n is the mode number, and the values to the two empirical constants, κ and γ, 
are given by 57.0=κ  and 29.0=γ  (Larcheveque et al., 2001). 

In Figures 9 and 10, the SPL is plotted as a function of frequency, f, at two 
typical positions, k21 and k28, located respectively in the front and rear part of the 
cavity floor. Based on the experimental data, four tonal modes can be identified at, 
respectively, f1 = 135 Hz, f2 = 350 Hz, f3 = 590 Hz and f4 = 820 Hz. The 2nd and 3rd 
modes are the dominant ones. As shown, all the computations have confirmed the 
appearance of discrete tonal modes, with different accuracies in comparison with 
the experimental data. The resolution of the tonal modes (both frequency and 
magnitude) is generally in line with the accuracy attained in predictions for the 
mean flow, indicating close coupling between the flow and the pressure pattern. A 
general observation is that the predicted 2nd and 3rd modes are more distinguish-
able than the other two modes identified, respectively, at the lowest and the high-
est frequencies. With refined grids, the predictions of the tonal modes have been 
improved, noticeably, by the SA-DES and LES computations of Dassault, the SA-
DES and XLES computations by EADS-M and the HYB0 modelling by FOI (with 
the EADS-M unstructured grid) and, fairly satisfactorily, by Alenia EARSM-
based DES modelling and Dassault KE-DES modelling. The frequency to the 2nd 
mode has been somewhat over-estimated by most of computations. Nearly in all 
computations the 1st mode has been only marginally resolved, which is less distin-
guishable than the other predicted modes. With the SA-DES model and LES on 
the Dassault gird and SA-DES model on the EADS-M grid, the magnitude to the 
3rd mode is over-predicted. In addition, some specific observations can also be 
made. With a relatively coarse grid, the EARSM-based DES modelling by Alenia 
is able to reasonably resolve the 2nd and 3rd modes, better than the NTS SA-DDES 
modelling with a similar grid resolution (inside the cavity). This may be attributed  
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AnsysAlenia

Dassault Dassault

FOIEADS-M

NTSFOI

 

Fig. 9 Sound pressure level (SPL) at location, k21, on the cavity floor 

to the EARSM formulation, which is more sophisticated than a linear eddy viscos-
ity model. For the Alenia EARSM URANS computation, the 2nd mode is well 
represented though, the sampling time is too short to justify other modes. It is  
 



282 IV Applications – Test Cases
 

AnsysAlenia

Dassault Dassault

FOIEADS-M

FOI NTS

 

Fig. 10 Sound pressure level (SPL) at location, k28, on the cavity floor 

noted here that Alenia has used a somewhat large time step, the SPL at large fre-
quencies has thus been significantly damped. Similar outcome can be observed 
from the EADS-M results with an even larger temporal resolution. These may  
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Table 3 Comparion of predicted frequencies of the four tonal modes 

Modes Frequency (Hz) Mode 1 Mode 2 Mode 3 Mode 4 
QinetiQ Experiment 135 350 590 820 
Rossiter’s formula 148 357 566 775 

Alenia 
k-ω-EARSM-based 
URANS 
DES 

206 
180 

373 
360 

599 
570 

880 
834 

Ansys SST-SAS 155 361 619 810 

Dassault 
k-ε DES 
SA-DES 
LES  

100 
145 
105 

380 
375 
365 

590 
590 
595 

805 
815 
840 

EADS-M 
SA DES 
XLES 

138 
152 

363 
378 

590 
593 

803 
785 

FOI 

SA-URANS 
SA-DES 
HYB0  
HYB0 (unstr. grid) 

165 
136 
158 
134 

394 
392 
390 
352 

586 
598 
591 
594 

842 
830 
842 
830 

Liverpool SA-DES 131 389 589 852 
NTS SA DDES 116 386 600 845 

have also been induced additionally by too large numerical diffusion, which usu-
ally diminishes high-frequency oscillations. 

With the coarsest grid in Ansys SST-SAS modelling, the resolved tonal modes 
are not so distinguishable, while the general tendency of the SPL as a function of 
frequency has been represented fairly reasonable. In the DDES modelling by NTS, 
the predicted magnitude for the 2nd mode (and even slightly for the 3rd mode) has 
been somewhat smeared. With the FOI structured grid, the SA-URANS, SA-DES 
and HYB0 modelling by FOI have produced similar results. Using the refined 
EADS-M grid, however, the FOI HYB0 modelling has greatly improved the pre-
dictions for all the four tonal modes with good agreement with the experimental 
data. 

In Table 3, the predicted frequencies of the tonal modes are summarized in 
comparison with the experimental values and the Rosstiter frequencies. 

In Figure 11, a cross comparison is made for the overall sound pressure level 
(OASPL) estimated from Eq. (2). The OASPL prediction is in line with the pre-
diction of SPL shown in Figures 9 and 10, that is, the modelling gives better re-
solved tonal modes and SPL amplitudes has enabled better predictions of OASPL. 
Nonetheless, all the computations have over-estimated the OASPL in the range of 
1-6 dB, in comparison with experimental data. Moreover, it should be noted that 
the change of the OASPL along the cavity implies also corresponding pressure 
patterns captured. It is thus desirable that a good prediction gives not only OASPL 
values close to the measurements, but also a shape of the OASPL-curve similar to 
the experimental curve changing in the same tendency along the cavity floor. The 
most sensible difference is observed due to the KE-DES computation by Dassault, 
which has pronounced decreasing OASPL in the range of 0.45 < x/L < 0.65 in 
contrast to the increasing tendency of the experimental values. 
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Fig. 11 Overall sound pressure level (OASPL) along the cavity floor 

17.5   Concluding Remarks 

The test case has been studied by 15 available computations on 7 different grids 
with URANS, DES, hybrid RANS-LES and LES modelling, contributed by six 
partners and one observer (Alenis, Ansys, Dassault, EADS-M, FOI, NTS and Liv-
erpool). In comparison with available measurements (for unsteady pressure 
modes) and with full-resolved LES data (for resolved mean flow and turbulence 
statistics), a sensible span of different modelling accuracies can be observed in the 
predictions, due largely to various grid resolutions employed by different partners. 

Nonetheless, in view of the resolved unsteady motions, all the computations 
have produced reasonable representation in line with the type of modelling ap-
proaches employed. The statistically unsteady flow feature has made the URANS 
modelling (both the ERASM k-ω model and the SA model) able to model un-
steady large-recirculating motions in the cavity, but does not resolve rich vortex 
motions as by DES, hybrid RANS-LES modelling and the SST-SAS model.  

Grid resolution is significantly important for accurate predictions of this flow, 
particularly for the mixing layer and inside the cavity. Coarse grids (and/or large 
numerical diffusion) may pronounce a too diffusive mixing layer, causing an ear-
lier deflection of it towards the cavity floor prior to the impact on the cavity aft 
wall. As a consequence, the prediction of the cavity mean flow may become erro-
neous and, moreover, too large amplitudes of pressure fluctuations are generated 
on the cavity floor, giving inaccurate predictions of tonal modes. Furthermore, 
nearly all the coarse grids have predicted a large pressure gradient over the cavity. 
Based on the computations, it is justified that a grid with one million or more 
nodes in the cavity should be used to attain improved predictions for this specific 
case. In addition, the temporal resolution, as well as the numerical diffusion, has 
shown to play an important role in resolving high-frequency tonal modes and 
broadband resonances. A too large time step and/or too large numerical diffusion 
tend to dampen physical, high-frequency signals, for example, the 4th mode at a 
frequency of f4 = 820 Hz may become smeared. 

Most of the computations have responded to the two dominant tonal modes (the 
2nd and 3rd modes), with different degrees of accuracy in terms of the mode magni-
tude and frequency. On the other hand, the 1st mode has been smeared or only 
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marginally resolved by many computations. With the same grid, the Dassault 
modelling has disclosed that the LES (with the selective SGS model) and the SA-
DES model have performed somewhat better than the KE-DES model. On the 
same FOI structured grid, which is rather coarse, the SA-DES model and the 
HYB0 model have shown very similar behaviours. With the refined EADS-M grid 
unstructured grid, the FOI HYB0 modelling has produced a slightly better predic-
tion of the mean flow than the SA-DES modelling by EADS-M, but the latter has 
employed a larger temporal resolution.  

Due to fairly sparse resolutions in space and in time, as invoked by different 
partners, no superiority can be justified for any modelling approach in terms of 
modelling accuracy. Nonetheless, it is worth mentioning that the EARSM-DES 
computation by Alenia has presented a sensible capability of capturing the domi-
nant tonal modes (the 2nd and 3rd modes) on a relatively coarse grid, due possibly 
to a sophisticated EARSM formulation inherent. Moreover, it should be noted that 
the HYB0 model is an algebraic hybrid RANS-LES model, which does not solve 
any additional turbulence transport equation. Enabling very similar predictions, 
the HYB0 model may entail a saving of CPU time in the computation by about 
15-20%, as compared with a one-equation DES model. 

In general, the computations conducted for this test case have reasonably  
demonstrated the capability of involved modelling approaches in predicting the 
acoustic source generated by turbulent flows. With appropriate grid and temporal 
resolutions, it is concluded that, the DES and different variants, the hybrid RANS-
LES approach, as well as the SST-SAS model, are able to attain reasonable  
flow analysis in an “aero-acoustic environment” for this and similar turbulent cav-
ity flows.  
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18   Appendix for M219 Cavity Flow: Computations 
with and without Bay Doors 

S.J. Lawson1, G.N. Barakos1, and P. Nayyar2 

1 University of Liverpool 
2 ARA Ltd. 

18.1   Introduction 

Along with the mandatory computation for the “door-off” case, Liverpool has 
been the only participant in this test case, who has also made computations for the 
“door-on” configuration. Apart from some results contributed by the current au-
thors included in the preceding summary (Section 18), this Appendix presents 
further a brief comparison of the Liverpool computations for the cavity flow with 
and without bay doors. The focus is placed on the prediction of the tonal modes 
using different models. 

With the same cavity configuration as shown in Section 18, the bay doors were 
attached at 90° to the horizontal and each had a depth of half the cavity. Experi-
mental data was provided by QinetiQ (Nightingale et al., 2005). 

The experimental data were sampled at either 6 or 31.25 kHz, for approxi-
mately 3.4 seconds. The numerical computations were sampled at a higher rate, 
but only for 0.1 seconds. Therefore, when comparing experimental and numerical 
data sets, 0.1 seconds of the experimental data were used and the computations 
were down-sampled to match the experimental sampling rates.  

Figure 1(a) shows that the energy spectra differ between the doors-off and 
doors-on cases. For the doors-on case, the second mode is the dominant mode, 
with the first and third modes only just visible above the broadband noise level. 
For the doors-off case, the second mode is identified as still being the dominant 
mode, although the second mode is much smaller and the third mode much larger 
in magnitude than in the doors-on case. Also, the frequencies of all the modes shift 
to slightly lower values for the doors-off case. 

The frequencies predicted by Rossiter’s formula were not in perfect agreement 
with experiments and so for the SPL of each mode a window of 200 decibels was 
used. Extracting data in different frequency ranges aided in identifying which 
modes contributed most to the overall spectrum across the length of the cavity. 

Figure 2(a) shows that the energy content of the first mode across the cavity 
length was very similar in both doors on and doors off cases. The shape of the 
second mode was also very similar for both cases, although as stated earlier  
the magnitude was higher in the doors on case. Also, since the magnitude of the 
dominant second mode was much greater than any other mode in the doors on 
case, the curve in Figure 2(b) was almost the same as the doors on curve for whole  
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                         (a) PSD                                                 (b) SPL 

Fig. 1 Power Spectral Density (PSD) at the cavity rear (x/L = 0.95) and Sound Pressure 
Levels (SPL) along the cavity floor with experimental data from Nightingale et al. (2005) 

frequency range (Figure 1(b)). The SPL curves for the third mode had a similar 
shape, although the doors off curve had a higher SPL across the whole length and 
the magnitude of the SPL at the rear of the cavity was almost the same as the first 
mode at the same location. For both cases, the fourth mode did not have any dis-
tinctive shape, although it is worth noting that the cavity without bay doors had a 
slightly higher magnitude along most of the cavity length. 

 

               (a) 50 ≤ f ≤ 250                          (b) 250 ≤ f ≤ 450          

 

                    (c) 500 ≤ f ≤ 700                           (d) 700 ≤ f ≤ 900 

Fig. 2 Windowed SPL plots encapsulating the first four Rossiter modes for doors on and 
doors off. Plots taken along the cavity floor using data from Nightingale et al. (2005) 
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18.2   Results and Discussion 

All the computations were performed using a 3D multi-block structured solver 
which solves the Navier-Stokes equations in the 3D Cartesian frame of reference 
(Nayyar et al., 2007). The standard DES was used (Spalart et al., 1997), and for 
LES the Smagorinsky SGS model (Smagorinsky, 1963) was employed. These were 
performed at a Mach number of 0.85 and a Reynolds number of one million (based 
on the cavity length). The Reynolds number was reduced from the value used in 
experiments since this does not change the fundamental physics within the cavity 
(Nayyar et al., 2007). This was also compared to URANS results using Menter’s 
Baseline k-ω turbulence model (Menter, 1994). Table 1 shows the details for two of 
the finest LES/DES calculations and compares with a 3D URANS calculation.  

The computations were conducted in a domain with dimensions of 7.6L in the 
streamwise, 5L in the vertical and 4.85L in the spanwise directions, respectively, 
where L is the cavity length. The cavity was embedded in a flat plate (shown in 
Section 18, but without the sting support here), which was placed in the middle of 
the bottom boundary of the computational domain. 

Table 1 Details of the computations undertaken 

Calculation Details 3D URANS DES-SA LES 
Cavity Configuration Doors On Doors On Doors Off 
Grid Size 1.5 x 106 4.5 x 106 8.5 x 106 
Processors 19 320 256 
CFD Time-step 1.81 x 10-5 1.81 x 10-6 1.81 x 10-6 
Unsteady Tolerance 0.005 0.001 0.001 
Pseudo-steps/CFD Time-step 39 6 7 
CFD Time-Steps/min 0.425 9.72 2.57 
Total CFD Time-steps 5506 50200 18546 
Total CPU Hours 3121 28100 39936 
Signal Duration 0.1 s 0.1 s 0.034 s 

18.2.1   Rossiter Mode Frequencies 

]As with the experimental data, the PSD of the pressure fluctuations was com-
puted. The frequencies for each of the first four modes were found by taking 
bands around each mode and finding the local maximum amplitude. Figure 3(a) 
shows that for the doors on case, none of the computational methods could accu-
rately predict the frequencies of all four modes. The URANS results under-
predicted the frequency of the second mode and over-predicted the third mode. 
For the first and fourth modes, there were no tones evident above the broadband 
spectrum. Both DES and LES results over-predicted the frequency of the domi-
nant second mode. All computational models faired a little better for the doors off 
case. Figure 3(b) shows that the first two modes, were reasonable well predicted 
by all computations. The third and fourth modes were over-predicted by DES and  
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                      (a) Doors on                                        (b) Doors off 

Fig. 3 Frequencies of the first four Rossiter modes predicted by URANS (Menter’s Base-
line k-ω), DES (S-A) and LES (Smagorinsky SGS) at location x/L = 0.95 

LES. URANS captured the third mode well, but failed to predict the fourth. It can 
also be seen that, as with the experimental data, the computational models pre-
dicted the modes to shift to lower frequencies for the doors off case. 

18.2.2   Sound Pressure Levels (SPL) 

The 2D cavity was thought to be a good representation of the full 3D cavity with 
doors-on as the doors restrict movement of the flow to the width of the cavity. 
Therefore 2D results using the SST model (Menter, 1994) were also compared 
with the 3D doors-on results. Figure 4 shows the SPL for both doors on and off 
cases. For the doors on case, the 3D URANS predicted the shape of the curve bet-
ter than the LES and DES, although overall the magnitudes were better predicted 
by the LES and DES models. The 2D case predicted the shape of the SPL curve, 
but over predicted its magnitude.  

For the doors off case, URANS predicted a ‘W’ shaped curve for the SPL 
across the cavity floor and under predicted the magnitude. However, LES and 
DES correctly predicted the shape shown by the experimental data, although the 
magnitudes for both were over predicted by 2 to 4 dB. 

Band-limited SPL plots for the first (Figure 5) and second (Figure 6) modes re-
vealed the limitations of the URANS model. In the doors on case, 3D URANS 
predicted the dominant second mode well but had difficulty in capturing the other 
modes, which were substantially under predicted. For the doors off case, URANS 
under predicted the magnitudes of both the first and second modes, but still cap-
tured the shape of the second mode well. 

DES and LES were much better in predicting the shapes of the SPL curves in 
both cases, although the magnitude of the second mode was under predicted for 
the doors on case and slightly over predicted for the doors off case. 
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                         (a) Doors on                                               (b) Doors off 

Fig. 4 Overall SPL plots, comparing URANS (Menter’s Baseline k-ω), DES (S-A) and LES 
(Smagorinsky SGS). Plots taken at z/W=0.25 and along the cavity floor 

   

(a) Doors on    (b) Doors off 

Fig. 5 Band-limited SPLs for the first mode (50 ≤ f ≤ 250 Hz) comparing URANS 
(Menter’s Baseline k-ω), DES (S-A) and LES (Smagorinsky SGS) results with experiment. 
Plots taken at z/W=0.25 and along the cavity floor 

   

                   (a) Doors on                                                   (b) Doors off 

Fig. 6 Band-limited SPLs for the second mode (250 ≤ f ≤ 450 Hz) comparing URANS 
(Menter’s Baseline k-ω), DES (S-A) and LES (Smagorinsky SGS) results with experiment. 
Plots taken at z/W=0.25 and along the cavity floor 



18   Appendix for M219 Cavity Flow: Computations with and without Bay Doors 291
 

        

Fig. 7 SPL distributions calculated from the R.M.S pressure for the doors-on (left) and 
doors-off (right) cavity configurations using DES (S-A). Slices taken at cavity centreline 

To highlight the differences in acoustic wave propagation between the doors-on 
and off configurations, Figure 7 shows the SPL distributions at the cavity centreline. 

The SPL distributions (Figure 7) verify that the acoustic waves in the doors-off 
case were stronger and could travel further than those of the doors-on case. This 
could be mainly attributed to the very high SPL (170 dB) that is generated over 
the whole aft wall. It can be seen that at any point in the far-field, the SPL is al-
most 5dB less in the doors-on case. As with the iso-surfaces of acoustic pressure, 
there are similarities between the two cases in how the waves propagate through-
out the domain. However, the levels in the doors-on cavity are generally lower 
inside the cavity as well as in the far-field. 

18.3   Summary of Conclusions 

Interrogation of the experimental data revealed that, with the bay doors attached, 
the second Rossiter mode was the dominant tone, with the magnitude of the other 
modes being much smaller. In contrast, without the doors the other modes con-
tributed much more to the overall acoustic signature. The magnitude of the second 
mode was greatly reduced and the magnitude of the third mode increased. 

The employed URANS model could not predict the higher or lower frequency 
tones than occurred in the flow regime under investigation. In both cases, the 
dominant Rossiter mode was predicted well in qualitative terms, although the 
modes were still under predicted in magnitude. 

Computations using DES and LES had a good level of qualitative agreement 
with experimental data. The shapes of the SPL curves were predicted well in both 
cases, which indicated that the essential flow physics was captured. However, both 
DES and LES still had difficulty in predicting the magnitude of each mode. SPL 
distributions showed that stronger acoustic waves were generated in the doors-off 
case and so more noise was propagated outside the cavity. 

The present results indicate that DES is a good alternative to LES for this flow 
and a much more reliable tool than URANS for cavity flow analysis. 
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19   Car Side-Mirror – An Aero-Acoustics Case  

C. Mockett and F. Thiele 

TUB 

Abstract. The flow past a generic representation of an automobile side mirror has 
been simulated by 4 partners using a range of modelling approaches (pure LES, 
DES and SAS) and a range of grid resolutions (from 1.7 million to 11.8 million 
cells) and types (structured and unstructured with various cell geometries). The test 
case is representative of the simulation of aero-acoustic noise sources generated in 
the wake of bluff bodies. The investigation is a continuation of the study carried out 
in the precursor FLOMANIA project (Rung et al., 2006) and addresses some of the 
open questions posed therein. In particular, it emerges that the doubts cast upon the 
experimental data are in fact a consequence of modelling and grid resolution issues. 
A general tendency of increasing resolution of high-frequency content with grid 
refinement is observed, as is a similarity in the predicted levels of low-frequency 
sound. No direct comparison of LES and DES on the same grid has been carried out, 
however an apparent equivalence of DES and SAS on similar grids is observed. 

19.1   Background and Motivation 

The test case consists of a generic geometry intended to capture the characteristics 
of the flow around car wing mirrors. As well as a source of drag and fluctuating 
forces, the principle interest is in the sound sources created by the mirror. The 
motivation from an automobile industry perspective is primarily passenger com-
fort, with  internal noise caused by pressure fluctuations transmitted through the 
window and vehicle side. Sound radiated into the far-field is considered less im-
portant as tyre noise is usually dominant. The test case could also represent appli-
cations involving a blunt protrusion from a smooth body (e.g. deployed air brake 
in aerodynamic applications). 

19.2   Flow and Test Case Description 

The geometry represents an idealised car wing mirror mounted on a flat plate, in-
tended to represent the side window. The mirror consists of a half cylinder of di-
ameter D=0.2m and height H=0.2m, which is topped with a quarter-sphere of the 
same diameter. The mirror is arranged with its curved side facing into the oncom-
ing flow such that the wake forms behind the flat rear surface. The flat plate is 3m 
long and 1.6m wide. The Mach number of M=0.11 allows the flow to be consid-
ered incompressible and the Reynolds number is ReD=5.2×106. The experimental 
data (Höld et al., 1999), (Siegert et al., 1999) consists of time-averaged and  
unsteady signals at a range of pressure tappings on the mirror and plate. The  
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Fig. 1 Experimental setup and location of pressure probes 

configuration and location of the sensors are shown in Fig. 1. The probes numbered 
1-34 were used for time-averaged measurements and the second set, numbered 
101-123 provided instantaneous signals at a sampling rate of 20kHz. This is avail-
able in the form of spectra with a bin width of around 10Hz. To avoid spurious 
noise sources, no transition tripping was applied in the experiments and a laminar 
separation has been observed 0.15D upstream of the rear face of the mirror. 

19.3   Summary of the FLOMANIA Study 

This test case was previously studied in the FLOMANIA project (Rung et al., 
2006), for which URANS and DES97 computations were carried out by Bombar-
dier Transportation (BT) and the Technische Universität Berlin (TUB). The fol-
lowing summarises the outcomes of the previous study: 

• Considerable improvement was reported for the DES calculations in com-
parison to URANS with the same grid and time step. 

• The DES overall sound pressure levels (SPL) agreed well with experiments 
at most measurement locations, those of URANS were under-predicted by 
typically 20dB. 

• The laminar boundary layer separation was not reproduced by the fully-
turbulent URANS and DES computations. 
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• No significant difference was seen between the different background 
RANS models for the DES results. 

• It was not understood why such high SPL were returned from experimental 
tappings near the upstream horseshoe vortex whilst the simulations were 
fairly quiet. 

• No information was available as to the window function applied in the ex-
perimental spectral analysis. Due to excellent agreement with the DES 
without a window function, it was suspected that none was applied to the 
experimental data. 

In the continuation within DESider, the investigation has benefited from a greater 
number of partners, greater computational capacity allowing finer grids and the 
comparison with pure LES. Some of the conclusions from FLOMANIA are hence 
reassessed. 

19.4   Partners Contributing, Numerical and Modelling Setup 

An interesting blend of turbulence approaches, numerical methods, and grid 
strategies have been computed by the four partners involved, which are summa-
rised in Tab. 1. 

Table 1 Participants and methods 

The pure LES simulations aim to exploit the laminar nature of the mirror 
boundary layers and the subordinate importance of the turbulent flat plate bound-
ary layer to achieve a reasonable reproduction of the dominant flow features at 
modest cost – the flat plate boundary layer was under resolved in all cases. The 
extensive computations by Volvo (Ask, 2008), (Ask et al., 2006) allow the effects 
of grid refinement to be studied for the Smagorinsky LES results. The dynamic 
LES results by contrast were only computed on one of the grids, as some numeri-
cal instability issues were encountered (no averaging in homogeneous directions 
can be applied for this three-dimensional geometry). 

In most cases low-dissipative convection schemes based around 2nd order cen-
tral differences were applied, using various methods to achieve stability in coarser  
 

Partner: Turbulence treatment: Solver: Δt: Grid: 

BT SA-DES97, k-ε-DES97 
Star-CD, flux blending 

convection (95% 2nd order 
CDS, 5% UDS) 

1×10-5 
0.00195T0 

BT 

CFX SST-SAS 
CFX, hybrid convection 
(local between 2nd order 
CDS and 2nd order UDS) 

2×10-5s 
0.0039T0 

CFX 

TUB 
SALSA-DES97, 
LLR k-ω-DES97 

ELAN, hybrid convection 
(local between 2nd order 

CDS & higher order TVD)

1×10-4s 
0.0195T0 

TUB 

Volvo 
SA-DES97, Smagorin-
sky LES, dynamic LES 

Fluent, 2nd order UDS and 
bounded central (BCD) 

convection 

2×10-5s 
0.0039T0 

Volvo-hex 
and 

Volvo-Cart 
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CFX grid, 2.9×106BT grid, 1.7×106

TUB grid, 2.7×106 Volvo-hex/tet coarse grid, 5.8×106

Volvo-Cart grid, 5.2×106 Volvo-hex/tet fine grid, 11.8×106

 

Fig. 2 Visualisations of the computational grids used 

grid regions (a global 5% UDS blend for the BT calculations; UDS application on 
the basis of a “wiggle detector” by Volvo; local flux blending variation depending 
on the solution field by CFX and TUB). The exception is the SA-DES97 calcula-
tions by Volvo, for which pure UDS was applied throughout the domain. 

A variety of grid generation strategies has been explored by the partners. Tradi-
tional block-structured hexahedral grids have been employed by CFX and TUB, 
allowing resolution of all boundary layers and refinement in the vicinity of the 
early separated shear layers. The unstructured mesh of BT employs a Cartesian 
dominant grid with local refinement achieved using hanging nodes. A similar 
methodology was applied in the Volvo-Cart grid, although the refined region is 
much more extensive. Volvo also applied a hybrid hexahedral/tetrahedral method-
ology whereby a structured near-wall and wake region grid is combined with a 
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tetrahedral meshing of the outer region. Whereas the Volvo-hex/tet grid allows 
wall-normal resolution of the boundary layers, wall functions were applied in the 
case of the Volvo-Cart grid. 

All calculations were conducted at the experimental ReD=5.2×105, with an in-
flow velocity of U0=39m/s. Steady-state inflow conditions were applied by all, as 
were symmetry boundary conditions at the lateral and upper domain frontiers. The 
calculation time steps range from between 0.00195T0 and 0.0195T0, where 
T0=D/U0. 

19.5   Results 

In the presentation of the results, a focus on the SPL spectra will be made, as these 
are the most relevant quantity bearing in mind the unsteady methods considered 
and the aero-acoustic motivation of the test case. Some comparison will also be 
made concerning the capability of the various methods to capture the laminar 
separation. 

19.5.1   Processing of the SPL Spectra 

It was shown in the FLOMANIA investigation (Rung et al., 2006) that the SPL 
spectra exhibit particular sensitivity to the signal processing details. The spectra 
presented in this investigation have therefore all been calculated using the original 
time traces from each partner by TUB, using the best practice method outcome of 
the FLOMANIA study. As such the maximum level of comparability between the 
partner spectra is ensured. 

The time traces of pressure (in Pa) obtained at each probe location have been 
divided into overlapping windows of a 0.1s physical time length. These windows 
have been overlaid with a Hanning window function to remove aliasing effects 
and processed with a discrete Fourier transform. The window length of 0.1s is 
intended to deliver the targeted bin width of 10Hz observed in the experimental 
spectra. The resulting spectra have been averaged to achieve a smoother appear-
ance and reduce the level of spurious noise. The fluctuation amplitudes are pre-
sented in terms of sound pressure levels (dB): 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ′
=

0
10log20SPL

p

p
 , 

where p’ is the pressure fluctuation away from the mean and the reference pres-
sure p0 = 2×10-5 Pa. 

19.5.2   Comparison of LES, DES and SAS in the Wake Region 

To obtain an impression of the comparability of results from different turbulence 
treatment methods, representatives of each have been selected based on the most 
similar grids available for calculations with low-dissipative numerical convection  
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Fig. 3 SPL spectra for DES (TUB), SAS (CFX) and Smagorinsky LES (Volvo) at locations 
P119, P121 and P123 

schemes. The selected data are the LLR-DES97 of TUB, the SST-SAS of CFX 
and the Smagorinsky LES of Volvo (on the hex/tet coarse grid). 

The spectra for points P119 in the near wake and P121 and P123 along the 
shear layer path are plotted in Fig. 3 (the TUB spectra end at 1000Hz because  
the pressure was only recorded at every 5th time step). The agreement between the 
methods and with the experiment at lower frequencies is very good, particularly 
for the measurement points in the shear layers. At higher frequencies however, the 
Volvo LES results return a considerably higher SPL (and better agreement with 
the experiment), especially for the P119 location. For the DES and SAS, which 
were computed on very similar grids, these results can be interpreted as a strong 
similarity between the methods. The higher quality of the LES results can by con-
trast not conclusively be interpreted as an advantage of the method as the grid 
used was considerably finer. Unfortunately a direct comparison of LES with the 
other methods is not possible, as the SA-DES97 of Volvo on the same grid em-
ployed pure upwind numerics.  

19.5.3   Effect of Grid Resolution 

To examine the effect of grid resolution, the Volvo LES results with the Sma-
gorinsky model will be compared, for which computations all employing the BCD 
convection scheme were carried out on the three different grids. The SPL spectra 
are again compared at the sensor locations P119, P121 and P123 in Fig. 4. 
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Fig. 4 SPL spectra for Smagorinsky LES (Volvo) on different grids at locations P119, P121 
and P123 

The effect of grid refinement is clearly an improvement in the agreement with 
the experimental spectra up to higher frequencies. In the published analysis, Volvo 
estimated the maximum resolvable frequency for each grid and measurement point 
based on the local grid resolution and velocity magnitude RMS (Ask et al., 2006), 
(Ask, 2008). A strong correlation was observed between these estimated values 
and the frequency at which the simulated spectra begin to decay below those of 
the experiment. This is therefore an illustrative demonstration of the effect of grid 
resolution: the good agreement of all results at lower frequencies demonstrates 
that the higher grid resolution does not improve the prediction of the larger, en-
ergy-containing structures. It furthermore suggests an equivalence of the methods 
and implementations for this flow. 

Some comments about the grid strategies can also be made, based on the com-
parison of the hex/tet and Cartesian grids used (Fig. 2). The Volvo Cartesian grid 
is not body-fitted and employs wall-functions rather than resolving through the 
boundary layer in the wall-normal direction. The fact that these results are so simi-
lar to those from the hex/tet-fine grid is a reflection of the subordinate importance 
of the mirror and plate boundary layer prediction in this test case. 

19.5.4   The Upstream Horseshoe Vortex 

The interaction of the oncoming flat plate boundary layer with the upstream sur-
face of the mirror leads to the formation of a horseshoe vortex. The measurement  
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Fig. 5 Instantaneous snapshot of 
vortex cores (λ2 criterion) for the 
TUB LLR-DES 

 

point P116 is located in this region, and was the subject of some controversy in the 
FLOMANIA investigation (Rung et al., 2006). The horseshoe vortex is depicted in 
Fig. 5, in a visualisation of the instantaneous vortex core structures resolved in the 
TUB LLR-DES computation. It can be seen that this is very smooth, suggesting a 
very steady nature in comparison to the highly unsteady turbulent wake down-
stream of the mirror. For this reason, it was not understood why the experimental 
signals from P116 exhibited such high sound levels. 

The spectra from the CFX SST-SAS and Volvo Smagorinsky LES computa-
tions at this measurement point are compared in Fig. 6. Whereas the SAS returns a 
very low SPL, the LES results show much higher levels, agreeing increasingly 
well with the experiment as the grid is refined. The LES is hence able to resolve 
some strong unsteady phenomenon in this region that the DES and SAS are not. 

The answer indeed lies in the modelling methodology. Whereas DES and SAS 
target the application of RANS in attached boundary layers, the pure LES is in-
tended for resolution of the energy-containing large eddies throughout the domain. 
Figure 7 portrays the instantaneous vorticity magnitude and tangential streamlines 
at a slice through the symmetry plane in the vicinity of the mirror foot. The DES 
exhibits a smooth and steady horseshoe vortex whereas that of the LES appears 
unsteady. Despite the insufficient resolution of the incoming boundary layer 
 

 

Fig. 6 SPL spectra for SAS (CFX) and Smagorinsky LES on different grids (Volvo) at the 
upstream P116 
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  (a) TUB LLR-DES                     (b) Volvo Smag. LES, hex/tet-fine 

Fig. 7 Instantaneous contours of vorticity magnitude and streamlines at a slice through the 
symmetry plane in the vicinity of the horseshoe vortex 

turbulence, the LES appears to capture something approximating a bimodal horse-
shoe vortex instability (Devenport et al., 1990). Such an instability was found by 
(Paik et al., 2007) to be damped by eddy viscosity when the oncoming boundary 
layer is handled entirely using RANS. 

Although the methodologies appear to be equivalent in the massively-separated 
wake region, the inherent inability to capture the unsteady behaviour of the horse-
shoe vortex (and the relative importance of this as a sound source) corresponds to 
a disadvantage of DES and SAS for this aeroacoustic application. Although proper 
resolution of the flat plate boundary layer would be prohibitively expensive for 
pure LES, it appears as if an approximation of the horseshoe vortex dynamics can 
nonetheless be captured on “under-resolved” grids. 

19.6   Conclusions 

A continuation of the FLOMANIA investigation of this test case has been carried 
out, with additional computations delivering new insight concerning the equiva-
lence of methods and grid resolution issues. Some of the FLOMANIA conclusions 
contained doubts about the validity of the experimental data in two respects: the 
suspicion that the spectra were processed without a window function, and the “in-
explicable” loudness of the horseshoe vortex region. These points have been reas-
sessed in the light of the new computations by CFX and Volvo, as a consequence 
of which the question marks concerning the experimental data must be retracted. 
The agreement with the experimental data at high frequencies has been signifi-
cantly improved by higher grid resolution as demonstrated by the Volvo computa-
tions. A physical explanation for high sound levels near the horseshoe vortex is 
provided with reference to studies of a bimodal instability in the literature. This 
instability cannot be captured by DES and SAS, which treat the attached boundary 
layer and horseshoe vortex in RANS mode. Despite insufficient resolution of the 
flat plate boundary layer, the LES simulations are able to reproduce an approxima-
tion of the horseshoe vortex instability. 
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Some caution is however advised in the extrapolation of these findings to more 
complex geometries. Although the damping of the horseshoe vortex by the RANS 
treatment of the boundary layers in DES and SAS is indeed a disadvantage for the 
aero-acoustic prediction, the disadvantages of the under-resolved LES treatment 
are suppressed by the simplified flat-plate geometry in this test case. More com-
plex curved geometries are likely to occur in practice, for which an under-resolved 
LES could erroneously predict boundary layer separation and a corresponding 
distortion of the mean flow and aero-acoustic solution. 

The importance of high quality grid resolution in the separated wake region has 
been demonstrated by the relative success of the Volvo simulation on the Carte-
sian grid with wall functions, which give comparable solution quality to the wall-
refined grid with roughly half the number of grid points. Again, in the case of 
more complex flows where the boundary layers play an important role, this con-
clusion may not apply. 

The similarity of the DES and SAS solutions on similar grids and with low-
dissipative numerical schemes suggests an equivalence of the methodologies for 
this application. The higher quality of the LES solutions cannot however be inter-
preted as a fundamental superiority of LES as the grids used were considerably 
finer. The effect of grid refinement has been shown to be an increase in the maxi-
mum resolved frequencies in the SPL spectra. The spectra at lower frequencies by 
contrast agree well between grids and methods, implying that the large energy-
containing scales have been reproduced to a similar level of quality. 
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20   Simplified Landing Gear Test Case 

B.I. Soemarwoto, J.C. Kok, and H. van der Ven 

National Aerospace Laboratory NLR 

20.1   Introduction 

During approach and landing, the noise originating from the flow around the air-
frame takes a significant portion of the overall noise, as the engine is operating in 
a low thrust. Reducing flow-induced airframe noise is still a challenging task. Sig-
nificant noise is generated by the high-lift devices and the landing gear. A test 
case addressing the massively separated flow around the landing gear is therefore 
highly industrially relevant. The test case concerns a four-wheel configuration 
representing a 31% scale of a simplified Boeing 757’s landing gear (see Figure 1). 
This configuration was measured in the Basic Aerodynamic Research Tunnel 
(BART) at NASA Langley Research Center. The mean flow DPIV experimental 
data (on the so-called PIV plane) are available for the free-stream velocity of 29 
m/s and Reynolds number of 600,000 based on the wheel diameter (Lazos, 2000, 
2002)). Within DESider, the test case is participated by NLR and NTS. 

 

  
dimension in mm 

Fig. 1 Simplified four-wheel landing gear configuration (Lazos, 2002) 

20.2   Computational Setup 

NTS employs an overlapping grid of 13 blocks consisting of about 3 million nodes. 
NLR employs structured grids in a multi-block topology with a point-to-point  
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         (a) NTS overlapping grid (3e6 nodes) 

 

 

 

      (b) NLR multi-block structured grid (2e6 cells) 

Fig. 2 Impression of the computational grids 

connection consisting of about two million grid cells. An impression of the grids is 
given in Figure 2. The methods used are SA-DDES (NTS) and X-LES (NLR), 
which are described in Chapter 2.  

Both NTS and NLR use the same non-dimensional time step of 0.01 based on 
the free-stream velocity and wheel diameter. In this time resolution, one convec-
tive time unit is covered by 100 time steps. The flow domain is bounded conform-
ing the wind tunnel walls defining a test section area of 71 by 102 cm. The inflow 
(outflow) boundary is -5D and -4D (+15D and +8D) in the NLR and NTS case, 
respectively, where D is the wheel diameter. The wind tunnel walls are treated as 
an inviscid wall with a slip boundary condition. NLR employs a compressible 
flow solver with a low Mach number pre-conditioner. NTS treats the flow as in-
compressible. NLR opted to use a uniform flow with the free stream velocity as 
the initial flow, while NTS takes a non-converged solution of a steady RANS 
computation as the initial flow. 
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20.3   Results 

Figure 3 shows the time history of the force coefficients. The uniform flow used 
by NLR as the initial flow has not yet led to an asymmetric flow (with respect to 
plane-z), giving a zero level of Fz. The levels of the force coefficient in the hori-
zontal (Fx) and vertical (Fy) direction are roughly the same. The RMS of Fx  in the 
NLR results is larger than that of the NTS results.  NTS results show a lower level 
of Fy. For both NLR and NTS results, the transient is considered to have decayed 
after 30 convective time units. The sample sizes for obtaining the the mean flow 
are different, i.e. 20 convective time units for NLR results and 60 time units for 
NTS results.  

 
                              X-LES (NLR) 

 
                          SA-DDES (NTS) 

Fig. 3 Time history of the force coefficients 
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In the experiment, the flow alternates between two mean flows (Ref. 2), al-
though the second one is less persistent than the first. Figure 4 shows the stream-
line patterns of the first mean flow in the PIV plane. The streamlines are coloured 
by the velocity magnitude. The streamlines in the experiment (Figure 4a) show 
two separation points, i.e. on the ground and wing sides of the fore wheel. The 
shear layers originating from these points attach on the rear wheel forming stagna-
tion points on the corresponding sides. The streamlines branching from these stag-
nation points meet at a separation point near the centerline of the wheel. On the 
ground side, the separating streamline forms a vortex roll-up residing persistently 
near the fore wheel on the ground side. There is no PIV data available for the sec-
ond mean flow. Nonetheless, it was reported (Ref. 2) that the second mean flow 
contains a vortex near the rear wheel under the location where the shear layer from 
the fore wheel impinges on the rear wheel. 

In general the NTS results have captured the features of the first mean flow ob-
served in the experiment (Figure 4d). There are only some minor discrepancies in 
the position of the separation points, the attachment points and the vortex core, 
and the level of the highest velocity is lower especially on the rear wheel. The 
NLR results capture the features of the first mean flow only on the wing side  
(Figure 4c), whereas the resulting mean flow does not contain the stagnation point  

 

(a) Wind-tunnel and PIV plane setup (b) Experiment 

(c) X-LES (NLR) (d) SA-DDES (NTS) 

Fig. 4 Pattern of the streamlines on the PIV plane (coloured by the velocity magnitude) 
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X-LES (NLR) 

Fig. 5 Pattern of the streamlines observed shortly during the transient 

 
                                      (a) 

 
                                       (b) 

Fig. 6 Sectional pressure coefficient distribution on mid-plane of fore and rear wheels 
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Experiment X-LES (NLR) SA-DDES (NTS) 

Downstream 
view

(a) Fore 
wheel
outside 

(upper) and 
inside 

(lower) 

Experiment X-LES (NLR) SA-DDES (NTS) 

Upstream 
view

(a) Fore 
wheel
outside 

(upper) and 
inside 

(lower) 

Experiment X-LES (NLR) SA-DDES (NTS) 

Downstream 
view

(a) Rear 
wheel
outside 

(upper) and 
inside 

(lower) 

Upstream 
view

(a) Rear 
wheel
outside 

(upper) and 
inside 

(lower) 

Experiment X-LES (NLR) SA-DDES (NTS)  

Fig. 7 Surface pressure coefficient distribution on the fore and rear wheels (upper: wing 
side, lower: ground side)  
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on the ground side of the rear wheel. Possibly, the NLR results are more consistent 
with the second mean flow, since on the ground side, a massive separation is indi-
cated behind the fore wheel, and there is a vortical region residing in an area in 
front of the rear wheel. A similar mean flow was also reported in Ref. 3 where the 
flow in a DES simulation impinges only on the wing side. 

It should be mentioned that in the NLR results, a flow feature is observed for a 
short period (about 1 convective time unit) during the transient (i.e. at around 10th 
convective time unit) which closely resembles the first (more persistent) mean 
flow of the experiment in the area between the wheels, shown in Figure 5. This 
flow feature, however, does not materialize into a stable vortex roll-up. A possible 
explanation for this situation is that it is formed during the transient when distur-
bances are still large. Such disturbances may have induced an adverse pressure 
gradient on the ground side of the fore wheel, which may have implied a (prema-
ture) flow separation above the vortex roll-up. This flow separation makes the 
vortex unstable. Indeed, the vortex migrates progressively upwards exiting the 
region between the wheels, after which the flow becomes like the one shown in 
Figure 4c. 

Figure 6 shows the mean pressure coefficient (Cp) on the intersection between 
the PIV-plane and the wheel surface. In general the NTS mean flow agrees with 
the mean flow features of the experiment, apart from discrepancies on the suction 
peaks and stagnation point pressures, and differences on the locations of the sepa-
ration and attachment points. As the vortex roll-up is missing, the NLR results do 
not exhibit the wavy pressure distribution on the fore wheel near the centerline 
(azimuthal angle of around 180 and -180 deg.), see Figure 6a. The absence of the 
attachment point on the ground side of the rear wheel (near -40 deg.) in the NLR 
results is clearly reflected in Figure 6b. On the wing side of the rear wheel, the 
suction peak in the NTS and NLR results agrees closely, but there is a larger dis-
crepancy with the experiment. In both NLR and NTS results, the flow leaves the 
rear wheel at about the same pressure level but at a considerably higher level than 
occurring in the experiment.  

Figure 7 presents the pressure coefficient distribution on the wheel surface. 
Remarkable agreements are shown on the whole front side of the fore wheel and 
on the front-ground side of the rear wheel. Larger discrepancies with the experi-
ment are shown on the back side (upstream view) of the wheels. 

20.4   Conclusions 

The flow around a simplified landing gear configuration has been computed using 
SA-DDES (NTS) and X-LES (NLR) on a moderate grid size of 2 – 3 millions 
cells. The flow on the ground side behind the fore wheel appears to strongly de-
termine the mean flow features between the wheels and around the rear wheel. On 
the ground side, NTS results contain a vortex roll-up residing near the fore wheel 
and the attachment point on the rear wheel. NLR results indicate a susceptibility of 
the flow to a premature separation during the transient that leads to an unstable 
vortex roll-up. 
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V   Technical, Partner-Related Reports – 
Methods, Models and Applications 
Performed 

This chapter contains – partner by partner, in alphabetical order - brief descrip-
tions of methods and tools used as well as highlights of work performed in and for 
the DESider project.  

1   Contribution of Alenia Aeronautica: Main Results 
Obtained within the Project 

N. Ceresola 

Abstract. In this chapter the main outcomes of the activity made by Alenia in the 
framework of DESider project are outlined. The main technical achievements that 
have been obtained are:  

1. Implementation in the company’s CFD code UNS3D of a DES model;  
2. verification of the consistency of the model using fundamental test cases;  
3. application to more complex test cases as a necessary step toward the 

simulation of real-life problems.  

1.1   Description of Numerical Techniques and Turbulence 
Models Implemented in Code UNS3D 

1.1.1   The Code UNS3D 

The computations have been performed using the code UNS3D. The solution 
algorithm is based on a finite volume, node centred approach operating on an 
hybrid unstructured grid. The artificial dissipation model is derived from the 
nonlinear scheme of Jameson, with no eigenvalue blending. 

The Navier-Stokes equations are integrated in time with a second order backward 
difference and dual time stepping. A five stage Runge-Kutta scheme is used to drive 
toward zero the residual at each time step. With the use of residual averaging, a local 
CFL number of 4.9 could be employed in the multistage sub iteration process. 

The Weiss and Smith version of low Mach number preconditioning is imple-
mented in the code. A sensor depending on cell Reynolds number was also in-
troduced to avoid applying the preconditioning inside boundary layers. For the 
computation of the present test case, its application was found to be beneficial in 
order to reduce numerical dissipation and enhance convergence in low-Mach 
number pockets. 
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1.1.2   URANS Turbulence Model 

A k-ω turbulence model was employed, that has been developed by Hellsten3. 
The model constants have been calibrated requiring consistent behaviour near 
boundaries between turbulent and laminar flow, inside shear flows and for zero 
pressure gradient wall flows. In particular, the calibration have been considered 
taking into account a variable cμ  , as it is the case if an algebraic stress model 
(EARSM) is included.  

The Wallin-Johansson Explicit Algebraic Stress Model4 (WJ-EARSM) is im-
plemented using Hellsten’s k-ω as the basis RANS model.  The model is an exact 
solution of the corresponding ARSM in two-dimensional mean flow. In three 
dimensions there still is a complete, while approximate, solution. 

The full anisotropic version of the model is used, i.e. the anisotropic part of the 
Reynolds stress tensor is directly introduced in the momentum equations, while 
the isotropic part is taken into account in the form of an effective variable cμ..  

1.1.3   DES Turbulence Model 

The DES methodology essentially consist into using the k-ω-EARSM model as a 
subgrid scale model for LES in the regions where the grid resolution is sufficiently 
fine5. The DES length scale is therefore defined to be the minimum between the 
characteristic URANS length scale and a length related to the local grid, times an 
appropriate scaling coefficient: 

},min{ LESlRANSlDESl =  (1) 

where 

)/(2/1 ωμCkRANSl =                    Δ= DESCLESl  

and Δ can be the maximum distance between a cell vertex and the surrounding 
ones, { }ijl

ji max=Δ . In the case where very high aspect ratio cells are present in 

the LES region, it may be better to take the square root of the maximum surface 

between the cell faces, { }ijS
ji max=Δ . CDES is an adjustable constant, depending 

on the RANS model used and on its particular numerical implementation. In the 
present case, CDES is derived analytically imposing identity between the  
eddy viscosities given by the present SGS model and the Smagorinsky model in 

equilibrium ( ωω DPDP kk == , ) conditions.  It is given by 
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where CSMAG is the Smagorinsky constant, γ1, γ2 are k-ω constants and F is the 
Menter blending function, to be used as a “shield” to prevent the LES model 
switching on inside boundary layers. 

The switch between RANS and LES was implemented expressing the kinetic 
energy dissipation in the k-equation in the following form: 

},min{/2/3
LESlRANSlkρε =  (3) 

The modified length scale is also employed in the constitutive relations, to obtain 
the time scale τ used in the computation of eddy viscosity and also to normalize 
the vorticity and strain rate tensors. The eddy viscosity is 

τρμ μ kc=  (4) 

where cμ is given by the EARSM model and is a function of the scalar invariants 
of ijijS Ωττ , , and 

2
1

),min(

k

ll DESRANS=τ  (5) 

It is worth noting that by this formulation, in LES regions the SGS model reduces 
effectively to a one-equation model. 

1.2   Decay of Isotropic, Homogeneous Turbulence 

The test case was computed using the SPTU method for initialising the flow field. 
The subgrid turbulence field initialisation was performed by computation with the 
model to be calibrated with frozen velocity field. 

The DES constant used was CDES=0.84, corresponding to CSMAG=0.24 in equa-
tion (2). As a density-based code was used, compressible flow at Mach=0.05 was 
assumed. Low Mach number preconditioning and matrix dissipation were used for 
the computations. The geometry was a cube with 323 cells. 

In Fig. 1 the computed energy spectra respectively at t=0.74 and t=200 is 
shown, in comparison with the experiment of Comte-Bellot and Corrsin. 

 

Fig. 1 Energy spectra at t=0.87 and t=2.00 
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Fig. 2 Computed vs .experiment, Cp at x/c=0.3,0.7,0.8 

1.3   TC 02, Delta Wing at High Incidence 

Alenia generated an unstructured, hybrid grid with a relatively small number of 
points (5.84 105), that was flow adapted with point enrichment in the regions of 
vortex core and vortex sheet. 

At α=35°, satisfactory results have been obtained in terms of mean pressure 
distributions: the location of vortex breakdown was also satisfactorily predicted 
(see Fig.2) 

Concerning the fluctuating quantities, acceptable surface rms pressure distribu-
tions have been predicted up to x/c=0.7, but by far too high levels of pressure 
fluctuations were predicted toward the trailing edge, as shown in Fig.3. 

The different fluctuating components predicted by the participants seemed not 
to have a relevant influence on the respectively computed mean values. The grid 
resolution in the vortex core appears to be the most relevant issue to be  
concerned. 

1.4   TC E2 – Oscillating NACA0012 Airfoil 

An automated grid refinement process was used during grid generation, using 
steady RANS computations at 15 and 20 degrees of incidence to compute the  
 

 

Fig. 3 Computed vs. experiment, Cprms at x/c=0.3,0.7,0.8 
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Fig. 4 Computed (solid) vs. experiment, lift and drag vs. angle of incidence during an oscil-
lation cycle 

adaptation sensor. The sensor, which is described in Flomania deliverable D5.2-
27, is based on a function representing the local dissipation of energy. The final 
grid is made of 13390 points. 

The 3D computational domain was defined to have a span of one chord length. 
The corresponding grid is made of 21 equally spaced 2D slices, for a total of 
267800 mesh points. 

The time histories of lift coefficient are shown in Fig. , in comparison with 
experimental data. The incidence at which Clmax occurs is well predicted as in 
general the lift history during most of the cycle. On the contrary, the computed 
value of Clmax is somewhat greater than in the experiment. The reason may be 
found in the unsufficient grid resolution on the leeward side of the airfoil, causing 
a greater vortical suction to take place at maximum lift conditions. The same holds 
for thre history of the drag coefficient, shown in Fig.4 .    

1.5   TC A1, M219 Cavity Flow 

For the Navier-Stokes computations, the cavity was considered to be mounted on 
a flat plate and the computational domain made of a parallelepiped. A hybrid grid 
was generated, starting from a wall surface triangulation made of  about 25000 
nodes and 50000 triangles. A wall proximity grid made of 25 prismatic layers and 
an external grid made of tetrahedrals have then been generated.  The total number 
of points was about 700000, forming 1010000 prisms and 765000 tetrahedrals. 
The computation was made at a Mach number of 0.85 and a Reynolds number of 
1.37 millions based on the cavity depth. A fixed time step Δt=3.61 10-5 sec was 
used, corresponding to 1/50 of the travel time of the cavity length at free stream 
speed. A CFL number of 3.5 was used for the dual time stepping computation, and 
100 sub iterations were required to attain a drop in residuals between 1 and 2 
orders of magnitude. 

A quantitative comparison with experimental data is then made at the locations 
of four of the pressure probes, located respectively near the front of the cavity  
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Fig. 5 SPL at four locations of cavity ceiling, DES computation vs. experiment 

(K20), near its centre (K23, K26) and near the exit edge(K29). Comparison is 
carried out in terms of spectral analysis of the Sound Pressure Level (SPL). 

In Fig.5 we can have a look at the sound pressure levels, in decibels, predicted 
with DES and compared with the experimental data. The vertical bars correspond 
to the Rossiter frequencies, as computed with the modified Rossiter formula. 

The behaviour of SPL up to 1700 Hz is well predicted, and the first four 
resonance frequencies clearly result from the computed spectrum. At higher 
frequencies, an underprediction of sound levels is evidenced, possibly due to the 
numerical filtering made by unsufficient grid resolution.  

The computation of two-dimensional sound radiation is performed on the 
vertical mid-plane (z=0). The convected wave equation is solved  imposing as 
boundary conditions the fluctuating wall pressure computed with the DES 
simulation, along the flat plate and the cavity walls. No volume sources inside the 
domain, in the form of the Lighthill tensor, are taken into account. In this way  
the radiated acoustic field is only due to wall pressure fluctuations generated by 
the interaction of the vortical structures impinging on the walls. 

In the present computations, the unstructured acoustic grid, composed by trian-
gles and quadrilaterals, has about 30000 nodes, and the circular far-field boundary 
has a radius of 10 times the cavity depth. 

The mean flow field is assumed to be composed by a uniform flow, with 
M=0.85, outside the cavity, and fluid at rest inside the cavity.  64 samples, equally 
spaced in time, for a period T=6.039 10-2 seconds, have been employed for de-
scribing the wall pressure fluctuations. The present amount of samples has been  
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Fig. 6 Far-field sound directivity 

found to correctly represent the noise radiation associated with the fundamental 
cavity modes.  

In Fig. 6 the Sound Pressure Level, in dB, evaluated along a circle of ray 7.5D 
is shown. The directivity pattern is measured over the angular range of 

o1800 ≤Θ≤ the mean flow incoming direction corresponding to o0=Θ . The 
levels range around 100 dB, with a peak radiation for Θ  around 130°, showing 
the existence of a directivity effect of the acoustic radiation. 

It can be seen in Fig.7 that the highest peaks of wall pressure fluctuations are 
located in proximity of the downstream cavity corner. In this location the imping-
ing shear layer, strongly interacts with the wall. Consequently the corner acts as a 
strong dipole source of noise, with a well defined directivity.   

Fig. 7 Instantaneous acoustic pressure 
field 
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2   SAS Model Development and Validation Activity of the ANSYS Group 

2   SAS Model Development and Validation Activity of 
the ANSYS Group in the DESider Project 

2   SAS Model Development and Validation Activity of the ANSYS Group 

F.R. Menter and Y. Egorov 

ANSYS Germany GmbH  

Abstract. This section provides a compact overview of the work done at the CFD 
development department of ANSYS Germany during the DESider project. Its 
main goals were the systematic development of a new Scale-Adaptive Simulation 
(SAS) turbulence modelling approach, the implementation of different SAS model 
variants in the commercial CFD solver ANSYS-CFX, the model validation by 
computing a series of the project test cases, as well as the collaboration with Pro-
ject partners in testing the SST-SAS model with their own CFD solvers. The SAS 
model description is presented in Chapter II of this book, and the validation results 
can be found in the respective paragraphs of Chapter IV. 

2.1   Model Development 

At the beginning of the Project the SAS approach had been realised with a single-
equation turbulence model. This model was based on a transport equation for the 
eddy viscosity [Menter, 1994], and the SAS capability of resolving a part of the 
turbulence spectrum was introduced in a rather phenomenological way by analys-
ing the model behaviour with the different options for the length scale limiter, see 
[Menter et al., 2003]. A general systematic derivation and theoretical justification 
of the SAS method was undertaken via a series of the following steps: 

• Critical assessment of the standard RANS models identified a main reason for 
the overly dissipative behaviour of these models in transient mode, when ap-
plied to flows with large separation zones. It was shown, that the model 
length scale was essentially an outcome of the diffusive transport of the turbu-
lent kinetic energy through the shear layer, and must therefore correlate with 
the shear layer thickness. 

• In order to model the length scale, which would be sensitive to the local flow 
instabilities, a length scale transport equation by Rotta [1972] was re-visited. 
It was shown by Menter [Menter, Egorov, 2004], that the second spatial de-
rivative of the mean velocity must participate in the model source terms. The 
modified equation was re-formulated for Lk  as the transported variable. 
This equation possesses an own length scale, which is proportional to the von 
Karman length scale. 

• The Lk  transport equation was combined with the turbulent kinetic energy 
transport equation to derive a new Lkk −  model. The model was calibrated 
using RANS arguments, including the near wall treatment. Correct RANS 
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functionality of the model was proven on a set of external and internal sta-
tionary flows. In transient mode the model revealed a capability of resolving 
turbulent fluctuations in large separation zones. With the adaptive switching 
to an LES-relevant non-dissipative discretisation and on the locally refined 
grids the new model delivered LES-like turbulence spectra. This capability 
resulted from the intrinsic model feature of reacting on the growing flow 
 instabilities through the von Karman length scale. 

• The Lkk −  model opened a new way for the hybrid RANS-LES simulation 
of complex industrial flows with the statistically stable attached regions and 
the transient separating flow zones. Unlike DES, this approach does not use 
the grid cell size information for switching to the LES mode and therefore 
does not suffer from the gray-zone uncertainty of DES. 

• In order to benefit from the positive properties of the SST model in stable 
attached and mildly separated flow regions (Menter, [1993]), the Lkk −  
model transport equations were analytically transformed to k and ω as the 
primary variables. It turned out, that the SAS capability of resolving the tur-
bulent fluctuations was provided by an additional source term in the ω trans-
port equation. This source term included the von Karman length scale and is 
automatically activated by transient flow instabilities outside the wall-
attached region. The resulting SST-SAS model [Menter, Egorov, 2005a] 
combined the SAS properties with the ability to compute boundary layers, as 
inherited from the background SST model. 

• A necessity to control the dissipative properties of the SAS models was iden-
tified in the course of implementing and testing the SST-SAS model in the 
CFD solvers by Project partners. A generic procedure of using the WALE-
LES subgrid eddy-viscosity as a lower limit of the SAS eddy viscosity was 
suggested and recommended to achieve the appropriate model performance 
with different discretisation methods of the model source terms. During the 
implementation of the model in other codes, it was also found that the second 
derivative of the velocity field should be computed on a compact stencil  
(3 nodes in one-dimensional formulation) 

• The SST-SAS model was implemented in a standard commercial version of 
the ANSYS-CFX. The Lkk − -SAS model and its single-equation Lk -
SAS analogue are to be further studied and developed with a research solver 
version. 

2.2   Model Validation 

A set of the validation examples, used for the calibration and testing the SAS 
models in the DESider Project, included the underlying flow regimes tests: 

• Decay of the isotropic turbulence 
• Bump in a rectangular channel 

as well as the complex flows identified as the application challenges: 

• Airfoil at high incidence 
• Delta wing 
• Complete aircraft geometry 
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Fig. 1 NACA0021 airfoil at 60° angle of attack: left – resolved 3-D vortex structures, right 
– power spectral density of the drag coefficient 

The last two cases address the aero-acoustic phenomena: 

• Three-dimensional acoustic cavity 
• Generic car mirror 

Several representative results obtained using ANSYS CFX with the SST-SAS 
turbulence model are shown here: an airfoil beyond stall (Figure 1), complete 
aircraft geometry (Figures 2 and 3), three-dimensional acoustic cavity (Figure 4). 

  

Fig. 2 Complete aircraft geometry FA5 at 15° angle of attack and Reynolds number of 
2.8×106. Mean axial velocity distributions in cut planes: left – experiment, right – SST-
SAS simulation using ANSYS CFX 
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Fig. 3 Complete aircraft geometry FA5 at 15° angle of attack and Reynolds number of 
2.8×106. Resolved vortex flow configuration: left – SST-URANS, right – SST-SAS 
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Fig. 4 3-D acoustic cavity: left – resolved turbulent structures, right – power spectral 
density of the transient wall pressure signal 
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3   Chalmers’ Contribution 

L. Davidson and S. Krajnović 

Chalmers 

Abstract. Chalmers has in the DESider project worked on fluctuating inlet bound-
ary conditions for various flows. The SAS-SST model has been implemented and 
validated. Chalmers has also performed wall-resolved LES of the flow around a 
three-dimensional hill and a wall-mounted finite cylinder.  

3.1   Inlet Boundary Conditions 

A turbulent velocity field can be simulated using random Fourier modes. The 
velocity field is given by N  random Fourier modes as  

1

( ) 2 cos( )ˆ
N

n n nn
i j j j i

n

x xu u κ ψ σ
=

= +′ ∑  (1) 

where ˆnu , nψ  and n
iσ  are the amplitude, phase and direction of Fourier mode 

n . The highest wave number is defined on the basis of mesh resolu-

tion 2 (2 )maxκ π= / Δ . The wave number space, 1maxκ κ− , is divided into 

N=600 modes, equally large, of size κΔ . A modified von Kármán spectrum is 
chosen. The RMS of the inlet fluctuations is to 0.5, 1, or 2.  

A fluctuating velocity field is generated each time step as described above. 
They are independent of each other, however, and their time correlation will thus 
be zero. This is unphysical. To create correlation in time, new fluctuating velocity 
fields are computed based on an asymmetric time filter.  

1( ) ( ) ( )m m m
i i ia bU U u

−= +′ ′ ′  (2) 

where m  denotes the time step number and exp( )a t T= −Δ / . The time correla-

tion of iU ′  will be equal to exp( )t T−Δ / , and thus Eq. 2 is a convenient way to 

prescribe the turbulent time scale of the fluctuations. The inlet boundary condi-
tions are prescribed as  

(0 ) ( ) ( )i i ini iny z t U y y z tu u ,,, , , = + , ,′  (3) 

where ( )mu Ui in i=′ ′,  and ( )U yi in,  denote the mean inlet profile.  



3   Chalmers’ Contribution 321
 

The turbulent length scale and time scale are, except for the channel flows, 

0 1tL = .  and 0 05tT = . , respectively, scaled with the boundary layer thickness 

and the friction velocity at the inlet.  
Greater detail can be found in Davidson (2007c). 

3.2   Channel Flow: Direct Numerical Simulations 

The mesh has 256 80 64× ×  in the streamwise ( x ), wall-normal ( y ) and span-

wise ( z ) directions, respectively. The size of the computational domain 

is 8maxx π= , 2 2maxy δ= =  (geometric stretching of 12%) and 0 5maxz π= . . 

Fluctuating inlet velocity boundary conditions with different time scales, length 
scales and amplitudes are investigated.  

The velocity profile and the resolved shear stresses using inlet time scale 121T /  

and inlet length scale 1L  are shown in Fig. 1. The profiles are shown for x δ= , 

10x δ=  and 24x δ= . The velocity profiles agree very well with DNS data for 
both cases. The resolved shear stresses exhibit the correct linear variation at 

10x δ/ =  and further downstream, although the profile close to the inlet ( 1x δ/ = ) 
is not yet fully developed. Still, the synthetic isotropic fluctuations do a remarkable 
job considering that the prescribed inlet shear stress is zero; they manage to trigger 
the equations to yield a reasonable shear stress profile even at x δ= .  

More results, both DNS and hybrid LES-RANS, can be found in Davidson (2007c).  

3.3   3D Hill Flow 

A 162x82x130 (x,y,z) mesh is used (1.7 million cells). The Reynolds number is 
130000  based on the hill height. The height of the domain is 3.2H. The inlet 
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Fig. 1 Mean velocities (left) and resolved shear stresses (right). Synthesized isotropic inlet 
fluctuating velocities. 1 5in rms in rms in rmsu v w, , , .= = = . Inlet time scale 121T /  and inlet 

length scale 
1L . 1x δ/ = ; 10x δ/ = ; 24x δ/ =  
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Fig. 2 3D hill: Pressure coefficient. 0z = . Dash-dotted line: 0 5rms inu uτ, / = . ; solid line: 
1rms inu uτ, / = ; dashed line: 2rms inu uτ, / = ; markers: experiments (Byun, Simpson, 2004) 

boundary layer thickness is 0 5Hinδ / = .  at both the lower and upper wall. The 
grid resolutions at the inlet expressed in wall units are 280x+Δ =  and 120z+Δ = , 
which correspond to 0 12x inδΔ / = .  and 0 051z inδΔ / = . , respectively. The first 
near-wall cell centre is located at 1 5y+ = . . The matching line is defined along an 
instantaneous streamline; for more detail, see Davidson and Dahlström (2006). 
The time step is 49 3 10 inU H−. ⋅ / . This gives a maximum instantaneous CFL num-
ber of approximately 2.3 which occurs in the wall-normal direction; the maximum 
CFL number in the streamwise direction is approximately 0.75. Averaging was 
performed over approximately 30000 time steps.  

Figures 2 and 3 present the surface pressure over the hill and the resolved shear 
stresses on the windside of the hill, respectively. As can be seen, the fluctuations 
in Case 2uτ  seem to be too strong; an overshoot is seen in the pressure coefficient 
 

x=−3H x=−2H x=−H

 

Fig. 3 3D hill: Resolved shear stresses. 0z = . For legend, see Fig. 2 
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Fig. 4 Onera bump: Pressure coefficient. Lower wall. Dash-dotted line: 0 5rms inu uτ, / = . ; 
solid line: 1rms inu uτ, / = ; dashed line: 2rms inu uτ, / = ; markers: experiments (Pailhas et al. 
2008) 

at 1 5x H/ = − .  and the magnitude of the resolved shear stresses is too large. On 
the other hand, for Case 2uτ / , the inlet fluctuations seem to be too small since 

only small resolved stresses are generated at 3x H/ = − . No difference is seen in 
the pressure coefficient between cases 2uτ /  and uτ . A small recirculation bubble 

is also formed at the foot (x/H ≃-2) of the hill for Case 2uτ / , which is not the case 

the other two cases.  
More results for the flow around a three-dimensional hill as well for the asym-

metric diffuser can be found in Davidson (2007a, b).  

x=−0.67H −0.33H x=0

 

Fig. 5 Onera bump: Resolved shear stresses. For legend, see Fig. 4 
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3.4   Onera Bump 

Measurements were carried out by ONERA in the DESider project (Pailhas et al. 

2008). 60 93 10hRe = . ⋅  based on the bump height, h . The simulations were 

carried out using only a slice in the central region and periodic boundary condi-
tions in the spanwise direction. The extent of the domain in the spanwise direction 
is 0 61 2 0 61 2z H− . / ≤ / ≤ . /  and total length in the streamwise direction is 

8 86L H/ = . . 32  cells are used in the z -direction and the grid in the x-y plane 
has 224x120 cells. The matching plane between LES and URANS is prescribed 
along fixed grid planes; the URANS region near the upper and the lower walls 
extends 12 wall-adjacent cells. The mean inlet boundary conditions are taken from 
URANS simulations of the entire bump using a zonal version of the Reynolds 
stress ω−  model (Kuntz et al 2004); in the slice region the results of the URANS 
simulations match the experimental data.  

The time step is 4 34 2 10 5 0 10s U Hb
− −. ⋅ = . ⋅ /  where bU  denotes the bulk  

velocity downstream of the bump. This gives a maximum instantaneous CFL 
number of approximately 2.3, which occurs in the wall-normal direction; the 
maximum CFL number in the streamwise direction is approximately 0.75. Aver-
aging was performed over more than 30000 time steps and, of course, in the 
spanwise direction.  

The grid is very coarse, expressed in both inner and outer scaling. This makes it 
a very demanding test case. Note, however, that this kind of resolution is relevant 
from an industrial point of view.  

Figure 4 shows the pressure coefficient along the lower wall. As can be seen, 
the agreement with the experimental pressure coefficient is good for all three 
cases, at least up to 2x H/ = . Further downstream, the pressure coefficients show 
that the experimental flow recovers faster than the predicted flow.  

In Fig. 5 it can be seen that, for Case 2uτ / , only very small resolved fluctua-

tions are created for 0 67x H/ ≤ − . . The peak is approximately 40% of that for 

Case uτ . The peak for Case 2uτ  is 50% larger than that for Case uτ . For Case 

2uτ /  the resolved fluctuations are still too small at 0 33x H/ = − . .  

More results can be found in Davidson (2007a) and in Davidson (2007b) simu-
lations of the full duct (not only a slice) are presented. 

3.5   The SAS Model 

The SAS model (Scale Adapted Simulation) was invented by Menter and co-
workers (Menter et al  2003, 2004, 2005). The idea behind the SST-SAS k-ω 
model is to add an additional production term — the SAS term — in the ω equa-
tion, which is sensitive to resolved (i.e. unsteady) fluctuations. When the flow 
equations resolve turbulence, the length scale based on velocity gradients is much 
smaller than that based on time-averaged velocity gradients. Hence the von  
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Kármán length scale, vKL , is an appropriate quantity to use as a sensor for detect-

ing unsteadiness. In regions where the flow is on the limit of going unsteady, the 

objective of the SAS term is to increase ω . The result is that k  and tν  are re-

duced so that the modelled dissipation (i.e. the damping effect) of the turbulent 
viscosity on the resolved fluctuations is reduced, thereby promoting the momen-
tum equations to switch from steady to unsteady mode.  

The SST-SAS model and the standard SST-URANS are evaluated for develop-
ing channel flow. Unsteady inlet boundary conditions are prescribed in all cases 
by superimposing turbulent fluctuations on a steady inlet boundary velocity  
profile.  

3.6   The Turbulence Model 

The additional source term in the ω  equation in the SST-SAS turbulence model reads  

32
3

SAS vK D
vK D

L S
P L

L U
κ κζ ,

,

= , = ,
′′

%  (4) 

where S  and U ′′  are generic first and second velocity derivatives, respectively.  

The source term, SASP , includes the von Kármán length scale. This is interest-

ing because the von Kármán length scale decreases when the momentum equa-
tions resolve (part of) the turbulence. When making unsteady simulations, the 
momentum equations are triggered through instabilities to go unsteady in re-
gions where the grid is fine enough. With traditional turbulence models, high 
turbulent viscosity dampens out these instabilities. In many cases this is an un-
desired feature, because, if the flow wants to go unsteady, it is usually a bad idea 
to force the equations to stay steady. One reason is that there may not be any 
steady solution. Hence, the equations will not converge. Another reason is that, 
if the numerical solution wants to go unsteady, the large turbulent scales will be 
resolved instead of being modelled. This leads to a more accurate prediction of 
the flow.  

The SAS term in Eq. 4 acts as follows: in regions of fine grid, resolved un-
steadiness will appear. This gives a small 

3vK DL ,  and hence - through SASP  - a 

large ω which gives a reduced k and 
tν  and a reduced modelled dissipation, Mε . 

Hence the resolved unsteadiness is not dampened, but instead part of the turbu-
lence is resolved. This gives an increased accuracy since a smaller part of the 
turbulence is modelled.  

In traditional turbulence models the opposite happens: when in regions of fine 
grid, resolved unsteadiness appears, the production term 

kP  increases which re-

sults in an increased turbulent viscosity. The resolved unsteadiness is dampened 
and the result is a reduced accuracy. Also, as mentioned above, perhaps no  
converged solution will be obtained at all.  
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Fig. 6 Resolved shear stresses. Left: SAS; right: URANS. 3 33x δ/ = . ; 23x δ/ = ; 97x δ/ =  

3.7   Channel Flow 

A 256x64x32 node mesh (x, streamwise; y, wall-normal; z, spanwise) was used. 
The size of the computational domain is 100maxx = , 2maxy =  (geometric stretching 

of 17%) and 6 28maxz = . . The Reynolds number is 2000Re uτ τδ ν= / = .  

The results using the standard SST-URANS model and the SST-SAS model are 
presented. Figure 6 shows the predicted resolved Reynolds shear stresses. As can 
be seen, the stresses predicted by the SST-SAS model decay at a slower rate than 
those predicted by the SST-URANS model. The reason is that the turbulent vis-
cosity is smaller with the SST-SAS model than with the SST-URANS model 
(Fig. 7), which makes the dissipation of the resolved fluctuations smaller with the 
former model. It can be noted that, at the end of the channel ( 97x δ/ = ), the tur-
bulent viscosity obtained with the SST-URANS model is equal to the turbulent 
viscosity predicted in a one-dimensional channel using the SST-URANS model 
(see Fig. 7b) and that the resolved stresses are zero. Hence, the flow has returned 
to fully steady conditions.  

The SAS model and more results can be found in Davidson (2006).  
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Fig. 7 Turbulent viscosity. Left: SAS; right: URANS. 3 33x δ/ = . ; 23x δ/ = ; 97x δ/ = ; 
from a 1D simulation with the SST model 
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a) 

   
                            b)                                                                c) 

Fig. 8 Velocity vectors in the plane 0=z ; a) LDV results by Byun and Simpson (2004), 
b) LES using coarse grid; b) LES using fine grid. Note that all three figures show the same 
part of the flow 

3.8   LES of the Flow around a 3D Hill 

Two simulations using two orthogonal grids are conducted. They contain 
19296256 ××  and 387147256 ××  cells in the zyx ××  directions, re-

spectively. Such grids resulted in a resolution in the spanwise direction of 

200≈Δ +z  and 100≈Δ +z  at the inlet for the coarse-grid and the fine-grid 
LES, respectively. At the hill top the resolution was approximately 

250140 ≤Δ≤ +z  and 13070 ≤Δ≤ +z  for the coarse-grid and the fine-grid 
LES, respectively. The distance of the first node from the wall in the wall-normal 

direction is 5.0<+y  in all simulations. The wall-normal grid curves are made 

orthonormal onto the wall of the hill and the bottom and the top walls of the chan-

nel. A time step of 0038.0/ =Δ HtU ref  is used, resulting in a maximum Cou-

rant ( CFL ) number of around 2 . The CFL  number was larger than 1 in less 

than 200  cells during the entire simulations. The averaging time, HtU ref / , in 
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the simulations is 8.103  ( 000,27  time steps) corresponding to approximately8  

flow-through times. 
The LES use the Smagorinsky sub-grid scale model with the van Driest damp-

ing function and the constant of 1.0=SC . LES equations are discretized using a 

3D finite volume method for solving the incompressible Navier-Stokes equations 
using a collocated grid arrangement. Both convective and viscous plus sub-grid 
fluxes are approximated by central differences of second-order accuracy. Time 
integration is done using the second-order Crank-Nicolson scheme. 

Results of LDV investigations of the flow above the hill were reported by Byun 
and Simpson (2004). Their resulting velocity vectors in plane 0/ =Hz  above 
the leeward side of the hill are shown in Fig. 8. The flow accelerates on the top 
and decelerates close to the bottom of the hill, producing a separation 
at 96.0/ =Hx . This is later than any of the LES produces. The coarse-grid 
simulation is completely incapable of resolving the upstream boundary layer, 
thereby producing too early a separation at the position directly after the top of the 
hill ( 0/ =Hx ). Although the fine-grid LES produces a noticeable improvement 
with the separation at approximately 8.0/ =Hx  it is still too early and the sepa-
ration bubble is much thicker than the experimental one. One important observa-
tion is that the change of these structures between the two LES with steady and 
unsteady inlet boundary condition was negligible. 

A comparison of the surface pressure coefficient, pC , along the centre line of 
the channel floor and the hill is presented in Fig.9. The differences between the 
results from two LES with the fine grid are small, and only results from the simu-
lation using transient inlet boundary condition are plotted in this figure. Both the 
coarse and the fine-grid LES predict the pC  in good agreement with the experi-
mental data up to approximately 2/ −=Hx . At this position the surface pressure 
is over-predicted in all LES to return to the experimental profile at the position 
slightly downstream. From this position and downstream, the pC  from the fine-
grid LES follows the experimental curve all the way to the position at approxi-
mately 8.0/ =Hx , i.e. the approximate position of the separation of the flow on 
 

Fig. 9 Comparison of pC  along the 
line on the floor and plane 

0/ =Hz : Solid line: LES with 
fine grid and transient inlet bound-
ary conditions; dashed line: LES 
with coarse grid; markers: Experi-
ments by Byun  and Simpson (2004) 
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the leeward side of the hill found in the experiment. Downstream of the position 
x/H=0.8 the surface pressure coefficient in the fine-grid LES is under-predicted 
the entire distance to x/H=4 for which the experimental data are available. 

More results from the LES around 3D hill can be found in Krajnović (2007a). 

3.9   LES of the Flow over a Finite Cylinder 

Two multi-block hexahedral meshes were used in our simulations. A grid topology 
was made using several O and C grids in order to concentrate most of the computa-
tional cells close to the cylinder. The large number of cells close to the surface is 
needed in order to resolve laminar boundary layer on the front part of the cylinder. 
Computational meshes contained approximately 7 and 14 million computational 
cells. The maximum CFL number was smaller then one for all time steps. 

Our LES simulations used the Smagorinsky sub-grid scale model with van Dri-

est damping function and the Smagorinsky constant of 1.0=SC . LES equations 

are discretized using a 3D finite volume method for solving the incompressible 
Navier-Stokes equations using a collocated grid arrangement. Both convective and 
viscous plus sub-grid fluxes are approximated by a blend of 99.7% central differ-
ences of second-order accuracy and 0.3% of upwind differences. The time integra-
tion is done using the second-order Crank-Nicolson scheme.  

The first impression of the resulting LES flow is that it contains wide spectrum 
of the length and the time scales. As the flow separates along the lateral sides of 
the cylinder, a large number of small-scale Kelvin-Helmholtz-like vortices (Fig. 
10) is formed. These vortices are the result of the roll-up of the transition waves 
into the discrete eddies along the shear layer before becoming turbulent. Their 
origin indicates the separation line which is inclined in the streamwise direction as 
we move towards the free end of the cylinder. Another fully turbulent Kelvin-
Helmholtz-like vortices are formed after the separation over the free end of the 

 

    
                      a)                                                                    b) 

Fig. 10 a) Instantaneous flow from LES. An iso-surface of the second invariant of the 
velocity gradient Q=7000 coloured with the streamwise velocity and an iso-surface of low 
static pressure (grey). b) Power spectral density (PSD) distribution of the side force compo-
nent signal 
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cylinder. As these vortices move downstream they form hairpin vortices and ones 
they reach the rear of the free end surface they decline and interact with the vor-
tices coming from the lateral sides. This is only one of the flow mechanisms in 
this complex flow. 

Experimental investigation by Park and Lee (2002) has revelled a vortex shed-
ding frequency at 47 Hz corresponding to dimensionless frequency of St=0.141 
(for inlet velocity of 10 m/s). We have here monitored the side force in time and 
used its time history to compute the power spectral density shown in Fig. 10b. The 
results shown in this figure are from the simulation using fine computational grid. 
Similar to the results of our colleges within the DESIDER project and their LES 
(Aftgan et. al., 2006) and DES (Streelets, 2005), our simulation using coarse com-
putational grid resulted in a flow without any dominant frequency. However, as 
seen in Fig. 10b the spatial and temporal refinement in the resolution with the fine 
grid resulted in a very clear vortex shedding frequency at St=0.148 which is in a 
good agreement with the value found by Park and Lee (2002). 

Fig. 11 a) Surface pressure coeffi-
cient at two z locations. Solid line: 
fine-grid LES; dashed line: coarse-
grid LES; Triangles: Experiments by 
Park and Lee (2002); Circles: Ex-
periments by Luo et. al. (1999). b) 
Turbulence intensity in the stream-
wise direction at position z/L=0.5 
and x/D=5. Solid line: fine-grid LES; 
dashed line: coarse-grid LES; sym-
bols: Experiments by Park and Lee 
(2002) 
  

                                         a)  

 
                                             b) 
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The time-averaged results from our LES were compared with the existing ex-
perimental data (Park and Lee (2002) and Luo et. al. (1999)) at several different 
positions in the domain. Due to the space constraints we shall present only  
selection of the results here.  

Surface pressure coefficients at two positions along the cylinder are compared 
with the experimental data from both (Park and Lee, 2002) and (Luo et. al., 1999) 
in Fig. 11a. Note that the reference pressure is chosen to produce Cp=1 at angle=0 
at all positions z/L.  

Streamwise turbulence intensity at the position z/L=0.5 and x/D=5 for which the 
experimental data exist is presented in Fig. 11b. Although both LES produce results 
in good agreement with the experimental data the grid refinement improves the 
agreement. However, both our LES as well as previous DES and LES results have 
a dip around the position y/L=0 which is different from the experimental data.  

Additional results and discussion on our LES of flow over cylinder are avail-
able in Krajnović (2007b). 
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4   Contribution of Dassault to DESider 

G. Petit and M. Mallet 

Dassault Aviation 

Abstract. The purpose of the work performed within this subtask is to develop or 
improve DES-capabilities based both on the SST two-layer k-ε model used every-
day as a reference model at Dassault Aviation and the standard Spalart-Allmaras 
one equation model.  

Our experience is that two-layer k-ε model is well-suited for most of our appli-
cations, and gives good predictions of the location and the size of separated area 
when tuned correctly. Thus, in addition to the DES based on the Spalart-Allmaras 
model, the capability to rely on a DES based on this model is a real improvement 
for design processes.  

The code under consideration is our in-house code AeTher, whose numeric was 
shown to be able to capture LES features (see e.g. Marquez (1999), or work per-
formed more recently by Levasseur (2007). The numerical method used is there-
fore well suited for DES applications. 

4.1   Introduction 

Work performed before the beginning of the DESider project shown both the 
ability of the in-house finite element Navier-Stokes solver AeTher to rely with 
turbulent unsteady features and that DES modelization based on Spalart-Allmaras 
was well adapted for flow fields with complex spectra like cavity ones.  

Work performed within this project therefore aims at: 

- implement and validate DES method based on SST two-layer k-ε model to 
increase design process coherence 

- increase the fields of application of DES methods in implementing well suited 
wall proximity treatment to make sure boundary layer is effectively treated in 
RANS mode and  to preserve computations from GIS (Grid Induced Separation).  

The validation process is presented as follow:  

- presentation of unsteady features of the solver and the ability of implemented 
DES modelizations to perform with generic DIHT test case.  

- implementation and validation of wall "blending functions" for both Spalart-
Allmaras and SST two-layer k-ε based DES on generic flat plate & generic S-
Duct test cases.  

- application to aero-acoustics 
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Fig. 1 Initial & Final spectrum of kinetic energy on 513 DHIT case 

4.2   Presentation of Navier-Stokes Solver 

AeTher solver relies on a semi-discrete Galerkin/Least-Square formulation of the 
symmetrized compressible Navier-Stokes equations (symmetrization enabled by the 
use of entropy variables). Time-integration is carried out using an implicit second-
order backward difference scheme and piecewise linear elements are used for space 
discretization. Convergence of each time step is obtained by Dual Time Stepping 
(DTS) and solved by using the Generalized Minimal RESidual (GMRES) algo-
rithm. Finite element approach enables the use of unstructured grids.  

4.3   Validation of Numerics on DIHT Test-Case 

Numerics described above are firstly validated on generic DHIT test case in par-
ticular to estimate numerical dissipation due to Galerkin/Least-Square (GLS) for-
mulation. Numerical dissipation will effectively add itself to physical subgrid 
viscosity introduced in LES or DES features. We thus have to compute DHIT in 
"Implicit LES" mode to conclude on numerical viscosity level. Tests are done on 
513 DHIT with no subgrid scheme, see Figure 1.  

Without subgrid model, if the numerics are transparent in term of dissipation, 
computation of DHIT shows a k² slope of energy spectrum and a conservation of 
kinetic energy.  

Figure 2 shows that Galerkin/Least-square formulation used in AeTher solver 
acts like a numerical dissipation implying a loss in kinetic energy during time of 
the simulation. Enstrophy is growing in the beginning of the calculation filling the 
spectrum until a final almost constant k0 slope.  

Galerkin/Least-square while acting as a real dissipation may not be considered 
as a relevant subgrid model for turbulent unsteady problem.  
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Fig. 2 Evolution of enstrophy & Kinetic energy during the computation 

4.4   Implementation and Validation of DES Modelisation 

4.4.1   Spalart-Allmaras Based DES 

Academic Spalart based DES noticed now as "DES 97" has firstly being imple-
mented in the Navier-Stokes solver Aether. The destruction term in the modified 
viscosity equation lead the behaviour of the model from RANS to LES mode. In a 
first attempt to prevent the model from switching to DES mode near the wall (ie 
force the model in RANS mode), only a minimum distance from the wall had been 
fixed to work in LES mode far from the boundary layer. Blending functions fv 
have been fixed to 0 or 1 depending on the RANS or DES mode. This way of 
working may be acceptable for fixed separation point like backward facing steps 
or cavity flows but is questionable for curved ducts or outflow fields like buffeting 
purposes.  

The model reads:  
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Writing ),min(
~ Δ= desCdd  with Cdes fixed at 0.65 according to bibliography.  

4.4.2   k-ε SST Based DES  

As the Spalart-based DES, a characteristic length-scale is needed to lead the way 
DES will modify the energy transfer between turbulence scales. The natural 
length-scale in k-ε  is written:  
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The two-layer model reads:  
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DES based on the k-ε model is already available in the literature (see e.g. Travin et 
al.). The modification of the basic k-ε consists in the following modification of the 
destruction term in the k-equation: 

lkDk

~
/2/3ρ=  

With ),/min(
~ 2/3 Δ= DESCkl ε  

The CDES constant is to be calibrated on a DHIT. The value proposed by Travin 
et al is CDES=0.61 and Δ is taken as the cubic root of the element volume. The 
calibration is presented latter in this document for this test-case. Since the part of 
the model where ε and μt are algebraic functions of k is in the inner part of the 
viscous layer, and since it is not a desirable feature of the model to switch in  
the LES mode in this area, our intention is to let this part of the model as it is. The 
only part that will be able to switch to the DES mode will be the high-Re part.  

4.4.3   Calibration on DHIT Case  

Both DES models have been calibrated on DHIT 513 test case and compared to 
Dynamic Smagorinsky subgrid model. Dynamic model is interesting for its adap-
tation to numerical viscosity leading to weaker Smagorinsky "constant" for sub-
grid model (Cs≈0.11 compared to almost 0.18 for pure Smagorinsky).  

Results of the calibration shows that reasonable values of DES constants are: 

- CDES=0.4  for k-ε based DES 
- CDES=0.65  for Spalart-Allmaras based DES 

4.5   Implementation and Validation of Wall "Blending"  
Function 

4.5.1   Spalart Based DES 

Wall behaviour for Spalart based DES implemented is the proposed modification 
in the framework of DESider called DDES (Delayed Detached Eddy Simulation). 
Modified length-scale becomes:  
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Fig. 3 Energy Spectrum for DHIT 51*3 
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4.5.2   k-ε SST Based DES 

For k-ε SST based DES, it has been chosen the blending function using one SST 
function F2 that switch on only in boundary layer. Like in Spalart DDES length 
scale becomes:  
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4.5.3   Validation on 3D Generic Flat Plate 

First validation of the wall formulation and the effectiveness against GIS is en-
deavoured on generic subsonic flat plate. 3D mesh respecting RANS boundary 
layer refinement is generated: 

- Δx+ ≈ 250 
- Δy+ = 250 

- Δz+ = 2 

Figures below show the effect of DDES and Menter's F2 blending function on 
logarithmic law behaviour.  

4.5.4   Validation on Generic S-Duct 

Due to compressible features of AeTher code, validation of boundary layer separa-
tion under adverse pressure gradient is endeavoured on generic NASA S-Duct.  
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Fig. 4 Longitudinal velocities in wall values for different wall formulation 

 

Fig. 5 RANS (red) & LES (blue) zone on generic flat plate (Spalart DDES) 

Data from the experiment includes mean pressure coefficient on three iso-ϕ lines, 
separation and re-attachment point location, Mach and total pressure cartography 
on the CEP (Compressor Entry Plane), Total Pressure Recovery and Zonal Distor-
tion parameter in the CEP.  

Initial flow conditions are: 

Pi Ti Mach Mass Flow δ 
115400 Pa 307 K 0.6 7.135 kg/s-1 4% de D1

The cartography of Pressure and Mach in the CEP are greatly improved by the use 
of DES showing a better mixing of low and high level of velocity and therefore a 
better distortion prediction. The same evolution is observed in k-ε DES. In this 
test-case, without DDES or Menter's formulation, a non-physical separation ap-
pears on the upper side of the duct where the boundary layer is thick, leading to 
high RMS values in the upper part of the CEP not seen in the experiment.  

Both Spalart and k-ε DES showed rather good separation behaviour, but k-ε 
seems to predict better re-attachment point location (s/D=4.69 compared to  
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Fig. 6 S-Duct Test-Case geometry 
 

 

s/D=5.28 in Spalart DDES and s/D=4.13 in the experiment), thanks to well suited 
length-scale computations (less directed by distance to the wall). 

Nevertheless zonal distortion DC60 is better predicted in DDES modelization. 
Such controversial behaviour is still under investigation. 

 

 

Fig. 7 Comparison of steady and unsteady fields in the CEP ( Spalart vs Spalart DDES) 

4.6   Application to Aero-Acoustics 

A short presentation of work performed during "Application Challenges" Work 
Package of DESider project is presented below. The test-case is the M219 3D 
Cavity case with experimental data available from DERA.  
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Fig. 8 Pressure coefficient on three iso-ϕ lines in the duct ϕ= 10° is the upper line of the 
duct ϕ=90° is the median line of the duct ϕ=170° is the bottom line of the duct (where the 
separation occur) 

Table 1 Comparison of Pressure Recovery and Zonal Distortion in the CEP 

 Pressure Recovery DC60 
Experiment 0.971 0.358 

Steady Spalart 0.9815 0.479 
DES Spalart 0.978 0.377 
Steady k-ε 0.9816 0.478 
DES k-ε 0.9804 0.403 

 

Fig. 9 Kulite K20 
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Fig. 10 OASPL Longitudinal evolution in the cavity 

 

Only two spectrum and OASPL longitudinal evolution is shown below to com-
plete the validation process.  

The grid is unstructured with 1.5 .10 6 points. Time step is Δt=2.10-5 s for DES 
computations.  

4.7   Conclusions 

Unsteady purposes based on DES modelisations have been successfully imple-
mented and validated both on generic and aerodynamic challenging test case, 
including pressure induced separation and broad band noise prediction. Re-
attachment prediction is said to be more accurate using k-ε based DES. Work 
performed in the framework of DESider, in particular on wall treatment, opens 
wide the field of application of such unsteady computation that are already in-
cluded in the overall design process for next generation of airplane design.  
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5   Contributions of DLR in DESider 
K. Weinman, T. Knopp, and D. Schwamborn 

Abstract. This chapter presents a summary of DLR activities undertaken within 
the DESider project. Section 5.1 presents an overview of the numerical method 
used in the work. Section 5.2 contains a brief review of a grid convergence study 
for the NACA0021 test case undertaken jointly with NLR and TUB. Here we 
discuss some observations that have not been mentioned in the relevant case chap-
ter. Section 5.3 presents work undertaken to improve numerical dissipation prop-
erties of the TAU code.   

5.1   Numerical Method - The DLR TAU Code 

The TAU code is a software system for prediction of viscous and in-viscid flows 
about complex geometries from the low subsonic to the hypersonic flow regime. The 
TAU system is designed to operate in a hybrid grid environment and full details on 
TAU can be found in (Schwamborn, 2006). Within DESider computations were 
performed using the dual-cell metric with implicit or explicit methods. The turbu-
lence models implemented within the TAU code include linear and non-linear eddy 
viscosity models (EVM), Reynolds-stress models and hybrid RANS-LES models. 
The standard one-equation turbulence model used is the Spalart-Allmaras model 
which has been shown to yield highly satisfactory results for a wide range of applica-
tions whilst retaining good numerical robustness and stability. The two equation 
models are k-ω based, with the Menter SST model being most popular. Finally, there 
are options to perform Detached Eddy Simulations (DES) or Extra-Large Eddy Simu-
lation (XLES) with various forms of GIS (gird induced separation) shielding which 
have been further extended and validated during the DESider project. 

5.2   Work Undertaken during the DESider Project 

The DLR participated in the assessment of the test cases given in the following 
Table 1, at the same time validating its DES implementations in TAU through 
additional comparison against the numerical results of the partners. These test 
cases are discussed in detail in the relevant chapters of this book. Note that XLES, 
SA-DES and SA-DDES (Travin et al., 1999) variants are used in this work. 

Table 1 Models used 

Test case  Description of Flow Models used 
2 FA5 aircraft SA-DES, XLES 
3 NACA0021 at 60° AoA SA-DDES, XLES 
4 Ahmed Body SA-DDES, XLES 
5 Decaying Isotropic Turbulence SA-DDES, XLES, MSST-DES 
11 Base Flow (M=2.46) SA-DDES, XLES 
18 NACA012 (Oscillating) SA-DES,  variety of URANS 
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5.2.1   DIT 

An overview of the DIT test case is provided in Chapter 4, section 1. However, 
some additional points related to the DLR work are discussed here. The primary 
difficulty observed for this work was in the construction of the initial field for the 
compressible solver.  In comparison to an incompressible problem, it is necessary 
to consider in detail the construction of two of the following fields: pressure, tem-
perature or density. Failure to establish proper pressure and density fields can lead 
to un-physically high pressure gradients which create unphysical accelerations in 
the flow leading to an excess of turbulent kinetic energy while destroying the 
traditional turbulent kinetic energy cascade. Several suggestions are made in the 
literature as to how this problem can be resolved, for example (Samtaney, 2001). 
For the DLR work ideal gas constraints were used to estimate the pressure and 
density fields, and then the solution field was integrated in time whilst the velocity 
field was held constant. Typically hundreds to thousands of iterations were  
required before a fully converged field was established.  

5.2.2   NACA0021 

This test case is used to establish the validity of DES methods for flows with mas-
sive flow separation and large separation of turbulent scales. As noted by other 
authors, computational requirements are significant, with typically O(500-1000) 
convective time units being required for convergence of first order statistics. 
However it should be noted that WRLES requirements are significantly greater. 
Comparison of DES and URANS calculations show that integral coefficients are 
significantly improved when DES is used, most probably due to the improved 
resolution of the trailing vortex street which results in better estimations of the 
induced lift and drag components. This test case can be successfully computed 
even with relatively poor LES sub-grid scale characteristics. Differences between 
sub-grid scale models do not appear to be significant and the flow frequency re-
sponse is improved when DES methods are utilised.  

5.2.3   NACA 0012 (Oscillating at 15° AoA) - Basic Aero-Elasticity 
Case 

The predominant feature of the flow around an airfoil in forced harmonic pitching 
motion at deep-stall conditions is the formation and shedding of a dynamic stall 
vortex from the leading edge, which propagates downstream along the chord dur-
ing the down-stroke period. This causes a hysteresis type response in unsteady lift, 
drag and pitching moment coefficients. SA-DES gives slightly improved predic-
tion of maximum lift, lift stall and during down-stroke compared to the SA-
URANS model, although the assessment of the simulations by comparison with 
the experimental data requires further investigations due to the influence of the 
wind tunnel side walls and the lack of measurements of the laminar-turbulent 
transition.  



5   Contributions of DLR in DESider 343
 

5.2.4   Supersonic Base Flow at M=2.49 

All relevant comments from the DLR regarding this case can be found in  
Chapter 4, section 11. 

5.2.5   Ahmed Body 

All relevant comments for the DLR regarding this case can be found in Chapter 4, 
section 4. 

5.2.6   FA5 Aircraft 

All relevant comments for the DLR regarding this case can be found in Chapter 4, 
section 13. 

5.3   Additional Work Performed by DLR 

Additional work performed by the DLR included a combined study with NLR and 
TUB related to grid convergence for DES calculations on the NACA0021 airfoil 
at 60° AoA, and a study on dissipation control for the TAU code. 

5.3.1   Grid Convergence Study for NACA0021 at 60° AoA 

In this study grid convergence issues are considered between three levels of mesh 
refinement using three different flow solvers (each solver using a different numeri-
cal approach). DLR, TUB and NLR were involved in this study and some discus-
sion of the results is given in chapter 4, section 3. This work is not completed yet 
and will be continued outside of DESider. Additional information relating to this 
work can be found in (Weinman et al., 2005) and (Weinman et al., 2006). 

5.3.2   High Wave Number Dissipation Reduction in the TAU Code 

It is known from work undertaken in the FLOMANIA project that standard TAU 
settings do not resolve the high wave number part of the energy spectrum for the 
DIT test case due to the too high numerical dissipation of the unstructured ap-
proach. The consequences are seen in comparisons of the resolved flow structure 
for the stalled NACA0021 at 60° AoA (see 4.3). The level of fine scale structure 
returned is significantly less than that returned by, for example, the higher order 
NTS code or the less-dissipative TUB ELAN code. As the TAU code operates in 
an unstructured environment the construction of an effective higher order stencil is 
non-trivial. Consequently, it was decided to seek methods of improving the DIT 
results based upon the central differencing scheme due to (Jameson et al.,1981), 
referred to as the JST scheme hereafter. Modifications of this nature should be 
easier to implement in standard industrial solvers.  

The JST scheme augments a finite volume scheme by providing additional dis-
sipative terms designed to suppress the tendency of odd-even oscillations and to  
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smooth oscillations near shocks. The scheme consists of a standard central differ-
ence formulation to which a second difference term, multiplied by a coefficient 
k(2), proportional to the absolute value of the pressure, is added. This term will 
approach zero if the pressure field is sufficiently smooth in regions where no dis-
continuities are present. In addition, Jameson observed that a fourth difference 
term was required to ensure convergence to a completely steady state. Near shock 
waves the fourth difference terms were shown to introduce spurious oscillations. 
This problem was overcome by subtracting k(2) from the coefficient of the fourth 
difference term k(4), so that contributions from the fourth difference contribution 
are inactive when the second difference terms are active. The formulation for the 
JST dissipation Dij is given below 

( )(2) (4)
1/ 2, 1/ 2, , , 1 1/ 2, 1/ 2, ,( )ij i j i j i j i j i j i j i jD R R Lε φ φ ε φ+ + + + += − − , 

where R is chosen to scale the dissipation terms correctly. Jameson notes that the 
spectral radius of the flux Jacobian provides the correct scale. Here L represents an 
estimate of the Laplacian operator. Consider a turbulent velocity which might exhibit 
a high degree of smoothness at very low wave numbers. As wave-number increases, 
the smoothness of the field will decrease on a finite grid stencil - higher resolved 
wave-numbers may appear as wiggles in the solution. The standard dissipation opera-
tor is designed to smooth these wiggles out of the solution. Furthermore, the influence 
of the second difference term can be accentuated through a non-zero k(2) coefficient in 
regions where a gradient is high. The poor high wave number properties of the stan-
dard JST scheme implemented in TAU can be traced back to inappropriate activation 
of the second difference term in the dissipation model.  

From the above discussion it would seem that a mechanism to reduce the stabi-
lising dissipation associated with the JST scheme is required. One idea is to im-
plement a wiggle detector which decrements the stabilising dissipation in regions 
where unsteadiness appears, see for example (Ciardi et al., 2005). Another idea is 
to construct an operator which reduces the stabilizing dissipation terms by re-
scaling the dissipation operator in response to the presence of unsteadiness. The 
dissipation operator is rewritten with two additional scaling terms G2(…) and 
G4(…)  as follows: 

( ) ( ) ( )( )( 2 ) ( 4 )
, 2 , 4 ,( )i j i j i jD A G D G Lε φ ε φ= − . 

The functions G2(…) and G4(…) can be modified via a wiggle detector or can act 
as the wiggle detector itself. Concerning the wiggle-detector, the advection of 
smooth large scale structure through a control volume will result in the growth of 
the magnitude of the stabilising JST dissipation. If a small scale structure is then 
advected through the control volume, the high stabilising dissipation may damp 
higher flow modes present. Since the dissipation operator is implemented at a 
fixed point within an Eulerian reference frame, control of dissipation through  
a wiggle sensor cannot match exactly the optimal dissipation requirements for a 
fluid element which is Lagrangian in nature.   

In regions near shocks the dissipation model coefficient are well established 
and the functions should not change the character of the JST scheme. In these  
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Fig. 1 DIT result of the modified 
JST scheme, using the matrix dissi-
pation model on different meshes 

 

 

regions the scaling functions should return a unity value, since the standard JST 
algorithm should not be damaged. In shock-free regions the magnitude of the JST 
dissipation model should decrease until stability boundaries are encountered. The 
definition of precise stability bounds for unstructured codes with complex topol-
ogy is still an open question. In these regions the value of the scaling functions 
should be less than unity. These deliberations suggest that a suitable form of the 
scaling functions might be given by a hyperbolic tangent of the form  

( ), ta n h ( 4 .5 ) 0 , 0rG p r p p r= < <   

where p is an indicator of unsteadiness, and r is an exponent that can either be a 
scalar constant or solution functional. The coefficient 4.5 is chosen to ensure that 
the limits of the function are given by G(0,r) = H(0) and G(∞,r) = H(1) where H is 
the heavy side step function. Within the interval [0,1] the function is smooth and 
differentiable. For flows characterised by massive separation, tests have shown 
that a JST modification of this nature provides results which are superior to the 
standard JST scheme in LES mode. It should be noted that modifications that are 
similar to this form have been reported in the literature by (Ducross et al., 1999). 
At the present time work on this form of dissipation modification is ongoing, and 
the preliminary results presented here use the ratio of the local Mach number to a 
reference Mach number for p, and the value of r has been chosen through numeri-
cal experiment. Additionally, for DES calculations the G function values are 
weighted such that the original JST dissipation model is retained in the RANS 
mode of the DES, and the rescaled JST model is activated in the full LES region. 
The grid induced separation shield designed by (Strelets et al.) has also been cou-
pled with the G functions to minimise possible problems in the grey zone between 
full LES and RANS modes. Decaying isotropic turbulence (DIT) is the first case 
examined using the modified JST scheme. The calculation is performed on three-
dimensional hexahedral meshes of uniform aspect ratio and with an equal number 
N of points along each Cartesian co-ordinate axis. As rescaling of the scalar dissi-
pation model was not fully successful, the modified JST scheme was applied also 
with Matrix dissipation.  
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                           (a)  

 
                             (b) 

 
                            (c) 

 
                              (d) 

Fig. 2 DDES of the NACA0021 at 60° indicating the qualitative influence of the dissi-
pation reduction. Computation with standard Central scheme and Matrix Dissi-pation (a),
(c) versus modified central scheme with Matrix dissipation (b), (d) 

Figure 1 illustrates that this combination resolves the energy spectrum correctly 
over the full range of wave numbers. This suggests that more meaningful flow 
physics content will be retained within the LES mode of DES by using this ap-
proach. It should be noted that when low Mach number preconditioning was ap-
plied, only a small amount of scaling for the fourth difference terms was required 
for the matrix dissipation model. These results are not shown here as the interac-
tion between the low Mach number preconditioning and the modified JST scheme 
are still under investigation.  

As noted earlier the modified dissipation model has been used successfully for 
the NACA0021 airfoil at 60° and will be further examined. Figure 2 illustrates the 
difference in DDES solution quality obtained on a coarse NACA0021 mesh with a 
unit span width. In the following structural coherence refers to the spatial cross-
correlation of the flow field. Figure (b, d) shows that the modified JST scheme 
allows retaining structural coherence until the far-field boundary the LES mode. 
The standard scheme (a, c) looses coherence after about two chord lengths.  How-
ever the integral aerodynamic coefficients are similar between both sets of calcu-
lations which support the point of view that for fully separated flows the quality of 
the sub grid scale mode in the LES mode of DES may not be significant.  
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6   EADS-MAS Methods and Applications 

S. Leicher 

EADS-MAS 

Abstract. EADS main interest is in the performance with respect to the character-
istics of high AoA flows with massive separation and vortex interaction effects in 
the subsonic and transonic flow region. Such cases contain flow features like sepa-
ration, reattachment, high streamline curvature, vortex burst, shock boundary layer 
interactions and so on. 

Also of primary interest for EADS-MAS are the aero-acoustic test cases of cav-
ity-type flows which deserve as generic models for the aircraft bays opened during 
flight in any flow regime. The aim is to provide methods for prediction of relevant 
sound pressure levels generated by the aerodynamic flow field. The specific prob-
lem of EADS is related to the interaction of aerodynamic pressure fluctuations 
with the aircraft structure which could lead to fatigue damages. For all such test 
cases the unsteadiness of the flow field should be reproduced as accurate as possi-
ble offering a perfect field for application of the so called hybrid RANS-LES 
methods coming along with an acceptable effort within the daily industrial work. 

EADS takes part in some basic test cases like the NACA0021, the delta wing, 
in the forced pitching motion of a  NACA0012 airfoil as well as in complex appli-
cations containing real unsteady turbulent phenomena like the M219 cavity and 
the FA5 generic airplane. 

6.1   Methods and Turbulence Models  

Most of the simulations are performed using both the DLR unstructured flow 
solver TAU (Schwamborn at al. 2006) and the structured DLR FLOWer (Raddatz, 
Fassbänder, 2005) code. 

The 3D FLOWer code is a parallel block structured second order finite volume 
solver for EULER as well as Navier-Stokes equations proceed from Jameson at al. 
(1981). Various numerical schemes like cell-centred, cell vertex and AUSM are 
implemented. A multistage Runge-Kutta scheme and additional implicit formula-
tions drive the solution to a steady state. Local time stepping, implicit residual 
smoothing and full multigrid can be used to speed up the convergence. The dual 
time stepping scheme of Jameson (1991) is used as second order time integration 
for unsteady flow problems. This method is not limited to some smallest time step 
and all acceleration techniques mentioned above can be applied within the inner 
explicit loop. A lot of one and two equation turbulence models as well as RSM, 
EARSM and DES are applicable. 

In most of the cases the hybrid RANS LES SA-DES model was used with both 
codes. For the Delta Wing case also normal URANS simulations were performed  
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Fig. 1 NACA0021 Vorticity magnitude 

using SAE, Wilcox-kω, EARSM, RSM SST-ω and SST model. Some of them 
were applied together with and without rotation correction according to Kok 
(2000). 

For the cavity case beneath the SA-DES also a XLES (Kok, 2004) computation 
was performed.  

6.2   NACA 0021 

The NACA0021 test case is an airfoil at 60o degrees angle of attack with a large 
region with massive separated flow.  

    
Fig. 2 NACA0021 comparison of mean cp-distribution 
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EADS performs calculations in structured and unstructured grids using the 
TAU and the FLOWer code. Best results were obtained in the very fine unstruc-
tured grid using the TAU code. Comparisons of the mean cp-distributions und the 
spectral analysis of the force coefficients are shown above. 

6.3   Delta Wing 

This test case is a delta wing with sharp leading edge at two angles of attack 25 o 
and 35o. It is a test case on vertical flow. A structured grid of 5 million mesh 
points was used because of the advantages in the discretization at sharp leading 
edges. Figure 4 provides on the left the mean cp comparison of the Spalart-
Allmaras SA-DES results from Flower and TAU code with experiments  
performed by Breitsamter (1997). On the right the mean surface cp of the TAU 
computation and the experiment is shown. 

Comparing the mean velocity components at 25o and 35o it is obvious that the 
concentrated vortex at 25o is bursted at 35o. The agreement between experiments 
and simulation is qualitatively good although quantitatively especially the level of 
the axial component is somewhat lower inside the vortex core. 

6.4   FA5 Generic Airplane 

The FA5 generic airplane test case is a delta wing configuration at Mach number 
of 0.125 and an angle of attack of 15.0° at a Reynolds number of 2.8x106.  

The partners in this test case are ANSYS, DLR, EADS-MAS and TUB. Besides 
the structured approach (see chapter IV, section 13) EADS generates an unstruc-
tured grid and provided it to most of the partners. Used were hybrid RANS LES 
methods (DLR SA-DDES, EADS-MAS SA-DES) as well as the ANSYS SST-
SAS model. The following figures shows a comparison of the standard deviations 
of the main velocity components by means of the RMS value compared to the 
experiment performed by Breitsamter (1997). 

It turned out that the agreement is qualitatively acceptable but quantitatively the 
computed values are too high.   

 
Fig. 3 NACA0021 spectral analysis of lift and drag coefficient 
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Fig. 4 Cp-comparison in cuts and on surface α=25o 

 

Fig. 5 Comparison of mean velocity components at 25o (left) and 35o (right) at x/C = 0.90 
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Fig. 6 Comparison of u- v- and w-rms values at x/C=0.90 

 

Fig. 7 Mean axial velocity 

Looking at the mean axial velocity in figure 7 the level inside the vortex core 
is still too low although the higher density of the unstructured grid has improved 
the result. 

An instantaneous flow field pattern shows quite nicely the complex flow structures. 

6.5   M219 Cavity 

As mentioned above cavity type flows are of primary interest for EADS-MAS.  
They deserve as generic models for the aircraft bays opened during flight. To  
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Fig. 8 Iso-vorticity surface coloured with cp 

avoid fatigue damages at the aircraft structure the additional unsteady loads from 
the present pressure oscillations should be calculated as best. 

 

Fig. 9 Surface grid of unstructured EADS grid 

EADS-MAS performed calculations in the structured grid provided by FOI as 
well as an unstructured grid generated by EADS. The structured grid, where the 
FLOWer as well as the TAU code were used, turned out to be too coarse to catch 
properly the unsteadiness of the flow while the 6.2 million hybrid grid do so. The 
EADS grid represents the original experimental geometry (figure 9) including the 
wind tunnel walls (Euler BC.). The grid was provided to FOI so that cross plot-
tings of different codes using identical grid were done (chapter IV, section 18). 
The Mach number of this case is 0.86 and EADS-MAS applied the SA-DES as 
well as the XLES (Kok 2004) hybrid RANS LES turbulence model. 
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Fig. 10 M219 Cavity instantaneous vorticity field in symmetry plane 

 
Fig. 11 M219 Cavity instantaneous vorticity field in symmetry plane 

The flow features present in this case are separation, reattachment, free shear 
layer, LES part hitting boundary layer and acoustic resonance. The figure below 
presents the instantaneous vorticity field showing a lot of flow structures. 

A comparison between experiment and SA-DES as well as XLES simulation 
for the over all standard deviation of the pressure by means of the RMS-value 
along the cavity bottom is given below. The agreement is quite satisfying. 
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Fig. 12 Comparison of Sound Pressure Level 

The spectral analysis for three points near the front, in the middle and at the end 
of the cavity shows that the first three dominant frequencies are found although 
the amplitudes are a little bit too high.  
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7   A Look Back on DESider at Eurocopter Germany 
F. Le Chuiton and A. D’Alascio 

Eurocopter Deutschland GmbH 

Abstract. Dealing with highly separated flows at Eurocopter is almost a necessity 
due to the complexity of the configurations studied. Although no direct benefit of 
DESider could be translated in the daily design process, the project proves to be of 
value, in that a realistic perspective for solving such flow cases has been opened. 
Potential applications of DES at Eurocopter are recalled before methods and mod-
els used for the two test-cases considered are shortly outlined (oscillating 
NACA0012 aerofoil at 15o mean incidence and isolated fuselage of the BK117-C2 
wind tunnel model). Subsequently, facts and lessons learnt are presented showing 
the difficulty to use advanced turbulence modelling for the first time in an indus-
trial context. Finally, test-cases and models are commented on, stressing the  
necessity of modern experiments designed for in-depth comparison with CFD. 

7.1   Numerical Aerodynamics at ECD 

7.1.1   Potential Applications 

A non-exhaustive but representative list of frequent and possibly prone to the use 
of DES-like modelling applications at ECD is given below: 

1. Rotor Design (Performance and optimisation). Isolated rotor in hover flight, 
whereat not only the aerodynamically active part of the blade is accounted for 
but also the blade roots and cuffs. Besides the normal exercise of computing 
thrust and power (i.e. the field of induced velocities), the main objective is to 
determine the effects of the additional non-aerodynamic elements on thrust 
and power in view of their potential optimisation. 

2. Rotor Design (Optimisation). Isolated rotor in forward flight with or without 
structural coupling. Here the challenge lies in the proper simulation of the dy-
namic stall phenomenon occurring on the retreating blade side, which can 
lead to excessive fatigue of control pitch rods. 

3. Cell and Empennage Design (Stability). Isolated fuselage with or without 
rotor wake modelling through actuator discs. Focus is put on capturing the 
highly vortical wake separating behind the backdoor and convecting down-
stream till it impinges on the control surfaces of the empennage (horizontal 
stabilisers, end plates and fin). 

4. Rotor Head Design (Vibration and Fatigue). Isolated rotor head in forward 
flight at different levels of geometrical modelling. The task lies in capturing 
the wake of the rotor head, which after downstream convection impinges on 
the tail fin and induces the so-called tail shake phenomenon, where eigen-
modes of the empennage are excited. 
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As regards the second point, ECD was involved in the work package concern-
ing the oscillating NACA0012 aerofoil at 15o mean angle of attack. This was 
meant as a two-dimensional simplification of the dynamic stall problem. 

But more importantly, the third topic has been mainly addressed. This consisted 
in computing the flow-field about a wind tunnel model of the BK117-C2 helicop-
ter fuselage (an intermediate version of the later EC145 helicopter) and to com-
pare the numerical results with wind tunnel measurement data. It is here referred 
to the application report in Chapter 4 for thorough details on this activity. 

7.1.2   Methods 

During the DESider exercise, three codes have been used to assess the potentiali-
ties of DES-like turbulence modelling: the simulation system TAU from DLR, the 
CFX simulation platform by ANSYS and the research flow solver HMB of the 
University of Liverpool. For a description of these tools and the particular settings 
used for the exercise, the reader is referred to the application report in Chapter 4 
and the references therein. 

It is to be mentioned that, at present, out of these three simulation tools only the 
DLR-code TAU is installed and used at ECD on a continuing basis. 

7.1.3   Models 

For the sake of comparing modelling approaches, four different settings have been 
used: on the one hand a steady simulation using the k-ω-SST turbulence model 
and on the other hand three unsteady simulations using unsteady extensions of the 
previous model, namely the k-ω-TNT-XLES (TAU), the k-ω-SST-SAS (CFX) 
and the k-ω-SST-DES (HMB) models. All these models have been used as is 
without any special tuning; it is therefore referred to the general literature for 
technical details. 

7.2   Facts and Lessons Learnt 

From the point of view of ECD, the valuable achievements of the project are listed 
hereafter. First, on a general standpoint: 

• The project provided the opportunity to draw the attention of the helicopter 
industry on advanced turbulence modelling, which is claimed to be able to 
cope with difficult aerodynamic cases such as those listed in the first section, 
and thus ensure knowledge transfer from research centres and universities to 
industry. 

• Thanks to the project, contacts have been established with the development 
team of Ansys-CFX and experience has been gained on the SAS modelling. 

• Results and knowledge from the DESider project are already being made 
available in the frame of the twined projects SHANEL (French-German bina-
tional) and SHANEL-L (German national), where highly separated flows are 
considered too; to name a few: fuselage wake, dynamic stall, rotor head wake. 
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Next, on a technical standpoint: 

• ECD initiated a wind tunnel measurement campaign, the results of which 
have been used within the activities of test-case 16 “EC145 helicopter fuse-
lage”. Thus a sound reference was offered for comparison with computational 
results. Indeed it has been shown that DES-like modelling can, at least partly, 
improve agreement between numerical and experimental data. 

• The unsteady flow-field about the isolated fuselage of the BK117-C2 wind 
tunnel model has been simulated, hence providing reference computational 
results that can be used for comparison in future studies. 

Finally, on the “lessons learnt” topic: 

• ECD also participated to test-case 17 “Oscillating NACA0012 at 15o”, which 
was meant to assess whether dynamic polars of aerofoils can be substituted to 
static polars in the aerodynamic module of the helicopter comprehensive code 
HOST of ECD. Computations have shown that this is still unrealistic: first, 
because of too high computational costs while computing dynamic polars (in 
an industrial context) and, second, because the computed hysteresis cycles for 
the moment coefficient do not feature enough smoothness, which prevents us-
ing a stability criterion for dynamic stall. Generating acceptable dynamic po-
lars would require unaffordable grid sizes and hence computing costs. 

• Concerning the simulation of the isolated fuselage, it turned out that the grid 
resolution of the complete wake of the support strut, and not only a small  
portion close to the fuselage surface, is an important factor for successful 
comparison with experimental data on the backdoor. This entails of course 
additional grid nodes and thus increased computing times. 

• The selection of an appropriate time-step is not that an easy task since making 
it too small induces (industrially) unacceptable computing times and choosing 
it too large impairs both the validity of the modelling approach and the quality 
of the flow solution. 

• Overall, although DES-like modelling has much appeal for the computation 
of highly separated turbulent flows, it is still unaffordable in an industrial con-
text with limited computing resources such as at ECD. Nevertheless, the need 
for such modelling techniques is particularly high as it can be seen from the 
list of potential applications in section 1. Therefore, ECD is of course to keep 
surveying the state of developments of DES and, more generally, of other  
approaches to turbulence modelling. 

7.3   Notes 

7.3.1   Test-Cases 

When computing a test-case, it is important to be able to compare with fully docu-
mented and trustable measurement data. Earlier experimental campaigns were not 
necessarily conducted with a possible comparison with CFD in mind, which  
unfortunately often led to non-documented significant aspects of the experiment. 

As regards the oscillating NACA0012 aerofoil, the following difficulties turned 
out to be particularly acute: 
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• The definition of the profile trailing edge has been left unspecified: some 
partners closed the aerofoil with a rounded trailing edge, others with a  
truncated one. This has a non-negligible influence on the dynamic stall  
phenomenology. 

• The hysteresis cycles for the lift, drag and pitch moment coefficients didn’t 
include uncertainty (error) bars. Such a confidence interval would have made 
the numerical to experimental data comparison much easier. In particular, it is 
known that the data spreading on the down-stroke part of the cycle can be 
fairly large. 

• Also, using visualisation of the flow-field itself (e.g. with PIV measurements) 
contributes to a modern validation exercise. 

Again, concerning the isolated fuselage test-case the following can be stated: 

• The lack of flow-field visualisation hindered, to some extent, comparing  
numerical and experimental data. 

• The frequency content of the fuselage wake at selected locations should have 
been used for validation of the combination: grid density and turbulence  
resolving capability of the models. 

Nevertheless, the latter test-case is of high importance to the helicopter manufac-
turer and is to remain one of the favourites at ECD. Moreover, the related  
experimental database is being expended beyond the frame of DESider. 

7.3.2   Models 

From the industrial point of view, implementations of advanced turbulence models 
should care: for user-friendliness (very few more input necessary, if at all, as for 
common RANS models); if possible, for laminarity to turbulence transition (espe-
cially important for rotor performance prediction and for dynamic stall); and of 
course for as low computational costs as possible (which, in the light of today’s 
applications, remains a challenging hope). 

7.4   Conclusion 

Although the DESider project didn’t bring direct benefit in the daily design proc-
ess at Eurocopter, the outcome is of value, in that a new realistic perspective for 
tackling difficult highly separated flow cases has been opened. Be it only on 
grounds of validation of CFD-methods about industrial applications, it is hoped, 
that real-world conditions will leave room for using such modelling capabilities. 
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8   EDF Achievements in Desider 
S. Benhamadouche 

EDF 

8.1   Introduction 

Coupling a code with itself using overlapping grid techniques allows performing 
computations that can be hardly done or are impossible with just one computa-
tional domain. Two examples can be mentioned; the use of moving meshes for 
Fluid Structure Interaction (FSI) with large displacements; RANS/LES coupling. 
The latter might allow performing a RANS calculation in a very large computa-
tional domain with a relatively coarse mesh while using LES in a small portion to 
get richer information of the fluid motion. One can imagine the whole vessel of a 
nuclear plant computed with a two second moment closure approach while com-
puting the mixing grids with a LES technique to predict the fluid forces along the 
fuel rods. The reader might consult the articles by Schlüter et al (2005), Tang et al 
(2003) and Wang et al (2000), describing methods similar to the one presented 
herein. The developments have been made in the EDF open source CFD tool 
Code_Saturne Archambeau (2004) which is available on the web 
(http://www.code-saturne.org/). These developments allow to couple n executa-
bles of which run on n computational domains using different turbulence models. 
Some movies of the capabilities of the present developments can be found the 
following TWiki:  

http://cfd.mace.manchester.ac.uk/twiki/bin/view/Main/Sturm4Gallery. 

8.2   General Overview of the Overset Grid Technique 

Figure 1 gives a general sketch for coupling two domains. One has to couple two 
domains Ω1 and Ω2 which use different turbulence models. The frontiers of the 
two domains are respectively called ω1 and ω2. Ω=Ω1 ∩ Ω2, ω21= Ω1 ∩ ω2 and 
ω12=Ω2 ∩ ω1. Navier-Stokes equations are solved separately in Ω1 and Ω2. there 
are two zones of coupling: Ω which is the overlapping domain, ω21 and ω12 

 

 
 

Fig. 1 General sketch for coupling two 
computational domains 

Fig. 2 Example of coupling two computa-
tional domains 



360 V   Technical, Partner-Related Reports – Methods, Models and Applications Performed
 

which are parts of the frontier of a coupled domain which belongs to the other one. 
Ω might be empty. The two domains Ω1 and Ω2 are discretized and an unstruc-
tured collocated finite volume technique is used. Figure 2 gives an example for 
coupling two domains in the test-case of an infinite cylinder. Equations are solved 
at time step number n+1, assuming that ϕ is a variable known from the previous 
time step. 

8.2.1   Coupling Boundary Faces 

Figure 3 gives the sketch of a boundary face belonging to the coupled zone and to 
the domain Ω2. The computational cell ΩI belonging to the domain Ω1 contains 
the centre F of the boundary face. After preliminary tests, the following interpola-
tion has been implemented (O’ is the centre of I’J’):  
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The values of ϕ and its gradients at J and I are explicit. These values might be 
made implicit by introducing inner iterations in order to reach a fix-point: 
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For Neumann condition, one writes: ( ) ( )nn n
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A Dirichlet condition is applied for the velocity components and the scalar val-
ues and a Neumann condition for the pressure. 

8.2.2   Coupling with a Body Force in the Overlapping Region 

Figure 4 gives a general sketch of a cell ΩJ belonging to the domain Ω2 with the 
corresponding cell ΩI in the domain Ω1. The cell centre I is the closest one to J. 
One wants to impose a body force at the point J; 

 

  

Fig. 3 general sketch for coupling a boundary 
face 

Fig. 4 General sketch to impose a body 
force 
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J .1 ϕϕψ ∇+=+ ). After few tests with constant relaxation time 

(τ=100Δt), a dynamic procedure to evaluate this quantity has been tested success-

fully. If KJm stands for the mass flow at F in the computational domain Ω2, 
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KJJJ mvolρτ .  

ρJ and vol(ΩJ) are respectively the density and the volume of the cell ΩJ.  

8.3   RANS/LES Coupling Examples 

8.3.1   The Back-Step Facing Step Test-Case – Normal RANS/LES 
Coupling 

The first results obtained by coupling RANS and LES on the backward facing step 
are presented. LES deals with the regions where the phenomena are complex (de-
tachment and re-attachment) and RANS (k-ω-SST) is mainly used in the inlet and 
the outlet (re-developing region). Figure 6 gives the detailed boundary conditions 
used in the present case. The computed configuration is from Le et al. (1992). The 
Reynolds numbers based on the maximum inlet velocity and the step height h is 
equal to 5000. Figure 5 gives the dimensions of the global computational domain. h 
is the step height is. The inlet of the domain is half a channel (4h is the half height 
of the channel). The length is the span-wise direction is equal to 4h. Three compu-
tational domains are coupled (Figure 5). The first RANS domain (on the left) is not 
“really” coupled to the LES one. It provides RANS quantities to the LES inlet 
(called in figure 5 SEM) for which, by using a Synthetic Eddy Method, (Jarrin, 
2008), unsteady conditions are generated. The “inlet” faces (left) of the second 
RANS domain (right) are coupled to the LES one. The mean values and the kinetic 
energy are estimated from the LES domain and imposed in the RANS “inlet”.   

Figure 6 shows the meshes. Only one cell is used in the span-wise direction for 
the RANS domain. LES uses standard wall function. The maximum CFL number 
 

 

Fig. 5 RANS and LES subdomains (red and green : RANS, blue : LES) 
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Fig. 6 view of the three meshes  Fig. 7 Instantaneous stream-wise velo-
city component (top: LES on top, bottom: 
RANS on top) 

 

 

Fig. 8 Mean stream-wise velocity compo-nent Fig. 9 Turbulent kinetic energy com-
ponent 

is equal to 0,6 in LES computation. Body forces are used in the overlapping re-
gions. In LES simulation, this relaxation time is averaged in time. 

In figures 6-9, the whole computational domain is shown, with alternatively the 
LES domain on the top (RANS on the background), and then the RANS one on 
the top. LES mean values are obtained by averaging in time (12 flow passes) and 
in the span-wise direction. The RANS calculation is stationary (although an un-
steady algorithm is used). Figure 7 shows the instantaneous stream-wise velocity. 
It is clear that the SEM allows generating fluctuations at the inlet of LES. The 
mean stream-wise velocity is also shown on Figure 8. The continuity of the veloc-
ity is satisfactory; this is enforced by the body-force introduced in the momentum 
equations. Figure 9 shows the turbulent kinetic energy k. One assumes that the 
major part of k is resolved in LES. It is obvious that the SEM provides a sufficient 
amount of turbulent kinetic energy to LES in the near-wall region and that the 
flow develops rapidly departing from the inlet. A certain continuity of k is ob-
served, although this is not the case if one considers k coming from the overlap-
ping region from LES domain. Figure 10 gives the mean velocity field in the LES 
domain. Both the recirculation zone and the secondary recirculation are well pre-
dicted. Figure 11 provides the velocity at the first computational cell at the wall. 
Finally, results of the present calculation are compared to those obtained without 
body forces. The first computation gives a recirculation length around 6h, which is 
in accordance with the literature. Removing body forces results in a shorter recir-
culation (5h). This confirms the importance of body forcing when an overlapping 
region exists.  
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Fig. 10 Mean velocity field from LES  

Fig. 11 Stream-wise component atthe 
wall (⎯ : with body forcing, … : with-
out) 

8.3.2   Tangential Coupling – Channel Flow 

The SEM is used in the present case to test its ability to handle tangential cou-
pling. The Reynolds number based on the friction velocity is equal to 395. Implicit 
periodic boundary conditions are used in the stream-wise and span-wise direc-
tions. Figure 12 shows the meshes. The central mesh uses LES and the two others 
RANS (k-ω-SST). The RANS meshes go up to y+=150 (there is only one cell in 
the RANS meshes in both the stream-wise and span-wise directions). The LES 
mesh starts at y+=50. 

Figure 13 gives the mean velocity and the Reynolds stresses profiles in the 
RANS and LES domains compared to DNS data from Kim et al (1987). The ve-
locity is satisfactory and the log region is well predicted. A peak is observed for 
the diagonal stresses in LES while approaching the boundaries (y+=50). This 
behaviour is similar to the one obtained if there was a wall at y+=50. This is 
widely observed while using wall functions for example or when a Dirichlet con-
dition is used (which is the case herein). This problem is dramatic as it probably 
comes from artificial streaks created in the near-boundary region and affects the 
instantaneous behaviour although the mean velocity profile is satisfactory. This 

 

 
Fig. 12 LES (red) and RANS 
meshes 

 
Fig. 13 Mean velocity and Reynolds stresses profiles 
(black: LES, red: DNS, Symbols: RANS) 
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makes this method very hazardous and this approach will be abandoned. In addi-
tion, it hard to conceive a general synthetic method able to reproduce the turbulent 
structures in the near wall region (inclined structures). 

8.3.3   Use of Code/Code Coupling for Wall Treatment (RALEWA 
Method) 

Figure 14 shows the meshes used with RALEWA approach (« RAns LEs for WAll 
treatment »). LES computational domain goes up to the wall with a high Reynolds 
cell at the wall. The RANS mesh goes from the wall to the first computational cell 
at the wall in the LES domain. LES mesh is nx and nz times finer than the RANS 
one in the stream-wise and span-wise directions. RANS meshes are well refined at 
the wall (the low-Reynolds k-ω-SST model is used herein). Thus, each parallel 
face to the wall in the RANS domain corresponds exactly to nx x nz cells in LES 
domain. Figure 15 gives a sketch of the RALEWA method. LES provides the 
RANS calculation with a mean value obtained by averaging in time and locally 
using the nx x nz cells. After performing a time-step with the RANS model on the 
RANS mesh, a mean friction velocity, denoted by )(, xu RANSτ is obtained. The nx x 

nz LES cells receive this value. It is important to have a friction velocity that var-
ies in time for LES. If ),(, txu LESτ and )(, xu LESτ  stand respectively for the instan-

taneous mean friction velocity obtained with a standard wall function and its mean 

value in time, one can write: 
)(

),(
)(),(

,

,
,

xu

txu
xutxu

LES

LES
RANS

τ

τ
ττ = . At the end, one obtains 

)()( , xuxu RANSττ = . 

This method has been tested on the channel flow at high Reynolds numbers 
(Re*=4000, 8000 and 16000). Figure 16 gives the mean velocity profiles com-
pared to the one obtained with the Extended Wall Function (EWF) described by 
Montfort (2008), using the same LES meshes (these wall functions are close to 
TBLE). The results using EWF are standard. The log law is predicted but with a 
transition far from the wall (this behaviour appears at high Reynolds numbers). 
RALEWA approach shows a better behaviour with a wider log region. This 
method is promising but still needs investigations concerning mesh generation.  

  

Fig. 14 RANS and LES meshes 
(green: LES, blue: RANS) 

Fig. 15 Principle of the RALEWA method 
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Fig. 16 Velocity profile at different Reynolds numbers, comparisons with EWF 

8.4   Conclusions 

A general method for Code/Code coupling has been presented. This method has 
been applied for RANS/LES coupling using separate computational domains for 
RANS and LES with overlapping regions. It has been shown that normal coupling 
can be utilized with a Synthetic Eddy Method. However, the use of this method 
for tangential coupling to simulate the wall is not satisfactory. While using 
RANS/LES coupling, special care has to be given to the regions where LES and 
RANS are applied. Finally, the coupling has been used by solving RANS equa-
tions up to the first LES computational cell (this takes into account naturally a the 
pressure gradient or buoyancy forces) and providing a friction velocity for LES. 
This method gives promising results on the channel flow. 
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9   Towards Efficient and Accurate Hybrid RANS-LES 
Modeling for Aerodynamic Applications 

9   Towar ds Efficient and Accurate Hy brid RANS- LES Mo deling 

Shia-Hui Peng 

Swedish Defence Research Agency, FOI 

Abstract. This section presents some major scientific contributions and achieve-
ments made by FOI in the DESider project. FOI has worked on the implementa-
tion and validation of the URANS and DES models, the development and  
calibration of new DES and hybrid RANS-LES approaches, as well as on their 
applications to both underlying-flow-regime and industry-relevant test cases. In 
addition, effort has also been made on the implementation of effective numerical 
methods for unsteady aerodynamic computations. The emphasis in this summary 
is nonetheless placed on the algebraic hybrid RANS-LES model developed in the 
project with its applications to some test cases. 

9.1   Introduction 

Modelling of turbulent aerodynamic flows has often stemmed from fundamental 
research, mostly in the academic world, and incorporated subsequently into engi-
neering applications. In spite of numerous existing turbulence models developed 
in different hierarchies, ranging from the simplest algebraic model to the most 
sophisticated differential Reynolds stress model in RANS and, further, to the SGS 
model of different types in LES, only a few have survived in the routine use by 
aerodynamic industries. It is obvious that a model with a well-balanced compro-
mise of simplicity, efficiency and accuracy, is favoured in industrial applications. 
As a research organization, one of the principal roles of FOI is to bridge upstream 
academic research and downstream industrial applications.  

Keeping this in mind, the FOI work in the DESider project has been driven 
towards implementation and development of efficient and accurate methods in 
terms of numerical schemes and turbulence models. To improve computational 
efficiency for modelling unsteady aerodynamic flows, FOI has implemented and 
tested the Recursive Projection Method (RPM) by Shroff and Keller (1993), 
which is an iterative procedure for accelerating convergence. For LES, DES and 
other hybrid RANS-LES modelling of turbulent internal flows, FOI has tested a 
recycling and rescaling method to approximate turbulent inflow conditions. In 
modelling flow physics, FOI has proposed a formulation of curvature and rota-
tion correction for eddy-viscosity RANS models based on previous work (Wallin 
and Johansson, 2002). To attain a feasible RANS-LES interface for embedded 
LES modelling, the possibility has been explored using the dissipation rate of 
turbulent kinetic energy as a sensor, for which a preliminary work has been  
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undertaken for a channel flow with LES mode embedded in the wall layer. All 
these and other FOI work has been reported in details in various Deliverables of 
the DESider project. 

This summary will focus only on the development of DES and hybrid RANS-
LES modelling approaches accomplished in the FOI work, with a particular em-
phasis on the algebraic hybrid model and its validation and applications. 

9.2   DES and Hybrid RANS-LES Modelling 

A brief description of the development of a DES approach and two hybrid RANS-
LES models is given here. The detailed formulation of these models should be 
referred to Peng (2005) and Peng (2006a), respectively. 

9.2.1   DES Based on the k-Equation Model (k-DES Model) 

The proposed DES model has been formulated using a scale-adaptation formula-
tion for the RANS-LES matching similar to the S-A DES model (Spalart et al, 
1997). Instead of using an empirically assembled transport equation, nonetheless, 
the transport equation for turbulent kinetic energy, k, has been invoked as the base 
model (hereafter the k-DES model). The exact k-equation exists, for which its 
modelling may be made physically profound. Moreover, to reach correct asymp-
totic behaviour, the modelled k-equation has been justified to accommodate the 
effect of near-wall viscous damping, which reads 
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where 
ijτ  is the turbulent stress tensor, εL  is a turbulent length scale and 

tμ  is the 

turbulent eddy viscosity. An additional length scale, μL , is used to formulate 
tμ , 

namely, μρμ LkCkt =  with 
kCdfCL μμμ κ 4/1= , where 418.0=κ , 09.0=μC , 

05.0=kC , and d is a length-scale quantity which will be further addressed below. 

The damping function, μf , takes the form of 
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where μρ dkRd = . The length scale, εL , is formulated by dfCCL εμεε κ 4/3−=  

with 8.1=εC . The function, εf , takes the same form as in the two layer model by 

Chen and Patel (1988), giving 
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In its RANS form, the length-scale quantity, d, is specified as the local  
wall-normal distance, 

wd .  

The k-equation in Eq. (1), is adjusted to model SGS turbulence kinetic energy, 
by replacing, d, with a SGS turbulence length scale, 

lΔ . In the development of the 

k-DES model, we have calibrated the k-equation SGS model in LES for decaying, 
homogeneous, isotropic turbulence, where the conventional filter width has often 
been taken from the control volume of a local node, i.e., 3/1Vl δ∝Δ . In LES for 

the DHIT case, we have assumed that 3/1VCkdesl δ=Δ , where 
kdesC  is a k-DES 

model constant, which is calibrated with 62.0=kdesC  in LES of DHIT to give the 

best prediction of energy decay (Peng, 2006b).  
In computations for flows with wall shear, the SGS length scale has been  

further calibrated viz. 
sgskdesl lC=Δ , and 

( )max
3/1

max
3/12

Δ+
Δ=

V

V
lsgs δ

δ  (4) 

where ( )zyx ΔΔΔ=Δ ,,maxmax
, being the maximum cell size. For unstructured 

mesh, 
maxΔ  takes the maximum edge size of the local node. The k-DES model 

invokes a length-scale adaptation of ( )sgskdesw lCdd ,min=  with 62.0=kdesC . 

Furthermore, to justify possible over-dissipation of SGS turbulence energy, an 
additional turbulent length scale is introduced, viz. Skls /≡ . The length scales, 

μL  and εL , in the k-equation model are replaced, with μΓ  and εΓ , respectively, 

with ( )SkL αμμ ,min=Γ  and ( )SkL βεε ,max=Γ , where 0.6== βα . 

Figures 1 presents the k-DES result for the turbulent channel flow at 
2000Re =τ  in comparison with the LES data by Piomellio et al (2003). 

 
           (a) Mean streamwise velocity                           (b) Turbulent shear stress 

Fig. 1 k-DES modeling for turbulent channel flow at Reτ = 2000, in comparison with full 
LES by Piomellio et al (2003) 
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            (a) Mean streamwise velocity                   (b) Resolved turbulent shear stress 

Fig. 2 k-DES modeling for turbulent periodic hill flow at locations x/h = 0, 2, 4 and 6 (from 
left to right in each figure) 

The k-DES model has been validated further in computations of a periodic hill 
flow, for which wall-resolved LES data are available (Temmerman et al, 2004). In 
Figure 2, a comparison is presented for the mean streamwise velocity and the 
resolved turbulent shear stress at locations x/h = 0, 2, 4 and 6, respectively. It is 
shown that both the SA-DES and k-DES models give similar predictions for these 
quantities, as compared with the LES data. The modelling for this test case dem-
onstrates encouraging performance of the k-DES model to represent appropriately 
the size and location of the separation bubble and the flow properties in the free 
shear layer downstream of the hill crest. 

The work performed in the DESider project has shed a light on the k-DES for-
mulation and its validation for fundamental flows. Continuous effort is required 
for further modelling validation and improvement.  

9.2.2   Hybrid RANS-LES Modelling 

In the framework of DESider project, two hybrid RANS-LES models have been 
developed and examined. Both models are stemmed from the eddy viscosity con-
cept. The first approach, termed the HYB0 model, employs an algebraic formula-
tion, in which a near-wall mixing-length RANS mode is hybridized with the Sma-
gorinsky SGS model away from the wall. The RANS-LES matching is 
accomplished by an adaptation of the length scale over the interface zone. The 
second approach, termed the HYB1 model, adopts the transport equation for the 
turbulence kinetic energy, k, in both the RANS and the LES regions. The RANS-
LES matching is accommodated through the length scales in the definition of the 
eddy viscosity and the dissipation rate of k, respectively. The detailed formulation 
of the HYB0 and HYB1 models can be referred to Peng (2005). 

Both models have been extensively calibrated and validated in simulations of a 
number of fundamental turbulent flows, by which the modelling capabilities have 
been explored. In the validation of the models, it has been noticed that the HYB0 
model enables generally superior performance as compared with the HYB1 model 
(which has shown very encouraging and good performance though). The emphasis 
below is placed on the presentation of the HYB0 model. 



370 V   Technical, Partner-Related Reports – Methods, Models and Applications Performed
 

The reasoning of using algebraic formulation in the HYB0 model lies in the fact 
that a well-developed simple algebraic RANS model is able to effectively model 
attached boundary layers and, on the other hand, many existing SGS models have 
been cast in a relatively simple form, based on a presumable argumentation that the 
unresolved SGS turbulence tend to be isotropic and thus its modelling is relatively 
amenable. In LES one of the most commonly used models is the Smagorinsky SGS 
model, which is of mixing-length type. Indeed, simple but robust modelling ap-
proaches are particularly appreciated in industrial CFD applications. 

With the HYB0 model for both incompressible and compressible flows, the 
turbulent stress tensor, 

ijτ  , is modelled using the eddy viscosity concept for both 

RANS and LES modes in the form of 

kkijkkijijhij SS τδδμτ
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where μh is the hybrid eddy viscosity and Sij is the strain rate tensor. Note that, for 
incompressible flows, the isotropic part of the stress tensor is usually absorbed into 
an effective pressure, and the trace for the strain rate tensor is zero due to continu-
ity. For compressible flows, the isotropic part in the LES mode may be modelled as 

222 SCIkk Δ= ρτ , where Δ is the LES filter width and |S| is the magnitude of the 

flow strain rate tensor. For the near-wall RANS mode, the turbulent kinetic energy, 
k, may be estimated by ( )[ ]2

μρμ lk h∝ , where lμ is a turbulent length scale. Based 

on a number of calibrations, we have set CI = 0. In addition, for modelling com-
pressible flows, the transport equation for the total energy, E, is solved, in which a 
model for the turbulent heat flux vector is incorporated. We have adopted the eddy 
diffusivity model for both the RANS and LES modes, namely, 

kh
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∂
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 (6) 

where Prh is the turbulent Prandtl number and Prh = 0.4. This value is commonly 
used as the SGS Prandtl number in LES for turbulent thermal convection flows. 
For the near-wall RANS mode, the mixing-length concept is used to formulate the 
eddy viscosity by Slt

2~~
μρμ = , where the length scale, μl

~
, is proportional to the 

wall distance d, reading dfl κμμ =~  and κ = 0.418 being the von Karman constant. 

To avoid the awkwardness of using wall-shear related parameters in the formula-
tion when modelling separating flows, the empirical damping function fμ is formu-
lated in the form of ( )5.2tanh 3/1

tRf =μ  as a function of the RANS turbulent Rey-

nolds number, μμttR ~= . In the LES region, the Smagorinsky SGS model is 

employed, viz. ( ) SCssgs
2Δ= ρμ , where 12.0=sC  and ( ) 23/22

max Vδ+Δ=Δ . 

Note that Vδ  is the local control volume, 
maxΔ  is the local maximum cell size, 

( )zyx ΔΔΔ=Δ ,,maxmax
, or the local maximum edge size for unstructured grids. 
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The matching between the RANS and LES modes is accomplished by modifying 
the RANS length scale into 

sfll μμ
~=  so that Slt

2
μρμ =  for the RANS mode, 

where 
sf  is a function of 

sgstsR μμ /~=  and 
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The use of the function, fs, is to achieve a smooth transition for the RANS-LES 
length-scale adaptation, which makes the near-wall RANS mode produce interfac-
ing turbulence that is comparable to the resolve-turbulence in order to attain a 
realistic matching with the LES mode. The eddy viscosity for the HYB0 model, 

hμ , is computed by 
sgsh μμ =  if Δ≥μl

~
, and 

th μμ =  otherwise. 

As done for the k-DES model, the RANS mode and the LES mode inherent in 
both the HYB0 and HYB1 models have been calibrated, respectively, against 
fundamental flows, including turbulent channel flow (RANS and LES) and the 
decaying homogeneous, isotropic turbulence (DHIT) (LES). Figure 3 presents the 
calibration of the LES mode in the simulation of the DHIT case in comparison 
with the experiment by Comte-Bellot and Corrsin (1971). Figure 3 (a) illustrates 
the result for the SA DES model with two meshes using 65.0=desC , as identified 

by Spalart et al (1997). In Figure 3 (b), the constant, 62.0=kdesC , is calibrated for 

the k-DES model on a 32×32×32 mesh, in which the constant used for the Sma-
gorinsky model is 215.0=sC . The calibration for the k-equation SGS mode in the 

HYB1 model is presented in Figure 3 (c) on a 32×32×32 mesh, which is extracted 
from a previous work (Peng, 2005). 

9.3   Examples of Application Using the HYB0 Model 

Along with extensive calibration and validation for fundamental turbulent flows, 
the performance of the HYB0 model has been examined in a number of test cases, 
some of which are briefly outlined below. 

 
          (a) k-DES model                (b) SA DES model                  (c) HYB1 model 

Fig. 3 Modeling calibration for decaying homogeneous, isotropic turbulence. In (c), YoLES 
indicates the k-equation SGS model by Yoshizawa (1985), MYoLES and MYoLES0 are the 
LES mode hybridized in the HYB1 model calibrated with different model coefficients 
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   (a) Resolved near-wall flow structure               (b) Snapshot of streamlines above the hill 

     
(c) Time-averaged streamlines above the hill  (d) Expt. on the upper recirculation eye 

Fig. 4 Simulation of the 3D hill flow with the HYB0 model: resolved instantaneous and 
time-averaged near-wall flow structures. The flow is from the left to the right 

9.3.1   Flow over a Three-Dimensional Hill 

The flow over a 3D hill has been experimentally studied by Simpson et al. (2002) 
and Byun and Simpson (2005). The Re number, based on the hill height, h, and 
bulk velocity, 

bU , is Re = 130000. The computational domain has a size of 

hhh 67.11205.3)2.811.4( ××+ , meshed with 9680128 ××  cells. Figure 4 pre-

sents some results computed with HYB0 model. It is shown that the model is able 
to resolve reasonably the fundamental flow features of this separated flow. 

It is known that the simulation is very sensitive to the inflow condition. A study 
has thus been performed on the effect of inflow turbulent conditions (Peng, 
2006a). To approximate the inflow turbulent fluctuations for the velocity, a  
recycling and rescaling method is employed in the form of 

( )
( )

zii

zii

rmsi
ii uu

uu

u
uu loc,loc,2

loc,loc,

expt,,
expt,in, −

−
+=  

(8) 

where 
ziu loc,
 is the plane-averaged velocity (over the spanwise z-direction at 

each time step) at a section far from the hill. The subscript “expt” indicates the 
quantities measured from the experiment by Simpson et al. (2002). 
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Fig. 5 Simulation of 3D hill flow with the HYB0 model. Distributions of resolved stream-
wise velocity and turbulent shear stress at x/h = 3.69 downstream of the hill 

In one computation (Case Sinlet), 
loc,iu has been taken from the outflow section, 

while another computation (Case Linlet) takes the recycling section at an upstream 
location, x = 8.2h, from the hill. These computations have been compared with the 
computation (Case Ninlet), which does not superimpose any turbulent fluctuations 
on the measured mean inflow. A comparison is presented in Figure 5, where the 
time-averaged streamwise velocity and the resolved turbulent shear stress are 
compare with the measured data over the transverse direction at a downstream 
location (x = 3.69h) from the hill. The result for the Linlet case agrees very well 
with the experimental measurements, while the prediction is rather erroneous 
without turbulent fluctuations specified at the inflow section (Case Ninlet) . 

9.3.2   Supersonic Base Flow 

The supersonic flow over a cylinder is characterized by flow separation and recir-
culation immediately after the cylinder base accompanied with expansion waves 
and strong recompression and, further, by near and trailing-region wakes, as 
shown in Figure 6. This flow is measured by Herrin and Dutton (1994) at a 
freestream Mach number of M∞ = 2.5. 

 

 

 

Fig. 6 Schematic of supersonic base flow over a circular cylinder 
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Fig. 7 Simulation of supersonic base flow with the HYB0 model. Left:  Base pressure; 
Right: Mean streamwise velocity at different stations at the base and downstream over the 
separation bubble and in the trialing wake 

This flow has been computed with the HYB0 model using two different grids 
with about 0.9 million and 1.8 million nodes, respectively. As an example, the 
result presented below has been computed with the fine grid.  Figure 7 presents 
the results for the base pressure and the time-averaged streamwise velocity on 
different stations at the base and downstream over the separation bubble and in the 
trialing wake. For reference, the results from the SA RANS model are also pre-
sented with the same grid. The superiority of the hybrid modeling over RANS is 
obvious in comparison with experimental data by Herrin and Dutton (1994). 

9.3.3   M219 Cavity Flow 

The M219 cavity flow was measured by QinetiQ (Henshaw, 2002) in a transonic 
wind tunnel at M∞ = 0.85 for a 5:1:1 (length/depth/width) rectangular cavity. The 
cavity flow is characterized by statistically unsteady motions due to instabilities of 
the mixing layer, which emanates from the incoming boundary layer being de-
tached from the cavity leading edge and, subsequently, contained by the cavity. 
The success of a turbulence model for this cavity flow rests with the modelling  
of the flow physics of the incoming boundary layer, the shear-layer instabilities 
over the cavity opening and the turbulent motions inside the cavity. 

    

Fig. 8 Simulation of cavity flow with the HYB0 model. Left:  resolved flow field on the 
transverse section in the middle of the cavity length; Right: Resolved vortex motion on the 
central symmetric section of the cavity  



9   Towards Efficient and Accurate Hybrid RANS-LES Modeling 375
 

 

Fig. 9 Simulation of 3D cavity flow with the HYB0 model. Left:  Sound pressure level, 
SPL, probed at a sampling point on the cavity floor; Right: Mean streamwise velocity on 
the mid-section of the cavity at locations x/L = 0.5 and 0.7 (L is the cavity length), respec-
tive, from the left to the right 

The results presented here have been computed using an unstructured grid with 
about 6.2 million nodes in a large domain containing a flat plate where the cavity is 
embedded. Figure 8 illustrates some resolved instantaneous flow and vortex mo-
tions over the cavity opening and inside the cavity.  The capability of the HYB0 
model is highlighted in resolving instantaneous large-scale structures. A compari-
son is further given in Figure 9, where the sound pressure level, SPL, is compared 
with the experiment measurement, as a function of frequency, f, due to pressure 
fluctuations at a sampling point on the cavity floor.  Also presented in the figure is 
the mean streamwise velocity on the mid-section of the cavity at locations x/L =0.5 
and 0.7 (L is the cavity length), in comparison with the LES data by Larcheveque et 
al. (2004). It is shown that the modelling results agree well with the experiment for 
the SPL and with the LES data for the velocity. More details on the modelling of 
this flow can be found in Peng (2006c) and Peng and Leicher (2008). 

The HYB0 model has been implemented in the general-purpose CFD solver, 
Edge, at FOI. Apart from the DESider project, this model has been exploited by 
other applications. As an example, Figure 10 presents some illustrations computed 
with this model for the flow around the CAWAPI F-16XL aircraft (Görtz and 
Jirásek, 2007) for M∞ = 0.29 at an incidence of α = 13o. The prediction is com-
pared with experimental data and with the SA DES modelling for the velocity near 
the leading edge and Cp at 39% of wing span. The simulation has highlighted the 
reasonable performance of the HYB0 model for industrial aerodynamic flows. 

 

Fig. 10 Simulation of flow around F-16XL aircraft with the HYB0 modell (A courtesy from 
A. Jirasek, FOI) 
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9.4   Summary and Outlook 

Some main work conducted in the DESider project has been reported, with an 
emphasis on the presentation of new DES and hybrid RANS-LES modelling ap-
proaches. A particular focus is on the algebraic HYB0 model and its applications 
to some industry-relevant aerodynamic flows. 

The proposed k-DES model has shown encouraging performance. The theo-
retical derivation of the k-DES model is consolidated on the basis of the transport 
equation for turbulent kinetic energy, which is well defined in terms of turbulent 
flow physics and amenable from an exact equation. The model equation has been 
formulated with correct asymptotic properties in the vicinity of the wall surface. 
Nonetheless, unlike the matured SA-DES method, the work performed in the 
DESider project has just set up a framework for the k-DES formulation. Continu-
ous effort is required for further modelling validation and improvement. 

The promising modelling performance is highlighted for the HYB0 model in 
simulations of several particular test cases for both compressible and incompressi-
ble flows. The modelling formulation invokes a simple mixing-length RANS 
mode in the wall layer hybridized with the Smagorinsky SGS model in the off-
wall region. The RANS-LES interface is well accommodated by means of an 
empirical yet effective transitional function. Unlike the standard DES method, the 
solution with the HYB0 model presents much less sensitivity to the near-wall 
RANS-LES interfacing location. It is thus flexible to implement the model for 
complex aerodynamic flows. Due to the algebraic modelling formulation, more-
over, the HYB0 model does not invoke any additional turbulence transport equa-
tion. It is thus more computationally efficient. Compared to the SA DES model, 
for example, the HYB0 model may save about 15-20% CPU time. 

Of the FOI contributions to the DESider project, a major part has been dedi-
cated to the development of efficient and accurate modelling approaches in line 
with the requirement of aerodynamic industries. Continuous effort will be driven 
in this direction on further development and improvement for modelling and simu-
lation of aerodynamic flows. 
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10   Approximate Near-Wall Treatme nts Based on Hybrid RAN S-LES 

M.A. Leschziner, F. Tessicini, and N. Li 

Imperial College London 

Abstract. A hybrid LES-RANS scheme developed at ICL and a two-layer zonal 
scheme proposed by others are introduced, and their performance is described for 
a number of flows investigated within DESider. The emphasis is on two particular 
configurations: a statistically homogeneous flow over the rear portion of a hydro-
foil, separating from the upper suction surface, and a three-dimensional flow, 
separating from the leeward side of a circular hill in a duct. Information is  also 
included on the performance of both schemes in fully-developed channel flow, to 
illustrate the basic characteristics of the schemes. 

10.1   Description of Schemes 

10.1.1   Hybrid RANS-LES Scheme 

The principles of the hybrid scheme are conveyed in Figure 1, which also  
indicates the numerical coupling between the RANS and LES portions.  

The thickness of the near-wall layer may be chosen freely, although in applica-
tions to follow, the layer is simply bounded by a particular wall-parallel grid sur-
face. The LES and RANS regions are bridged at the interface by interchanging 
velocities, modelled turbulence energy and turbulent viscosity, the last being  
subject to the continuity constraint across the interface, 

LES RANS
SGS tν ν=

 

 
URANS 
solution with 
dynamically 
adapted model 

 

Fig. 1 Schematic of the hybrid LES-RANS scheme 
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The turbulent viscosity can be determined, in principle, from any turbulence 
model. In the case of a two-equation model, 

2

t

k
C fμ μν

ε
=  

and matching the subgrid-scale viscosity to the RANS viscosity at the interface is 
effected by: 
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where <…> denotes averaging across any homogeneous direction, or over a pre-
defined patch, in case no such direction exists. An analogous approach may be 
taken with any other eddy-viscosity model. With the interface Cμ determined, the 
distribution across the RANS layer is needed. Temmerman et al (2005) investigate 
several sensible possibilities, and the one adopted here, based on arguments  
provided in the aforementioned study, is: 
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10.1.2   Zonal Scheme 

As noted earlier, the objective of the zonal strategy is to provide the LES region 
with the wall-shear stress, extracted from a separate modelling process applied to 
the near-wall layer. The wall-shear stress can be determined from an algebraic 
law-of-the-wall model or from differential equations solved on a near-wall-layer 
grid refined in the wall-normal direction. The method is shown schematically in 
Fig. 2, was originally proposed by Balaras and Benocci (1994) and tested by 
Balaras et al (1996) and Wang and Moin (2002) to calculate the flow over the 
trailing edge of a hydrofoil with an immersed-boundary method.  

 

 
 

Fig. 2 Schematic of the two-layer zonal scheme 
 

Parabolized URANS 
solution with simple 
turbulence model 
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At solid boundaries, the LES equations are solved up to a near-wall node which 
is located, typically, at y+=50. From this node to the wall, a refined mesh is em-
bedded into the main flow, and the following simplified turbulent boundary-layer 
equations are solved: 
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t

j i
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where y denotes the direction normal to the wall and i identify the wall-parallel 
directions (1 and 3). In most applications reported below only the pressure-gradient 
term been included in the left-hand side of the equation above, this left-hand side 
being identified later by Fi . However, more recently, the convection terms have 
been included, and related simulations will be included herein. The eddy viscosity 
μt is here obtained from a mixing-length model with near-wall damping: 

/ 2(1 )wy At
wy e

μ κ
μ

+−+= −  

The boundary conditions for the equations governing the near-wall-layer are given 
by the unsteady outer-layer solution at the first grid node outside the wall layer 
and the no-slip condition at y=0. 

10.2   Performance in Channel Flow 

Extensive testing has been done for fully-developed channel flows, but much 
of this cannot be reported herein (see Temmerman et al (2005)).  Some exam-
ples are shown in Figure 3, all results relating to flow at Re=42000 
(Reτ=2000). Figure 3(a) contains results arising from the hybrid scheme, with 
the RANS model based on either a one-equation k-l or a two-equation k-ε 
model, the zonal two-layer model and a reference simulation obtained with 
512x128x128 grid, relative simulations with both near-wall approximations 
and a pure (under-resolved) LES with a 64x32x32. 

  

(a)     (b) 

Fig. 3 Velocity profiles in fully-developed channel flow at Re=42000; (a) dependence on 
scheme and near-wall RANS model; (b) dependence on ‘spectral enrichment’ at interface 
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Fig. 4 Friction factor for a separated flow along the rear upper side of hydrofoil (Fi  

represents the convection and pressure terms that have been accounted for in the zonal 
implementation) 

Figure 3(b) illustrates, for the hybrid RANS-LES scheme, a weak sensitiv-
ity to the location of the interface and the benefit arising from the use of the 
instantaneous interface value of the coefficient Cμ  (i.e. instCμ ), relative to a 

spanwise-averaged value avCμ , the former constituting a form of ‘spectral en-

richment’. Results for channel flows at Reτ up to 8000, obtained with the ‘full’ 
version of the zonal scheme, i.e. including all terms in the equations governing the 
near-wall layer, are reported in Leschziner et al (2007) and demonstrate that the 
inclusion of transport is of little benefit for this flow. 

10.3   Separated Flow from a Hydrofoil 

Selected results for a flow separating from the upper side of an asymmetric trail-
ing edge of a hydrofoil, at a Reynolds number 2.15x106, based on free stream 
velocity U∞ and the hydrofoil chord, are shown in Figure 4.  These are taken from 
a paper by Tessicini et al. (2006). Simulations were performed over the rear-most 
38% of the hydrofoil chord, using inflow conditions taken from Wang and Moin 
(2002), over a 512x128x24 grid, with the RANS-LES interface on the horizontal 
upper side at y+=60 and 40 for the hybrid and zonal schemes, respectively.  These 
are compared to a wall-resolved LES performed by Wang and Moin with a mesh 
of 1536x48x96 nodes.  

It needs to be appreciated that the skin friction is an especially sensitive pa-
rameter, being linked to the velocity derivative at the wall. All formulations return 
reasonable agreement with the reference LES data, although there are some not 
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Fig. 5 3d-Hill-surface topology maps (on rear quarter of surface) computed with different 
grids, the coarser two using the zonal two-layer model 

insignificant variations downstream of the start of the curved section, where wall 
curvature experiences a sudden change. Especially interesting is the observation 
that the inclusion of the pressure gradient in the zonal formulation 
(i.e. /i iF P x= ∂ ∂ ) results in the effects of the sudden change of wall curvature 

being reproduced.  Also, as might be expected, this formulation returns earlier 
separation relative to the implementation from which the pressure gradient has 
been omitted ( 0iF = ). 

10.4   Separated Flow over a Three-Dimensional Hill 

The third application is a 3d circular hill, of height-to-base ratio of 4, is located on 
one wall of a duct, as shown in the inset of Figure 5. This flow, at a Reynolds 
number of 130,000 (based on hill height and duct velocity) has been the subject of 
extensive experimental studies by Simpson et al (2002) and Byun & Simpson 
(2005).  Results reported here are taken from a broader exposition given in a  
recent paper by Tessicini et al (2007). 

The size of the computational domain is 16H x 3.205H x 11.67H, with H being 
the hill height. The hill crest is 4H downstream of the inlet plane. The inlet bound-
ary layer, at -4H, was generated by a combination of a RANS and LES precursor 
calculations, the former matching the experimental mean-flow data and the latter 
providing the spectral content. Simulations were undertaken with meshes contain-
ing between 1.5 and 9.6 million nodes, the finest-grid simulation approaching full 
wall resolution. Results from a fully wall-resolving 36.7 million-node simulation 
are reported by Li and Leschziner (2007). Coarser grids were used in conjunction 
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Fig. 6 Pressure-coefficient distributions on the centre-line in the leeward separation zone of 
the 3d hill 

with the zonal scheme, wherein the interface was placed within y+=20-40 and 40-
60, using 3.5 and 1.5 million nodes, respectively. Fig. 6 shows predicted hill-
surface topology maps, identifying the separation patterns that are returned by the 
various simulations. The designation “LES (Dynamic)” is to signify the use of the 
dynamic Smagorinsky model in the pure LES performed on the finest grid used. 
The designation “No-slip” indicates that no wall model was used on this coarsest-
grid computation – i.e. this is again a pure LES computation, although one that is 
far from being wall-resolving.  The inserted circles and connected curved lines 
indicate, respectively, the location of experimental focal point of the vortex and 
the separation line on the surface. The most important feature shown by Figure 5 
is that no separation at all is predicted with the 1.5 million-node grid when a no-
slip condition is applied, while a fair representation of the separation pattern is 
returned with the zonal scheme.   

Figure 6 shows predicted surface-pressure-coefficient distributions along the 
hill centre line. “Coarse-grid” and Coarsest-grid” signify 3.5 and 1.5 million 
nodes, respectively, while “Log-Law” indicates that a log-law-based wall function 
has been used in the related simulation, included for comparison purposes.  Most 
computed results agree fairly well with the experimental distribution, except the 
one arising from the 1.5-million-node solution with no-slip condition applied (i.e. 
 

Expt. 3.5 M nodes 

 

Fig. 7 Velocity field in centre plane bisecting the hill, prediction on lower plot with 3.5 
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million nodes (note thin reverse-flow region at the leeward side of the hill) 
a pure LES on a grid that does not resolve the near-wall region). As shown in  
Fig. 5, this computation fails to resolve the separation, thus also returning entirely 
wrong pressure-recovery behaviour.  

Finally, for this case, Figure 7 compares the experimentally recorded velocity 
field in the centre plane bisecting the hill with a simulation performed on the 
coarse (3.5-million-node) grid with the zonal model.  A characteristic feature of 
the flow is a thin recirculation region located close to the hill surface, followed by 
reattachment close to the foot of the hill.  Wang et al (2004) show that RANS 
models, at whatever level of sophistication, seriously over-estimate the size of and 
flow intensity in this region.  As seen, the simulation with the zonal model returns 
a creditable representation of the reverse-flow region, and this is consistent with 
the favourable result for the pressure coefficient. Use of the no-slip condition on 
this grid results in a far too thin and short reverse-flow layer (not shown here). 

10.5   Conclusions 

Of the two methods examined, the hybrid approach is more expensive, but allows 
the interface to be placed further away from the wall and to provides a numerically 
consistent framework.  In channel flow, the method was shown to yields results 
which are only weakly dependent on the location of the interface -- within reason-
able limits, of course. However, in the much more complex trailing-edge flow, the 
solution is considerably more sensitive to the interface location, and this is a cause 
of some concern that needs to be explored further.  In particular, it seems that the 
aspect ratio of the cells on the LES-side of the interface is an influential issue that 
needs to be examined. Relative to the earlier use of one-equation modelling in the 
near-wall layer, two-equation modelling does not seem to offer decisive benefits. 
Whatever model is adopted, small-scale (high-frequency) information is progres-
sively lost as the near-wall layer is thickened, and this may require to be compen-
sated for by some form of spectral enrichment. 

The principal attraction of the zonal two-layer strategy lies in its economy and 
simplicity.  It is, essentially, a method for generating, numerically, a solution in the 
near-wall layer, which is an improvement on the analytically prescribed log-law-
based wall function. In fact, the two are virtually equivalent if pressure gradient and 
convection are omitted from the near-wall RANS equations. Inclusion of the pres-
sure gradient and the results presented herein are clearly encouraging.  On the other 
hand, the method does not allow thick near-wall layers to be prescribed without 
significant errors being provoked due to a serious deterioration in resolution. This 
also applies to wall-law-based approaches. Finally, it is arguable that the quasi-
steady implementation, in which only the pressure gradient is included in the zonal 
scheme, is too simple. This may be appreciated upon noting that fluctuations in 
pressure gradient are balanced, at least to some extent, by inertial perturbations, 
even close to the wall.  It thus follows that the transport terms may be influential, in 
general. However, somewhat surprisingly, initial studies for channel flow indicate 
that the inclusion of convection (including the unsteady term) is of little conse-
quence, but this may reflect the particular conditions prevailing in this flow. 
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11   Statistical and Hybrid Turbulence Modelling for 
Strongly Detached Flows Around Fixed/Oscillating 
Bodies 

11   Statist ical and Hybrid Turbulence Modelling 

R. Bourguet1, M. Braza1, R. El Akoury1, G. Harran1, Y. Hoarau2, and G. Martinat1 

1 Institut de Mécanique des Fluides de Toulouse, UMR CNRS 5502 
2 Institut de Mécanique des Fluides et de Solides de Strasbourg 

Abstract. IMFT has contributed in DESIDER with the application of the 
URANS/OES (Organised Eddy Simulation) modelling, as well as of the improved 
DES/OES modelling derived from DRSM-SSG for the 3D unsteady flows past a 
NACA0021 airfoil, around the Ahmed body and for the flow around a pitching 
NACA0012. This anisotropic OES approach strengthens turbulence stresses ani-
sotropy in non-equilibrium regions. The results show improvements achieved by 
the OES approach in URANS and in DES.  

11.1   Anisotropic OES Modelling – Tensorial Eddy-Viscosity 
Concept 

To improve near-wall and near-wake behaviour of statistical and hybrid turbu-
lence modelling approaches, the OES methodology can be considered (Bouhadji 
et al., (2002), Braza et al., (2006)), among other modelling approaches. It is briefly 
recalled that OES distinguishes the structures to be resolved from those to be 
modelled on the basis of their organised (resolved part) or chaotic character (mod-
elled part), figure 1. This modelling can be achieved by reconsidered the URANS 
approach in respect of the modified shape of the energy spectrum, due to non-
linear interaction of the coherent and random turbulence processes in the inertial 
range. This kind of modification, comparing to the equilibrium turbulence slope of 
-5/3 was studied by Perrin et al (2006), Braza et al, (2006). Therefore, modified 
turbulence scales are required for flow physics modelling of the turbulent stresses. 
The equations of motion in the time-domain are the phase-averaged (or ensemble 
– averaged) Navier-Stokes equations, (Hussain & Reynolds, 1975, Cantwell & 
Coles, 1983). Furthermore, by using Differential Reynolds Stress transport Model-
ling (DRSM) the eddy-diffusion coefficient Cμ used in OES two-equation model-
ling (Bourdet et al., 2007) was evaluated, by adopting the Boussinesq behaviour 
law as a first approximation, where turbulence stress and strain rate tensors were 
evaluated from DRSM. In the present, a tensorial eddy-viscosity concept has  
been developed, by taking into account physical characteristics of a directional  
stress-strain misalignment. 

This approach is complementary to modifications of turbulence constitutive 
laws by means of scalar eddy-viscosity  (Non Linear Eddy-Viscosity Models,  
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Fig. 1 Turbulence spectrum splitting in OES: (b): resolved part, (c): modelled part 

NLEVM, or Explicit Algebraic Reynolds Stress Models, EARSM, (Pope, (1975) 
Shih et al., (1993), Gatski and Speziale, (1993), among other) and to the Cas 
model, (Revell et al, 2005, 2007) that suggested a scalar criterion of stress-strain 
misalignment derived from DRSM. Based on IMFT’s circular cylinder test case, 
the angle between the turbulence anisotropy tensor αij and the phase-averaged 
strain-rate, S has been quantified by means of the 3C-PIV experimental data 
(described in the experimental data base contributions of the present book), 
figure 2.  

To include these structural properties in the constitutive law, each directional 
contribution of the strain tensor is considered separately. A projection of the tur-
bulence anisotropy tensor is performed onto the strain-rate principal matrices. This 
projection, â, is investigated in the generic linear form: 

 with  and   (1) 

Vi are 3 × 3 symmetrical tensors. CVi denotes the projection of −α onto Vi. Under a 
Boussinesq form of behaviour law, three tensors are considered, Vi = Vi

SVi
T, where  

 

  

Fig. 2 (a): First principal directions between turbulence anisotropy tensor α (dashed) and 
strain rate S, as well as Q criterion (Hunt, 1988) iso-contours at phase angle ф= 50o. (b): 
iso-contours of the corresponding misalignment angle. Iso-lines of Q criterion (bold lines, 
dashed lines for Q < 0) 
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.T denotes the transposition. The corresponding projection coefficients are ap-
proximated by CVi ≈ 2νtλι

S/k . These matrices of rank 1 are called S principal ma-
trices in the following. The coefficients CVi are predicted exactly as new state 
variables by DRSM-SSG transport equations, (Bourguet et al, 2007). The method-
ology suggested here aims at capturing directional properties of stress-strain mis-
alignments leading to an anisotropic constitutive law. CVi projection coefficients 
allow identification of directional misalignments. 

The suggested modelling (1) for the turbulent stress anisotropy tensor can be 
expressed as a tensorial eddy-viscosity model by means of a generalisation of the 
scalar eddy-viscosity concept towards a tensorial definition νtt: 

 with  (2) 

Transport equations for the prediction of Cψψψcoefficients have been derived 
from the DRSM-SSG model (Bourguet et al, 2007). Morevover, the turbulent 
kinetic energy production term has the same form as in�DRSM: 

Pk = −kâαβSαβ = −kaαβSαβ (3) 

From (3), positive or even negative turbulent kinetic energy production regions 
can be predicted, that is not the case when using linear EVM (e.g. Carpy and 
Manceau (2006)). As a consequence of the projection subspace chosen here, the 
eigenvectors of â are also eigenvectors of the strain tensor. The linear EVM law 
can be generalised by means of (2) as follows: 

 with  (4) 

This anisotropic constitutive law involves the elements of a spectral decomposi-
tion applied to the mean strain-rate tensor, whose respective weights are deter-
mined by (νtd)i. 

 (5) 

The near-wall turbulence damping functions are the same as in Jin and Braza 
(1994). 

11.1.1   DES Associated with OES   

IMFT applied the DES/OES – Organised Eddy Simulation approach to predict the 
DESIDER test-cases. It is recalled that the turbulence length scale in the RANS 
part of DES can be modified according to OES.   

CμOES was reconsidered either by means of the DRSM-LRR model and adopting 
Boussinesq behaviour law as a first approximation (Braza et al, (2006), Hoarau et 
al, (2006), or by means of the tensorial eddy-viscosity concept yielding a  
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directional eddy-diffusion coefficient as previously described, to strengthen the 
turbulence stress anisotropy.  These aspects allow capturing non-equilibrium turbu-
lence effects in the near-wall and near-wake detached flow regions. It has been 
shown that the adaptive Cμ coefficient reaches values of order 0.02 in non-
equilibrium regions as in case of the Boussinesq-law OES two-equation modelling 
with a constant eddy-diffusion coefficient value. It was shown (Bourdet et al, 2007) 
that the velocity scale k0.5 based on the turbulence kinetic energy, k is reduced by a 
factor of 4.5 that corresponds to a reduction of the DES lRANS length scale, lOES by 
0.022 in the non-equilibrium regions and therefore to a consequent increase of the 
dissipation rate in the k transport equation, comparing with the use of the equilib-
rium turbulence length scale lRANS = k3/2/ε. Therefore, in DES/OES implementation 
of two-equation modelling, the eddy-diffusion coefficient is taken 0.02 in case of 
constant Cμ (scalar eddy-viscosity).  Consequently the dissipation term in the k- 
transport equation, Dk

DES=ρk3/2/lDES is modified according to: lDES=min(lOES, 
CDESΔ). This has been used in the following test-cases presented DES computa-
tions. Furthermore, lOES can be taken as the min(li,OES) corresponding to the (νtd)i  

directions of the eddy-viscosity (4),  in case of the tensorial eddy-viscosity law.  
The above length scale replaces the RANS length scale in DES, according to 

the relation: 

min( , )DES RANS DESl l C= Δ  

For example, in case of DES-k-ω model,  lOES = k1/2/ Cμ,OESω. 
Numerical method for all the test cases, IMFT has used the NSMB code (Na-

vier-Stokes MultiBlock) where it included recent developments in DES/OES and 
DRSM modelling. Structured multiblock meshes have been employed as well as 
the third-order upwind Roe scheme (1981) for convection terms. Central second 
order spatial scheme has been used for the diffusion terms.Dual time stepping with 
constant CFL values of order 10-3 (dimensionless) with implicit second order time 
scheme has been employed. 

11.2   Results 

11.2.1   NACA0012 at Re=105, a=20° - “in House” Test Case 

The present in house test case has been considered in 2D, as in the FLOMANIA 
research program, to first examine the predictive ability of the tensorial eddy – 
viscosity concept. A previously validated C-type mesh (256 × 81 nodes), Hoarau 
(2002), has been employed. 

Table 1 Statistically averaged global parameters 

 Experiment k-ε 
Chien 

k-ω SST   
2D 

OES k-ε 
2D 

OES k-ε 
3D 

A_OES 

CD 0.32 0.33 0.36 0.36 0.33 0.32 
CL 0.75 0.80 0.87 0.86 0.70 0.77 
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Fig. 3 Iso-contours of the angle between the first principal directions of −a and S at phase 
angle ф = 50o. Iso-lines of Q criterion (bold lines, dashed lines for Q < 0) 

Comparison of global parameters with the experiment by Berton et al (UNSI 
European program) is presented in Table 1. In the following, the OES using the 
turbulence behaviour law with tensorial eddy-viscosity concept is designated by 
“AOES”. An improved prediction of the aerodynamic coefficients is achieved. 
Comparison of the longitudinal and vertical velocity profiles with the experiment 
is provided in figure 3 (right). A good agreement is obtained. Figure 3 (left) shows 
 

  

  

Fig. 4 Iso-vorticity contours and wall pressure coefficient; comparison between 1C and 4C 
spanwise lengths  
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8° upstroke 14° downstroke 

Fig. 5 Up: CL and Cm hysteresis loops, Mc Alistair test case. Down: 3D wake structure, 
Berton et al (2002) upstroke velocity, DES/CEASM (left); Iso-vorticity component ωz, 
DES/OES (right) 

phase-averaged iso-contours of the turbulence kinetic energy. By the present 
model the usually excessive rate of k around the leading edge region (Jin and 
Braza, 1994) that occurs in a number of two-equation URANS models is avoided.  

11.2.2   NACA021 beyond Stall Test Case  

The numerical grids are 148x104x35 for the 1C spanwise chord length and 
148x104x135 for the 4C spanwise chord length.  

The results discuss first the global parameters as well as the statistically aver-
aged flow quantities compared with the experiment. Different kinds of eddies are 
captured by the DES/OES approach, the von Karman and Kelvin Helmholtz vor-
tices, as well as the thin rotational/irrotational interface in the wake, downstram 
from the separation points (figure 4) that is an important feature for aeroacoustics 
use of the method (Hunt, 2008).  

Table 2 shows comparison of the global parameters among different turbulence 
models. An improved prediction with the DES/OES model is achieved.  

11.2.3   Pitching NACA0012 Airfoil  

This test-case corresponds to the Mc Croskey & Mc Alistair (1978) DESIDER test 
case. The grid provided by TUB has been employed.  In addition, results have 
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Fig. 6 Iso-surfaces of criterion Q=20; right: Iso-contours of Q criterion in transverse plan 
X=138 mm 

Table 2 Global parameters according to different turbulence model 

NACA0021 DES-SA DES-k-ω DES-OES-k-ω Exp 
CD 1.851 1.796 1.682 1.547 
CL 1.106 1.093 1.002 0.931 

been produced for the “in-house” pitching 3D flow test case by Berton et al 
(2002). Figure 5 shows the comparison of the aerodynamic coefficients hysteresis 
loops with the experiment. The oscillation amplitudes kept up by the OES model-
ling correspond to the unsteady dynamic stall vortices detachment as in DNS by 
Bourdet et al (2007). All models are found to overpredict (in absolute value) the 
negative Cm coefficient, a crucial parameter for rotorcraft design. A 3D view is 
provided corresponding to upstroke and downstroke phases of the pitching motion 
(Berton et al, 2002). It is noticeable that the downstroke phase of the motion only 
is characterised by strong 3D secondary instability of the deep dynamic stall, 
(Martinat et al, 2007). 

 

Fig. 7 Comparison of the velocity profiles (rear part) among different models and the ex-
periment (Lienhardt, 2003) 
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11.2.4   The Ahmed Car Body 

The numerical grid is provided by Chalmers Univ. It consists of 3.6 M points 
and is composed by 78 blocs. The near wake vortex structure is illustrated in 
figure 6 (OES model). Comparison of the velocity profiles among the different 
models used is given in figure 7. OES and DDES provide results closer to the 
experiment.  

11.3   Conclusions 

The presented developments indicate interesting predictive capabilities of the OES 
approach, including its tensorial eddy-viscosity version, as well as of the 
DES/OES approach, concerning the test-cases investigated. As an outlook, DES 
involving directly DRSM, as well as NLEVM associated with tensorial eddy vis-
cosity concept merit to be examined.  
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12   Hybrid RANS– LES Simulations  at NLR Using X-LES 

12   Hybrid RANS–LES Simulations at NLR Using  
X-LES and a High-Order Finite-Volume Method 

12   Hybrid RANS– LES Simulations  at NLR Using X-LES 

J.C. Kok, B.I. Soemarwoto, and H. van der Ven 

National Aerospace Laboratory NLR 

Abstract. This chapter highlights some of the work performed at NLR during the 
course of the DESider project. For hybrid RANS–LES computations, NLR has 
developed the X-LES method, which consists of a composition of a RANS k–ω 
turbulence model and a k-equation SGS model. To improve the numerical accu-
racy in the LES regions, a high-order finite-volume method has been developed. 
The method is strictly fourth-order accurate on smooth, non-uniform, curvilinear 
grids, preserves the skew-symmetry of the compressible convection operator, and 
has low numerical dispersion. The improved accuracy over a second-order method 
is shown by performing grid-convergence studies using a fixed filter width. Fi-
nally, the instability of shear layers in X-LES computations is briefly discussed. 

12.1   X-LES Method 

The X-LES formulation (Kok et al., 2004) is a particular DES method (Spalart et 
al., 1997) that consists of a composition of a RANS k–ω turbulence model and a 
k-equation SGS model. Both models use the Boussinesq hypothesis to model the 
Reynolds or subgrid-scale stress tensor, which depends on the eddy-viscosity 
coefficient tν . Furthermore, both models are based on the equation for the mod-

elled turbulent kinetic energy k, which depends on its dissipation rate ε. Both the 
eddy viscosity and the dissipation rate are modelled using the turbulent kinetic 
energy as velocity scale together with a length scale lt, 

,       and       
23

t
ktt l

k
kl βεν ==  

where lt is defined as a combination of the RANS length scale ωkl =  and the 

SGS filter width Δ, 

{ }Δ= 1,  min Cllt , 

with C1 = 0.05. The RANS k–ω model is completed by an equation for the specific 
dissipation rate ω. The X-LES method will be in LES mode when the filter width 
(times C1) is small compared to the RANS length scale. Note that in that case the 
SGS model is completely independent of ω. 

12.2   High-Order Finite-Volume Method 

In order to reduce the interference of numerical discretization errors with the SGS 
model, a high-order finite-volume scheme is employed. Details of this scheme are 
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given by Kok (2006, 2008). In particular, the high-order scheme is used to discre-
tize the inviscid terms of the flow equations. The diffusion terms (viscous terms 
and terms due to turbulence model) as well as the transport equations of the k–ω 
model are discretized with a standard second-order finite volume scheme. The 
high-order finite-volume scheme has the following key properties: 

• It is formally fourth-order accurate. The order of accuracy is maintained on 
non-uniform curvilinear grids, provided they are sufficiently smooth. The fi-
nite-volume method has been made fourth-order accurate by extending the 
approach of Verstappen & Veldman (2003), which uses Richardson extrapo-
lation, from Cartesian to curvilinear grids. 

• The numerical dispersion of the scheme is minimized by extending the  
dispersion-relation preserving approach of Tam and Webb (1993) to finite-
volume schemes. Minimizing the numerical dispersion is equivalent to mini-
mizing the implicit filter introduced by the numerical discretization, thus  
reducing the numerical errors relative to the SGS model. 

• A central scheme is employed, containing no numerical dissipation. A small 
amount of sixth-order artificial diffusion is added explicitly to enhance stabil-
ity. The artificial diffusion is scaled such that it introduces an error of only 
fifth order. 

• The finite-volume approach leads to local conservation of mass, momentum, 
and energy. 

• The discretization is based on the skew-symmetric form of the compressible 
convection operator in such a way that kinetic energy is exactly conserved by 
convection. For incompressible flow, this implies that the total kinetic energy 
cannot increase, ensuring numerical stability. For compressible flow, this is not 
the case (the total kinetic energy can increase due to work done by the pres-
sure), but the advantage of the skew-symmetric form is that it does not lead to 
production or dissipation of kinetic energy interfering with the SGS model.  

In order to test the capability of the high-order finite-volume scheme to accurately 
capture vortices without significant dissipation or dispersion, the convection of a 
2D isentropic vortex in a uniform flow at M∞ = 0.5 is considered. The vortex has a 
maximum induced velocity uA = 0.8 u∞, located at a radius b. Computations are 
performed on a strongly non-uniform (but smooth) grid over a time interval of 26 
convective time units (based on u∞ and b.) Using the new high-order method, the 
shape and location of the vortex is greatly improved compared to a standard sec-
ond-order method (Figure 1). See Kok (2008) for details. 

Although the high-order scheme is intended for the LES regions, it has been 
implemented throughout the complete flow domain. This means that the RANS 
region is also solved with the fourth-order scheme. In contrast, others have pro-
posed hybrid numerical schemes (e.g., Travin et al., 2002), in which a second-
order upwind scheme is used in the RANS region. Because second-order accuracy 
is considered sufficient in the RANS region, no effort has been made to develop a 
fourth-order accurate boundary condition at solid walls. A second-order accurate 
boundary condition is used instead. 
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Standard 2nd-order finite-volume method Low-dispersion skew-symmetric 4th-order 

finite-volume method 

Fig. 1 Convection of isentropic vortex on strongly non-uniform grid. Vortex position after 
26 convective time units 

12.3   Grid Convergence 

If a large-eddy simulation (LES) employs an explicit subgrid-scale (SGS) model, 
and one is interested in validating this model, then it is important to distinguish 
modelling errors from numerical errors. Typically, for a given numerical method, 
this is done by performing a grid convergence study. For LES, this requires that 
the SGS model is independent from the grid resolution, which can be obtained by 
fixing the filter width Δ. The mesh size h can then be varied relative to this fixed 
filter width. Second-order schemes typically require at least four grid cells per 
filter width, i.e., h ≥ Δ/4 (e.g., Vreman et al., 1997). The advantage of the fourth-
order finite-volume method is that it achieves at least the same accuracy with only 
two grid cells per filter width (h = Δ/2). This has been verified by performing a 
grid-convergence study for the energy spectrum of isotropic homogeneous turbu-
lence (Figure 2). 

A grid-convergence study also has been performed for the NACA0021 airfoil  
at 60° angle of attack (see section IV.3 for a full description of this test case). 
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a) Time t+ = 98 b) Time t+ = 171 

Fig. 2 Incompressible isotropic homogeneous turbulence: grid dependence of energy  
spectra for standard 2nd-order and low-dispersion skew-symmetric 4th-order methods 
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Fig. 3 NACA0021 airfoil at 60° angle of attack: Resolved turbulent kinetic energy of X-
LES computations on a series of grids using high-order finite-volume method 

Figure 3 shows the resolved turbulent kinetic energy on a series of three grids using 
the high-order finite-volume method. The filter width is defined as the maximum of 
the mesh size in the different computational directions on the coarse grid. At least 
the medium grid level, with one-and-a-half mesh sizes per filter width, is needed to 
have a reasonable grid-converged solution. A more detailed analysis of grid-
convergence issues for this case is given by Weinman et al. (2006). 

The effect of the high-order finite-volume method has also been tested for the 
turbulent, separated flow over a rounded bump in a square duct (so-called ON-
ERA bump). This standard DESider test case is fully described in sections III.1 
and IV.10. To study the grid dependence of the numerical schemes, a coarse and a 
fine grid are considered, with the coarse mesh size equal to twice the fine mesh 
size, where the fine grid has 284×120×152 cells. The filter width is defined as the 
maximum of the mesh size in the different computational directions on the coarse 
grid. In other words, per filter width, the coarse grid has one grid cell whereas the 
fine grid has two. 

Profiles in the centre-plane of the time-averaged velocity are given in Figure 4. 
The grid dependence of the velocity profiles is clearly weaker for the fourth-order 
method than for the second-order method. In particular the second-order coarse-
grid result deviates strongly from the other results. The fourth-order results are 
closer to the experiment, although a substantial difference remains. This case is 
discussed in more detail by Kok et al. (2007). 

12.4   Shear Layer Instability 

DES-type methods originally are intended for flows with massive separation. 
Usually, a shear layer develops downstream of the separation point. Shear layers 
are intrinsically unstable as their velocity profiles contain an inflection point. The 
spreading rate and turbulence levels in the shear layer may strongly influence the  
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Fig. 4 ONERA bump: time-averaged velocity profiles (x-component) along cross sections 
in centre-plane for high-order X-LES computations 

a) Large time step Δt+ = 0.05 b) Small time step Δt+ = 0.005 

Fig. 5 Circular cylinder (M = 0.3, Re = 5.4·104): Instantaneous pressure coefficient of high-
order X-LES computations 

separated flow region downstream. This means that the shear layer must be re-
solved with sufficient accuracy by the numerics. An example of the sensitivity of 
the shear layer to numerical parameters is given in Figure 5. For the flow around a 
circular cylinder, an initially stable shear layer becomes unstable if a time step is 
used that is substantially smaller than what is commonly used. This effect was also 
observed by Mockett et al. (section V.17). 

In real life, the instabilities in the shear layer are triggered by external distur-
bances (free-stream turbulence, noise, ...), the so-called receptivity. Thus, the 
growth of instabilities in the shear layer will depend on the disturbance environ-
ment and therefore will be different in windtunnels or free flight. Such physical 
disturbances are normally not included in the numerical computations. If the com-
putations also have a high numerical accuracy, as is the case when using  
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a) Instantaneous Schlieren-like plot for simpli-
fied high-offset engine inlet 

b) Instantaneous vorticity contours in 
wake of supersonic flow along circular 
cylinder 

Fig. 6 Behaviour of shear layer for high-order X-LES computations 

high-order schemes, then also numerical disturbances will be low (see Figure 1). 
As a consequence, the computations may show a long extent of the shear layer 
where the resolved turbulence is low, before becoming unstable. This is illustrated 
in Figure 6 for the flow inside a simplified engine inlet, where flow separation 
occurs due to the S-shape of the inlet, and for the supersonic flow along a circular 
cylinder, where the flow separates at the base of the cylinder. Such long ‘stable’ 
extents of the shear layer are typically not found in experiments due to higher 
disturbance levels. Reproducing experimental results may require introducing 
similar disturbances in the computations; a topic for future research. 

12.5   Application 

The X-LES method has been applied to simulate the flow around a simplified 
landing gear of the Boeing 757 (see Section 4.20). This configuration was meas-
ured in the Basic Aerodynamic Research Tunnel (BART) at NASA Langley  
Research Center. It was reported that during the experiment the flow alternates 
between two mean flows. Figure 7a shows streamline patterns of the first  

 
ground side 

 
wing side 

 

 

 

a) Mean flow pattern from 
experiment, streamlines co-
loured by velocity magnitude 

b) Flow pattern observed 
shortly during the transient 
of the X-LES simulation 

c) Mean flow pattern 
resulting from the X-LES 
simulation 

Fig. 7 Pattern of the streamlines on the PIV plane (coloured by the velocity magnitude) 
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a) rear wheel b) fore wheel 

Fig. 8 Sectional pressure coefficient distribution on mid-plane of fore and rear wheels 

(more persistent) mean flow in the PIV plane. On the ground side, the separating 
streamline forms a vortex roll-up residing persistently near the fore wheel. 

Figure 7b presents a flow feature observed for a short period during the tran-
sient of the X-LES simulation. This closely resembles the first mean flow and 
sectional pressure distribution of the experiment, shown respectively in Figure 7a 
and Figure 8a. It contains the same features occurring in the experiment, i.e. the 
separation point near the azimuthal angle of zero degrees and the attachment 
points around the azimuthal angle of +/- 40 degrees on the rear wheel. However, it 
does not materialize into a stable vortex roll-up. A possible explanation is that it is 
formed during the transient when disturbances are still large. For example,  
Figure 8b shows a wavy pressure distribution on the fore wheel near the azimuthal 
angle of around -160 degrees (i.e. a position above the vortex roll-up), which may 
be a manifestation of such disturbances. As a consequence, the vortex migrates 
progressively upwards exiting the region between the wheels, after which the flow 
becomes like one shown in Figure 7c. This mean flow may resemble the second 
mean flow of the experiment. Unfortunately, this cannot be confirmed because 
there is no PIV data available for the second mean flow. Nevertheless, such a 
susceptibility of the flow to disturbances during the transient has to be investigated 
in future research. 

12.6   Conclusion 

A high-order finite-volume method has been developed for hybrid RANS–LES 
computations using the X-LES method. Considering a fixed filter width, the 
fourth-order method substantially improves the grid convergence compared to a 
standard second-order method, obtaining the same numerical accuracy with two 
instead of four cells per filter width. A side effect of the high-order method is that 
the triggering of shear-layer instabilities by numerical disturbances is reduced. 
Future work will be directed at studying the receptivity of the shear layer to physi-
cal disturbances. 
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13   Contribution of NTS 

A. Garbaruk, M. Shur, M. Strelets, and A. Travin 

NTS 

Abstract. A summary is presented of NTS activity in the framework of DESider 
project. Section 14.1 provides a general overview of the work performed. Sec-
tion 14.2 contains some general comments on two enhanced versions of the origi-
nal DES technique, Delayed DES or DDES and Improved DDES or IDDES, de-
veloped in the course of the project (their comprehensive presentation is given in 
Section 4 of Chapter II). It also presents numerical examples of application of 
these models highlighting their important features not reflected in test-cases chap-
ter IV due to the space-limit. Finally, section 14.3 digests a validation activity of 
NTS in the project and formulates some conclusions based on this activity. 

13.1   General Overview 

NTS activity in DESider in the area of turbulence simulation has been focused on 
a further development of DES and DES-like hybrid RANS-LES approaches. This 
includes, first of all, improvement and enhancement of the original DES model 
aimed at increasing its reliability and widening application area. Other than that, 
relatively restricted efforts have been invested into development and testing of a 
simple k-ω URANS approach with turbulence resolving capabilities (Turbulence-
Resolving RANS or TRRANS) and into implementation of SAS approach devel-
oped by ANSYS in the in-house NTS code. A comprehensive presentation of all 
these approaches is given in sections 4 and 5 of Chapter II and some additional 
material is presented in Sections 14.2, 14.3 below. 

The directions of modelling activity defined a selection of test cases chosen by 
NTS for validation purposes. These cases can be divided into two groups.  

The first group includes natural DES applications, i.e., massively separated 
flows (NACA 0021 airfoil at 60o angle of attack, supersonic base, wall-mounted 
cylinder, 3D cavity, and simplified landing gear). The work of the DESiser Con-
sortium on the two first of these flows was coordinated by NTS.  

The second group includes attached and shallow separated flows (developed 
channel flow and separated flow behind an aerofoil trailing edge). One more com-
puted flow is a mandatory test case “Bump in square duct” studied experimentally 
by ONERA within DESider. This flow belongs to a mixed type and includes both 
significant attached regions and a moderate separation area. 

13.2   DES Enhancements 

13.2.1   Delayed DES (DDES) 

A major flaw of the original DES formulation of Spalart et al., 1997 (DES97) is an 
odd reaction to the “excessive” refinement of grid in the wall-parallel direction. 



400 V   Technical, Partner-Related Reports – Methods, Models and Applications Performed
 

This deficiency known now under the names of Grid-Induced Separation or GIS 
(Menter and Kuntz, 2002) and Modelled Stress Depletion or MSD (Spalart et al., 
2006) originates from the so-called “grey area” (an intermediate region between 
the RANS and LES domains of DES). Although considered as not being a real 
issue due to restricted computer power in 1997, it drew complaints already in the 
very beginning of the current century (Caruelle, 2000 and Deck, 2002). Not sur-
prisingly, this had motivated a search for efficient and simple remedies and re-
sulted in the “shielded” DES proposed by ANSYS for the k-ω SST-based version 
of DES already in the course of the EU Project FLOMANIA (Menter and Kuntz, 
2002) and in the Delayed DES or DDES (Spalart et al., 2006), which is a deriva-
tive of the Menter and Kuntz proposal applicable to DES with whatever  
background RANS model developed by NTS in the framework of DESider in 
collaboration with ONERA and US colleagues. A detailed outline of the DDES is 
presented in Section 4.3 of Chapter II of this book. So here we dwell upon only 
the DDES calibration, which is not presented there but seems to be important for a 
better understanding of the model. 

DDES formulation involves an empiric delay function =df 1- )][8tanh( 3
dr , 

where dr  is the parameter borrowed from the S-A RANS model as an indicator of 

the boundary layer. The values 8 and 3 for the constants in this function are based 
on intuitive shape requirements for df  and on DDES computations of the flat-

plate boundary layer on a series of grids with fine wall-parallel spacing. The ob-
jective of the exercise was to choose such values of the constants, which ensure 
that in the attached boundary layers the RANS mode of DDES prevails and there-
fore the DDES solution is essentially identical to the RANS one, even if the  
wall-parallel grid spacing is much less than the boundary layer thickness. 

An example of exactly such behaviour of the DDES is presented in Fig.1, 
which compares RANS, DES97 and DDES solutions in a boundary layer with the 
wall-parallel grid spacing about 1/10th of its thickness. This is a very severe test 
with the “ambiguous-grid” region penetrating deep into the boundary layer. The 
figure shows that, as expected, DES97 reduces the peak eddy viscosity by about 
75% from the RANS prediction (corresponding reduction of the skin friction is  
 

 

Fig. 1 Velocity (a) and eddy-viscosity (b) distributions in flat-plate boundary layer with 
unit Reynolds number 106 (Rex=~1.2×107, Reθ=~1.8×104) computed with the use of differ-
ent approaches on a grid with Δ||=0.1δ 
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19%). In contrast, DDES preserves the eddy viscosity almost fully, and its small 
deficit at the edge of the boundary layer is very acceptable. It could be eliminated 
by slanting the df  function towards more “shielding” by a value of the constant 

larger than 8, but at some point it would suppress LES behaviour where such  
behaviour is best. 

An important general comment concerning the DDES approach is that in spite 
of the outward simplicity and “cosmetic” character of the changes compared to 
DES97, they present a relatively deep change in philosophy of DES since the 
length-scale limiter in DDES depends on the solution, rather than only on the grid 
as in DES97. This, in particular, results in non-uniqueness (dependence on initial 
conditions) of the DDES equations applied as a wall-model in LES (see Spalart et 
al., 2006). However, DDES is aimed not at the derivative use of the DES formal-
ism for WMLES (this issue is addressed by IDDES approach considered below) 
but at better fulfilling the original mission of DES, i.e., reliable prediction of mas-
sively separated flows. For such, natural, DES applications, DDES has been 
shown to be more reliable and user-friendly than DES97 in many studies both 
within (see Chapter IV) and outside DESider consortium and, therefore, today this 
DES version can be firmly recommended as the only working version of DES. 

13.2.2   DDES with Improved Wall-Modelling Capability (IDDES) 

The ambition of this approach is building a single set of formulas applicable to 
both natural (D)DES applications and WMLES uses, so that different flows or 
(more importantly) different regions inside a single simulation over a complex 
geometry can each be automatically treated by a very capable model. Moreover, in 
its WMLES mode, a remedy has to be found of the Log-Layer Mismatch (LLM) 
most available wall-modelling LES approaches suffer from. An approach that 
claims to possess these features developed by NTS in the course of DESider was 
named DDES with Improved Wall-Modelling capabilities or IDDES (Travin et al., 
2006, Shur et al., 2008). 

One of essential new elements of IDDES presented in detail in Section 4 of 
Chapter II is a definition of the subgrid length-scale, which, unlike the conven-
tional definitions, explicitly involves not only the grid spacing but also the  
 

 

Fig. 2 LES of developed channel flow at Reτ=400 with length-scale defined by eqn. (4.11) 
of Chapter II: (a)–resolved normal Reynolds stresses; (b) - resolved and modelled shear 
Reynolds stresses; (c) - velocity profiles 
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Fig. 3 Mean velocity profiles in developed channel flow at 000,18Re =τ and 1100 com-
puted with the use of the algebraic DES model and subgrid length-scale defined by eqn. 
(4.11) of Chapter II. Dashed line – log law 

distance to the wall. Some examples of plausible performance of this length-scale 
within IDDES are given in Chapter IV (Sections 9, 10, 12). However the defini-
tion turns out to be helpful also within both conventional well-resolved LES and 
pure DES models. This claim is supported by Figs.2, 3. In particular, Fig.2 com-
pares results of the Smagorinsky well-resolved LES of developed channel flow at 
Reτ=400 employing the proposed subgrid length-scale with the DNS of this flow 
by Moser et al., 1999. Note that the Smagorinsky constant in this simulation is 
equal to 0.2, i.e., has the value adjusted in simulations of DIHT with the NTS 
code. As far as DES is concerned, its performance with this length scale is demon-
strated by Fig.3, which shows velocity profiles from the WMLES based on a sim-
ple DES model coupling the Prandtl - van Driest RANS and the Smagorinsky SGS 
models. As seen in the figure, at Reτ=18000 the profile does not have any LLM 
and reproduces the log law fairly well. However at a moderate Reynolds number 
(Reτ=1100), the model does not predict the velocity profile accurately enough. 
Thus, the subgrid length-scale alone is still insufficient for an accurate WMLES at 
arbitrary Reynolds number. As shown in Fig.4 and, also, in Chapter IV (Sections 
9, 12), this issue is successfully resolved by the IDDES approach. 

Finally, general IDDES capabilities are illustrated by performance of the  
approach as applied to the flow in a plane channel with the straight up and stepped 
down walls studied in experiments of Vogel and Eaton, 1985. Although not in-
cluded into the DESider test-case matrix, this flow seems to be a perfect IDDES 
 

 

Fig. 4 Comparison of SST-based IDDES prediction of mean velocity profile in developed 
channel flow at different Reynolds numbers with Reichardt’s empiric correlation 
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Fig. 5 Snapshot of vorticity magnitude on the stepped-wall of the Vogel and Eaton channel 
from IDDES and DDES 

 
Fig. 6 Comparison of mean friction coefficient distributions along the stepped-wall and 
mean velocity profiles in recovery region predicted by RANS, DDES, and IDDES with 
Vogel and Eaton, 1985 data 

 “showcase” since it demonstrates simultaneous performance of all the three 
modes of the model (RANS, LES, and WMLES) in one flow. In particular, the 
RANS mode turns out to be active in the attached boundary layer on the upper 
wall of the channel and on its lower wall upstream of the step since these bound-
ary layers do not have any inflow turbulent content. A full LES mode of the ID-
DES prevails in the separation zone, and, finally, a WMLES mode switches on in 
the reattached boundary layer on the stepped-wall, which inherits turbulent con-
tent from the upstream separation zone. As a result, as seen in Fig.5, in the vicinity 
of the lower wall, IDDES provides for a much better representation of turbulence 
(resolves much finer grained eddies) than DDES does which, in turn, results in a 
more accurate prediction of the mean flow characteristics in the reattached flow 
region known to be most challenging for both RANS and DDES (see Fig.6). 

13.3   Digest of the Validation Activity 

Nine test cases, which NTS has computed in the course of DESider, and simula-
tion approaches used are listed in Table 1. Below we briefly summarise major 
lessons learned from the simulations. 
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Table 1 Test cases and simulation approaches 

Test Case No. Flow Simulation Approaches 
3 NACA0021 at 60o incidence DES97, S-A IDDES, k-ω 

TRRANS, SST SAS (ver-
sions 1 and 2) 

5 Decay of isotropic, homogeneous 
turbulence (DIHT) 

k-ω TRRANS; SST SAS 
(versions 1 and 2) 

9 Fully developed channel flow at high 
Reynolds number 

S-A and SST DDES 

10 Bump in square duct SST URANS and DDES 
11 Base flow (M =2.46) S-A RANS, S-A RANS with 

compressibility correction, 
S-A DDES 

12 Separated flow behind an aerofoil 
trailing edge without camber 

SST IDDES  

14 Circular cylinder on a ground plate DES97, k-ω TRRANS 
A2 3D cavity flow (M =0.85). S-A DDES 
A4 Simplified landing-gear truck S-A DDES 

NACA 0021 at 60o Incidence 
This is a massively separated flow, i.e., a typical flow DES97 was designed for. 
Major conclusions based on the simulations of this flow performed by NTS are as 
follows.  

As expected, on the relatively coarse grids used in the simulations DES97 and 
S-A based IDDES provide virtually identical solutions. The same is true with 
regard to the TRRANS and version 2 of SAS modelling approaches (see Section 
II.5 for more detail). In contrast to this, version 1 of SAS returned 3D URANS 
periodic solution with no fine-grained turbulence. One more important finding of 
the study is that, in order to obtain span- and time sample-independent solutions 
within turbulence-resolving approaches a span-size of the domain, Lz, should be 
rather large (at least 3 airfoil chords, c) and a time sample of simulations should be 
as long as 500-1000 convective time units, c/ ∞U  (this conclusion is probably 
relevant to all the nominally two-dimensional bluff bodies). Finally, it turned out 
that the mean pressure distribution over the airfoil based on these solutions some-
what worse agrees with the data than that obtained in the domain with  Lz=c. 

Decay of Isotropic Homogeneous Turbulence (DIHT) 
In the course of DESider NTS computed this flow aimed at calibration of the 
models with turbulence-resolving capabilities only with the use of URANS-type 
approaches, TRRANS and SAS, since the DES-like approaches had been  
calibrated earlier within FLOMANIA project (Haase et al., 2006). A major out-
come of the computation is the value of the empiric constant involved in 
TRRANS and a conclusion on numerics-dependence of the empiric constant FSAS 
(this finding stimulated ANSYS for searching a more robust implementation 
which resulted in version 2 of SAS). 
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Fully Developed Channel Flow at High Reynolds Number 
This was a key test of IDDES in terms of its WMLES performance. The simula-
tions have demonstrated quite accurate representation of the attached boundary 
layers provided by IDDES at arbitrary Reynolds numbers and, in particular, a 
complete elimination of the LLM in the mean velocity profiles. 

Bump in Square Duct 
This was a mandatory specially designed test case aimed at evaluation of different 
modelling/simulation approaches in terms of their ability to predict pressure-
induced separation of the flow, its reattachment, and relaxation complicated by 
corner vortices. NTS computed the flow with the use of the SST URANS and 
DDES approaches. It turned out that the latter works as designed, i.e., the attached 
boundary layers upstream of the separation are sheltered from the LES mode and 
the separated shear layer instability is not damped so that the turbulent structures 
downstream of the separation are resolved fairly well. As a result DDES tangibly 
surpasses URANS in terms of the mean flow prediction. However it still signifi-
cantly underestimates the length of the separation zone. At least partially this can 
be explained by the influence of the corner vortex in the inlet velocity field found 
in the experiments and not accounted for in the inflow boundary conditions speci-
fied based on the precursor RANS computations of ANSYS. 

Base Flow (M =2.46) 
Just as the stalled airfoil, this flow (supersonic flow downstream of a blunt-based 
cylinder) belongs to the natural DES application area. However, in this case the 
near wake is strongly affected by the compressibility effects, and therefore, the 
test permits to evaluate a capability of turbulence models to capture these effects 
adequately. Considering this, NTS has carried out the computations of this flow 
with the use of the standard S-A RANS model as a reference and also with the 
S-A model with the compressibility correction (CC) of Spalart, 2000, and with  
the DDES based on the standards S-A model. In general, the results of the study 
are encouraging in the sense that DDES turned out to be much more accurate than 
the S-A RANS, even if used with the CC. However DDES failed to provide suffi-
ciently accurate representation of the initial region of the separated shear layer. 
Analysis of the results suggests that this is caused by insufficiently fine grid used 
in the simulation in this region. 

Separated Flow Behind an Aerofoil Trailing Edge without Camber 
This is a typical example of the flows with shallow separation, which computing 
with DES97 or DDES does not make much sense: in this situation the approaches, 
if used properly, should return effectively RANS solution. On the other hand, it is 
an attractive test case for the IDDES approach, which claims to an automatic 
switch to WMLES mode once an inflow turbulent content is available in the simu-
lation and wall-parallel grid spacings are small enough for WMLES. Results of 
the simulation of this flow with the use of SST IDDES carried out by NTS turned 
out to be quite competitive with similar results obtained by ICL with the use of 
specialized WMLES approach, thus confirming that the claim is justified. 



406 V   Technical, Partner-Related Reports – Methods, Models and Applications Performed
 

Circular Cylinder on a Ground Plate, ReD=20,000 
A peculiar feature of this flow is a strong interaction between the vortical flow 
separated from the free end of the cylinder with its wake. This interaction can 
drastically change not only the shedding pattern but also surface pressure distribu-
tion, especially for the cylinders with small and moderate heights (in the consid-
ered case it is equal to 6D). NTS has computed the flow with the use of TRRANS 
and DES97 on the same relatively coarse grid (about 2 Million nodes total). An 
outcome of the study turned out somewhat disappointing. First, in contrast to the 
infinite cylinder, where TRRANS provides not worse turbulence resolution and 
accuracy of the mean flow prediction than DES97 does, in this flow it turns out to 
be effectively URANS, i.e., resolves only large smooth vortices. This finding 
suggests that TRRANS turbulence resolving capability is rather flow-dependent 
and that a wider testing is needed to establish its ranges of validity. As far as 
DES97 is concerned, it performs better than TRRANS but also cannot be consid-
ered as “good enough” for the considered flow. This, however, is probably caused 
not by any fundamental deficiency of the approach itself but by the too coarse grid 
used in the simulation. This is confirmed by the LES study of the flow carried out 
by Chalmers within DESider and by a recent LES of a similar flow conducted by 
Rodi, 2007 who have shown that only a grid with about 22 million nodes provides 
a proper representation of the extremely complicated flow in the vicinity of the 
free end of the cylinder. 

3D Cavity Flow (M =0.85) 
This, aeroacoustic, test case has been computed by NTS with the use of S-A 
DDES. Specific features of the flow are strong pressure oscillations with high-
amplitude tones caused by the instability of the shear layer and its interaction with 
the aft wall of the cavity. The simulation confirmed that the model does shelter the 
incoming boundary layers from MSD caused by a strong refinement of the wall-
parallel grid in the vicinity of the cavity edges and turned out generally successful 
in terms of both turbulence resolution and pressure oscillation spectra. 

Simplified Landing Gear 
Although this is also an aeroacoustic test case, no unsteady experimental data are 
unfortunately available. So evaluation of accuracy of the simulation, which has 
been also carried out with the use of the S-A DDES, is possible only on the basis 
of the mean-flow characteristics. The comparison turned out to be fairly well. In 
particular, the model captures subtleties of the very complex topology of the flow 
and provides for a fairly accurate prediction of the mean pressure distribution over 
the landing gear surface. Note also that it somewhat surpasses a similar simulation 
carried out on the same grid with the use of DES97 (Hedges et al., 2002). 
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14   Contribution by NUMECA 

L. Temmerman and Ch. Hirsch 

NUMECA Int. S.A. 

Abstract. As commercial code developer and engineering consulting company, 
NUMECA’s interest in advanced modelling strategies is high and the DESider 
project is of direct benefit to the company. Indeed, design studies rely more and 
more on numerical tools for complex situations. Unfortunately, in some, if not 
many, of these cases, RANS has been unable to meet the challenge and has 
proven to be unable to capture some of the most important features. At the same 
time, the continuing increase in computing power has made the use of unsteady 
simulations feasible, although not on a day-to-day basis, for a growing number 
of applications.  

14.1   Introduction 

The present chapter reports thus NUMECA work and accumulated experience 
within the framework of the DESider project and is organized as follow. The next 
part is a short summary of the numerical methods used, directly followed by a 
Section on the modelling approaches that were implemented and tested. Selected 
results, ranging from the calibration test to the most complex test cases, are then 
shown. Some concluding remarks are then drawn, including a word of advice and 
recommendations. 

14.2   Code Description 

Both NUMECA’s solvers (HEXSTREAMTM – unstructured and EURANUSTM - 
structured) have been used in the course of this project. Both codes use similar 
numerical methods and are based on a co-located finite volume method. The dif-
fusive terms are approximated using a second-order central approximation. For the 
inviscid term, various numerical schemes are available: the central scheme with 
scalar dissipation of Jameson et al (1981), a central scheme with matrix dissipa-
tion (Swanson and Turkel, 1992) and the second order Roe scheme (Roe, 1981). 
The accuracy of the code can be increased by using a reconstruction procedure of 
the fluxes via a least-mean square approach. Time-accurate computations are done 
with a dual-time stepping method using a second order backward difference for 
the temporal derivative. Steady solutions are obtained using a fourth order Runge-
Kutta method. The iterative process is accelerated using multigrid, local-time 
stepping and residual smoothing. For low-Mach numbers and incompressible 
flows, low-Mach number pre-conditioning techniques are used. RANS turbulence 
models available include the Spalart-Allmaras model (Spalart and Allmaras, 
1994), the k-ε model of Yang and Shi (1993) and the SST model of Menter 
(1993). 
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14.3   Turbulence Modelling 

Two different unsteady modelling strategies have been considered: the SAS ap-
proach from Menter and Egorov (2005) (a full description of the approach can be 
found in Chapter II.2 of the present book) and two variants of the DES approach. 
The first variant (Shur et al, 1999) is based on the Spalart-Allamaras RANS model 
(Spalart and Allmaras, 1994) while the second, proposed by Travin et al (2002) is 
constructed on the RANS SST model of Menter (1993). More information on the 
details of DES modelling can be found in Chapter II.4 of the present book. 

14.4   Selected Results 

14.4.1   Calibration and Validation 

Industrial codes designed to provide steady RANS are often heavily dissipative so 
they guarantee the code robustness in all circumstances. It is therefore of para-
mount importance to evaluate the amount of numerical dissipation and eventually 
re-calibrate it so that the code can give LES contents whenever the part of the 
computational domain is to be simulated with a LES-like method. 

This assessment is done by reference to the case of isotropic turbulence for 
which experimental data (Comte-Bellot and Corrsin, 1971) are available. A com-
plete description of the test case and computational procedure can be found in 
Chapter IV.5. 

The first step consists of evaluating the dissipative behaviour of the code with-
out model and this is illustrated in Fig. 1 for two numerical schemes and three 
different grid densities. In its default configuration, the code was too dissipative 
and the parameters controlling the dissipation and the selection of numerical 
schemes needed to be changed. Fig. 1 shows that the parameter controlling the 
numerical dissipation is varying with the grid density and therefore not constant. 
Fig. 1 also shows the impact of using different schemes (central scheme with sca-
lar dissipation vs. central scheme with matrix dissipation). Finally, it is shown 
that, by selecting a median value of the dissipation parameter, similar spectrum 
shapes can be obtained, independently of the grid density at the cost of a loss of 

 

 

Fig. 1 Turbulence energy spectra for the central scheme with scalar dissipation (Left) and 
for the central scheme with matrix dissipation (Right). No DES model 
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Fig. 2 Turbulence energy spectra for the central scheme with matrix dissipation used in 
conjunction with the SA-DES model. Left: influence of the fourth order dissipation parame-
ter; Right: influence of the CDES constant 

accuracy in the prediction of the exact turbulence energy level. This is in line with 
the observations made by Garnier et al (1999). 

The second part of the calibration process concerns the modelling strategies. 
The models (SAS and DES) are integrated in the code with the parameters as 
described by their authors. Fig. 2 shows the influence of the parameter controlling 
the numerical dissipation and the DES constant. For the other models, the observa-
tions are essentially the same. For the SAS-SST model, an additional phase is 
required and consists of assessing the model behaviour in steady circumstances 
i.e. that it returns the same steady solution as its underlying model, the SST model.  

14.4.2   Aerofoil at a High Angle of Attack 

The flow around a NACA0021 aerofoil with an attack angle of 60o and a Reynolds 
number of 270,000 is considered. The case corresponds to the experience of 
Swalwell et al (2004) and includes mean pressure, drag and lift coefficients and 
temporal histories for the lift and drag coefficients collected over 9000 time units. 
A complete description of the test case can be found in Chapter IV.3. This flow is 
representative of the applications for which DES was initially designed. 

 
Fig. 3 Mean pressure coefficient distribution around the aerofoil (Left) and Power Spectra 
Density for the lift coefficient (Right) 
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Fig. 4 Time averaged (Left) and instantaneous (Right) view of the flow over the DESider 
bump 

The results shown here were obtained on a grid made of 140 x 100 x 36 cells 
and a spanwise extent of one chord length. The computation used the SA-DES 
model. Data were collected over a period of 177 flow units. Fig. 3 shows, on the 
right, the Power Spectrum Density for the lift (logarithmic scales) and, on the left, 
the distribution of the mean pressure coefficient along the profile. The computa-
tional data agree well with the experiment. 

As pointed out in Chapter IV.3, for this case, a lateral extent of 4 chords and 
data sampling over a period of 400 flow units are recommended. This is however 
computationally very expensive, hence the somewhat smaller value used. Fig. 3 
nevertheless shows satisfying results, considering the limitations just mentioned. 

14.4.3   The DESider Bump 

This flow was specifically designed for the DESider project (a full description of 
the test case is available in Chapters III.1 and IV.10). The computation shown here 
was run using the SA-DES (DES97) model and statistics collected over 3540 
time-steps (1 time-step = 10-3 s). 

Fig. 4, left, shows a time-averaged view of the flow with the grey surface repre-
senting the separation zone and the streamlines highlighting the strong three-
dimensionality of the flow. The right picture shows an instantaneous view of the 
flow structures, identified by using the λ2 criterion. The mean re-attachment point on 
the centre-plane on the lower wall is located at 0.47 m from the bump basis and this 
prediction thus over-estimates the experimental value of 0.625 m by about 15 cm.  

Fig. 5 shows streamwise velocity and shear stress profiles at two different loca-
tions on the centre-plane, upstream and downstream of the reattachment point. 
Although the computation underestimates the recirculation bubble length, velocity 
and stress profiles compare reasonably with the experimental data, the differences 
agreeing with a too short recirculation zone. 

14.4.4   The Ahmed Body 

The final case considered is a generic ground vehicle with sharp edges at the rear 
and a slant inclined at an angle of 25o. This geometry was first studied by Ahmed 
et al (1984) and, more recently, by Lienhard and Becker (2003). A detailed 
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Fig. 5 Velocity and shear stress profiles at two different locations downstream of the bump 
basis on the centre plane 

 

Fig. 6 View (instantaneous) of the rear part of the body showing iso-surface of the 
vorticity magnitude 

description of the test case can be found in Chapter IV.4 of the present book. Two 
computations were performed: one with the SA-based DES and the other using the 
SST-based DES. 

Fig. 6 shows a snapshot of the structures in the body wake. Fig. 7 compares the 
mean streamwise velocity profiles on the slant centre plane. Both models fail to 
predict the correct velocity distribution. The SA-DES model does not show any 
separation while the SST-DES version indicates a very large circulation. Annoy-
ingly, this model seems to give a wrong prediction of the boundary layer upstream  
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Fig. 7 Streamwise velocity profiles on the centre plane along the slant 

of the slant. Possible sources for these differences may be the grid choice or the 
model choice. This is however not clear. It is to be noticed that results similar to 
those shown here have been obtained by other partners, as can be seen from  
section 5.4. 

14.5   Concluding Remarks, Observations and  
Recommendations 

NUMECA participation in the DESider project has resulted in the implementation 
of unsteady modelling strategies in its codes and the results obtained, allowed to 
gain a deeper knowledge of the working principle of unsteady models (SAS and 
DES) and their use on complex configurations. At the time of writing, this experi-
ence is being used in the UFAST project, an European project dealing with  
unsteady shock-boundary layer interaction. 

Of paramount importance to achieve successful unsteady computations are the 
following parameters: code efficiency, grid adequacy, control of the numerical 
dissipation and pragmatism, these two latter being strongly linked. It was earlier 
demonstrated that artificial dissipation had to be “retuned” to guarantee that the 
code returns a LES-type solution. This tuning however is grid-dependent, scheme 
dependent and must guarantee code robustness. It should therefore be chosen as a 
medium value that guarantee all these aspects rather than being adjusted on a case 
by case basis. 
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15   Contribution by ONERA 

B. Aupoix, P. Barricau, S. Deck, A. Gilliot, V. Gleize, I. Mary, J.C. Monnier, 
G. Pailhas, and Y. Touvet 

ONERA 

Abstract. This section summarises all efforts undertaken by ONERA in the 
framework of the DESider project. A main part was devoted to the bump experi-
ment. Improved DES modelling was also addressed but this activity was stopped. 
DES was successfully applied to a high lift configuration. Future techniques were 
also investigated, as embedded LES on the A airfoil and hybrid LES. 

15.1   Task 2.2: Measurements of Separating/Re-attaching  
Flows 

As this experiment is described in detail in chapter III-1, the reader is referred to 
this chapter for further information.  

15.2   Task 3.2: DES with Improved Modelling 

The key problem with the classical DES approach is the grid induced separa-
tion. Attached boundary layers must be shielded to compute them in RANS 
mode.  

In the framework of standard DES based upon the one-equation Spalart-
Allmaras model, the idea is to get another length scale from the turbulence model. 
Many length scales can be formed from the available quantities, some of them 

being used by the model. Examples are 
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The followed approach is to derive the length scale from an explicit algebraic 
approach. Standard explicit algebraic models rely upon the assumption that the 

anisotropy tensor 
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transport model, the constant anisotropy assumption leads to an equilibrium rela-
tion from which the anisotropy tensor can be related to the non-dimensional mean 
strain and vorticity tensors. But, the knowledge of non-dimensional mean strain 
and vorticity tensor requires the turbulence time scale, which is provided by any 
two-equation model but not by the Spalart and Allmaras one-equation model. The 
problem was circumvented, for two-dimensional flows, using Pope's representa-
tion of the anisotropy tensor 
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where dimensional analysis leads to introduce two coefficients ba,  and an un-
known time scale T . Note that the turbulent kinetic energy is also unknown. 
Then, introducing this representation in a Reynolds stress transport model, project-
ing on the basis formed with the four tensors, four equations are obtained. The 
system analysis lead to relate the time scale T  to the time scale provided by the 

turbulence model, 
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obtained. From its solution, it is possible to reconstruct all the unknown quantities 
such as the turbulent kinetic energy, its dissipation rate and hence the turbulence 
time and length scales. 

It has been shown that this approach is equivalent to the one proposed for two-
equation models by Wallin and Johansson (2000). The approach was validated 
first for homogeneous flows, and then for boundary layer flows (Aupoix and 
Grenard, 2005) and extended to three-dimensional flows. 

This approach allows to locally determine a length scale, which could be used 
to shield the attached boundary layer. With the advent of the DDES approach, this 
work was however stopped to put more effort on task 2.2. 

15.3   Task 3.3: Embedded LES – The Near-Future Approach 

The A-Airfoil designed by Aérospatiale (Gleyzes and Capbern 2003) in a near 
stall configuration has been simulated with zonal RANS/LES method by ON-
ERA to assess inflow turbulent condition for the LES domain. The Reynolds 
number, based on the upstream velocity (Uinf=50m/s) and the chord (c=0.6m), 
is equal to 2.1 million, whereas the angle of attack and upstream Mach number 
are set to 13.3 degrees and 0.15, respectively. Transition was triggered on the 
pressure side at x/c=0.3. Due to the strong adverse pressure gradient, transition 
occurs "naturally" on the suction side: there is a laminar separation bubble, 
which leads to a turbulent reattachment near x/c=0.12. After this position, the 
development of the turbulent boundary layer is characterized by an important 
thickening and by the presence of a second separation zone, which occurs be-
tween x/c=0.82 and the blunt trailing edge (its thickness is nearly equal to 0.5% 
of the chord). The inflow condition for LES domains are based on database. 
Unsteady three-dimensional database has been generated at ONERA for a turbu-
lent boundary layer (TBL). Different rescaling have been assessed in order to 
adapt in terms of Reynolds and Mach number this database for the A airfoil test 
case. With the zonal coupling, average quantities are known. Therefore only 
fluctuating quantities must be determined for inflow conditions. The TBL is 
divided into inner and outer region. Assuming self-similarity for fluctuating 
fields, the fluctuating part can be written as:  
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Fig. 1 Sketch of RANS/LES partitioning for the LES inflow condition assessment 
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For both inner and outer regions, length and time scales are needed, as well as 
magnitudes for velocity components and thermodynamic variables. The viscous 
scale is used in the inner part and the boundary layer thickness in the outer part. A 
common time scale based on boundary layer thickness and the external velocity is 
retained. Four different scaling of the fluctuation intensity have been assessed: 
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The LES zone is described in the figure 1 below. 
For practical case, scaling based on external quantities (TKE for instance) per-

forms better, as can be seen from figure 2. Indeed scaling based on inner scaling 
are too dependent on geometry and flow condition and can lead to poor accuracy. 
The use of database for inflow condition seems to be a promising tool for zonal 
RANS/LES simulation, but it requires increasing the number of database  
(different Re, Ma) to obtain a practical tool box. 

15.4   Task 3.4: Hybrid LES – A Step Forward 

ONERA has worked on a zonal RANS/LES approach to deal with wall-bounded 
flow. The strategy is to use standard RANS model in a domain close to the wall. 
This domain plays the role of wall function for LES. The Spalart-Allmaras model 
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Fig. 2 Streamwise velocity profiles and spanwise velocity fluctuation profiles: Inflow plane 
left. 5δ downstream right 

has been retained for the project. A LES domain is used in the upper part of the 
boundary layer. The main characteristics of the zonal RANS/LES method devel-
oped at ONERA are summarized in Nolin et al. (2005, 2006). RANS and LES 
overlapping grids are used in order that the whole computational domain is discre-
tized by RANS method. In some places, where more accuracy or unsteady infor-
mation is needed, LES domain with finer resolution is used and the underlying 
RANS values are defined from LES ones thanks to a space and time filtering in 
order to obtain an almost steady solution in the RANS domain.  

In a previous study of Quéméré (2001), this technique was assessed for the pe-
riodic plane channel flow with a good success. But this test case is not relevant to 
develop zonal RANS/LES method, with a RANS zone used as wall model near the 
wall. Both teams have demonstrated that unsteady perturbation must be added at 
the interface of the LES zone to obtain satisfying results. In the case of periodic 
channel flow, the case is relatively simple, because perturbations are self-sustained 
in the center of the channel due to the periodicity condition in the streamwise 
direction. Moreover the interface is located at a fixed value of the wall in term of 
mm but also in wall unit. For a realistic flow configuration, these specific points 
cannot be used. Hence the location of the interface depends on the streamwise 
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Fig. 3 Schematic view of LES and RANS domain for the flat plate simulation 

direction and perturbations must be added at the inflow of the LES domain. There-
fore the test case of a spatially evolving turbulent boundary layer has been  
retained to evaluate the method for a flow configuration, which is better represen-
tative of a real case than the periodic channel flow. The computational domain, 
employed to assess the method, is described in the figure 3. The whole is  
decomposed into 3 domains:  

1. A 2D RANS covers the whole computational domain (red in figure 1). 
2. At x=0, a LES domain is created (blue in figure 1). This domain goes to the 

wall (y=0) and stops at x=2.5cm. Laminar and steady inflow conditions are 
used at the inflow (x=0). This domain is used to trigger the transition to turbu-
lence, which is enforced thanks to continuous forcing terms based on white 
noise. This domain allows to feed the inflow plane of the third domain with 
realistic and accurate turbulent vortices. 

3. After x=2.5cm, a LES domain is located in the upper part of the boundary 
layer. At the bottom, this 3D domain is connected to the 2D RANS one. 

At the inflow the inlet velocity, Ue is equal to 50m/s and the boundary layer 
thickness is close to 0.1cm. A first computation was realized without adding per-
turbations at the interface. Contrary to the channel flow simulation of Quéméré or 
Davidson, turbulence cannot be sustained in the LES domain, despite the use of 
the enrichment procedure of Quéméré. To overcome this bottleneck, turbulence 
analytical instantaneous vortices have been added at the interface of the LES do-
main. These vortices try to mimic the well known streaks of a turbulent boundary 
layer. The perturbations are added on the streamwise velocity component only 

)/sin()/5.0cos(1.0' zzxxtUeUeu λλ ×−××××=  

The length waves, λx and λz, are determined in order that in wall unit, there are 
equal to 1000 and 50 respectively. The mean velocity profiles and resolved Rey-
nolds stress profiles are compared in Figure 4 to the result of a reference LES. 
This reference LES solution is obtained by extending the LES domain up to the 
wall after x=2.5cm. Despite the improvement of the solution thanks to the  
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Fig. 4 Mean velocity profile and resolved Reynolds stress profile at x=0.1  

perturbation, the results are not completely satisfactory. The idea to optimize the 
coefficient of the perturbation has not been tested. Indeed it is clear that the solu-
tion can be improved by this way. But this procedure will not be general. After 
assessment and reflection, it was concluded that it is very difficult to couple prop-
erly RANS and LES solutions at an interface parallel to a wall located in the 
boundary layer. Indeed the vortices go through this interface but in both ways. 

15.5   Task 4.1.2: Application Challenges 

ONERA worked on two methods aiming to protect attached boundary layers from 
Model Stress Depletion (MSD) which is a premature switching of a DES model to 
its LES mode inside the attached boundary layers. Both methods are assessed to 
handle a complete high-lift configuration with deployed slat and flap tested within 
the Europiv2 program (Arnott et al., 2003). 

The first method is the Zonal-Detached Eddy Simulation (ZDES, [Deck, 2005]) 
approach where fully attached boundary layer regions are treated in RANS mode 
regardless to the grid resolution. That means that, following the example of 
RANS/LES coupling methods, the user has to define the RANS and LES zones. 
The interest of this approach is that the user can focus his grid refinement on  

 

Exp. EUROPIV2: dashed line

Hybrid RANS/LES: solid line  

Fig. 5 ZDES decomposition (left) and time averaged velocity field in the slat area (right) 
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regions of interest (e.g. LES regions) without corrupting the boundary layer prop-
erties farther upstream or downstream. 

ONERA also contributed together with NTS to the development and validation 
of the Delayed Detached Eddy Simulation (DDES, [Spalart et al., 2006]). Within 
DDES, the DES length scale is redefined in order to preserve RANS treatment of 
the boundary layer. This new length scale does not depend only on the grid but 
depends also on the time-dependent eddy viscosity field. 

Within ZDES, the effort is geared toward detailed comparison of the numerical 
results with the Europiv2 experimental PIV data including both mean and fluctuat-
ing properties of the velocity field (see figure 5). The results also provide an insight 
into the real unsteady nature of the flow around a three-element airfoil that cannot 
be reproduced by classical RANS models. DDES has proven to maintain the RANS 
mode in thick boundary layers whilst maintaining LES content after separation. 
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16   DES Implementation, Validation and Application at 
TU-Berlin  

C. Mockett, U. Bunge, B. Greschner, T. Knacke, R. Perrin, T. Reimann, 
J. Yan, and F. Thiele 

TUB 

Abstract. This chapter provides a summary of highlighted achievements at TU-
Berlin (TUB) during the course of the DESider project. The TUB work has been 
focussed on the DES method, concerning which a comprehensive set of investiga-
tions have been conducted. These have involved assessments of the suitability of 
the TUB in-house flow solver, the implementation and validation of the latest 
DES formulations based on a range of RANS models as well as the assessment of 
a number of issues of relevance to industrial best practice. The DESider project 
work has furthermore provided important enabling technologies, with the DES 
methods implemented taking a central role in TUB’s ongoing research activities in 
the fields of unsteady flow prediction, computational aero-acoustics and  
flow control (Mockett et al., 2008). To illustrate this, examples of such DES  
applications from other projects are included. 

16.1   Modelling Developments 

A summary of the DES variants implemented by TUB during the course of the 
DESider project is given in Table 1. The reader is referred to Chapter II, Section 
1 for the acronyms and references for the background RANS models, as well as 
for descriptions of the DES97, DDES and IDDES formulations and Ψ low-Re 
term correction functions. The grey dots in the table refer to implementations 
existing at the DESider outset, which were a product of the preceding FLOMA-
NIA project (Haase et al., 2006). An early model-specific shield function to pro-
tect against grid-induced separation (GIS) was developed for the CEASM-DES 
(Bunge et al., 2007), which is based on the methodology of (Menter & Kunz, 
2004). This was later superseded by the generally-applicable DDES methodology 
(Spalart et al., 2006). 

Table 1 DES versions implemented and studied 

Model acronym: DES97: DDES: Ψ: IDDES: 
SAE • • • • 
SALSA • • •  
WCX • • not reqd.  
LLR • •   
CEASM • •  • 
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Table 2 Test cases computed and modelling variants applied 

16.2   Test Cases 

The test cases computed by TUB within DESider are summarised in Table 2, 
together with the modelling approaches applied (the notation CEASM-DDES* 
refers to the model-specific GIS-shield function mentioned above). The test cases 
span a wide range of flow phenomena, from bluff bodies to internal attached 
flows, and a wide range of geometric complexity from canonical to industrial. 

16.3   DES Investigations 

16.3.1   DES Validation for Massively-Separated Flows 

A particular achievement has been the very detailed validation of the CEASM-
DDES* formulation against experimental data for the IMFT circular cylinder test 
case (Chapter IV, Section 1). Figure 1 shows the complex three-dimensional wake 
behind the cylinder obtained by the DES, and a quantitative comparison with the 
experiment. Excellent agreement has been seen for the mean flow, velocity spectra 
and the phase-averaged field. The work has been published in (Mockett & Thiele, 
2007), (Mockett et al., 2008), (Mockett et al., 2008a), (Perrin et al., 2007), (Perrin 
et al., 2008) and (Spalart, 2009). 

  

Fig. 1 CEASM-DES* computation of cylinder test case. Instantaneous vortical structures 
(left) and comparison of phase-averaged spanwise vorticity (contour and dashed lines: DES, 
solid black lines: experiment) (right) 

Test case: Modelling approaches applied: 
1. Circular cylinder flow CEASM-DDES* 
3. NACA0021 at 60° incidence SALSA-DES97, LLR-DES97, CEASM-DES97 
5. Decay of isotropic turbulence All variants, with and without Ψ function 
9. Fully-developed channel flow SAE-IDDES, CEASM-DES97, CEASM-IDDES 
10. Bump in a square duct SAE-DDES, SAE-IDDES, CEASM-DDES* 
13. FA-5 military aircraft config. SALSA-DES97, CEASM-DES97 
17. Oscillating NACA0012 at 15° SALSA-DES97, LLR-DES97, CEASM-DDES 
19. Car side mirror SALSA-DES97, LLR-DES97 
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Fig. 2 Time filtering of vortices in the early shear layer, visualised with instantaneous 
contours of spanwise vorticity – coarse time step (left) and fine time step (right) 

16.3.2   Time Step Sensitivity of DES 

For the cylinder flow investigation discussed in the above section, two different 
time step sizes were computed, namely 0.03 and 0.05 non-dimensional time units 
(based on the free stream velocity and cylinder diameter). The finer of these was 
employed in the validation study above, and showed excellent agreement with 
experiments. The coarser time step however resulted in a dramatic deterioration of 
the solution quality, with a strongly over-predicted recirculation length, under-
predicted drag coefficient and over-predicted shedding frequency. In an analysis 
of this sensitivity, published in (Mockett et al., 2008a), the principle mechanism 
was found to be time filtering of the early shear layer vortices (an impression of 
which can be obtained from Fig. 2). In this region, the CFL number was found to 
exceed unity in the coarse time step simulation, whereas values less than 1 pre-
vailed throughout the domain with the finer time step. 

The strength of this time step sensitivity emphasises the need for best practice 
guidelines for DES in industrial CFD, and evidence has been provided that a CFL 
type criterion could indeed represent a useful rule of thumb. It remains to be estab-
lished whether a time step convergence has been achieved for the cylinder case, 
for which a still finer time step would need to be computed. 

16.3.3   Dependency of DES on the Underlying RANS Model 

The computation of some test cases with DES based on a variety of RANS models 
has enabled an assessment of the degree of model dependency of DES. For mas-
sively-separated flows with geometry-induced separation, the model dependency is 
observed to be negligible once sufficient time steps were collected for reliable statis-
tics (e.g. for the NACA0021 test case, Chapter IV, Section 3). By contrast, for flows 
featuring the sensitive separation of turbulent boundary layers from smooth surfaces 
(e.g. the bump test case, Chapter IV, Section 10), the choice of background RANS 
model exerts a dominating influence on the solution. Dependent on the nature of the 
flow, DES can therefore be seen to inherit either the strong model-dependency of 
RANS or the comparatively weak SGS model dependency exhibited by LES. 

16.3.4   Assessment of the Numerical Scheme 

A variant of the decay of isotropic turbulence test case has been used to assess the 
level of numerical dissipation of different convection schemes implemented in the  
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Fig. 3 Energy spectra for “no model” solutions of DIT with different convection schemes 
(643 grid), DNS benchmark data of (Wray, 1997). CDS (left), UDS (mid), TVD (right) 

TUB in-house solver “ELAN”. Assuming that the total dissipation of the solu-
tion is composed of model dissipation (i.e. subgrid-scale eddy viscosity), mo-
lecular dissipation and numerical dissipation, the numerical dissipation can be 
isolated by deactivating the subgrid-scale model and setting the molecular vis-
cosity to zero. Initialising the simulation with the benchmark velocity spectra, 
in the absence of any dissipation an energy spectrum proportional to wave 
number squared should result. Figure 3 shows the energy spectra arising from 
the CDS, UDS and TVD convection schemes, and confirms that the numerical 
dissipation of CDS is indeed negligible (at least under these test conditions), 
whereas the UDS and TVD schemes exhibit very dissipative behaviour. The 
CDS scheme is therefore deemed suitable for LES simulations, such as in the 
LES-mode operation of DES. 

16.3.5   Additional Length Scale Substitutions and the Grey Area 
Problem 

The standard DES formulation for two-equation models involves a substitution 
of the DES length scale in the destruction term of the k-equation. However, 
rearrangements of the model terms reveal that the RANS length scale occurs 
also elsewhere, for instance in the expression for the eddy viscosity (Bush & 
Mani, 2001) (Kok et al., 2004). In an initial investigation by TUB (Yan et al., 
2005) three alternative such formulations of the WCX-DES97 were compared 
on the basis of DIT and a NACA0012 airfoil at high angle of attack. Despite 
strong differences in the calibrated values of CDES, no difference could be de-
tected between the solutions for the massively-separated flow case. However, 
in later investigations of the application of DES for jet flow simulations (Yan et 
al., 2006) (Michel et al., 2007) (Mockett et al., 2008) (carried out within the 
CoJeN European project), the formulation employing an additional substitution 
of the DES length scale in the eddy viscosity expression revealed decisive ad-
vantages. With the additional substitution, the development of resolved turbu-
lent structures in the early jet shear layer was strongly enhanced, indicating that 
such formulations may provide a route to alleviate some instances of the grey 
area problem of DES. 
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Fig. 4 DIT spectra demonstrating the functionality of the derived Ψ function for SALSA-
DES (left); Eddy viscosity ratio plots for a SALSA-DDES simulation of a high-lift system 
without the Ψ function (mid) and with the Ψ function active (right) 

16.3.6   Correction of RANS Model Damping Term Behaviour in 
LES Mode 

Following the methodology developed by NTS (described in Chapter II,  
Section 4), the DES implementations at TUB were examined to establish the 
requirement for a Ψ correction function. This was found to be necessary and 
successfully derived for the SAE and SALSA variants and the effectiveness of 
the derived function for SALSA-DES is demonstrated on the basis of DIT  
in Fig. 4. 

Figure 4 also shows the direct impact that the Ψ function can have on practi-
cal applications, with the example of a high-lift simulation using SALSA-
DDES, carried out in the framework of an industrial cooperation (Mockett et 
al., 2007). 

16.3.7   The IDDES Method for Wall-Modelled LES and  
Combination with Adaptive Wall Functions 

The IDDES method proposed by NTS (Travin et al., 2006) (Shur et al., 2008) has 
been implemented on the basis of the SAE and CEASM models, although a tuning 
of the model-specific constants cl and ct (see Chapter II, Section 4) has not been 
carried out. Results for the fully-developed channel flow at Reτ = 4000 are given 
in Chapter IV, Section 9, which exhibit highly satisfactory performance for such 
wall-modelled LES. The methodology has furthermore been coupled with a hy-
brid-adaptive wall boundary condition developed at TUB (Rung et al., 2000) 
(Schmidt et al., 2008), which allows any value of y+ at the wall. This combination 
of approaches allows LES of boundary layer flows unlimited in terms of wall 
friction units both in the tangential and normal directions, vastly reducing the 
computational cost compared to fully-resolved LES. Figure 5 shows time-
averaged velocity profiles for channel flow simulations for Reτ varying between 
590 and 100000, which were all carried out on the same cubic grid of resolution 
Δx = Δy = Δz = δ/20. Very good agreement with the empirical correlation of 
(Reichardt, 1951) is achieved. 
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Fig. 5 Mean velocity profiles for CEASM-IDDES simulations of channel flow at Reτ=590, 
4000, 18000 and 100000 using the same cubic grid and hybrid-adaptive wall functions 
(left). Application of IDDES for airfoil aeroacoustic simulation (right) 

For an example of the application of IDDES outside of DESider, the noise gen-
erated by an attached turbulent boundary layer and the trailing edge of a 
NACA5510 was simulated within the PROBAND European research project 
(Mockett et al., 2008). The Reynolds number was around one million and the grid 
consisted of around 5 million volumes. WMLES mode was activated on the upper 
surface, and RANS mode on the lower surface by targeted variation of the 
streamwise grid density. An instantaneous snapshot of the simulation is also given 
in Fig. 5. 

16.4   Conclusions and Outlook 

A summary of the highlights of TUB’s research activities within the DESider 
project has been given, all of which address the DES family of hybrid RANS-LES 
methods. Through references to related work in other projects, it has been demon-
strated how the DESider project has served as a key source of enabling technolo-
gies: The additional length scale substitution formulation has alleviated the grey 
area problem for jet simulations; The Ψ function methodology effectively solves 
the problem of erroneously damped eddy viscosity in some models; The DDES 
formulation represents a more robust method, immune to the perils of grid-
induced separation in complex geometries; the IDDES method provides affordable 
access to the resolved large eddies in the outer boundary layer, of particular  
importance to aeroacoustic applications. 

The investigations have also given a clear direction to future investigations, 
which will address: The strong time step sensitivity of DES and possible modifica-
tions to the formulation to reduce it; A thorough investigation of the early shear 
layer flow with respect to the balancing of spatial and temporal resolution, as well 
as the perspectives for alleviating the grey area problem; A study of the generality 
of the IDDES method for more complex flows; A tuning of the model-specific 
IDDES constants with the target of reducing the residual log-layer mismatch  
observed. 
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17   University of Manchester Contribution 

A. Revell, N. Jarrin, J. Uribe, and D. Laurence 

17.1   Introduction 

The University of Manchester project partners focused on the development of 
three new approaches for the use of RANS and LES. The first is the URANS 
method based on a three-equation model to account for the strain – stress lag, 
following successful performance of the 7 equation second moment closures in 
predicting mean flows unsteadiness. The second is the Synthetic Eddy Method 
(SEM), which was developed to economically generate turbulent structures for 
LES boundaries using only RANS profiles. The third approached developed is a 
hybrid RANS-LES method based on two distinct velocity fields, one RANS one 
LES overlapping on the same mesh nodes. These methods have been already  
described in chapter 2 and here only a summary of their results is presented. 

17.2   The Stress-Strain Lag Model  

The flow around a circular cylinder in a square duct has been calculated in both 2-
D and 3-D domains using URANS models and the DES approach. The standard 
SST model has been compared to the modified SST-Cas approach, which is sensi-
tive to the lag between turbulent stress and the mean strain rate in the turbulent 
flow. The current form of the stress-strain lag model, SST-Cas was previously 
tested for several validation cases, including simple cyclic strain rates and the flow 
around a NACA0012 at 20o (see Revell, 2006). 

Figure 1 compares the 3-D URANS model predictions of the long-time aver-
aged contours of streamwise velocity to experimental values from the data of 
Perrin et al. (2005). The recirculation length is under-predicted by the SST model 
and is improved upon, yet slightly over-predicted by the SST-Cas model. The point 
at which the flow is predicted to separate from the surface of the cylinder is still 
delayed, as noted above, due to the turbulent nature of the boundary layer, and the 
extent of the recirculation region in the normal direction is seen to be reduced, 
resulting in an under-prediction of the drag force.  

Figure 2 displays two views of the iso-surfaces of the structure parameter, Q com-
puted from the results of each of the three modelling schemes in the 3-D domain. 
This quantity is known to be an effective way to visualise the regions of coherent 
vorticity due to rotational motion (as opposed to those from shear), and should take a 
positive value. The lack of coherent structures is apparent in the results from the SST 
model, for the entire wake region except very close to the cylinder and the sidewalls. 
The process of vortex dislocation, which describes the bunching up of the von Kár-
mán vortices, is not seen in the SST results, whereas those from the DES-SST and, to 
a lesser extent, the SST-Cas models clearly show these ‘hairpin-like’ structures. There 
are also significantly more spanwise structures than seen with the latter two models.  
 



17   University of Manchester Contribution 427
 

The SST-Cas model has been shown to improve the prediction of the mean flow field, 
relative to the standard SST model, and gives predictions similar to those from the 
DES-SST approach at a considerably lower cost. 

SST

EXPT

EXPT

SST-Cas

 

Fig. 1 (Left) Contours of averaged streamwise velocity, U.  (Right) streamlines of the  
averaged flow. (Top half:) experimental data (bottom half:) URANS models 

SST

SST-Cas

DES-SST

Fig. 2 Iso-surfaces of the structure parameter Q=0.5 are plotted for each model from the  
3-D calculations. (Left:) view in –Z direction, (right) view in –Y direction 
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Fig. 3 From top to bottom: LES with SEM inflow, LES with Batten’s (2004) spectral 
method, LES with uncorrelated random numbers. Instantaneous iso-surfaces of Q=250 
coloured by the instantaneous streamwise vorticity. Planes are coloured by the instantane-
ous streamwise velocity 

17.3   Synthetic Eddy Method 

The SEM was used to produce flow fields with turbulent flows based on averaged 
quantities such as those obtained by a RANS calculation. Hybrid RANS-LES 
simulations of a zero pressure gradient flat plate turbulent boundary layer were 
conducted in order to evaluate the method’s performance. The RANS equations 
are solved in a domain of dimensions 35δx4δx3δ, where δ is the boundary layer 
thickness at the inlet of the domain. The RANS simulation generates its own  
inflow data by using the re-cycling re-scaling method of Lund et al. (1998), cover-

ing a Reynolds number range of Reδ=750-1250 based on the momentum thick-
ness. The LES domain begins at x=10δ and has dimensions 35δx4δx3δ. The LES 
grid uses 300x42x72 which is fine enough to accurately discretize the near wall 
turbulent structures. Three hybrid simulations are carried out with different inflow 
conditions for the LES region: a simulation with the SEM, one simulation with 
Batten et al. (2004) spectral method and one simulation using uncorrelated random 
numbers. Figure 3 shows instantaneous fields on the LES region for the three 
hybrid RANS-LES runs. It can be seen that the uncorrelated random numbers are 
unable to sustain vortical structures in the LES region whereas the Batten et al. 
(2004) method or the SEM manage, after an initial drop of the turbulent activity 
downstream of the interface, to regenerate the streaky self-sustaining vertical 
structures characteristic of the near wall region of boundary layers.  

17.4   Hybrid RANS - LES Method 

The same hybrid RANS-LES strategy has also been applied to several channel and 
pipe flows. Figure 4 shows the length of the transition region, computed from 
hybrid RANS-LES simulations. In all simulations, a steady upstream RANS  
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Fig. 4 Length of transition region for different wall flows computed using the hybrid 
RANS-LES with the SEM at the interface between the RANS and LES domains: channel 
flow simulations (×), pipe flow simulations ( ), boundary layer flow simulations (ο) 

solution is obtained using periodic or recycling streamwise boundary conditions, 
then used in the SEM to reconstruct turbulent velocity fluctuations at the inlet 
plane of the LES region.  

From Figure 4 one can clearly see that the length of the artificial transition re-
gion decays as the Reynolds number increases for all the flows investigated. In 
other words, it scales with viscous wall units, rather than with the external length 
scale. This adaptation-transition length is on average L+=4000 and independent of 
the Reynolds number, but can naturally be sensitive to the upstream RANS solu-
tion, on the inflow length scale, and the level of resolution of the LES Grid. The 
hybrid method described in Chapter 2 has been applied to channel flows at differ-
ent Reynolds numbers and to the flow over a trailing edge case (see Chapter 4 
sections 9 and 12). 

Channel flow computations have been carried out at different Reynolds num-
bers using meshes that are too coarse for a standard LES to capture all the small 
scales and therefore the shear stress is usually under predicted which, in turn, 
produces an overestimation of the velocity magnitude. The hybrid model success-
fully blends the average shear stress and with the resolved one to produce the 
correct magnitude and therefore a better prediction of the velocity profile. The 
usual behaviour of overestimating the streamwise normal stress on coarse meshes 
by LES is corrected by the hybrid model. For all the different Reynolds numbers 
treated the velocity profiles follow the log-law (see Figure 5). 

The instantaneous streamwise velocity contours on a plane at y+=200 can be 
seen in Figure 6 where it is clear that the DES model produces the “superstreaks” 
which are much larger than those which the grid can support.  

 



430 V   Technical, Partner-Related Reports – Methods, Models and Applications Performed
 

 

Fig. 5 Channel flow results at different Reynolds numbers 

Simulations of the flow past an axisymmetric beveled trailing edge were also 
performed; described fully in chapter 4, section 11. Two simulations using the 
same mesh are presented; 1) DES using the SST model as the RANS background 
model, using the blending function F1, to avoid grid induced separation and 2) the 
hybrid method presented above. The hybrid model presents a better agreement 
with the reference LES. DES simulation does not sustain the fluctuations from the 
inlet and by the time the flow reaches the station at 3 125x = − . , the resolved fluc-
tuations are very small. This is the normal behaviour of DES in an attached 
boundary layer, since it is designed to be used in massively separated flows.  

In general the structures are better resolved when using the hybrid model as the 
resolved stresses are able to develop independently from the RANS viscosity; i.e. 
the model associates the RANS viscosity with the mean flow only and the  
 

    

Fig. 6 Instantaneous streamwise velocity at 200y+ = . Left: Hybrid. Right: DES 
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Fig. 7 Gradual blending from RANS (blue) to LES (red) in hybrid model (left) compared 
to the  abrupt switch between length scales in DES (right)  

resolved scale dissipation to the LES viscosity only. This is mainly due to the way 
in which each approach treats the boundary layer; DES uses RANS in a large zone 
near the wall, across much of the boundary layer, while the hybrid method only 
uses full RANS in a zone very close to the wall and there is then a transition zone 
where both approaches contribute via different velocity fields (see Fig. 7). In the 
same figure the corresponding analysis is shown for DES; the red region indicates 
where DES acts in LES mode, i.e. where the turbulent scale ( 3 2k ε/ / ) is larger that 
the filter length scale ( sC Δ ). In DES, the zone close to the wall is solved in RANS 
mode, therefore damping the fluctuations, whereas the hybrid model resolves the 
structures dictated by the size of the mesh, and introduces the effect of the wall via 
the averaged velocity.  

17.5   Conclusions 

Three methods to resolve unsteady flows were developed by the University of 
Manchester. The SST-Cas model has been shown to improve the prediction of the 
mean flow field, relative to the standard SST model, and gives predictions similar 
to those from the DES approach. While the level of unsteadiness from the SST-Cas 
model is far from what would be expected from LES or DES, the cost in terms of 
computational time and grid requirement is less for the SST-Cas model, and the 
reduction of viscosity is brought about in a physically justifiable manner, which 
could be exploited in a DES framework or a hybrid RANS-LES approach.   

A method to generate synthetic turbulence either at an inlet plane or at an inter-
face between RANS and LES was also developed. The methods create correlated 
structures in time and space which allows a fully turbulent flow to develop in 
shorter domains compared to other methods. 

A new hybrid RANS-LES method which successfully blends the two ap-
proaches via two different velocity fields was also developed. The method has the 
advantage that does not suppress the turbulent fluctuations but it lets them develop 
via the fluctuating strain. This allows the method to return good predictions to 
attached boundary layer as well as separated flows.  



W. Haase et al. (Eds.): DESider – A Euro. Effort on Hyb. RANS-LES, NNFM 103, pp. 433–436. 
springerlink.com                                                            © Springer-Verlag Berlin Heidelberg 2009 

VI   Summary of Experience with Hybrid RANS-LES 
Methods and a Look Ahead 

Summary of Ex perience with Hybrid RAN S-LES Metho ds and a Loo k Ahea d 

With the core activity on the development of CFD tools for aerospace 
applications, and the growing part of activities also oriented towards the area of 
fluid dynamics for industrial systems, all so-called “real-world” applications 
exhibit complex flow phenomena such as unsteady flow, (massive) separation, 
transition to turbulence and turbulence itself. All theses applications, exhibiting 
massive flow separation, need ideally the use of advanced turbulence models so as 
to capture the correct separation pattern and to resolve the frequency content of at 
least the mean flow. This is underlined by all test cases that have been carried out 
and properly investigated – see Chapter IV - during the course of the DESider 
project, and which at the same time allow to gain a good understanding of the pro 
and con’s of the methods used and the way they interact with the numerical 
algorithms, but also with the grid properties and their effects on the computational 
effort required to attain satisfactory results. In general, the outcome can be taken 
as means for best practice guidelines and information on the accuracy of the 
numerical results, their cost and, thus, the area of applications for which these new 
methods should be considered. 

There are now about 20 different approaches to the general problem of how to 
deal with near-wall modelling for LES at high Reynolds numbers, several 
emerging after DESider started. This reflects the importance the relevant academic 
and industrial communities attach to the subject.  Indeed, it is no exaggeration to 
claim that a successful resolution of this problem is central to the exploitation of 
LES for a wide variety of flows that are strongly affected by walls.  But at the 
same time, such a large number of approaches indicates a significant degree of 
uncertainty as to which is the best strategy. However, one positive overall 
conclusion that arises from many studies with hybrid RANS-LES schemes is that 
even very simple schemes tends to give much better results that a LES performed 
on a poorly-resolving near-wall grid – partly as a result of a much better prediction 
of the wall-shear stress (if not of the near-wall turbulence structure). 

The (non-DES) hybrid schemes used in DESider vary considerable. With 
exception of the zonal two-layer strategy used by ICL, all employ a single 
numerical mesh and a single numerical strategy, applicable to the outer LES and 
inner RANS region. Some methods prescribe an explicit interface across which 
the nature of the model changes radically (e.g. a dynamic Smagorinsky SGS 
model is interfaced with a k-e RANS model). In one method by Chalmers 
University, ‘spectral enrichment’ is introduced by means of an injection of 
correlated fluctuations, derived from a separate DNS, to counteract stress 
depletion around the interface.  In another, ‘spectral enrichment’ is produced by 
allowing a constant in the RANS model to respond instantaneously to the LES 
fluctuations at the interface, thereby introducing high-frequency components into 
the RANS layer close to the interface. In other approaches, a blending of two 
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models is effected with the aid of an empirical blending function. Despite all the 
efforts undertaken in the DESider project, and the positive aspects of  

• encouraging experience (NTS and TUB) with newly developed hybrid 
models, like the IDDES model, which actually may replace DDES after a 
more careful validation, as well as the 

• confirmation of an only marginal sensitivity of DES to the background RANS 
model,  

it must be acknowledged that most hybrid models suffer from a number of 
common drawbacks, some listed below: 

• The RANS equations arise from temporal integration, while the LES 
equations emerge from a filtering operation that excludes, in a pre-determined 
way, high-order components from the turbulence spectrum. Thus, the 
Reynolds stresses in the RANS equations are very different in nature from the 
subgrid-scale stresses in the filtered LES equations. However, in several 
RANS-LES combinations, especially those based on blending, the two are 
regarded as equivalent. 

• The large majority of RANS models were formulated and calibrated by 
reference to steady, close-to-equilibrium conditions. Coupled to LES, these 
models have now to operate in an unintended, highly unsteady regime, in 
which turbulence is partly resolved and partly modelled. However, the models 
were designed to represent, statistically, the totality of turbulence effects, not 
an ill-defined, mesh-dependent ‘filtered’ portion thereof, and the combined 
resolved and modelled turbulence tends to be grossly excessive, unless 
constrained by ad-hoc limiters.  

• Linked to the second bullet point above, even in the presence of modest 
unsteadiness, only very few RANS models would be expected to be 
physically tenable. In the context of hybrid RANS-LES schemes, “large 
eddies” frequently penetrate into the RANS layer and the RANS model is thus 
expected to account for severe non-equilibrium effects (rapid distortion, 
Lagrangian memory effects leading to dramatically increased stress-strain lag 
effects and occasionally negative production). Such extreme conditions have 
led RANS modellers towards the development of novel non-equilibrium 
turbulence models (UMan and IMFT) and the most advanced realizable 
Reynolds Stress Transport models (see in the past the EU FLOMANIA 
project, Haase et al (2006), but also the new ATAAC EU project, starting in 
2009), but these models are complex to implement with problematic 
convergence characteristics, both features that negate the practicality and 
economy objectives of hybrid RANS-LES formulations.   

• The basic rationale of using a RANS method in the near-wall region, within an 
overall LES strategy, is based on the observation that RANS computations of 
steady boundary-layer-type flows can tolerate very high near-wall aspect-ratio 
cells, but this is most definitely invalid in highly unsteady conditions in which 
unsteady wall-parallel advection is generally high. In any case, a need for very 
fine grid structures in the shear layers for an accurate flow prediction is evident.  
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• More generally, aside from large computational costs, selection of an 
adequate grid density and an appropriate time-step represents a non-negligible 
uncertainty – although this is a non-trivial statement.  More specifically, a 
possible conclusion concerning mesh fineness is that for a correct simulation 
of rms quantities it is equally important to increase the grid resolution 
isotropically, which is coupled to the expensive need to provide the same 
resolution in both axial and radial/lateral directions, unlikely the way it is (or 
should be) done generating grids for (U)RANS computations.  

• For vortical flows, grid resolution in the vortex core appears to be the most 
relevant issue to be addressed in order to correctly simulate the mean flow 
quantities - although the predicted fluctuating components do not have a 
relevant influence on the respectively computed mean values. 

• There are a whole host of practical issues associated with numerical and 
model-related coupling or blending between the RANS and LES sub-
domains.  For example, some distance above the RANS-LES interface the 
solution should revert to full LES sense, but then the cell-aspect and 
expansion ratios must comply with LES constraints. This is often extremely 
difficult to realize in a general computational environment, and requires, at 
the very least, a complex dynamic adjustment of the interface location by 
reference to the local grid topology.  

• Results obtained for aerofoils, like the NACA0021, led to findings concerning 
an extremely high sensitivity of DES of (so-called) two-dimensional bodies to 
the span size of domain (this is most probably true for LES as well) and the 
need of very long time samples needed for a reliable statistics for such flows.  

An exceptional strategy is that of UMan, in so far as it is the only one to recognise 
the merit of using the RANS model in steady form to generate time-mean stresses 
in response to the time-averaged LES field being imposed on the model.  Thus, in 
this approach, the RANS model operates within its intended applicability 
envelope.  On the negative side, these stresses are then blended with the SGS 
stresses using an empirical function of wall distance.  Not surprisingly, this model 
is found to give, in a separated trailing-edge flow, the best mean-separation 
location and, more generally, a very credible velocity field.   Although the model 
has its faults, its performance is indicative of the basic validity of the concept of 
not using the LES near-wall model in unsteady form.   

In other hybrid models, the RANS equations are subjected to high levels of 
unsteadiness at the interface, and this is aggravated by ‘spectral enrichment’.  This 
is, in itself, a recipe for error. An additional problem is that the interface has to be 
placed in a region in which the grid complies with LES constraints on cell-aspect 
ratio. Thus placing the interface close to the wall, may lead to an entirely wrong 
LES solution on the LES side of the interface, because the grid-aspect-ratio is 
intentionally increased rapidly as the wall is approached. Defects arising from this 
source have been observed by ICL.  

An interesting outcome of the use of the zonal two-layer method by ICL is that this 
simple and cost-effective approach can give very respectable results, entirely 
equivalent to, if not better than, much more complex hybrid schemes.  In part, this is 
because such models demand that the interface be placed fairly close to the wall 



436 VI   Summary of Experience with Hybrid RANS-LES Methods
 

(y+≈O(30)). Another reason is that the LES grid, which extends to the wall, is allowed 
to maintain cell-aspect rations that comply with LES constraints.  A third reason, 
linked to the first, is that, due to the proximity of the interface to the wall, the wall 
shear stress is (physically) fairly closely correlated with the interface conditions, so 
that a parabolised RANS solution is the thin near-wall layer readily results in a broadly 
correct wall shear stress, even if fluid advection is omitted in from the RANS solution.  

There is a view among turbulence researchers concerned that the near-wall-
turbulence structure is a “top-down” process, especially at high Reynolds number, 
i.e. that the outer flow dictates what happens close to the wall. The zonal scheme, 
as described above, is compatible with this concept.  In fact, it suggests that what 
should be doing is to solve the RANS equations in steady-state mode, subject to 
time-averaged interface conditions, and that correlation functions should be use to 
derive wall-shear-stress fluctuations from fluctuation at the interface.  Here again, 
however, the interface has to be fairly close to the wall. 

Concerning inlet boundary conditions, it has been shown that synthetic methods 
are suitable for generating inlet boundary conditions in general flow situations – 
although in a variety of cases it is even sufficient to use steady inlet boundary 
conditions. In addition, the same synthetic methods can be used to generate an 
initial unsteady flow field and have also been successfully employed in zonal 
methods at the boundary separating a RANS field from an LES field, in what is 
also sometimes referred to as ‘Embedded LES’.  

It was also shown that complex 3D flows should be well aware of the need to 
use wall-resolved LES. Although, and unfortunately, high Reynolds numbers can 
not yet be treated because of the required extremely fine grids, which in turn 
underline the importance of DES and hybrid RANS-LES, investigated in DESider.  

When improved (U)RANS modelling is concerned, the SAS model developed 
by ANSYS is essentially an improved URANS modelling concept which allows 
the formation and resolution of turbulent structures down to the grid limit under 
unstable flow conditions. This behaviour is based on the introduction of the von 
Karman length scale which allows the model to adjust to resolved flow features. 
For many unstable flows, the SAS model produced solutions similar to DES but 
without an explicit impact of the grid spacing on the RANS formulation. Due to 
its URANS characteristics, SAS will produce steady state solutions in stable flow 
situations, like channel flows, boundary layers or mildly separated flows. 

Although the DESider project did open several ways for the use of hybrid 
RANS-LES methods, it did not (really) offer a direct benefit for the daily design 
processes, the industrial workhorse is still the (U)RANS approach, the outcome is 
of value, in that a new realistic perspective for tackling difficult highly separated 
flow cases was opened. Be it only on grounds of validation of CFD-methods for 
industrial applications, it is hoped, that “real-world” requirements clear the way 
towards hybrid RANS-LES modelling capabilities.  

To a certain extent, a continuation can be seen in the – 2009 starting – EU 
proposal ATAAC, Advanced Turbulence Simulation for Aerodynamic 
Application Challenges, in general aiming at improvements to CFD methods for 
aerodynamic flows used in today’s aeronautical industry. The reader is referred to 
the ATAAC Web site, www.cfd.mace.manchester.ac.uk/ATAAC/WebHome for 
further information. 
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