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Preface

It was almost a half century ago (in 1954) when Richard P. Feynman has foretold

first the possibility of a molecular machine which assembles various kinds of

molecules automatically and aims to reproduce of itself (self-duplication). K. Eric

Drexler has enlarged the Feyman’s concept more in broad by learning the biological

systems such as virus and living cells (“Engines of Creation – The Coming Era of

Nanotechnology”, Anchor Books, New York, 1986). Their ideas have been realized

in the field of information science and technology like computers and telecommu-

nication networks. Namely, miniaturization or downsizing of computer elements

realized the integration of circuit and propelled the speed of the calculation as well

as the memory of information enormously. This developed significantly the infor-

mation industry.

Originally, a living cell of itself has a nature of self-duplication (growth or pro-

liferation), self-regulation (metabolism), and evolution. These natures are caused

by DNA, RNA, proteins, lipids, and oligosaccharides in a cell, represented by the

central dogma of living systems. We can summarize the comparison of charac-

teristics between living systems and artificial ones as shown in Table 1.

Nanotechnology is the creation and utilization of materials, devices, and systems

through the control of matter on the nanometer-length scale. Nanobiotechnology,

a part of nanotechnology and an integration of biology, chemistry, applied physics,

material engineering, and biotechnology, holds considerable promise of advances

in emerging area of scientific and technological opportunity and applies the tools

and processes of nano/microfabrication to build devices for studying and operating

biosystems. Researchers also learn from biology how to create better nano/micro-

scale devices.

Recent developments of various kinds of nanomaterials such as fraren, carbon

nanotube, nanomicelle, and biomaterials, as well as single molecule manipulation

technologies and fabrication technologies such as NEMS, MEMS, and m-TAS are

remarkable. Due to these developments in nanomaterials and technologies, Feyn-

man’s and Drexler’s dreams have been realized in some extent today. In this sense,

we may call this innovative technology as nano/microbiotechnology. This concept

is summarized in Fig. 1.

xi



The aims of this book are: first, to scope over the present state of this innovative

technology in the world; second, to explain in detail various technologies and

materials those are relevant to this technology; and third, to survey this field in

the near future so that this book will stimulate researchers of the next generation in

the world.

The contents of this book are as follows.

First, we will start with an introduction to nano/microscale biological systems in

nature such as self-assembly system of bacteriophage and molecular bio-motors in

Table 1 The comparison of characteristics between living systems and artificial ones

Characteristics Living systems Artificial systems

Architecture

of structure

Self-assembled molecular-based design

written in chromosomal DNA

Planning and design

written in blueprint

Organization

of structure

Self-organized structure Fabricated structure

Duplication Self-duplication Fabrication

Longevity Infinite longevity under good environment

(microorganisms), limited longevity

controlled by genes and environment

(higher organisms)

Limited longevity by the

life cycle of elements

Homeostasis Self-assembled molecular-based controlling

systems for metabolism, gene expression

and signal transduction

Mechanically and

electronically designed

controlling systems

Nano/micro-fabrication technology

Biological fabrication technology

Nano/micro-Biotechnology

*LB film technology
*Micro-contact printing

*Photolithography

*CVD etc.

0.1 nm

Bottom up approach

Top down approach

Computer System

Biological system

1 nm 10 nm 100 nm 1 µm 10 µm 100 µm 1mm

Transistor Integrated Circuit Circuit Board

TissuesCells

Nucleotides

Lipids

Metabolites

H2O, CO2 etc.

Polypeptides Membrane
-Enzyme Systems

Organelles

Proteins

Protein Complexes

DNA Bacteriophages

Amino Acids

Chromosomes

*Biological synthesis
*Self-assembly
*Biomineralization etc.

Fig. 1 Concept of nano/microbiotechnology
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living cells. In this chapter, the structures and functions of motor proteins such as

myosin, kinesin, and F1-ATPase at the single molecular level will be elucidated.

Biotechnology of bacteriophage is explained in the next section.

Second, the nanomaterials and technologies to detect and to characterize the

materials will be explained. In this chapter, AFM-based technology to elucidate the

mechanical basis of the cellular structure and its interaction with the extracellular

matrix including cell-to-cell interaction will be reviewed. The recent advances in

the development of fluorescence resonance energy transfer (FRET)-based molecu-

lar sensors for Zn2þ, second messenger dynamics, and enzyme activation/activity in

living cells, tissue, and organisms will also be reviewed.

Third, fabrication and process technologies in this discipline including several

technologies for the surface acoustic wave atomizer, electrospray deposition of

biomolecules, and handling of droplets using pneumatic, electrokinetic, ultrasonic,

and centrifugal forces will be introduced. An overview will also be given about

integrated microfluidic devices incorporating functional components such as hea-

ters for reaction temperature control, micropumps for liquid transportation, air vent

structures for pneumatic manipulation of small volume droplets, optical fibers with

aspherical lense structures for fluorescence detection, and electrochemical sensors.

Finally, we will summarize the application of this new technology to medicals,

sensors, and biochemical reaction systems. These are non-viral gene delivery

systems based on a complex of nucleotides and cationic high-molecular weight

compounds or cationic liposomes, label-free monitoring systems for biorecognition

events using nanomaterials, such as metal nanoparticles and carbon nanotubes, and

microchip-based bioreactor systems utilizing living mammalian cells and pressure

driven flow.

We would like to mention lastly that the contributors of each chapter are the

front-runners of their special field in the nano/microbiotechnology in the world. We

also express our sincere thanks to the readers of this book if you would kindly give

us your advices and comments on this book.

Summer 2010 Isao Endo

Teruyuki Nagamune

Preface xiii



.



Contents

Part I The Nano-Scale Biological Systems in Nature

Molecular Bio-Motors in Living Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Takayuki Nishizaka

Molecular Biology and Biotechnology of Bacteriophage . . . . . . . . . . . . . . . . . . . 17

Kazukiyo Onodera

Part II Detection and Characterization Technology

A Review on: Atomic Force Microscopy Applied

to Nano-mechanics of the Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Atsushi Ikai

Design, Synthesis, and Biological Application of Fluorescent

Sensor Molecules for Cellular Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Kazuya Kikuchi

Dynamic Visualization of Cellular Signaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Qiang Ni and Jin Zhang

Part III Fabrication Technology

Surface Acoustic Wave Atomizer and Electrostatic Deposition . . . . . . . . . . 101

Yutaka Yamagata

Electrospray Deposition of Biomolecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Victor N. Morozov

xv



Part IV Processing Technology

Droplet Handling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Toru Torii

Integrated Microfluidic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

Shohei Kaneda and Teruo Fujii

Part IV Applications

A Novel Nonviral Gene Delivery System: Multifunctional

Envelope-Type Nano Device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Hiroto Hatakeyama, Hidetaka Akita, Kentaro Kogure,

and Hideyoshi Harashima

Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Masato Saito, Ha Minh Hiep, Naoki Nagatani, and Eiichi Tamiya

Development of Fundamental Technologies for Micro Bioreactors . . . . . . 251

Kiichi Sato and Takehiko Kitamori

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

xvi Contents



Part I

The Nano-Scale Biological
Systems in Nature



Adv Biochem Engin/Biotechnol (2010) 119: 3–15
DOI: 10.1007/10_2010_69
# Springer-Verlag Berlin Heidelberg 2010
Published online: 16 March 2010

Molecular Bio-Motors in Living Cells

Takayuki Nishizaka

Abstract The final goal of our group is to establish the missing link between

chemical reaction and mechanical event in molecular motors. To achieve this, we

have developed advanced versions of conventional optical microscopes and applied

them into single-molecule techniques. In this chapter we present two studies: one is

about the kinesin-microtubule system and the other F1-ATPase. These techniques

are applicable to other molecular machines, hopefully in more sophisticated ways,

and we hope to investigate this in future studies.
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1 Introduction

In cells in living organisms, secretory vesicles and membrane-enclosed organelles

need to be carried to their appropriate locations to maintain cell function.

Fascinating proteins called “motor proteins” are responsible for this transportation

task; they bind to their substrate filaments and generate forces to cause mutual

displacements between tail portions in motors and filaments. Notably, most motor

proteins employ the chemical energy derived from hydrolysis of adenosine tri-

phosphate, ATP, the common energy currency in living cells.

To date, much evidence shows that the directed force in a motor protein is

accomplished by conformational changes in the protein. One good example is

myosin in skeletal muscle; the domain called the catalytic core, a portion high-

lighted in green in Fig. 1a, hydrolyzes ATP and the subsequent release of hydrolysis

product induces the tilting of the lever arm, a portion highlighted in red. This tilting

is really tiny at just �5 nm, but a large displacement is realized by connecting

elements in series.

Note that there are still dozens of questions to be solved as to how motor proteins

work. The motor proteins can be defined as a “molecular machine” that converts

chemical energy intomechanical work.However, thismachine is too difficult to figure

out properties because with the size is of the order of 10 nm. From the early 1990s,

researchers have studied various motor proteins at the single molecular level, but the

complete sequence between chemical reactions and mechanical event is not clarified.

The final goal in this field is to establish the molecular basis of their mechanism.

Fig. 1 Atomic structures of motor proteins. (a) Skeletal myosin. Myosin comprises of a dimer in a

cell, but only monomer is represented for simplicity. A catalytic core, lever arm and accessory

proteins are shown in green, red, and blue, respectively. (b) Double-headed conventional kinesin-1.
Catalytic core is shown in green, while a neck linker and adjacent coiled-coil structure to make a

dimer are shown in red. Another monomer is shown in blue. (c) F1-ATPase. b-Subunit, g-subunit,
and accessory proteins are shown in green, red, and blue, respectively. For emphasis of the

structure of the b-subunit, three a-subunits which alternately locate between three b-subunits are
not shown

4 T. Nishizaka



In this chapter, I will outline the recent contribution of our research group. Our

aim is to visualize the chemical reaction, mechanical event, and additionally,

conformational change within a single motor proteins. In order to do this, we

have developed novel optical microscopes such as an advanced total internal

reflection fluorescent microscope (TIRFM) and three-dimensional prismatic optical

tracking (tPOT), and have studied various molecular motors such as myosin [1–3],

kinesin [4] and F1-ATPase [5–7] for the past 15 years. Here we focus on the

structures and functions of motor proteins, especially at the single molecular level.

2 3-D Tracking Reveals Molecular-Motor Corkscrewing

2.1 Background

When starting research on motor proteins, “in vitro motility assay” is the most

useful and well established method. You can use this in two ways: either the

substrate filament can be attached to a glass surface and a plastic bead coated

with motors runs on the track or motors can be adsorbed onto the surface and the

filament runs on dense motors (Fig. 2a). Both movements can be directly visualized

under optical microscopes by using illumination techniques to detect beads or

fluorescent probes used for labeling filaments.

With modification of this assay, it was proven that a “torque component” exists

in the interaction between actin and myosin [1]. We took advantage of the asym-

metric property of actin polymerization to design artificial copolymers, in which

only the front part is fixed onto the glass while the rear part continuously slides on

the myosin track. Notably, the middle part transforms into a super-coil, indicating

that myosin interacts with the filament in a cork-screw manner Fig. 2 b–c. This was

the first report showing the torque in the actin–myosin system. But here is a

problem: although the handedness of the torque can be judged through the shape

of the helix, it was impossible to evaluate the pitch value, which is the sliding

distance per one revolution. To quantify the pitch, we needed to design a totally

new experimental setup for detecting molecular-scale rotation.

2.2 Tracking Technique

Our group used a tracking technique in order to reveal corkscrewing directly, and

therefore I briefly outline the concept of this technique. The first row in Fig. 3 is the

image of a single fluorescent bead only 100 nm in diameter, which is captured using

high-sensitive CCD camera. So the actual size of this bead is nearly equal to the size

of one pixel. The intensity profile of the bead image looks almost symmetric when

you see intensities from all directions as shown in Fig. 3b. However, if you look

more closely at the intensity, pixel by pixel, you notice that values are a bit

asymmetric at the boundary of pixels. By fitting intensities with an appropriate
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function such as Gaussian, you can determine the precise position of the bead as a

peak of the fitting curve. In the example in Fig. 3c, the bead displaces only 17 nm

towards the left from the pixel boundary, which makes the left two pixels slightly

brighter than the right two pixels. The sequence micrographs in Fig. 3a were

obtained by displacing the sample stage, on which the fluorescent bead is fixed.

The distance of displacement was only 20 nm in every frame, which is the size of

relatively large protein. Notably, the stepwise movements are clearly recognized in

each sequence, which means if a good objective lens is utilized, “an excellent

vision” to distinguish protein-scale localization can be obtained without any analy-

sis software. In our research group we extended this technique and go much further

to get information of z-direction in addition to x and y.

2.3 3-D Tracking Method: tPOT

Our group developed a new method to track particles in three dimensions, using

only one optical device, a wedge prism. Figure 4 represents an optical path from a

Fig. 2 (a) Schematic of in vitro gliding motility assay. Motors are adsorbed to and randomly

oriented on the glass surface. In the presence of ATP, the substrate filament runs on the lawns of

motors to the direction determined by both the polarity of the filament and characterirsity of

motors. (b–d) Sequential micrographs to show torque component of actin-myosin interaction. An

fluorescently-labeled actin filament appears as a white rope in figures, and its front part is fixed to

the surface while the rear part continuously slides on the motor track, which is invisible because

motors are �10 nm in size and unlabeled. The middle part transforms into super helix (c), and

subsequently into super coil (d)
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single fluorescent particle; the beam flux is divided into two components by the

prism. When the particle moves upward, like from left, middle to right, the two

components of light move in opposite directions on the camera plate, simply because

each light comes from a different direction. Therefore, z-directed movement is

converted into x-directed movement by this prism. Consequently, its x and y

displacement of the particle can be determined as the average position between

two images. With this idea, we established the very easy to use method to track x, y,

Fig. 3 (a) Sequential micrographs of the fluorescent microbead 100 nm in diameter, which was

adsorbed onto the glass surface. The size of the pixel was also 100 nm. The sample stage was

displaced 20 nm every frame, and therefore, after five frames, the center of the image appears the

peak value as the real center of the bead. An objective with high numerical-aperture (Nikon, Plan

Apo TIRF �100, NA 1.49) and EM-CCD camera (Andor, iXon DU-897) were used to capture

these images. (b) Intensity profile of the bead image. Distribution of intensity looks almost

symmetrical. (c) one-dimensional fluorescent intensity profile of microbead. Cyan curve and an

arrow represent the Gaussian fitting and the position of the peak that represent the real center of the

bead, respectively
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and z simultaneously, with the nanometer-scale precision. We named this method

tPOT, the abbreviation of three-dimensional prismatic optical tracking.

2.4 tPOT Reveals Microtubule Corkscrewing

Dr. Junichiro Yajima designed an in vitro microtubule sliding assay, which enables

us to track 3-D motions of motor proteins [4]. We focus on a motor of the kinesin

group (cf. Fig. 1b). While double-headed conventional kinesin follows the micro-

tubule structure as discussed later in detail, single-headed kinesin was reported to

have a genuine property to produce torque [8], although quantitative analysis was

not sufficient because of large markers which may hinder inherent rotation.

In our new experimental setup, the motor known as kinesin-5, abbreviated as

Eg5, was truncated into single-headed and genetically fused with a protein called

gelsolin. The recombinant motor protein was anchored to the glass surface through

anti-gelsolin-antibody that makes a protein-scale spacing between a motor pro-

tein and a surface. In the presence of ATP, a microtubule slid on the kinesin-

coated surface (cf. Fig. 2a). The motion of the sliding microtubule was precisely

Fig. 4 Schema representing the rationale of the advanced method for 3-D tracking. For details, see

the text and [4]
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determined through quantum dots specifically attached to the surface of the micro-

tubule using avidin–biotin interaction. With this setup, we can directly judge

whether torque components exists or not in the motion driven by single-headed

kinesins.

Strikingly, the quantum dot showed corkscrewing motion (Fig. 5). Because we

tracked the particle motion not only in the xy-plane but also along the z-axis, the

handedness and pitch were revealed. The 3-D plot directly determined the handed-

ness, and pitch was estimated from the sinusoidal fit to the x–z plot. The handedness

was always left-handed, and the pitch was 300 nm on average. A similar value was

also confirmed in the case of single-headed kinesin-1.

Please note that the size of the grids in the z-axis in Fig. 5 is only 20 nm, so what

you are watching here is the corkscrewing motion with just 20 nm radius. Perhaps

this is the world’s smallest corkscrewing motion ever directly measured.

Interestingly enough, 300 nm pitch is different from the supertwist structure,

so-called protofilament, in microtubules. The pitch of protofilament parallel to the

axis, which depends on the number of oligomers to construct the hollow ring, is

about 3–6 mm. Double-headed kinesin-1 is known to follow the microtubule pro-

tofilament [9], and 300 nm pitch of single-headed kinesins is ten or 20 times shorter

than that of double-headed kinesin-1. In conclusion, the origin of rotation driven by

single-headed kinesins is not explicable from the helical structure of substrate

filament itself.

For modeling how this corkscrewing motion is produced, Yajima and Cross

proposed several possibilities [8]. The following is one of them: after “the on-axis

stroke of kinesin” slides the microtubule parallel to its longitudinal axis, any slight

conformational change that may trigger the distortion of stalk region somehow

induces the off-axis stroke as a result of the conformational change; this lateral push

acts as a perpendicular vector of the force and causes the rotational motion of the

microtubule. Further studies will be needed to test this simple model by applying

tPOT to various motor proteins under different conditions that alter chemical states

in the catalytic core.

Fig. 5 Three-dimensional

tracking of a quantum dot,

which was labeled to the

surface of a microtubule and

made to slide by surface-

immobilized single-headed

kinesin-5. For details, see

the text and [4]
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3 Direct Visualization of Chemical Reaction

3.1 Concept of Watching Chemical Event

A single turnover of ATP can be detected by using fluorescent ATP, such as Cy3-

ATP, under total internal reflection fluorescent microscope, abbreviated as TIRFM.

This straightforward method was originally developed by Yanagida’s group [10]:

when Cy3-ATP binds to an immobilized protein, Cy3 appears as a stable fluores-

cent spot. In contrast, unbound Cy3-ATPs are virtually invisible because of their

rapid Brownian motion. Figure 6 shows binding and unbinding of 20-EDA-Cy3-
ATP to single F1-ATPase molecule immobilized onto the glass surface.

This method can address many questions, all of which are essential to understand

the molecular mechanism of motor proteins – how tight is the coupling between

ATP binding and mechanical step, what is the number of ATPs that can simulta-

neously bind to three catalytic sites, which chemical state governs which mechanical

step, and so on.

3.2 The World’s Smallest Rotary Motor

F1-ATPase is the world’s smallest rotary motor ever found. This enzyme is a part of

ATP synthase, and mainly exists in mitochondria membrane in eucaryotic cells. As

shown in the atomic structure in Fig. 1c, the g-shaft (red portion) is surrounded by

three catalytic cores called b-subunits, and the rotation of the shaft was directly

visualized by Professor Yoshida and Kinosita’s group in 1997 [11]. Please note that

the diameter of the shaft is only 20 Å, so huge markers have to be used to visualize

rotation directly.

The fluorescently labeled ATP method have been applied to F1-ATPase, and

mechanical rotation of the shaft was simultaneously detected through a plastic bead

by using different wavelength of light to illuminate the bead [5].

Fig. 6 Fluorescent image of

Cy3-ATP binding to the

surface-immobilized

F1-ATPase. It was visualized

under TIRFM. Each bright
spot corresponds to single

Cy3-ATP. Scale bar is 5 mm
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3.3 Rotation Mode from the Chemical Reaction Viewpoint

Figure 7 shows the model of how nucleotide states proceed in three catalytic sites,

established from the direct visualization of the chemo-mechanical coupling in

F1-ATPase. When Cy3-ATP (purple circle in the direction of the white arrow at

120� in Fig. 7) binds to an empty site, it drives a step, and subsequently, another

ATP (black circle in the direction of the white arrow at 240�) binds to a remaining

site. This binding triggers ADP (black circle at 120�) release from the top catalytic

site (black circle at 120�), but not from the left site. Finally, the third ATP (black

circle in the direction of white arrow at 360�) binds, which triggers the release of

Cy3-ADP (purple circle at 240�) from the left site. Therefore, one nucleotide can

stay while the g-shaft is directed to two different angles: that is, the angle 120� and
the angle 240�. If it can be assumed that Cy3-ATP faithfully mimics authentic ATP,

the implication is that, in three catalytic sites on F1-ATPase, two sites are always

filled with nucleotide during revolution. This mechanism is called the tri-site mode,

and was directly proven in 2004.

Additionally, other essential questions were answered as follows. First, binding

of ATP and release of ADP are tightly coupled to the step at the observed time

resolution. Second, at least two nucleotides are always binding during rotation, and

the binding of third nucleotide, new ATP, initiates the step. Third, by using the

F1-ATPase mutant, in which substeps are observed only under Cy3-ATP, it was

concluded that binding of ATP governs 80� angle-substep, and hydrolysis reaction

that occurs at the catalytic sites, to which ATP bounds one step earlier, governs 40�

angle-substep.

All these issues are really important for complete understanding of the rotation

mechanism, and can be answered only by the single-molecule technique.

4 Domain Motions in the Subunit in a Single Rotary Motor

4.1 Background

The atomic structure of F1-ATPase shows that the g-shaft is surrounded by the

cylinder comprised of three a-subunits and three b-subunits, which are alternately

arranged. This a3b3 complex makes the hollow structure, and the sleeve made of

Fig. 7 Rotation mechanism of F1-ATPase. This model, involving the so-called tri-site mode, was

directly proven by visualization of chemo-mechanical coupling [5]
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these is hydrophobic as proposed by Walker and colleagues [12]. So the idea is that

the inside of the sleeve without electrostatic interaction is very slippery. As a result,

internal friction between the shaft and cylinder may be minimized with this kind of

architecture.

With this concept, what is the molecular mechanism of rotation in F1-ATPase?

One may think that the shaft is closely packed within the cylinder in an asymmetric

manner, and some push and pull motions of three catalytic cores (cf. Fig. 8a) may

produce directed rotation. If this is the case, these conformational changes could be

detected as an angular change of these domains.

4.2 Technique

In order to examine the above-mentioned idea, Dr. Tomoko Masaike in our group

carefully chose the helix in the C-terminal domain of the catalytic subunit, which

was assumed to be very mobile in line with the chemical state in the g-subunit, and
labeled the specific region with a single fluorophore (red in Fig. 8b) by using the

technique reported in Nature Structure Molecular Biology [7]. Note that we used a

fluorescent probe that has two functional groups. By reacting these two functional

groups with two cysteines in the helix, the absorption transition moment of the

fluorophore is perfectly aligned to the orientation of the single helix.

Fig. 8 (a) Possible idea explaining how multiple b-subunits induce one-directed rotation of the

g-subunit. (b) Schema of the experimental setup for simultaneous detection of g-subunit rotation
and angular conformational change of the b-subunit in a single F1-ATPase molecule. The idea

proposed in (a) could be directly tested with this setup
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To determine the orientation of the single fluorophore directly, we exploited an

advanced type of TIRFlM, in which the polarization of evanescent fields is modu-

lated with time (Fig. 9a, b). Suppose the single fluorophore is fixed in one orienta-

tion; its intensity is expected to show maximal and minimal when the excitation

polarization becomes parallel and orthogonal, respectively, to absorption transition

moment of the fluorophore. Therefore the intensity should oscillate as a sinusoidal

wave. In the case that the angle of the fluorophore is changed, the phase of the signal

should also be changed, indicating the fluorophore orientation. From this phase

shifting, the angular change of the specific helix in the single protein molecule

could be determined directly [5].

The rotation of the g-shaft was also observed simultaneously, with the different

wavelength of the light to illuminate the beads as the light source of a dark-field

microscope (Fig. 9).

4.3 Rotation Mechanism of F1-ATPase

Our research group succeeded in disclosing “the complete sequence of domain

motions” as it undergoes transitions between all chemical states [7]. We used the

hybrid F1-ATPase, in which only one b-subunit is mutant and has an extremely

slow rate for hydrolysis [13]. By using the intermediate angle as a signature, it can

be defined as “what chemical state the fluorophore-labeled b-subunit is” in each

g-shaft angle. The implication is that large domain motion occurs only when

chemical reactions (biding of ATP, cleavage of ATP, and release of ADP) proceed

in the fluorophore-labeled b-subunit. Angle changes of the domain motion in

b-subunit are +40� in a counter-clockwise manner looked at from the protruded

side of the g-shaft, �20�, and return to the original angle with �20�.
Therefore, it is concluded that a b-subunit in F1-ATPase undergoes a three-step

large motion of the C-terminal domain in relation to the N-terminal domain over

Fig. 9 (a) Schema of optical path and polarization of the laser for TIRFM. The polarization of the

evanescent field is modulated with time only in the xy-plane. (b) The rationale of the polarization

modulation to accomplish TIRFM. Quarter-wave plate (QWP) rotates with the prism in sync by

using a hollow motor
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one revolution of g-shaft. This is the first report to show the correlation between the

chemical state and structural change of a protein, revealed directly at the single

molecular level.

Please note that what we are observing is the structure of only one fluorophore-

labeled b-subunit. However, we know another two structures, because the labeled

b-subunit changes into their structures after 120� and 240� rotations of the g-shaft.
In other words, by combining three b-subunit conformations that have 120� rota-

tional phase differences in each other, whole structures of the cylinder could be

re-constructed.

Figure 10 shows our latest model of “how three catalytic subunits rotate the

shaft.” First, ATP is bound to this b1-subunit, and 40� motion occurs at the

C-terminal domain in b1-subunit. A�20� angle change also occurs in the b2-subunit,
which correlates with the release of ADP. Both movements drive the rotation of the

g-shaft only 80� in a counter-clockwise manner. Subsequently, in the remaining

b3-subunit, 20� clockwise angle change occurs, and drives the g-shaft 40� more.

With these motions, the g-shaft rotates by one third. Note that during this unitary

step, all three b-subunits are correlated with rotational motion of the g-shaft. These
sets of motions subsequently occur after 120� phase shifting of the g-shaft, and so

the g-shaft continuously rotates in one direction.
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Abstract The development of the molecular biology of bacteriophage such as T4, 
lambda and filamentous phages was described and the process that the fundamental 
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Keywords Phage T4, Phage lambda, Filamentous phage, Phage display, Application 
of Phage Display.



18 K. Onodera

1 A Brief History

At the begining I want to clarify why I have chosen the bacteriophages as the repre-
sentative of various viruses for the people who is not familiar with virus research. By 
the late 1930s it had been shown that specific filterable viruses were the causative 
agents of some diseases in plants, some cancerous growth in animals, and of the lysis 
of some bacterial species. One of these viruses, causing the tobacco plant mosaic 
(TMV) disease, had been isolated in crystalline form by W.M. Stanley in 1935 [1]. 
That a self-replicating object like a virus can be crystallized as if it were inorganic 
material gave momentum to the notion of viruses as “living molecules.” Moreover it 
was shown that TMV was dissociated in acetic acid into protein and RNA and it was 
reconstructed in vitro as an infectious virus particle by adjusting to pH 7.0. The con-
cept of “self assembly” emerged from this experiment but it was found later that the 
morphogenesis of viruses was different from self-assembly.

All cells contain double-stranded DNA as their genetic material. By contrast, viruses 
are known that have single-stranded RNA, double-stranded RNA, single-stranded 
DNA, or double-stranded DNA as their genetic material. This makes for interesting 
schemes of replication and gene expression. Many viruses are known that infect 
Bacteria and increasing numbers are known that infect Archaea.

I want to focus on three bacteriophages – T4 phage (virulent virus), lambda 
phage (template virus) and filamentous phage (not harmful to host). The study of 
genetic materials of virus has led to tremendous progress so that we can transfer the 
foreign genetic information to the cells that we want to manipulate and open the 
field of genetic engineering for the results to be used in bioindustry.

Therefore I will not talk about the genome of bacteriophages but rather discuss 
the structural features of these bacteriophages in this article.

It was thought that Felix d’Herelle recognized the particulate nature of phages [2]. 
However the real breakthrough was made by Max Delbrück who came to biology from 
physics. He organized the Phage group with Salvador Luria and Alfred D. Hershey 
in the late 1930s. Their meeting in 1940 marked the origin of the Phage Group. [3]

The members of this group were united by a common goal, namely the desire to 
understand how, during the brief half-hour latent period, the simple bacteriophage 
particle achieves its 100-fold self reproduction within the bacterial host cells.

To see the structure of virus particles, we need an electron microscope. From the 
beginning, Thomas F. Anderson, one of the first American electron microscopists, was 
a member of this group. Therefore the structure of the bacteriophage was explored 
extensively [4].

He brought a few stereoscopic pictures of adsorbed T2 phage to the Virus: 1950 
meeting at Caltech to show it to Delbrück. Delbruck finally agreed that the phages 
are adsorbed by the tips of their tails and that none of the particles seem to enter the 
bacteria or their ghosts Other critical evidence was shown by the so-called Hershey, 
Chase experiment [5]. He described the experiment as follows.

Anderson had found that stirring the cell suspension in a blender prevented 
attachment of phage particles to bacteria, and perhaps Case and I (Hershey) should 
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have thought of using that machine first. Instead, we tried various grinding arrange-
ments, with results that were not very encouraging. But when Margaret McDonald 
loaned us her blender, the experiments quickly succeeded.

A chilled suspension of bacterial cells recently infected with phage T2 is spun 
for a few minutes in a blender and afterwards centrifuged briefly at a speed suffi-
cient to throw the bacterial cells to the bottom of the tube. One thus obtains two 
fractions: a pellet containing the infected bacteria and a supernatant fluid contain-
ing any particles smaller than bacteria.

Each of these fractions is analyzed for the radiophosphorus in DNA or radiosulfur 
in protein with which the original phage particles have been labeled. The results are:

1. Most of the phage DNA remains with the bacterial cells
2. Most of the phage protein is found in the supernatant fluid
3. Most of the initially infected bacteria remain competent to produce phage
4. If the mechanical stirring is omitted, both protein and DNA a sediment with the 

bacteria
5. The phage protein removed from the cells by stirring consists of more-or-less intact, 

empty phage coats, which may therefore be thought of as passive vehicles for the 
transport of DNA from cell to cell which, having performed that task, play no further 
role in phage growth

At present it is fair to say that bacteriophage injected their DNA into the host 
cell and bacteria produced virus particles through the subtle interaction between 
bacteria and phage genome.

However, the mechanism of entry of animal virus into the host cell is quite different 
from that of bacteriophage. The entry of influenza virus is described as follows.

The influenza virus nucleocapsid is of helical symmetry, about 6–9 nm in diameter 
and about 60 nm long. This nucleocapsid is embedded in an envelope that has a 
number of virus-specific proteins as well as lipid derived from the host. Because of 
the way influenza virus buds as it leaves the cell, the virus has no defined shape and 
is said to be polymorphic. There are proteins on the outside of the envelope that 
interact with the host cell surface. One of these is called hemagglutinin, so named 
because it causes agglutination of red blood cells. The red blood cell is not the 
type of host cell the virus normally infects, but contains on its surface the same type of 
membrane component, sialic acid, that the mucous membrane cells of the 
respiratory tract contain. Thus, the red blood cell is merely a convenient cell type 
for assaying agglutination activity. An important feature of the influenza virus 
hemagglutinin is that antibodies directed against this hemagglutinin prevent the 
virus from infecting a cell. A second type of protein on the influenza virus surface 
is an enzyme called neuraminidase. This enzyme breaks down the sialic acid 
component of the cytoplasmic membrane, which is a derivative of neuraminic 
acid. Neuraminidase appears to function primarily in the virus assembly process, 
destroying host membrane sialic acid that would otherwise block assembly or become 
incorporated into the mature virus particle.

It is helpful to choose simple paradigms to represent more complex systems.
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The relative simplicity of the bacteriophage and of its bacterial host played an 
important role in the development of molecular biology. Therefore I want to choose 
three bacteriophages – T4 phage, lambda (l) phage and filamentous phage.

I also want to discuss the molecular biology of these phages from the viewpoint 
of their structure and application of the results obtained from study of the structure 
to the biotechnology.

2 One Step Growth of Phage T4

2.1 Sequence of Events in T4-Infected Bacteria

In the 1950s chemical analysis of highly purified T-even phage by means of modern 
techniques fully substantiated that DNA and protein, in roughly equal proportions, 
constitute more than 90% of the dry weight of the particles. The total DNA complement 
of a single T-even phage was found to amount to 175 kb pairs, or about 6% that of 
the chromosome of the E. coli host cell.

Chemical analyses of the total T-even phage protein did not bring to light any 
facts; its amino acid composition resembles more or less that of the total E. coli 
protein. The phage protein is composed of at least five different types of polypeptides, 
of which the head protein makes up by far the major part. Each of the tail components 
– sheath, tube, base plate, tail pins, and tail fibers – contains one or more specific 
polypeptides. Chemical analysis of the phage DNA did show the difference.

The T-even phage DNA, unlike all other types of DNA, was found to have no 
cytosine. Instead of cytosine, it contains the cytosine analog 5-hydroxymethylcytosine 
(HMC). Thus T-even phage DNA obeys the [A]=[T] and [G]=[C] equivalence relation 
demonstrated by the Watson–Crick structure, provided that HMC, which can form 
the same three hydrogen bonds with G as can C, replaces C in the double helix (Fig. 1).

Fig. 1 The unusual deoxynucleotide containing 5-hydorxymethylcytosine (HMC) found in the 
DNA of T-even phages (left) and the manner in which glucose is attached to some of the HMC 
bases (right) (Stent GS, Calendar R (1978) Molecular genetics: an introductory narrative, 2nd edn. 
W.H. Freeman, San Francisco, p 300)
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Fig. 2 The one-step growth experiment of phage T4 Procedure: E. coli growing exponentially are 
concentrated by centrifugation to a density of 109 cell/mL and infected with an average of one T4 
phage/cell. The mixture is incubated in an aerated medium for 2 min, during which time at least 
80% of the phage input becomes fixed to the bacterial cells. The infected bacteria are then diluted 
10,000-fold into fresh growth medium. The tube containing this dilution (first-growth tube or 
FGT) and another tube containing a 20-fold further dilution of the first-growth tube (second-growth 
tube) are incubated, and samples from both tubes are plated periodically for plaque assay on 
sensitive indicator bacteria. During the latent period and early in the rise period, the titer of infective 
centers shown on the ordinate of the graph is estimated from plaque counts obtained by assay of 
the first-growth tube; thereafter, the titer is reckoned from plaque counts obtained by assay of the 
second-growth tube (Stent GS, Calendar R (1978) Molecular genetics: an introductory narrative, 
2nd edn. W.H. Freeman, San Francisco, p 304)

The low [G]+[HMC] content of 35% places the T-even phage DNA in a compo-
sitional range quite remote from that of the DNA of its E. coli host, which has a 
[G]+[C] content of 52%. The T-even phage DNA was found to contain glucose 
attached to some of the hydroxymethyl groups of HMC. The one-step growth 
experiment demonstrated that the progeny of the infecting phage particle appear 
after a period of constant phage titer. The one-step growth experiment is a basic 
procedure for studying phage multiplication.

A dense suspension of growing bacteria is infected with phages, incubated for 
a few minutes to allow most of the phage particles to attach themselves to  
the bacteria, and then diluted with nutrient medium to a concentration that may 
range from one ten-thousandth to one millionth that of the suspension. The diluted 
culture is incubated further and samples plated on sensitive bacteria from time to 
time for plaque assay of the instantaneous number of infective units in the cul-
ture. The protocol and the results of a typical one-step growth experiment are 
shown in Fig. 2. The number of plaque-forming units in the culture remains con-
stant for the first 24 min after infection. This initial period is the latent period. After 
some 24 min have elapsed, the number of plaque-forming units in the culture 
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begins to rise rapidly, until a final plaque is attained 10 min later. The period of time 
during which the number of plaque-forming units increases is the rise period, and 
the ratio of the final titer of the plateau to the initial titer of phage-infected bacteria 
is the burst size. The latent period represents the time that elapses between the 
moment at which the bacterial culture is infected with a phage stock and the 
moment at which the first infected cells in the culture lyse, thereby liberating into 
a medium a litter of progeny phage particles. The rise period represents the time 
span during which more and more of the infected bacteria lyse, and the final plateau 
of infectivity is attained when all the infected bacteria that are going to lyse have 
done so; no further phage multiplication occurs after this stage, since progeny and 
residual uninfected bacteria on the culture have been separated from each other by 
the high dilution of the culture just after the initial infection.

The burst size corresponds to the average number of progeny phage particles 
produced per infected bacterium, which in the experiments presented here amounts 
to about 100 phages per infected cell. After the conclusion of the latent period, 
when the intracellular phages have escaped from the host cell into medium, each 
progeny phage can form its own focus of infection on the agar surface (Fig. 3).

The phage enters accompanied by several minor peptides and protein. At least 
one protein, the product of phage 2 (gp2), probably enters attached to the lead part 
of the DNA. Examination of T4-infected bacteria at various times after infection by 
electron microscopy and by a combination of analytical methods reveals the pattern 
illustrated in the Fig. 2. Phage DNA increases after a brief delay; virion-specific 

Fig. 3 A petri plate showing growth of a lawn of E. coli bacteria on which T2 phages have formed 
plaques (Stent GS, Calendar R (1978) Molecular genetics: an introductory narrative, 2nd edn. 
W.H. Freeman, San Francisco, p 297)
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proteins begin to appear somewhat later and their appearance is soon followed 
by appearance of organized capsid precursors and then by the formation of mature 
infectious capsid. Some mRNA of viral specification is made promptly after gluco-
sylated derivatives in phage DNA also provide infection and throughout the latent 
period. Bacterial mRNA and bacterial proteins stop being synthesized within a few 
minutes after the entry of phage DNA. Bacterial DNA is rapidly degraded to 
acid-soluble fragments and the “nuclear bodies” or DNA-containing areas of the 
bacterium become dispersed.

2.2 DNA synthesis

T-even phages have hydroxymethylcytosine (HMC) instead of cytosine in their 
DNA. In mature DNA, HMC has a pattern of glucosylation specific for each T-even 
phage: phage-coded glucosylating enzymes glucosylate HMC groups in DNA. 
HMC is a good chemical marker for T-even DNA. Its glucosylated derivatives in 
phage DNA also provide antigenic specificities recognizable by specific antibodies. 
By tracing DNA from the infecting phage it has been established that replication of 
T-even phage DNA takes place. The DNA molecules that enter from T-even virions 
into the bacterium are linear, circularly permuted, and have a terminal redundancy 
of 2–4% corresponding to 2–4 × 106 Da of DNA.

2.3 Phage-Coded Enzyme

The early transcription of newly entered phage DNA is done by the bacterial RNA 
polymerase. A number of phage proteins are made from such transcripts. Then the 
RNA becomes modified by the action of early phage products, its specificity 
changes, transcription of host genes stops even before the host DNA is broken up 
and other phage genes are transcribed.

Among the phage-coded proteins are enzymes belonging to several classes: (1) 
enzymes that produce unique phage DNA constituents such as HMC deoxynucleotides, 
or glucosylate these nucleotides, or destroy precursors of cytosine deoxynucle-
otides; (2) enzymes that play specific roles in DNA replication and recombination 
(Fig. 4); (3) enzymes that destroy host-cell DNA and make its nucleotides available for 
phage DNA synthesis; (4) enzymes that take part in the processing of virion proteins.

A critically important protein is gp32, the product of gene 32. This is a DNA 
unwinding protein that associates with single-stranded DNA stretches in stoichiometric 
amounts, one molecule per ten nucleotides. This protein can actually promote some 
unwinding of double-stranded DNA to allow initiation of replication to occur at 
sites where single-strand nicks are present. A peculiarity of gp32 is its ability to 
regulate its own rate of synthesis by a feedback mechanism: when more single-stranded 
regions are present in DNA, more gp32 is synthesized.
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Fig. 4 The morphogenetic pathway of phage maturation has three principal branches leading 
independently to formation of heads, tails, and tail fibers, which then combine to form complete 
phage particles. The numbers refer to the T-even phage genes whose products are involved at each 
step. The solid arrows indicate the steps that have been shown to occur in extracts. Infection of E. 
coli with a phage carrying a mutation in any one of these genes leads to accumulation of the 
electron-microscopically visible structure shown immediately before the step in which that gene 
is involved, as well as of the last structure(s) of the other converging pathway branches (Stent GS, 
Calendar R (1978) Molecular genetics: an introductory narrative, 2nd edn. W.H. Freeman, San 
Francisco, p 319)
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The six proteins needed for DNA synthesis may form a multienzyme complex. 
Thus T-even phage produce in their host bacterium a complex of enzymes and 
subsidiary proteins that make their replication independent of the DNA synthesizing 
systems of the bacterium.

2.4 Program of Phage Gene Expression

Based on the time of appearance of their messengers or gene products one can 
distinguish immediate early, delayed early, quasi-late, and late genes. The immediate 
early, whose mRNA is made even in the presence of an inhibitor of protein synthesis 
such as chloramphenicol, are transcribed from phage DNA by E. coli RNA polymerase 
either in vivo or in vitro. Another early class is that of delayed early genes, whose 
mRNA is initiated early but whose products are made only after a delay because 
they are coded by genes located distally from their promoters on the phage operons. 
The quasi-late genes are transcribed by RNA polymerase that has been altered by 
the action of certain products of immediate early phage genes. Particularly important 
are the loss or modifications of polypeptide s and alterations in other subunits of 
polymerase, which thereby acquire new promoter-recognition specificities. 
Especially interesting is the alteration of the a-polypeptides of the enzymes, which 
acquire an adenosine diphosphoribose residue donated by nicotinamide adenosine 
dinucleotide. Host promoters are no longer recognized, and no more host specific 
RNA is transcribed. A second shift in RNA polymerase specificity occurs later 
(about 6–8 min in bacteria infected at 30 °C) and is due to the association of E. coli 
polymerase with three polypeptides including gp33 and gp55. At this point in the 
program two events occur: a more or less complete shut-off of the synthesis of the 
phage enzymes under control of phage gene 62 and the start of synthesis of all the late 
gene products, including the virion constituent proteins and phage lysozyme.

The switch from bacterial to phage program caused by changes in RNA polymerase 
has one important consequence. Since no more ribosomal RNA or proteins are made 
after T-even infection and since the phage does not code for new ribosomes, all phage 
protein synthesis must take place on bacterial ribosomes made before the first shift 
on program. This circumstance made possible one of the classical experiments that 
demonstrated the existence of mRNA as distinct from ribosomal RNA, confirming 
an earlier surmise also based on experiments with T-even phage. It is believed that 
this result is clear evidence to demonstrate the existence of messenger RNA. Not 
all the synthesizing apparatus for phage proteins is purely bacterial; several tRNAs 
different from the bacterial ones are coded by phage T4.

2.5 Assembly of Virions

In contrast to the early phases of phage development, the assembly of capsids and 
complete virions is not programmed in time by successive expression of phage genes. 
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All virion proteins and other late proteins such as phage lysozyme appear to be syn-
thesized more or less simultaneously and accumulate in “precursor pools.” From the 
pool they are then withdrawn by direct specific interactions with other protein 
molecules to construct subassemblies that are then assembled into complete virions.

Essentially, virion assembly consists of five major processes interacting with 
each other only at some critical points (Fig. 4):

1. The baseplate of the phage tail consists of 15 gene products and its synthesis 
involves also several other genes. The baseplate appears to contain some molecules 
of two phage-coded enzymes; dihydrofolate reductase and thymidylate synthetase.

2. The complete baseplate, specifically after the addition of gp54, provides a primer 
for the assembly of the tail tube. Around the tube the sheath assembles as a polymer 
114 copies of gp18. The products of two other genes stabilize this assembly.

3. The shell of the phage head is the product of many genes and consists of more 
than ten proteins, one of them, gp23, representing the bulk of it. In complete heads 
gp23 is present in a partially cleaved form due to removal of a 10,000 molecular 
weight piece from the original polypeptide. Protein gp22 is an internal protein 
that digests itself to small peptides.

4. Once the tail and head of the phage are assembled separately they combine 
spontaneously in vitro as well as in vivo.

5. The tail fibers are made up of four gene products. Their assembly is independent 
of the rest of the virion, but they attach to the baseplate only after head and tail 
have been joined. The gp63 plays a role in this reaction, which also involves an 
interaction with whiskers attached to the collar between head and tail.

The specific shape of the phage head is determined by gp23 and by other proteins. 
The normal T4 head consists of a distorted icosadeltahedron with an inserted extra band 
of subunits in the long axis with about 840 copies of gp23; the gp20 is located at vertices. 
This shape must reflect precise constraints resulting from protein–protein interaction.

2.6 Packaging the DNA

In the T-even virions the phage DNA is tightly packed. The topography of packing 
is unknown; there may be a central hollow. It is believed that the DNA collapses 
into a compact within the capsid when the gp22 protein inside the capsid is cleaved. 
How DNA is “sucked” into the capsid head is not clear; it may simply be brought 
in by a displacement reaction caused by exit of internal proteins. The gp49 is 
needed to fill the head normally with DNA.

2.7 Lysis

One of the late gene products of T-even phage is a lysozyme (gpe) that cleaves bacterial 
peptidoglycans. Lysozyme is made within infected cells well before the onset of lysis. 
Lysis takes place, however, only if the lysozyme gains access to the peptidoglycan layer.
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One other gene, sp, is involved in the lysis control program. This gene may normally 
act to maintain the integrity of the cytoplasmic membrane, making continuing aerobic 
metabolism possible and preventing the rigid layer from being attacked prematurely 
by bacterial enzymes.

T-even phages have been a major model system in the development of modern 
genetics and molecular biology since 1940 and bacteriophages T2 and T4 were 
instrumental in the first formulation of many fundamental biological concepts. 
The advantages of T4 as a model system came from the fact that virus infection 
inhibited host gene expression, which allows investigators to differentiate between 
host and phage macromolecular synthesis.

Quite recently the sequence of its total genome was completed [6].
Therefore I will confine my story to T4 phage. First of all let us look at the 

structure of T4 phage (Fig. 5). Everyone will be impressed with the complexity and 
the beauty of its morphology.

Historically, Edward Kellenberger wrote an article in the same book as mentioned 
before entitled “Electron Microscopy of Developing Bacteriophage” and introduced 
the concept of morphopoiesis [7].

Fig. 5 Structure components of the T4 particle. Features of the particle have been resolved to 
about 3 nm. The positions of several head, tail, baseplate, and tail fiber proteins are indicated [6]
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He has defined morphopoiesis as the process leading from a pool of subunits to a 
morphologically characterized biological entity (like an organelle or a virus). Within 
one system, only a determined number of different types of subunits participate. 
Substances contributing specifically to the specific morphology are called “morphopoi-
etic factors or principle.” They can – but need not – be a part of the final product.

A morphopoiesis is of the first order if only one type of subunit is used to build 
a structure by self-assembly

In morphopoiesis of higher order, supplementary bits of morphopoietic information 
are contributed through morphological factors. Morphopoietic regulation appears to 
act at the level of the gene products through the phenomenon of sequential triggering.

About 40 years later, since the Phage group started, the genome of the host cell, 
E. coli was also determined [8] and the morphopoiesis of phage can be explained 
through the interaction of viral genes and host genes.

T4 phage has about 300 genes packed into 168,903 bp genome and a total of 289 
probable protein-encoding genes, 8 tRNA genes, and at least 2 other genes that 
encode small, stable RNAs of unknown function [6]. T4 phage builds the most 
complex virus particles. It devotes more than 40% of its genetic information to the 
synthesis and assembly of the prolate icosahedral heads, tail with contracted 
sheaths, and six tail fibers that contribute to its high efficiency of infection.

Extensive genetic and biochemical analysis revealed the complex assembly 
pathway of the T4 particle [9–11]. Twenty-four proteins are involved in head morpho-
genesis, and there are 22 for tail morphogenesis, and seven for tail fibers, including 
1 for tail fiber attachment. Five of the 54 proteins are catalysts for assembly rather 
than components of the final virion. In the assembly pathway, the head, tail and tail 
fibers are assembled independently. A head and tail are associated, and then the six 
tail fibers attach to the baseplate [12].

Of the 24 proteins assigned to head morphogenesis, 16 are involved in prohead 
formation and maturation, 5 are responsible for DNA packaging, and 3 complete and 
stabilize the head. Only 10 of the 16 genes for prohead formation are essential; these 
include GroEL, the one host-coded protein involved in head assembly. This contrasts 
with phage lambda, where GroES, DnaK, DnaJ, GrpE, and GroEL are all essential 
[13–15]. It was shown that T4 gp31 can substitute for the function of GroES [16].  
T4 gp31 has an extra loop that makes the inner cavity of the GroEL–gp31 complex 
larger so that it can accommodate for the folding intermediate of gp23, the major 
capsid protein [17].

The head is assembled on the initiator complex, which is a 12-mer of gp20 
arranged in a ring. The scaffold, made of gp22–gp21 and the capsid protein, gp23, 
are assembled onto the initiator, which eventually becomes the portal vertex.

Pentamers of gp24, which is 28% identical in amino acids residues to gp23, are 
placed at the other 11 vertices. After the scaffold is completely surrounded by gp23 
and gp24, the T4 prohead protease, gp21, degrades the scaffold and cleaves most 
of the other head proteins, including gp23 and gp24.

This creates space in the cavity of prohead. The prohead thus formed is then 
detached from the membrane. It was demonstrated by pulse-chase experiment that 
ESP (empty small particle) then initiates DNA packing and forms the ISP (initiated 
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small particle), which contains about 10 kb of DNA. The resulting mature head is 
much more resistant to any kind of perturbation [18, 19].

The tail and tail fibers are responsible for the high efficiency of T4 infection. 
The tail is made of a baseplate and two cocylinders. The inner cylinder consists of 
144 subunits of gp19 arranged in 24 stacked hexameric rings. The inner space of the 
tail tube allows for the passage of phage DNA. The same number of gp18 molecules 
form the outer tail sheath, with the subunits arranged in the same manner as gp19.

Each stacked sheath ring is offset 17° to the right of the one below it, which 
gives an apparent right-handed helix [20]. While the noncontracted tail sheath is 
98.4 nm long, the contracted tail sheath is only 36 nm long and the twist angle of 
sheath proteins is increased to 32°.

The baseplate consists of a hub surrounded by six wedges, which are assembled 
independently. Hub assembly is very complex. The six products of genes 5, 27, 29, 
26, 28 and 51 have been reported to be involved in the assembly.

gp51 is a catalytic protein, and gp26 and gp28 have not been proven to be 
components of the hub or baseplate. gp5 and gp27 associate first. The hub is completely 
by binding of gp29 to the gp5–gp27 complex. It appears that some structural modifi-
cation of gp29 is necessary before associating with the gp5–gp27 complex. Wedge 
assembly is initiated by the association of gp10 and gp11, followed by addition of gp7, 
gp8, gp6, gp53 and gp25, in that order. In the absence of any of the other components, 
the assembly stops at that point and the remaining components are left free in 
“assembly-naïve states” [21].

Baseplate morphogenesis appears to occur in association with the cell membrane. 
The baseplates remain attached to the membrane by 300-Å fibers from the six corners 
of the baseplate during the remainder of phage assembly until the time of cell lysis, 
as shown by electron microscopy [22]. The finding that gp7 has a predicted 
membrane-spanning domain near its C-terminus suggests a possible mechanism 
for this attachment. The gp5–gp27 heterohexameric complex is attached at the tip 
of the tube. When the tail sheath contracts and the tail tube protrudes from the bottom 
of the baseplate, the triple-stranded b-helix is considered to play a role like that of 
a needle to puncture the cell. The short tail fiber is a trimer of gp12. It consists of 
three domains called the pin (N terminus), shaft, and head (C terminus).

The shaft is mainly b-helix and b-spiral. gp11 is located at the tip of the tail pin 
and bound to the middle part of the P12 trimer, at a site where the P12 shaft is bent 
about 94°. gp9 forms the socket of a long tail fiber [23] consisting of four gene 
products, gp34, gp35, gp36, and gp37, where gp34 and gp37 are the proximal and 
distal long tail fibers, respectively. gp35 and gp36 attach to the distal fiber, forming 
the junction between the half-fibers.

Structural analysis of the C-terminal portion of the whisker [24] revealed a three-
stranded coiled-coil structure with a beta structure “propeller” at the C terminus. 
This beta structure is thought to bind the bend or “knee” in long tail fibers to facilitate 
tail attachment to the baseplate. The assembly of the tail fibers requires two molecular 
chaperone-like proteins, gp57A and gp38.

About 100–150 phage particles have accumulated in the cell by the lysis that occurs. 
Two proteins are involved in the lysis process: gpe and gpt. gpe is the so-called T4 
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lysozyme [25]. The gp5 lysozyme can substitute for gpe [26]. gpt is the T4 polin, which 
creates a hole in the inner membrane so that lysozyme can reach the peptidoglycan 
layer form the cytosol: the timing of polin assembly determines the time of lysis 
[27, 28]. In the absence of either lysozyme or the polin, lysis does not occur.

The T-even phages display a unique phenomenon, lysis inhibition, which allows 
them to sense when there are numerous phages around and respond appropriately 
to delay lysis, maximize the use of their host, and potentially await the accumulation 
of additional host [29], Lysis is delayed if more phages attack the infected cell at 
any time after 5 min into infection. This signal is somehow mediated by the rI protein, 
which regulates assembly of the t holing [30].

After we have got the whole DNA sequence of T4, we can list the proteins whose 
functions are not clear at this moment. It is conceivable that the proteins which 
are related to the membrane seem to be involved somehow in the process of T4 mor-
phogenesis. We are still far from completely understanding T4 morphogenesis.

3  Molecular Biology of Morphogenesis  
of Bacteriophage Lambda

Bacteriophage lambda was an important tool in the study of E. coli. And lambda is 
the major prototype for a template phage, which has two types of life cycle, lytic 
cycle and lysogenic cycle, and has played a central role in studies defining current 
concepts of gene regulation and genetic regulatory circuitry. The lysogenic life 
cycle, in which its DNA is inserted at a specific site in the host chromosome such 
that phage DNA passably replicates with the host DNA. A bacteriophage that can 
follow either a lytic or a lysogenic life style is known as a temperate phage, whereas 
those that have only a lytic mode are said to be virulent.

More recently, lambda strains were used to refine concepts of how cloning and 
expression vectors should work, and lambda vectors are still commonly used in the 
construction of genomic libraries. The genome size is 48,502 base pairs and the 
complete genome sequence is available online (accession number JO2459).

It has a linear genetic and physical map, sometimes presented in circular represen-
tation since the molecule circularizes at the cohesive ends during some stages of 
virus activity. In general, dsDNA phages are assembled by putting together separately 
tails and empty head shells, packing DNA in the head shells, and attaching tails to 
the filled heads. The structure of the lambda phage is shown in Fig. 6.

Fig. 6 A sketch of bacteri-
ophage l indicating the loca-
tions of its components. The 
letters refer to specific proteins. 
The bar represents 50 nm [31]



Molecular Biology and Biotechnology of Bacteriophage 31

The form is simpler compared with that of T4 phage. The size of DNA is about 
one third of T4 phage DNA. It has a 55-nm-diameter icosahedral head and a flexible 
15- to 135-nm long tail that bears a single thin fiber at its end. Bacteriophage 
lambda (l) adsorbs to E. coli through a specific interaction between the viral tail 
fiber and maltoporin which is coded by E. coli gene. This is a component of bacte-
rium’s outer membrane.

The mature l phage head contains two major proteins: gpE, which forms its 
polyhedral shell, and gpD, which “decorates” its surface. The l head contains four 
major proteins, gpB, gpC, gpFII, and gpW, which form a cylindrical structure that 
attaches the tail to the head. The tail is a tubular entity that consists of 32 stacked 
hexagonal rings of gpV for a total 192 subunits. Phage assembly is studied through 
a procedure developed by Robert Edgar and William Wood that combines genetics, 
biochemistry, and electron microscopy. Conditionally lethal mutations are generated 
that, under non-permissive conditions, block phage assembly at various stages.

The assembly of bacteriophage l occurs through a branched pathway in which 
the phage heads and tails are formed separately and then joined to yield mature 
virions.

Phage head assembly occurs in four stages [31]:

1. gpB and gpNu3, with two host-supplied chaperonin proteins, GroEL and GroES, 
interact to form an “initiator” that consists of 12 copies of gpB arranged in a ring 
with a central orifice. This precursor of the mature phage head-tail connector 
apparently organizes the phage head’s subsequent formation. GroEL and GroES, 
provide a protected environment that facilitates the proper folding and assembly 
of proteins and protein complexes such as the connector precursor. gpNu3 
functions as a molecular chaperone in that it has but a transient role in phage 
head assembly.

2. gpE and gpNu3 associate to form a structure called an immature prohead. If gpB, 
GroEL, or GroES is defective or absent, some gpE assembles into spiral or tubular 
structures, which indicates that the missing proteins guide the formation of a 
proper shell.

3. In the formation of mature prohead, the N-terminal 22-residue segment of ~75% 
of the gpB is excised to form gpB*; the gpNu3 is degraded and lost from the 
structure; and ten copies of gpC participate in a fusion-cleavage reaction with 
ten additional copies of gpE to yield the hybrid proteins pX1 and pX2, which 
form the collar that apparently holds the connector in place. The enzymes that 
catalyzes this process has not been identified.

4. In the final stage of phage head assembly, gpW and gpFII add in that order to 
stabilize the head and form the tail-binding site.

Tail assembly occurs independently of head assembly from the 200-Å-long tail 
fiber toward the head-binding end. This strictly ordered series of reactions can be 
considered to have three stages:

1. The formation of the “initiator,” which ultimately becomes the adsorption organelle, 
requires the sequential actions on gpJ (the tail fiber protein) of the products of 
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phage genes I, L, K, H, and M. Of these, only gpI and gpK are not components of 
the mature tail.

2. The initiator forms the nucleus for the polymerization of gpV, the major tail 
protein, to form a stack of 32 hexameric ring. The length of this stack is thought 
to be regulated by gpH, which, becomes extended along the length of the growing 
tail and somehow limits its growth.

3. In the termination and maturation stage of tail assembly, gpU attaches to the 
growing tail, thereby preventing its further elongation. The resultant immature 
tail has the same shape as the mature tail and can attach to the head. In order to 
form an infectious phage particle, the immature tail must be activated by the 
action of gpZ before joining the head.

The completed tail spontaneously attaches to a mature phage head to form an 
infectious l phage particle.

4 Morphogenesis of Filamentous Phage

The filamentous bacteriophage are a group of viruses that contain a circular single-
stranded DNA genome encased in a long capsid cylinder. Many use some type of 
bacterial pilus to facilitate the infection process. Ff class of the filamentous phages 
(f1, fd, and M13) have been the most extensively studied. These bacteriophages use 
the tips of the F conjugative pilus as a receptor and thus are specific for E. coli 
containing the F plasmid. The DNA sequences of these three phages shows them to 
be 98% homologous; consequently, the protein sequences of the gene products are 
practically the same. Phage M13 is the model filamentous bacteriophage [32]. The 
phage has been of extensive use as a cloning vector and DNA-sequencing vehicle 
in genetic engineering. The virion of phage M13 is only 6 nm in diameter but is 860 
nm long and is semi-flexible (worm-like). These filamentous DNA phage have the 
additional interesting property of being released from the cell without lysing the 
host cell. Thus, a cell infected with phage M13 can continue to grow, all the while 
releasing virions. Virus infection causes a slowing of cell growth, but otherwise a 
cell is able to coexist with its virus. Typical plaques are not observed; only areas of 
reduced turbidity occur within a bacterial lawn. Many aspects of DNA replication 
in filamentous phages are similar. The property of release without cell killing 
occurs by budding. With phage M13 there is no accumulation of intracellular viri-
ons as with typical bacteriophages. Instead, the assembly of mature M13 virions 
occur on the inner surface of the cytoplasmic membrane and virus assembly is 
coupled with the budding process.

Several features of phage M13 make it useful as a cloning and DNA sequencing 
vehicle. First, it has single-stranded DNA, which means that sequencing can easily 
be carried out by the Sanger dideoxynucleotide method. Second, a double stranded 
form of genomic DNA essential for cloning purposes is produced naturally when the 
phage produces the replicative form. Third, as long as infected cells are kept in 
the growing state, they can be maintained indefinitely with cloned DNA, so a continuous 
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source of the cloned DNA is available. And there is an intergenic space in the genome 
of phage M13 that does not encode proteins and can be replaced by variable amounts 
of foreign DNA. So phage M13 is an important part of the biotechnologist’s toolbox.

The mass of the particle is approximately 16.3 MD, of which 87% is contributed 
by protein. The genome is a single-stranded, covalently close DNA molecule of 
about 6,400 nucleotides encased in a somewhat flexible protein cylinder. The 
length of cylinder consists of approximately 2,700 molecules of the 50-amino-acid 
major coat protein, also called gene VIII protein (pVIII). At one end of the particle, 
there are about 5 molecules each of the 33-residue gene VII (pVII) and the 32-residue 
gene IX protein (pIX). The other end contains approximately 5 molecules each of 
the 406-residue gene III and 112-residue gene VI proteins (pIII and pVI). The DNA 
is oriented within the virion such that a 78-nucleotide hairpin region called the 
packaging signal (PS) is always located at the end of the particle containing the 
pVII and pIX proteins.

Filamentous phage assembly is a non-lytic, membrane-associated process. This 
is quite different from that of T4 or lambda phage. Phage particles are extruded 
from the infected host, which continues to grow and divide, albeit at a reduced rate. 
Prior to assembly, newly synthesized coat proteins are anchored in the inner 
membrane (IM) by single transmembrane domains. Filamentous phage proteins pI 
and pIV are morphogenic proteins required for phage assembly not part of virion. 
Neither pI nor pIV from phage f1 can substitute for its equivalent in other related 
phages. When the two proteins are supplied as pairs, partial restoration of heterologous 
phage assembly occurs. This observation suggests that the two proteins interact. 
A selection for revertants of a temperature sensitive mutants of f1 gene IV resulted 
in the isolation of a suppressor mutation in gene I. Another similar evidences suggest 
that it is pI that interacts with both pIV and pVIII. Thus the process by which 
filamentous phage are concomitantly assembled and secreted across the cell 
membranes is likely to involve a series of protein–protein interactions that are 
accessible to genetic analysis [33].

It has been proposed that f1 is secreted through the outer membrane (OM) via a 
phage-encoded channel protein, pIV. A functional pIV mutant was isolated that 
allowed E. coli to grow on large maltodextrins and rendered E. coli sensitive to 
large hydrophilic antibiotics that normally do not penetrate the OM. In planar lipid 
bilayers, both mutant and wild-type pV formed highly conductive channels with 
similar permeability characteristics but different gating properties: the probability 
of the wt channel being open much less than that of the mutant channel. The high 
conductivity of the pIV channel suggests a large-diameter pore, thus implicating 
pIV as the OM phage-conducting channel [34].

Thus it is concluded that the phage genome is encoded for proteins that are not 
found in the phage particle but are necessary for phage assembly and export. 
Multimers of protein IV in the outer membrane (OM) interact with multimers of 
protein-I and protein-II in the IM to form an assembly site that may function as a 
gate pore through which assembling phage are extruded.

The M13 filamentous bacteriophage coat protein is a symmetric assembly of 
several thousand a-helical major coat proteins (pVIII) that surround the DNA core. 
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pVIII molecules initially reside in the host membrane and subsequently transit into 
their role as coat proteins during the phage assembly process. A comprehensive 
mutational analysis of the 50-residue pVIII sequence revealed that only a small 
subset of the side-chains were necessary for efficient incorporation into a wild-type 
(wt) coat. In the three-dimensional structure of pVIII, these side-chains cluster into 
three functional epitopes: a hydrophobic epitope located near the N terminus and two 
epitopes (one hydrophobic and the other basic) located near the C terminus on the 
opposite faces of the helix. These interactions could facilitate the transition of pVIII from 
the membrane into the assembling phages, and the incorporation of a single pVIII 
would be completed by the docking of additional pVIII molecules with the second 
hydrophobic epitope at the C terminus. In this chapter the authors have constructed a 
minimized pVIII that contained only nine non-Ala side-chains yet retained all three 
functional epitopes. The minimized pVIII assembled into the wt coat almost as efficiently 
as wt pVIII, thus defining the minimum requirements for protein incorporation into 
the filamentous phage coat. The complex mechanism is shown in Fig. 8 [35].

Fig. 7 Filamentous bacteriophage assembly and phage display. Newly synthesized major coat 
protein molecules (P8) are imbedded in the IM with their N termini on the periplasm and their C 
termini in the cytoplasm. Single-stranded viral DNA (ssDNA) is extruded from the host at assembly 
sites composed of phage-encoded proteins (P1/P11) and P4 that together span the IM and the OM. 
Coat proteins interact with the assembly site, where they surround the ssDNA and are transferred 
from the bacterial membrane into the assembling phage particle, which is extruded without lysis of 
the host. Phage display of hGH was achieved using an hGH-P8 fusion gene carried on a phagemid
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The Ff genome encodes only ten proteins, a simplicity which is achieved by 
encoding a variety of functions within individual proteins. For example, during the 
phage life cycle, the major coat protein (gene VIII) must be stably inserted into E. coli 
host inner membrane prior to interacting with phage DNA in the lipid-free virion.

A key characteristic of this 50-residue coat protein is that “small” residues on 
one face of the effective transmembrane (TM) [36], helical segment (gly34, Ala35 
and Gly38), have been shown to participate in in vitro helix-helix dimerization and 
oligomerization of micelle-solubilized protein; this process may facilitate the interaction 
of protein chains in preparation for extrusion from the membrane during phage 
assembly. Once the coat protein leaves the host membrane, it encapsulates the Ff 
circular single-stranded DNA genome to produce an elongated virion about 100 
times longer than it is wide [32]. The coat protein N-terminal segment consists of 
an amphipathic helix with an Ala-rich face (Ala7, Ala10, Ala18, Ala25) upstream 
from the residues which comprise the TM helix-helix interface [37–40]. It is possible 
that these “small” residues enable close helix-helix packing between successive 
layers of coat protein in the virion. To approach this question experimentally, it was 
reported that they used randomized mutagenesis techniques established for preparation 
and analysis of M13 viable mutants [41]. About 100 viable M13 mutants of the entire 
gene VIII may be used to assess the susceptibility of each position to mutation. 
In the resulting library, “small” residues (Ala, Gly, Ser), which constitute the non-polar 

Fig. 8 Electron microscopy of lcI857S7 grown in the presence of gpV-b-galactosidase fusion 
proteins. The sample was treated with monoclonal anti-bgalactosidase and recombinant protein 
immunogold reagent
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face of the N-terminal amphipathic helical segment, and a face of the hydrophobic 
helical segment, were found to be highly conserved. They propose a model in 
which coat protein packing is stabilized by the presence within each protein subunit 
of the two “oligomerization segments,” i.e. specific helical regions with faces rich 
in small residues which function to promote the close approach of helices.

5  The Genes of Host Cell (E. coli) Govering Phage 
Morphogenesis

Virus particles are aggregates of protein and nucleic acid, synthesized with the aid 
of small molecules, enzymes and ribosomes of the host cell. Many viruses depend 
on host proteins for the synthesis of viral nucleic acid and for the transcription of 
viral genes. Therefore it is surprising that all structural proteins of virus particles 
seem to be specified by viral genes as described above. It is reasonable to ask 
whether host proteins or other host structures might be required for particle assembly 
but not incorporated into the finished structure.

An attempt to isolate bacterial mutants which fail to support phage growth was 
taken in the 1970s. It was shown with certain bacterial mutants, called groE, that 
T4 phage head assembly was blocked specifically, implying that the host plays a 
direct role in head assembly. The block occurred early in the assembly process at 
the level of action of T4 gene 31 [42]. And it was also shown that bacterial strains 
of E. coli which have groE mutants were defective for l head formation [43]. 
Mutants of l, designated lEP, which were able to grow in the three groE strains, 
had been isolated. An analysis of these mutants indicated that at least some carried 
a mutation in l head gene E and these made reduced levels of active gene E protein 
in groE hosts. The results indicated that it was the interaction between the gene E 
protein and the proteins specified by genes B and C that was adversely affected by 
the groE mutation. It is conceivable that the relative level of gene E protein is too 
high in groE strains for proper head formation. The lEP mutation compensates for 
this effect by reducing the level of this protein, and so restoring a balance.

It was demonstrated that during normal head assembly the protein encoded by 
phage head gene B or C appeared to be converted to a lower molecular weight form, 
h3, which was found in phage. The appearance of h3 protein in fast sedimenting 
head related structures required the host groE function. It was then suggested that 
the proteins encoded by phage gene E, B and C, and the bacterial component 
defined by groE mutations, acted together at an early stage in head assembly [44].

Many groE mutations exerted pleiotropic effects, such as the inability to propagate 
phage T4 and T5 and inability to form colonies at 43 °C. The groE bacterial gene 
product as a protein of 65,000 molecular weight was identified [45]. Lately one 
groE gene, groEL, has been shown to encode the synthesis of a 65,000 molecular 
weight polypeptide, whereas the second, groES, codes for the synthesis of a 15,000 
M polypeptide [46].
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6 Phage Display

Phage display began with the paper by George Smith in 1985 and it became a core 
biotechnology [47]. This technology is based on two concepts. The first is that 
phage can be used to link protein recognition and DNA replication. The protein is 
displayed on the surface of the phage particle and the genes encoding it are contained 
within the particle. The second is that large libraries of the DNA sequences encoding 
these molecules can be cloned into phage.

6.1 The Phage Genome

The genomes of the Ff phage (M13, f1 and fd) have been completely sequenced 
[48–50]. Each genome encodes 11 genes, whose products are listed in Table1.

Two of the gene products, pX and pXI, are the result of a translational start 
at the internal methionine codon in genes II and I, respectively. These internal 
methionine codons are in-frame, so the smaller proteins have the same sequence as 
the carboxy-terminal portions of their larger counterparts. The genes are grouped 
in the genome according to their function in the life cycle of phage. One group 
(gene II, V, X) encodes the proteins required for the replication of the phage 
genome. Other encodes capsid proteins (pI, pX, and PIV) are involved in the 
membrane-associated assembly of the bacteriophage. There is a short sequence 
called the intergenic region that does not code for protein. It contains the sites of 
origin for synthesis of viral (+) and complementary (−) DNA. The PS is in the 
intergenic region near the end of gene IV.

There are very few regions in the phage genome that do not code for protein. 
Cassettes encoding antibiotic resistance are generally inserted in the intergenic 
region or in the space between the end of gene VIII and the beginning of gene III. 
In the latter case, some alterations of the positions of the terminator and promoter 
in this region must be made, and care must be taken not to interfere with the origins 
of replication or other control areas. There appears to be a delicate balance in the 

Table 1 Genes and gene products of the f1 bacteriophage

Gene Function Protein MW

II DNA replication 46,137
X DNA replication 12,672
V Binding ss DNA 9,682
VIII Major capsid protein 5,235
III Minor capsid protein 42,522
VI Minor capsid protein 12,342
VII Minor capsid protein 3,599
IX Minor capsid protein 3,650
I Assembly 39,502
IV Assembly 43,476
XI Assembly 12,424
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synthesis of the phage proteins that allows phage production without seriously 
affecting bacterial cell growth.

Needless to say, the technology which is developed using filamentous phage can 
be applicable to other phage such as T4 or lambda phage as mentioned earlier. 
However, I want to discuss here only filamentous phage.

6.2 Display of Peptides and Proteins on Phage Particles

Large libraries of peptides and proteins have been made using pIII as the display 
vehicle [51, 52], leading to the development of a number of techniques for selecting 
the molecules desired from such libraries [53, 54]. Peptides and proteins have been 
fused to the amino-terminal portion of the major capsid protein pVIII [55]. There 
has been a report of phage particles displaying proteins that are fused to the 
carboxy-terminal portion of pVI, although the efficiency of display appears to be 
lower in this case [56]. Recently, antibody heavy- and light-chain variable regions 
have been fused to the amino terminus of pVII and pIX and displayed on phage, 
showing that these two minor coat proteins can also be used for display [57].

Proteins can be displayed on smaller filamentous particles called phagemids [58, 
59]. The phagemid genome contains the filamentous phage intergenic region with 
its origin of replication for viral and complementary strand synthesis as well as the 
hairpin packing signal. The genome contains a plasmid origin of replication and a gene 
coding resistance to a specific antibiotic. Chimeric genes encoding peptide–phage 
protein fusion can be placed under control of a specific promoter in these phagemid 
genomes. The phagemid can maintain itself as a plasmid, directing the expression of 
the protein in bacteria. Infection of bacteria with a filamentous helper phage activates 
the phage origin of replication, resulting in single-stranded phagemid DNA being 
encapsulated into filamentous phage-like particles using helper phage proteins. A helper 
phage containing a defective packaging signal can be used so that the majority of 
particles produced contain the phagemid single-stranded DNA [60]. Bacteria can 
be infected with phagemid-phage mixture and colonies selected that are resistant to the 
antibiotic. The resistant colonies will contain only the phagemid DNA, which can 
be propagated again by infection with helper phage. Because the phagemid particles 
can transmit antibiotic resistance, they are referred to as “transducing particles.”

To access technical details readers should consult Phage Display [61].

6.3 Application of Phage Display in Biotechnology

Phage display, largely developed in the 1990s, has begun to make critical contribution 
to major endeavors of biological scientists. In 1985, George Smith first showed that 
the linkage between phenotype and genotype could be established in filamentous 
bacteriophage and gave birth to the new technology of phage display.
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First of all I want to show you G. Smith’s work and subsequent works using 
other phage.

6.4 Filamentous Phage

Gene III of filamentous phage encodes a minor coat protein, pIII, located at one end 
of the virion. The amino terminal half of pIII binds to the F pilus during infection, 
while the carboxy-terminal half is buried in the virion and participates in morphogenesis. 
It was reported that foreign DNA fragments could be inserted into filamentous phage 
gene III to create a fusion protein with the foreign sequence in the middle. The fusion 
protein was incorporated into the virion, which retained infectivity and displayed the 
foreign amino acid in immunological accessible form. These “fusion phages” can be 
enriched more than 1000-fold over ordinary phages by affinity for antibody directed 
against the foreign sequence. Fusion phages may provide a simple way of cloning 
a gene when an antibody against the product of that gene is available [47].

6.5 Phage Lambda

The tolerance of bacteriophage lambda morphogenesis for C-terminal additions to 
the tail tube major protein subunits (the V gene product; gpV) was shown to be 
useful for the application of phage display for the biotechnology (Fig. 8). A second 
modified copy of the lambda V gene, either within a novel phage vector itself or 
plasmid-borne, was expressed during phage growth. High-level substitution of 
wild-type gpV by modified gpV bearing a basic C-terminal peptide sequence 
(RRASV; a target site for cAMP-dependent protein kinase) was possible using mul-
tiple repeats of a serine-glycine (SGGG) linker sequence. Highly purified phage 
bearing copies of gpV-RRASV could be efficiently phosphorylated by the appro-
priate protein kinase, and the incorporated label was shown to migrate exclusively 
at the expected size in protein gels. A large tetrameric protein (b-galactosidase) 
could be incorporated into active virions in at least one copy, again using a Ser-Gly 
linker. This result suggested that with a suitable spacing linker and controlled levels 
of expression, it is likely that a wide range of protein or peptide substitute can be fused 
with gpV at its terminus and assembled as component subunits of the tail tube [62].

6.6 Phage T7

The ideology of “rational drug design” embraces the notion that (1) drugs should 
be targeted against specific proteins known to malfunctioning within cells, (2) the 
candidacy of these proteins as attractive targets for therapeutic intervention should 
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be further determined by their predicted drug ability, and (3) the detailed molecular 
structures of such target proteins should inform the design of the chemical structures 
of the drugs that are to be developed.

In the case of tyrosine kinase inhibitors, attempts at identifying all of the kinases 
that might be affected by a drug have involved assays of only a small proportion of 
the large cohort of protein kinases known to be present in human cells. Consequently, 
certain off-target effects are likely to have eluded drug developers. This has begun 
to change with the advent of more systematic screening of a far large portion of the 
kinases that might be affected by these inhibitors. Discovery of off-target activities 
of a drug is actually useful in two ways; (1) it may explain toxicities of a drug and 
(2) it may reveal new clinical application for the drug.

A promising example of application of phage display using T7 phage for this 
purpose was reported [63]. Kinase inhibitors are important cancer drugs, demon-
strating powerful clinical activity in tumors in which the target kinase is activated 
by mutation. The success of imatinib (Gleevec, Novartis Pharma AG), an inhibitor 
of the mutant kinase, Bcr-Abl, in treating chronic myelogenous leukemia, has 
stimulated many scientists’ interest in finding new kinase inhibitors. The new in 
vitro assay for determining kinase inhibitor specificity and using it to create inter-
action map of 20 different kinase inhibitors against 119 different protein kinases 
was reported. The majority of kinase inhibitors target the kinase ATP site, and 
because all of the more than 500 protein kinases identified in human genome have 
an ATP site, there is great potential for cross-reactivity. Compounds must be 
tested experimentally against many kinases to assess molecular specificity and to 
identify off-target interactions. Binding specificity and affinity are not readily 
predicted based on available sequence or structural information, and conventional 
profiling methods based on in vitro activity are limited by the difficulty of building 
and running large numbers of kinase activity assays. A quantitative assay is 
shown in Fig. 9.

Kinase domains are expressed as fusions to T7 bacteriophage, and test drugs in 
solution compete with tethered “bait” compounds for binding to the ATP-binding 
site of each kinase. The amount of phage bound to the tethered ligand is then quan-
tified to determine the affinity of the drug. In addition to simply expanding the 
kinase profile of some of the 20 drugs tested, the authors reported a potpourri of 
unanticipated interactions. These include inhibition of an imatinib-resistant mutant 
of ABL by the p38 inhibitor BIRB-766 and inhibition of SRC family kinase LKC 
by imatinib. The key assay compounds are human kinases expressed as fusions to 
T7 bacteriophage and a small set of immobilized probe ligands that bind to the ATP 
site of one or more kinases. The results are read out by quantifying the amount of 
fusion protein bound to the solid support, which is accomplished with extraordinary 
sensitivity by either traditional phage plaque assay or by quantitative PCR using the 
phage DNA as a template.

T7 phage replication leads to lysis of the bacterial host, and lysates containing 
properly folded, tagged kinase are used directly in the assay with no need for 
conventional protein purification.
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Abstract Since its introduction in 1986, AFM has been applied to biological 
studies along with its widespread use in physics, chemistry and engineering fields. 
Due to its dual capabilities of imaging nano-materials with an atomic level resolution 
and of directly manipulating samples with high precision, AFM is now considered 
an indispensable instrument for nano-technological researchers especially in 
physically oriented fields. In biology in general, however, and in biotechnology in 
particular, its usefulness must be critically examined and, if necessary as it certainly 
is, further explored from a practical point of view. In this review, a new trend of 
applying AFM based technology to elucidate the mechanical basis of the cellular 
structure and its interaction with the extracellular matrix including cell to cell 
interaction is reviewed. Some of the recent studies done by using other force 
measuring or force exerting methods are also covered in the hope that all the 
nano-mechanical work on the cellular level will eventually contribute to the 
emergence of the mechano-chemical view of the cell in a unified manner.
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1 Introduction

Atomic force microscope (AFM) was introduced in 1986 by Binnig et al. as a 
new member of the scanning probe microscope family [1] following the invention 
of the scanning tunneling microscope (STM) in 1982 [2]. Compared with an STM 
which required an electrical conducting sample, the AFM could be operated on 
both conducting and nonconducting samples with imaging and force detection 
capabilities. AFM was welcomed by biologically oriented researchers because of 
this quality since most of the biological materials are electrically nonconductive 
and difficult to be studied by an STM. Although the operating principle of the AFM 
has been explained in detail in the literature [3–5], a brief introduction is given 
here with an emphasis on the potential benefit and difficulty in its application to 
nano-biotechnological specimens.

The heart of the AFM is in the cantilever probe which is a thin rectangular 
or triangular wafer made of either silicon or silicon nitride (Si

3
N

4
) and with 

approximate dimensions of: 100, 30 and 1 mm in, respectively, length, width and 
thickness. The cantilever has a built-in stylus of pyramidal shape with dimensions 
4–5 mm both of the width at the base and the length. The tip of the pyramidal 
shaped stylus has an effective radius of 5–50 nm at its apex corresponding to the 
approximate radius of globular protein molecules. For imaging, samples must be 
immobilized on a solid surface and the sample-probe distance is reduced until they 
make a slight mutual contact so that the stylus and therefore the cantilever is pushed 
upward. By keeping the slight upward deflection of the cantilever, thus constantly 
applying a small force called the set-point force to the sample, the stylus-cantilever 
system raster scan over the two-dimensional surface of the sample and the up and 
down movement of the cantilever is recorded on the computer to reproduce an 
image of the sample surface contour. This is the basic contact mode of AFM operation. 
The small force which is constantly applied to the sample from the cantilever has 
no visible effect to solid samples and therefore to the images obtained, but when a 
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soft sample is raster scanned with a similar level of the set-point force, it is likely 
that the sample would be damaged both vertically and laterally. An improvement 
has been obtained to successful imaging of biological samples  by the introduction 
and application of Tapping Mode™ [6]. Principal features of AFM operation is 
given in Fig. 1.
Both imaging and force measurement studies flourished in the early years of the 
application of AFM based technologies to biological samples. Several review articles 
on the early applications of AFM to biological and other soft materials are cited 
[7–10]. A particular difficulty has been recognized from early days in an effort to 
achieve the same quality and resolution in imaging biological soft samples as those 
for inorganic hard materials. Biological samples such as cells and proteins are several 
thousand times softer than inorganic materials in terms of Young’s modulus (Y).  
For example, live cells have Young’s modulus in the range of 103–105 Pa (pascal) 
and native proteins from 108 to 109 Pa; while that of inorganic materials ranges 
between 109 and 1012 Pa. In the Tapping Mode, the cantilever is constantly vibrated 
near its resonance frequency and with a large amplitude of nearly 10 nm while it is 
raster scanned over the sample surface to keep the contact time between the probe 
and the sample to a minimum to reduce both vertical and lateral damage.

Besides imaging, AFM has the capability of measuring the force exerted on the 
cantilever from the nano-sized sample material. For example, if the probe is pushed 
further into the sample beyond the set-point force for imaging, the sample would 

Fig. 1 Working principle of AFM. The cantilever is deflected according to the force between the 
probe and the sample. The deflection is monitored by the change in the direction of the laser beam 
reflected from the back of the cantilever. The change is proportional to the change in the tangent 
of the cantilever. The photodiode detector converts the change in the reflected beam into the dif-
ferential output of the voltage converted from the photocurrent
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be indented but, at the same time, the cantilever would be deflected upward unless 
the sample is a nonviscous fluid. A comprehensive review on the force measurement 
application of AFM has been published by Butt et al. [11].

The relative depth of indentation and the magnitude of cantilever deflection depend 
on the relative stiffness of the former and the latter. After converting the cantilever 
deflection (d) into the force of compression by multiplying d with the spring con-
stant of the cantilever (k), we obtain the relationship between the compressive force 
and the sample indentation. Such a relationship is widely used in macroscopic 
mechanics to obtain Young’s modulus (elastic modulus) of sample materials by applying 
theoretical results of the Hertz model and its expansion by Sneddon [12] and Tatara [13]. 
The fracture mechanics of globular proteins and virus particles has been studied by 
applying the theoretical results of macroscopic mechanics as described [14–17].

By applying the same principle to the tensile force, the sample may be stretched 
from its original shape, giving rise to a force–extension (F–E curve) relationship. 
In this manner, AFM has been applied to measure (1) the internal rigidity of single 
protein molecules by the so-called “mechanical unfolding” experiments [18–22], 
(2) unbinding force of pair-wise interacting complexes such as biotin–avidin, 
antigen–antibody, ligand–receptor, etc. [23–26], (3) up-rooting force of intrinsic 
membrane proteins from the biomembrane [27–29], and (4) tethering force of lipid 
nanotubes from the surface of cells and liposomes [30–33].

2 Atomic Force Microscopy and Its Recent Advances

In addition to the mode of operation of AFM given above, a recent advance in non-
contact mode of AFM operation and introduction of a high speed scanning AFM 
apparatus must be mentioned for future technology in the biomedical field [34–36].

While both contact and Tapping Mode AFM work in the repulsive interaction 
regime in the Lennard–Jones potential diagram, a noncontact AFM detects the 
attractive interaction between the sample and the probe [34]. Since the attractive 
interaction has less pronounced dependency on the sample–probe distance, a special 
technique is needed to detect the cantilever deflection. Instead of directly measuring 
the angle of cantilever deflection as routinely done in the contact mode, in the 
nc-AFM, the cantilever is vibrated at its resonance frequency with a small amplitude 
of less than 1 nm. As the probe enters the attractive force regime and it approaches 
the sample surface, the resonance frequency of the cantilever becomes slightly less 
(a few to a few tens of Hz, which effectively reduces the spring constant of the 
cantilever) which is detected accurately by a dedicated lock-in amplifier. In this 
mode of operation, a vacuum AFM now has better resolution than a contact mode 
AFM. Under liquid conditions, the noncontact AFM is still difficult to be operated 
due to a dramatic decrease in the Q-value of cantilever vibration but improvement 
will come in the near future.

A normal AFM takes a few minutes to a few tens of minutes to complete one round 
of raster scans with 256 × 256 imaging points, but recently Ando et al. reported 
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construction of a fast imaging of AFM which can complete a similar imaging 
within less than 100 ms enabling the dynamic imaging of actual movement of 
several motor proteins and other dynamic systems [36]. There is a big potential in 
fast imaging AFM to visualize the dynamics events in biological systems.

Since molecular level studies of stretching single molecules of proteins and 
DNA and unbinding force of ligand–receptor pairs have been extensively reviewed in 
recent years, it will not be treated here because of lack of the space. Interested readers 
are referred to references [11, 18–26].

3 Fracture Mechanics of Proteins and Viruses

3.1 Compression of Single Protein Molecules

The rigidity of a protein molecule can be evaluated by compressing it. When two 
spheres are compressed against each other with a force normal to the plane of 
contact, the spheres will be flattened in the contact region and the degree of 
flattening depends on the mechanical rigidities (Young’s modulus and Poisson’s 
ratio) of the materials making up the two spheres. The resulting compression curves 
can be analyzed according to the theoretical result of the Tatara model which is 
an extension of the classical Hertz model to yield Young’s modulus after assuming 
an appropriate value for Poisson’s ratio [13].

By applying the Tatara model to the compression curve of carbonic anhydrase 
II, Afrin and Ikai found that nearly 50% of the compression curve was fitted by 
using a constant value of Young’s modulus (Y), whereas fitting of the Hertz model 
was possible only in the initial 10% of the compression curve as shown in Fig. 2. 

Fig. 2 Compression curve of bovine carbonic anhydrase II. Curve 1: Hertz model fitting; curve 
2: Tatara model fitting; curve 3: exponential fitting. Reproduced from [14] with permission
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Furthermore, they found that a forced fitting of the Hertz model to 50% of the curve 
required a 2–3 times larger value of Y [14].

3.2 Fracture Mechanics of Virus Particles

The fracture mechanics of virus particles has been studied by several groups using 
AFM. Kol et al. [15] studied the mechanical properties of murine leukemia virus 
particles before and after its maturation. Fig. 3. shows the result of their force 
measurement together with that of the finite element simulation.

The virus particle is made of self-assembly of Gag protein molecules into a 
spherical particle of radius 50 nm covered by an outermost lipid bilayer membrane. 
According to Kol et al., after budding from the cell, virus particles undergo a 
maturation step essential for infectivity. Maturation is induced by the cleavage of 
the Gag proteins by a virus-encoded protease into at least three products. Immature par-
ticles are far more stable under mild detergent treatment than are mature particles. Kol 
et al. therefore compared the stiffness of immature and mature virus particles. 
The indentation force for immature particles were nonlinear against the depth of 
indentation but those for mature particles were almost linear. The deformation 
mechanics of the two types of particles was simulated by finite element analysis 
with estimated Young’s moduli of 0.233 and 1.027 GPa, respectively, for mature 
and immature particles cited paper. The change in the stiffness of the particle was 
explained by the detachment of processed Gag proteins from the outer membrane 

Fig. 3 Indentation curves of AFM probe into mature and immature virus particles. Reproduced 
from [15] with permission
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forming an inner core structure. The outer protein layer of a mature particle was 
therefore much thinner than that of an immature particle. This maturation soften-
ing of virus particles was considered as a necessary process for infectious 
processes.

Michel et al. investigated the change in rigidity of cowpea chlorotic mottle virus 
in both empty and RNA filled state [16] and found that the latter is more rigid than 
the former. The indentation force curves were linear and reversible against the 
compressive force of about 1 nN applied from the AFM probe, but then there was 
a sudden decrease in force signifying a fracture event. The whole process was 
simulated by finite element analysis with Young’s modulus of 140 and 190 MPa for 
the empty and RNA filled viruses.

Schmatulla et al. studied the rigidity of tobacco mosaic virus by treating it as a 
uniform beam with local loads [17]. The experimental results of both methods can 
be described when we attribute a Young modulus of 6 ± 3 GPa to the virus..

4 Cellular Level Work

4.1  Local Stiffness of the Cell Revealed by Mapping  
of Young’s Modulus

When AFM is applied to the cellular level work, one of the most prominent advantages 
is in its capability to image and manipulate live cells in a culture medium with 
molecular level precision. Imaging of cells with AFM gives their three-dimensional 
contours with the possibility of repeatedly imaging them with intervals of a few minutes, 
enabling the researchers to create a movie of the detailed movement of the cell. 
Combined use of AFM with optical microscopes, such as a phase contrast, fluorescence, 
and confocal microscopes has become very popular and many commercially available 
AFMs are now equipped with specially fitted optical microscopes.

Imaging of a live cell with an AFM reveals the detailed architecture of intracellular 
structures such as cytoskeletons or stress-fibers as in a typical example image 
given in Fig. 4 [37].

Much effort has been put into the visualization of membrane proteins with 
molecular resolution but, regrettably, it is still not feasible to image molecular 
details of the cell membrane. Due to an extreme flexibility of the phospholipid 
bilayer which comes from a low value of its bending modulus, the membrane 
deforms so easily under the AFM probe that the latter visualizes any submembrane 
structures with higher rigidity than the lipid membrane itself. The phospholipid 
bilayer membrane has, however, a very large bulk two-dimensional modulus (i.e., 
a very low lateral compressibility) and, as a result, it sustains the compressive force 
of the AFM probe without yielding to form a hole.

The rigidity of a live cell under physiological conditions was probed by several 
groups in the early stage of AFM application in the biological field. Kawabata and 
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his colleagues studied the distribution of stiffness over a cultured cell and a group of 
cells [38–39]. In principle, an AFM probe is lowered onto a targeted cell in a culture 
medium and, after the contact with the cell surface, it is further pushed on to form 
an indentation to the cell. The resulting force curve, which looked like the one given 
in Fig. 5, was analyzed by applying equations used in macroscopic mechanics of 
materials to obtain a numerical value of the elastic modulus.

In particular, equations derived by Sneddon for three different types of axi-symmetric 
probes are widely used [12]. In the following formulae, F, Y, I and n are, respectively, 
force, Young’s modulus, depth of indentation, and Poisson’s ratio:

Fig. 4a,b AFM image of a live fibroblast cell in culture medium. (a) Height image and (b) error 
signal image which roughly corresponds to the derivative of the height image. Courtesy of Umme 
Salma Zohora

 a  b
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Fig. 5 Schematic view of indentation force curve of AFM. Curve 1: approach from distance; 
curve 2: indentation into a soft sample; curve 3: approach curve on a solid surface; curves 4 and 
5: depth of indentation
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Sneddon’s equations were derived on the assumption that, compared to the size 

of indenting probes, the sample is semiinfinitely large, meaning it occupies a half 
space, has a perfectly flat surface, and is homogeneous and isotropic. Such condi-
tions are never met when a live cell is the specimen but, due to the lack of more 
appropriate equations, (1)–(3) are widely used to obtain at least an estimate of the 
stiffness of live cells in terms of Young’s modulus, Y.

It is especially meaningful to have a numerical estimate of Young’s modulus 
when its distribution over the cell surface or the difference in stiffness among a 
population of cells is to be studied. Kawabata and his colleagues reported a distribution 
of Y over a single live cell and its time-dependent change over a period of several 
hours. According to their results, the stiffness was high where stress fibers were 
visualized and it was low over the nucleus.

4.2  Force Curves Obtained by Pulling  
Membrane Proteins

Instead of indenting the live cell surface, Afrin et al. tried to pull out intrinsic mem-
brane proteins from fibroblasts [27, 28]. They first applied an AFM probe which 
was coated with covalent cross-linkers so that, when it touched the live cell surface, 
covalent bonds between the cross-linkers and the amino groups on the membrane 
proteins were formed. When they pulled up the probe from the cell surface, they 
observed a prolonged extension of force curves up to a few mm which was ruptured 
with a force of approximately 450 pN. Since a larger force was expected to break 
a covalent bond, the observed rupture force was assigned to the extraction force of 
intrinsic membrane proteins.

In another study on red blood cells, they used both AFM probes coated with lectins, 
wheat germ agglutinin and concanavalin A, and with covalent cross-linkers [40]. 
They found different characteristics for the force curves obtained by differently 
coated probes and attributed the difference to the different linkage status of membrane 
proteins to the cytoplasmic structure, such as the cytoskeleton.
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Desmeules et al. pulled out the myristoyl acid anchored protein recoverin from 
the lipid bilayer yielding a force of 48 ± 5 pN as an average uprooting force [29].

4.3 Biomembrane Force Probe

AFM is not the only instrument capable of manipulating live cells. Evans et al. 
introduced the biomembrane force probe (BFP) and reported a large body of work 
on the effect of pulling out a part of the cell membrane after forming a contact with 
a latex bead which is attached to the force transducer of the apparatus [41]. In a 
typical experimental setup using BFP, the force transducer of BFP is a red blood 
cell which is immobilized at the end of a glass pipette by the suction pressure 
from the pipette and, as a result, spherically deformed. The sample cell is also 
immobilized at the end of another glass pipette which faces the first pipette on 
the opposite side. By approaching the sample cell and forcing it to make contact 
with the latex bead having specific ligand molecules against a certain type of 
membrane receptors on the sample cell, the sample cell is pulled away from the bead. 
Since the entire operation is recorded on video, the distance between the sample 
cell and the bead is readily available, and the force applied to the sample cell can 
be calculated from analyzing a small deformation of the spherical red blood 
cell (force transducer). The advantage of this apparatus over a conventional 
AFM is that, since the pipettes are arranged horizontally over an inverted optical 
microscope, processes accompanying the pullout operation can be visualized.

By using BFP, Evans and his colleagues made a number of new findings and 
measurements of physical parameters associated with membrane deformations.

Evans et al. have recently reported the dynamics of P-selectin detachment from 
the leukocyte interface [42]. They used BFP system to record both the video image 
of the entire process of pulling mechanics of P-selectin pulling and the level of 
tensile force as reproduced in Fig. 6.

4.4 Cell Traction Force Measurement

Locomotion of attached cells is a focus of interest for many research groups. At the 
molecular level, formation and destruction of adhesion points between the ventral 
side of the cell and the substrate is considered to be responsible for the movement 
of the cell. Wang et al. measured the traction force by placing the cell on microfab-
ricated culture substrate made of soft acrylamide gel [43].

The deformation of the flexible substrate was converted to the traction force by 
the method of Butler et al. [44]. They tried to establish the relationship between the 
traction force in terms of force/extension area and the extension area and obtained 
a roughly linear relationship between the two parameters because there was an 
indication that the force over the extending parts of the cell was more relevant to its 
locomotion. The average force of traction was reported as approximately 1 nN/mm2.
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The mathematical procedure of solving the inverse problem of the Boussinesq 
solution to the effect of distributed traction force to the displacement of the traction 
field of the flexible substrate has been treated by Butler et al. [44] and Schwartz  
et al. [45]. The displacement field vector at position r of the two-dimensional surface 

Fig. 6a,b Extraction of lipid tether and L-selection from the immobilized neutrophile using BFP. 
a Schematic representation of the pulling process of a lipid tether from the immobilized cell on 
the left by using BFP. b Force curves obtained from the process given in a. An initial linear 
increase of force against time (corresponding to the length of the tether) was followed by a nearly 
constant plateau force of tether elongation. Reproduced from [42] with permission
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is given by the convolution of the traction force vector at position r¢ and the Green’s 
function associated to the point traction on the surface which is
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i j

ij i j

x x
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= +   
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where E and r are Young’s modulus and the distance from the center of force appli-
cation to the position of effect evaluation. x

i
 and x

j
 are two-dimensional coordinates 

in two-dimensional substrate (1 ≤ i, j ≤ 2). d
ij
 is Kronecker’s delta. By using the 

Green’s function given above, the displacement field u
i
(r) is calculated by Eq. (5) 

where F(r) is the stress field, i.e., the distribution of the intensity of the applied 
force over the two-dimensional substrate:
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In the Fourier transformed k space, it is a simple product of the Fourier transforms 
of the two functions. The inverse problem is treated within the realm of elastic 
mechanics as given by Landau and Lifshitz [46].

In order to apply tensile force to cells in culture, synthetic polymer film was also 
used. By using such films, Sawada et al. reported involvement of the protein, p130Cas 
(Crk-associated substrate) as a mechanosensor [47]. They prepared extensible 
substrate to grow cells on and applied tensile force to the cells on it and found that 

Fig. 7a–c Mechanical extension of CasSD on the stretchable substrate. a A construct of CasSD 
with biotin molecules at its two ends. b An extension of CasSD due to the stretching of the substrate. 
c Identities of the items in the figure. Reproduced from [47] with permission
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the phosphorylation of Cas protein is enhanced in stretched cells. To explain this 
result, they postulated that Cas protein has an elastic structure which could be 
reversibly stretched out to accommodate binding of phosphorylation related 
proteins as indicated in Fig. 7.

In their previous report, Sawada and Sheetz showed that the Triton cytoskeleton 
itself binds the following proteins more strongly under stretched condition than in 
an unstretched state – paxillin, focal adhesion kinase, and p130Cas – whereas 
binding of vinculin is not affected and actin binding reduced [48]. Force measurement 
of Cas stretching has not been reported but their proposal of Cas with force 
sensitive structure and function as an important force sensor in mechanochemical 
information transduction is very interesting.

5 Result of Fast Scanning AFM on Biological Samples

Yokokawa et al. reported imaging of the fast process of binding of unbinding of 
GroES to GroEL in an ATP dependent manner by using the fast scanning AFM 
developed by Ando et al. [49]. Using this system, they visualized the GroES binding 
to and dissociation from individual GroEL with a lifetime of 6 s (k = 0.17 s−1). They 
also found that the ATP/ADP bound GroEL can change its conformation “from 
closed to open” without additional ATP hydrolysis.

6 Result of Nc-AFM Used on Biological Samples

Yamada reported the progress of high Q imaging by nc-AFM in liquid [50] of a 
two-dimensional array of polydiacetylene molecules. High resolution images of 
two-dimensional arrays of protein molecules are within the reach of nc-AFM 
operated in liquid media.

7 Perspectives

Imaging and force measurements using AFM and other nano-technological instruments 
are at a promising stage now. Many of the cellular information transfer pathways and 
the biochemical reactions associated with them have been elucidated and are waiting 
for a more integrated way of research on the cellular activities. Such study is necessary 
from both a fundamental biological point of view and that of biomedical applications. 
Improvement of AFM itself into fast scanning and noninvasive directions is sure to 
appeal to the many biologists wanting to visualize the dynamics of the biochemical 
processes of their special interest with superb temporal and spatial resolutions. 
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Mechanical measurement of biological structures is an important first step to a 
successful modeling of live cells and other higher level of life processes. AFM and 
other force devices will make vital contributions from various different angles.
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Design, Synthesis, and Biological Application  
of Fluorescent Sensor Molecules  
for Cellular Imaging

Kazuya Kikuchi

Abstract Cellular imaging has achieved many new biological findings, among them 
GFP and other fluorescent proteins and small molecule based fluorescent sensors have 
been widely used, especially in the last decade. The design concept and application of 
chemical sensors are described, these being FRET based sensors and Zn2+ sensors.

Fluorescence resonance energy transfer (FRET) has been used extensively as the 
designing principle for fluorescent sensor molecules. One of the most significant 
advantages of designing sensor molecules with FRET modulation is that it can enable 
ratiometric measurement in living cells, which reduces the artifact from microscopic 
imaging systems. The design strategy for the development of small molecular FRET 
sensors is described in terms of avoiding close contact of donor fluorophore and 
acceptor fluorophore in aqueous solution. Furthermore, a strategy to design FRET 
sensors with modulating overlap integrals of donor and acceptor is introduced.

Numerous tools for Zn2+ sensing in living cells have become available in the last 
8 years. Among them, fluorescence imaging using fluorescent sensor molecules has 
been the most popular approach. Some of these sensor molecules can be used to 
visualize Zn2+ in living cells. Some of the biological functions of Zn2+ were clarified 
using these sensor molecules, especially in neuronal cells, which contain a high 
concentration of free Zn2+.
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1 Introduction

One of the great challenges in the postgenome era is to clarify the biological 
significance of intracellular molecules directly in living cells. If we can visualize 
or manipulate a molecule in action, it is possible to acquire biological information, 
which is unavailable if we deal with cell homogenates. One possible approach is to 
design and synthesize chemical sensors that can convert biological information into 
chemical reactions that are easily monitored. For this purpose, fluorescence sensor 
molecules for intracellular messengers have been developed and successfully applied 
to living cells.

2 Why Ratiometric Imaging for Cellular  
Application is Important

Fluorescent sensor molecules for imaging cellular molecules have become a hot 
topic in chemical biology research during the last two decades [1–3]. During this 
time a lot of sensor molecules were reported for biological applications and were 
also commercialized [4–7]. A fluorescent sensor is advantageous due to its high 
sensitivity; however, the fluorescence measurement by an increase of the fluores-
cence intensity without much shift of either excitation or emission wavelength can 
be influenced by many factors, such as the localization of the sensor, changes of 
environment around the sensor (pH, polarity, temperature, and so forth), emission 
collection efficiency, effective cell thickness in the optical beam, and changes in the 
excitation intensity. To reduce the influence of such factors, ratiometric measure-
ment is utilized, namely, simultaneous recording of the fluorescence intensities at 
two wavelengths and calculation of their ratio [8]. This technique provides greater 
precision than measurement at a single wavelength, and is suitable for cellular 
imaging studies. To carry out ratiometric measurement, the sensor must exhibit a 
large shift in its emission or excitation spectrum after it reacts (or binds) with the 
target molecule.
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There are two types of fluorescent sensor molecules for this wavelength shift; 
these are intramolecular charge transfer (ICT) mechanism based sensors [4, 9–11] 
and fluorescence resonance energy transfer (FRET) mechanism based sensors.

ICT was employed for designing a benzofuran based Ca2+ fluorescent sensor 
molecule, Fura-2, which was the first example for ratiometric imaging of cellular 
function. The ICT mechanism is described briefly as follows. When a fluorophore 
contains an electron-donating group (often an amino group) conjugated to an 
electron-withdrawing group, it undergoes ICT from the donor to the acceptor upon 
excitation by light. If the electron-rich terminal of the fluorophore (e.g., an amino 
group) interacts with a cation, a partial positive charge is photogenerated adjacent 
to the cation and that affects the absorption or excitation spectral wavelength of the 
fluorophore with an ICT excited state. So, a cation-induced blue shift is expected 
in the absorption or excitation spectra. The ratiometric imaging can be operated 
using this wavelength shift. Fluorescence emission spectra are less affected due to 
cation ejection during the excited state. However, there are several sensor mole-
cules whose emission spectra were also shifted by the reaction with analytes. This 
approach is widely used because of the success of low-molecular-weight sensors in 
physiological monitoring of H+, Ca2+, Na+, Mg2+, and Zn2+. The development of ICT 
based sensor molecules opened up the opportunities for a system of ratiometric 
imaging by microscope.

In this review, small molecular fluorescent senor molecules for ratiometric 
imaging based on FRET will be described in detail.

3 FRET Principle for Designing Sensor Molecules

FRET is one mechanism used as a basis to obtain a large shift in the spectral peak 
[12]. FRET is an interaction between the electronic excited states of two fluoro-
phores, in which excitation energy is transferred from a donor to an acceptor with-
out emission of a photon. When a fluorophore is excited, the energy level will reach 
S

1
 after internal conversion, then it will return to ground state S

0
 via an emission 

process, a non-radiative process, or via an energy transfer process. When the rate 
constants of donor emission and energy transfer processes were defined as k

f
 and 

k
T
, the Förster equation has been accepted as in Eq. (1), where n is the refractive 

index of the medium, and N
A
 is Avogadro’s number:

 k
r
 = {9,000(ln10)k 2J/128p 5 n4 N

A
r6}k

f
, (1)

Of these factors in Eq. (1), there are three which can be modulated by designing a 
small molecule based sensor molecule. These three factors are k 2: orientation fac-
tor, J: overlap integral, and r: distance between donor and acceptor.

k 2 is a factor describing the relative orientation in space of the transition dipoles 
of the donor and acceptor. k 2 can lie between 0 and 4. When the donor and the 
acceptor are in perpendicular orientation, k 2 is 0. When the donor and the acceptor 
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are in parallel orientation with parallel dipoles, k 2 is 1. When the donor and the 
acceptor are in parallel orientation with parallel transition dipoles, k 2 is 4. If both 
donor and acceptor are based on small molecule, which are randomly moving, k 2 
can be assumed to be 2/3. This value is used, in general, for synthetic small mole-
cule based FRET sensors. To date, there has not been experimental confirmation of 
the dependence of the transfer rate on k 2 [12].

J is a factor of spectral overlap of the donor emission and the acceptor absorp-
tion. As shown in Eq. (1), energy transfer rate, k

f
, depends linearly on J. If the 

wavelength is expressed in nanometers, then J is in units of M−1 cm−1 (nm)4. It is 
noteworthy that J is dependent on the absorption spectrum of acceptor, not on the 
excitation spectrum of the acceptor. This means that energy transfer occurs when-
ever the acceptor is in the range of RET, regardless of acceptor emission quantum 
yield. r is the distance between the donor and the acceptor. k

f
 depends on 1/r 6, 

confirmed experimentally using different lengths of proline based polypeptides. 
This factor is the most used factor to control RET efficiency by designed small 
molecule sensors or GFP based RET sensors.

4 FRET Sensor Design Based on Donor  
and Acceptor Distance Changes

The distance at which the energy transfer is 50% efficient is defined as the Förster 
distance, R

0
. R

0
 depends on the combination of donor and acceptor, and it can be 

2–10 nm for commonly used fluorophores. The energy transfer efficiency E
T
 can 

be expressed using r and R
0
 according to Eq. (2):

 E
r
 = R

0
6/(r 6  + R

0
6). (2)

When the donor and acceptor are closer than R
0
, the FRET efficiency is very high. 

When the distance becomes larger than R
0
, the efficiency drastically decreases and 

become 0. The first FRET sensor based on changes of the donor-acceptor distance 
is reported in 1991 [13], using tetramer of cAMP dependent protein kinase scaffold. 
After the advent of an explosive numbers of GFP papers starting from 1994, 
Miyawaki et al. produced FRET sensors based on GFPs of two different colors 
[5, 14]. Among them, intracellular Ca2+ and protein phosphorylation status were 
successfully developed to lead to some new biological findings of their physiological 
functions. Recently, several ratiometric fluorescent sensors using FRET have been 
developed using these distance changes, such as the b-lactamase sensor CCF2 [15], 
membrane potential sensor [16], and the phosphodiesterase sensor CPFs [17–19]. 
They have all been based on the same principle, i.e., that FRET efficiency is 
dependent upon the donor-acceptor distance.

To design such sensors, it is necessary that the donor and acceptor should be 
located on opposite sides of an enzyme-cleavable structure. Before the enzyme 
cleavage, when the donor–acceptor distance is smaller than R

0
, FRET efficiency is 

high; however, after the cleavage the distance will be infinite, resulting in no energy 
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transfer. Thus, by the enzyme cleavage, the measured fluorescence wavelength 
shifts to blue from acceptor emission to donor emission.

The developmental process of a ratiometric fluorescent sensor molecule for 
phosphodiesterase activity will now be introduced.

First, we intended to visualize caspase-3 activity during the induction of apop-
tosis [20]. Microscopic visualization of caspase-3-like activities in cells would 
provide valuable information about the apoptotic mechanism. However, DEVD-
MCA and its derivatives [21], which are generally used to detect caspase-3-like 
activities, can only be used in cell-free systems, because DEVD-MCA is excited at 
380 nm and autofluorescence of cells excited at around 380 nm interferes with 
measurements. In order to provide a fluorescent sensor with longer wavelength 
measurement, we designed and synthesized novel fluorescent sensors to allow 
direct visualization of caspase-3-like activity in cells. It is known that poly-ADP-
ribose polymerase (PARP) is cleaved by caspase-3-like proteases (group II cas-
pases) during apoptosis and the cleavage site sequence is –GDEVDGV– [22]. Using 
an oligopeptide containing –GDEVDGV–, we designed novel fluorescent sensors 
to detect the activities of caspase-3. Two different fluorophores were conjugated to 
the two terminals of the oligopeptide: donor fluorophore was conjugated to the 
N-terminal of the oligopeptide, and acceptor to the C-terminal. Lucifer yellow (LY) 
and carboxydichlorofluorescein (CDCF) were chosen as donors, and carboxyte-
tramethylrhodamine (CTMR) and carboxy-X-rhodamine (CXR) as acceptors, based 
on their spectral characteristics. However, when we measured the fluorescence 
spectra of these compounds, the emissions of the donors were highly quenched. 
Presumably the acceptor absorbs the donor’s energy, because the conformation 
of the peptide in aqueous solution would allow the donor and acceptor to be 
in close proximity. Therefore, we found that donor fluorophore and acceptor 
fluorophore should not be in close contact in aqueous solution if we want to make 
a fluorescence sensor molecule for ratiometric measurement.

This quenching mechanism can be explained in terms of ground-state complex 
formation [23]. It has been reported that the fluorescence quenching of the ground-
state dye-to-dye complex formation is observed in various fluorophore pairs [20, 24, 25]. 
In general, if the fluorophores have the hydrophobic characteristics, they would form 
dye-to-dye close contact in aqueous environment and the fluorescence should be 
quenched [26, 27]. For practical use of peptide-based FRET sensors, it is necessary 
to employ conformationally constrained oligopeptides such as proline-containing 
oligopeptides as linkers of the donor and acceptor dyes [28]. In other words, there 
were no successful examples of FRET peptide sensors with conformationally flexible 
oligopeptides as linkers. If such FRET systems could be developed, they would 
be useful for assay of a wide range of proteolytic activities. So, in the second phase, 
the development of a conformationally flexible FRET system usable in an aqueous 
environment without quenching of the two dyes were intended [19].

Taking into consideration the above results, we set out to develop a phospho-
diesterase fluorescent sensor molecule using a rigid linker by restricting the flexibility. 
Phosphodiesterases catalyze the hydrolysis of phosphodiester bonds and their 
substrates are nucleic acids and cyclic nucleotides [29]. Although phosphodieste-
rases have many important cellular roles, there is no effective method to monitor 
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their activity in real time with high sensitivity. For example, nucleotide pyrophos-
phatase/phosphodiesterases (NPPs) [30, 31], one group of phosphodiesterases, 
have been reported to be implicated in the regulation of various intra- and extracel-
lular processes, including cell differentiation and motility, bone and cartilage min-
eralization, and signaling by nucleotides and insulin. Some important proteins 
categorized in NPPs such as PC-1 [32] and Autotaxin [33] have been the focus of 
much interest in recent years. Since NPPs consist of phosphodiesterase I (EC 
3.1.4.1), the sensor for phosphodiesterase I activity will be a useful tool for inves-
tigating the role of NPPs. Berkessel and Riedl have developed fluorescence reporters 
for phosphodiesterase I activity, in which a naphthalene moiety acts as the fluoro-
phore and an azobenzene moiety as the quencher [34]. These reporters fluoresce 
upon addition of phosphodiesterases, but have limitations for biological application 
because of their short excitation wavelength and weak fluorescence. Also, the 
change of fluorescence intensity is observed at one wavelength.

To obtain a ratiometric fluorescent sensor molecule for phosphodiesterase activ-
ity, the intramolecular FRET compounds (CPFs: Coumarin, Phosphate linked 
Fluoresceins) were designed and synthesized which have coumarin as a donor, fluo-
rescein as an acceptor, and phosphodiester as a linker (Fig. 1) [17]. The R

0
 of this 

RET pair was calculated as 4.8 nm, which is larger than the estimated distance of 
two fluorophores with used linkers, 3.0 nm. Ethylene was used as flexible linker and 
cyclohexane or phenyl group were used as rigid linker, which can prevent free move-
ment of the fluorophores in aqueous solution, resulting in the hindrance of close 
contact of the two fluorophores. CPF1 with two ethylene linkers and CPF3 with one 
ethylene and one cyclohexane linker exhibited fluorescence quenching due to the 
dye-to-dye close contact. If the fluorophores are introduced intramolecularly with a 
flexible linker, they should form the ground state dye-to-dye close contact in an 
aqueous environment and the fluorescence should be quenched [20]. However, when 
CPF1 and CPF3 were dissolved in methanol, strong emission from fluorescein was 
observed. Thus, the close contact can only be observed in aqueous solution, in which 
hydrophobic interaction is not negligible. CPF2 with two cyclohexane linkers 
exhibited acceptor fluorescence due to FRET by hindering the close contact of the 
two fluorophores by the rigid linker (Fig. 2). So it is necessary that the structure of 
the sensor molecule is such as to prevent dye-to-dye close contact in an aqueous 
environment. This is noteworthy because, when we want to design sensor molecules 
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for cellular application, we have to take into consideration the aqueous environment 
like cytosol. However, CPF2 was not hydrolyzed by phosphodiesterases due to the 
structural features of the molecule. Thus, it was also necessary that the molecule 
should be recognized as a substrate by phosphodiesterases. Then CPF4 was 
designed, which has two phenyl linkers and can be hydrolyzed by phosphodieste-
rases. The phenyl ring was employed because it has less steric hindrance than the 
cyclohexane. CPF4 satisfied both requirements (no close contact of fluorophores in 
aqueous environments and recognition as a substrate by the enzyme) and worked as 
a ratiometric fluorescent sensor molecule for phosphodiesterase activity.

5 FRET Sensor Design Based on Modulation  
of Spectral Overlap

As was discussed in the previous section, it is important to prevent quenching by 
hindrance of dye-to-dye close contact for the development of small molecule based 
FRET sensors. To expand the range of application of FRET-based fluorescent 
sensors we have utilized a novel approach to design sensors whose absorption 
characteristics are altered by enzymatic reaction. When this absorbance change was 
applied to the FRET acceptor, the overlap integral J, which acts as off/on switch of 
FRET, can be drastically changed by enzymatic reaction. As was discussed before, 
energy transfer rate is linearly related to J. So the modulation of J can enable FRET 
efficiency tuning [35].
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FRET efficiency is dependent on the spectral overlap integral between the donor 
emission and acceptor absorption. We thought that if the acceptor absorption was 
dramatically changed by hydrolytic enzymes, FRET switching by spectral overlap 
integral would be possible. It was anticipated that fluorescein would be appropriate 
as such an acceptor, because it has two conformations (lactone form and quinoid 
form) with distinctly different absorption properties. Fluorescein in quinoid form 
has strong absorption at around 490 nm, whereas the lactone form has absorption 
only in the UV region. This lactone and quinoid transformation can be observed by 
both pH changes and esterification of phenolic hydroxyl group of xanthene ring; 
fluorescein can be lactone form in acidic pH and ester protection; on the other hand, 
it can be quinoid form at neutral pH and free phenolic acid. This lactone and qui-
noid transformation can be used as an on/off switch for FRET. If a coumarin deriva-
tive is chosen as the donor, there is a significant difference in the spectral overlap 
between the two forms of fluorescein (Fig. 3). So we proposed a novel ratiometric 
detection method for hydrolytic enzyme activity based on resonance energy trans-
fer switching by spectral overlap integral.
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Our method employs fluorescent sensors with 3¢-O,6¢-O-protected fluorescein 
linked to coumarin through an appropriate linker. As fluorescein is locked in the 
lactone form, it has no absorption band in the wavelength region of the coumarin 
emission, so there will be no overlap integral between the coumarin emission and 
fluorescein absorption. Thus, the fluorescein moiety cannot accept the excitation 
energy of the donor moiety, and the donor fluorescence can be observed. After 
cleavage of the protective groups by hydrolytic enzymes, the fluorescein structure 
changes to the quinoid form, which has a strong absorption in the coumarin emis-
sion region. Then acceptor fluorescence due to FRET will occur and so the sensors 
will exhibit a large red shift in their emission spectrum after the reaction with the 
target enzymes. So there is no difference in donor and acceptor distance, the 
overlap integral being the only factor which changes the energy transfer efficiency. 
To validate the proposed strategy, we designed and synthesized novel fluorescent 
compounds bearing phosphate groups in the fluorescein moiety.

As shown in Fig. 4, two compounds which have a coumarin moiety as the donor 
and a phosphorylated fluorescein moiety as the acceptor were designed and synthe-
sized as candidate sensors for protein tyrosine phosphatase (PTP). There was little 
effective real-time method to monitor PTP activity in living cells. In compound 1, 
two phosphate residues are introduced into the fluorescein moiety as enzyme-
cleavable groups, and this moiety is linked to the coumarin donor through a 
cyclohexane moiety as a rigid linker. To investigate the effect of the linker structure 
on the fluorescence properties and the affinity for PTPs, an ethylene moiety was 
introduced as a flexible linker in compound 2.
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The emission spectra of 1 in an aqueous buffer excited at the excitation 
wavelength of the coumarin donor exhibited the emission of the coumarin donor at 
around 450 nm before the enzymatic reaction. Addition of PTP1B, an intracellular 
PTP [36], to aqueous solutions of 1 resulted in a decrease in the donor fluorescence 
at around 450 nm and an increase in the acceptor fluorescence at around 515 nm, 
as shown in Fig. 4. The same spectral changes were also observed upon the  
addition of CD45, a receptor-like PTP [37]. These observations demonstrate  
that the proposed FRET switching by spectral overlap integral worked as expected. 
As the time-courses of the changes in the emission spectra show, the enhancement 
of the acceptor fluorescence was slower than the decrease of the donor fluorescence 
in 1 and 2.

The absorption spectra of 1 and 2 measured in an aqueous buffer exhibited the 
donor absorption peak at around 400 nm. After the addition of PTP1B or CD45, the 
absorption peaks of the fluorescein moiety appeared and increased with time. In 1 
and 2, the absorption at around 450 nm was initially enhanced, then the absorption 
at around 500 nm was enhanced with a slight decrease of the absorption at around 
450 nm. These observations in the fluorescence and absorption spectra indicate that 
the two phosphate groups of 1 and 2 are hydrolyzed in two steps through the mono-
phosphate intermediates. Compound 2 with the flexible ethylene linker exhibited 
weaker fluorescence and longer wavelength of the absorption maxima compared to 
1 with the rigid cyclohexane linker. These observations indicate that fluorescence 
quenching due to dye-to-dye close contact occurred in 2. In other words, the 
cyclohexane linker is sufficiently rigid to prevent dye-to-dye close contact. After 
hydrolysis by PTPs, efficient FRET could be observed in 1.

The compounds 1 and 3 showed that they are cleavable by cellular PTPs like 
PTP1B and CD45. This indicates that the rigid and bulky structure of the cyclohex-
ane linker does not affect substrate binding.

Since compounds 1 have low membrane permeability due to their negative 
charges, we derivatized compound 1 to the membrane-permeable 1-AM, which 
bears acetoxymethyl residues on the phosphate and hydroxyl groups. This is a com-
monly used strategy to induce drug administration efficiency. There is no negative 
or positive charge on compound 1-AM, that it is more lipophilic, and so should 
permeate better into the cells, where it should be hydrolyzed to compound 1 by 
esterase in the cytosol. After cleavage of these ester groups, the dye will have nega-
tive charges so that it cannot cross the membrane again and thus stays in the 
cytosol. In order to determine whether compound 1-AM can detect intracellular 
PTPs activity, it was used for ratiometric imaging in human umbilical vein endothe-
lial cells (HUVEC). The fluorescence ratio of the acceptor and donor within the 
cells was monitored, in the presence and absence of sodium orthovanadate, a 
membrane-permeable PTP inhibitor. We observed a significant difference in the 
increase of the fluorescence ratio between inhibitor-treated and untreated cells. 
Thus, compound 1-AM should be practically useful for the ratiometric measurement 
of intracellular PTP activity.
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6 Zn2+ Sensing

Numerous tools for Zn2+ sensing in living cells have become available in the last 3 
years. Among them, fluorescence imaging using fluorescent sensor molecules has 
been the most popular approach. Some of these sensor molecules can be used to 
visualize Zn2+ in living cells. Some of the biological functions of Zn2+ were clarified 
using these sensor molecules, especially in neuronal cells, which contain a high 
concentration of free Zn2+. Biological imaging of specific molecules can provide 
direct information of molecular functions in living systems. The most important 
breakthrough for this purpose is to create selective and sensitive sensing tools. For 
the last 3 years, rapid improvements have been made in the development of Zn2+ 
specific sensor molecules. Among several approaches, a lot of fluorescent sensor 
molecules for the detection of chelatable Zn2+ were reported. Some of these sensor 
molecules like Zinquin [38], ZnAF-2 [39], FluoZin-3, FuraZin, and RhodZin-3 
[40] were used to lead new biological findings of Zn2+ in living systems. Fluorescent 
sensor molecules, which allow visualization of cations or enzyme activity in living 
cells by fluorescence microscopy, are useful tools for studying biological systems.

Zinc (Zn2+) is the second most abundant transition metal cation, and several 
grams of Zn2+ are present in the adult human body [41]. The biological function of 
Zn2+ has been reported for the protein bound form. However, free or loosely bound 
(labile, chelatable) Zn2+ exists at high concentration, especially in the brain, pan-
creas, and spermatozoa, and can be visualized by a fluorescent dye [42]. In the 
brain, labile Zn2+ is reported to exist at a concentration of several mM in the vesi-
cles of presynaptic neurons, and is released by synaptic activity or depolarization, 
modulating the functions of certain ion channels and receptors [43]. Although the 
significance of Zn2+ in biological systems has been reported, its mechanisms of 
action are poorly understood.

Thus, fluorescent sensor molecules for detecting labile Zn2+ are needed to clarify 
the function of Zn2+. A lot of fluorescent sensor molecules, which can selectively 
detect Zn2+, have been reported in the last 3 years. Here, we will describe recent 
progress in the development of fluorescent sensor molecules for Zn2+, especially in 
the light of biological application.

7 Fluorescent Sensor Molecules Based  
on Fluorescein Structure

The fluorescent sensor molecules with visible light excitation are advantageous 
over sensors with shorter excitation, because the excitation wavelength in the ultra-
violet range may cause cell damage, and cellular autofluorescence may interfere 
with the measurement. Fluorescein is one of the most widely used fluorophores in 
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biological experiments and is advantageous in that it has a high quantum yield of 
fluorescence in aqueous solution, and its excitation wavelength is in the visible 
range. Thus, fluorescein can be a favorable fluorophore for Zn2+ fluorescent sensor 
molecules and several Zn2+ sensor molecules have been reported in the last couple 
of years, which can be used in biological applications. The intensity of the fluores-
cence can be controlled by photo-induced electron transfer (PeT) between the 
xanthene ring, which act as an electron acceptor and fluorophore, and the substi-
tuted benzoic acid moiety, which serves as electron donor [44].

As a receptor for Zn2+, we chose TPEN (N,N,N¢,N¢-tetrakis (2-pyridylmethyl)
ethylenediamine) derivatives (Fig. 5). We synthesized several compounds and 
ZnAFs, whose acceptor for Zn2+ N,N-bis(2-pyridylmethyl)ethylenediamine is 
directly attached to the benzoic acid moiety via the aliphatic amine nitrogen. The 
dyes exhibited good properties as Zn2+ sensor molecules, and are specific for Zn2+ 
against other heavy metal ions and several cations, that exist at high concentration 
in living cells such as Ca2+, Mg2+, Na+, and K+, which did not enhance the fluores-
cence intensity even at high concentration [45, 46]. We applied ZnAF-2 to monitor 
extracellularly released Zn2+ to clarify its function. Labile Zn2+ plays many physi-
ologically important roles, especially in the central nerve system (CNS), where it is 
mainly stored in the synaptic vesicles of excitatory synapses, particularly the syn-
aptic terminals of hippocampal mossy fibers (MFs), and is coreleased with neuro-
transmitters in response to synaptic activity. When high-frequency stimulation was 
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delivered to the MFs, the concentration of extracellular Zn2+ was immediately ele-
vated in the stratum lucidum (SL), and this was followed by a slight increase in the 
stratum radiatum adjacent to the stratum lucidum (SR proximal). Electrophysiological 
analyses revealed that NMDA-receptor-mediated synaptic responses (fEPSP

NMDA
) 

in CA3 proximal stratum radiatum were inhibited in the immediate aftermath of 
MF activation and that this inhibition was no longer observed in the presence of a 
Zn2+-chelating agent, which indicates that Zn2+ serves as a heterosynaptic mediator 
[39]. From these results, Zn2+ can be the only messenger substance that is released 
presynaptically and moves into postsynaptic neurons after release of other neuro-
transmitter like glutamate [47]. The combination experiments using ZnAF-2 also 
showed the following results of Zn2+ in the rat hippocampus (Fig. 6). The modula-
tion of the Zn2+ affinity revealed that the released Zn2+ varies in the location of rat 
hippocampal slice [48]. Extracellular chelator of Zn2+ revealed that Zn2+ is released 
extracellular milieu by ischemia stimulation [49].

8 Other Types of Fluorescent Sensor Molecules

Recently other types of fluorescent probes have also been reported. One particu-
larly interesting type is probes which enable ratiometric imaging. Ratiometric 
imaging is a technique that involves observing the changes in the ratio of fluores-
cence intensities at two wavelengths. Compared with the measurement of the fluo-
rescence intensity at one wavelength, this method reduces artifacts by minimizing 
the influence of extraneous factors, such as the changes of the probe concentration 
and excitation light intensity. Based on the structure of Fura-2, novel fluorescent 
probes have been developed for ratiometric measurement of Zn2+: FuraZin, whose 
chelator structure is that of FluoZin-1, and ZnAF-R2 (Fig. 5), whose chelator struc-
ture is that of ZnAF-2 [50]. Their selectivity for Zn2+over other cations and their 
dissociation constants are similar to fluorescent sensor molecules with the same 
type of chelators. Reynolds et al. reported the significance of intracellular sensor 
concentration for monitoring Zn2+ concentration by the comparison of ratiometric 
measurement using FuraZin (K

d
 ~ 3 mM) and Magfura-2 (K

d
 ~ 0.02 mM) [51]. Eide 

et al. used FuraZin to monitor Zn2+ level in yeast Saccharomyces cerevisiae for 
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Fig. 6 Hippocampal release of Zn2+ in rat brain slice after electric stimulation of mossy fiber
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clarifying the function of ZRC1, which works in storage and detoxification of 
excess Zn2+ [52]. It was shown that Zrc1 was required for restoration of Zn2+ into 
the vacuole during Zn2+ shock. An interesting concept for ratiometric measurements 
was reported by Fahrni et al. and is based on Zn2+ induced inhibition of excited-
state intramolecular proton transfer (ESIPT) [53, 54]. In these sensors the intramo-
lecular hydrogen bond that is responsible for the ESIPT process is replaced by Zn2+ 
coordination, resulting in a significant shift of the emission wavelength. They fur-
ther derivatized these lead compounds to provide ratiometric Zn2+ sensors with 
various affinities for Zn2+ [55]. A similar approach was reported by O’Halloran 
et al. to design Zinbo-5 for ratiometric measurements [56].

Another new type is long-lifetime luminescent sensor molecule with lanthanide 
complex structures. Luminescent lanthanide complexes, in particular Tb3+ and Eu3+ 
complexes, have long luminescence lifetimes of the order of milliseconds. Zn2+ 
sensor molecules were reported, based on the conjugation of (DTPA)-bisamide 
lanthanide complex with two picolylamide Zn2+ chelators [57]. The emission inten-
sity was increased by the addition of Zn2+ for Tb3+ complexes, and its lifetimes were 
in the millisecond range. This increase is supposed to be ascribed to the efficiency 
of intramolecular energy transfer from the pyridyl group to the lanthanide ion 
induced by the proximity effect from Zn2+ chelation. Lanthanide complex based 
Zn2+ sensors were developed [Eu-7] (Fig. 5). This europium (Eu3+) complex 
employs a quinolyl ligand as both a chromophore and an acceptor for Zn2+. Upon 
addition of Zn2+ to a solution of [Eu-7], the luminescence of Eu3+ is strongly 
enhanced, with high selectivity for Zn2+ over other biologically relevant metal cati-
ons. One of the important advantages of [Eu-7] is that this complex can be excited 
with longer excitation wavelengths (around 340 nm) as compared with previously 
reported Zn2+ -sensitive luminescent lanthanide sensors, whose excitation wave-
length is at too high an energy level for biological applications. The usefulness of 
[Eu-7] for monitoring Zn2+ changes in living HeLa cells was confirmed. This novel 
Zn2+-selective luminescent lanthanide chemosensor [Eu-7] should be an excellent 
lead compound for the development of a range of novel luminescent lanthanide 
chemosensors for biological applications [58, 59].

9 Conclusion

The sensor molecules introduced above indicate that FRET switching by either 
donor–acceptor distance or by spectral overlap integral is feasible for practical use. 
It should be possible to develop novel ratiometric fluorescent sensors for various 
hydrolytic enzymes by introducing other appropriate enzyme-cleavable groups into 
these switches. The fluorescence quenching problem that usually arises in 
developing FRET sensors can be overcome by using the FRET cassette moiety with 
two fluorophores linked by a rigid linker. In addition to fluorescein, it should be 
possible to use rhodamine as the acceptor, because rhodamine also exhibits a large 
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shift in its absorption spectrum. Consequently, those study has provided important 
information about the design and synthesis of FRET-based fluorescent sensors.

Reported Zn2+ fluorescent sensor can be used for monitoring intracellular Zn2+ 
concentration changes. However, all the reported fluorescent sensor molecules are 
not necessarily appropriate in all the studies for clarifying the physiological func-
tion of Zn2+. So careful consideration in both the chemical and biological properties 
of the sensor molecules is necessary. The effective concentration range and the 
kinetic parameters, such as association and dissociation rates constants, are impor-
tant. In addition to these chemical parameters, biological parameters, for example, 
cell-membrane permeability, intracellular localization, and the toxicity of the exci-
tation light and the sensor molecules themselves to the cells, should also be consid-
ered. The purpose of the measurement is also important. For example, to study the 
distribution of Zn2+ in biological samples with high resolution and no requirement 
for temporal resolution, a staining method, such as Timm’s staining, measured by 
electron microscopy, would be the most suitable. The future direction of Zn2+ 
sensor molecules can be headed toward longer fluorescence wavelength towards 
infrared region, specific cellular localization and mostly ratiometric sensors. These 
purposes should be accomplished with set up for variety of sensor molecules in the 
near future.
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Abstract Our understanding of cellular signaling is critically dependent on our 
ability to visualize and quantify specific signaling events with high spatial and 
temporal resolution in the cellular context. Over the past decade or so, biosensors 
based on fluorescent proteins and fluorescence resonance energy transfer (FRET) 
have emerged as one major class of fluorescent probes that are capable of track-
ing a variety of cellular signaling events, such as second messenger dynamics and 
enzyme activation/activity, in time and space. Here we review recent advances in 
the development of such biosensors and some biological insights revealed by these 
biosensors in living cells, tissue, and organisms.
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1 Introduction

A live cell can maintain appropriate responses in an ever changing environment. 
This is quite remarkable for a single cell given that numerous cellular processes at 
different locations have to be tightly regulated all at the same time throughout its life 
cycle. This continuous decision-making process is orchestrated by an intricate cell 
signaling network which is an integral part of a live cell. Recent years have seen 
tremendous progress in identification of signaling components constituting this  
signaling network, especially with the help of emerging genomic, proteomic and 
bioinformatic approaches [1, 2]. Less well developed is our understanding of how 
these components are tightly regulated to achieve highly specific signaling within a 
living cell, which may be responding to multiple physiological cues simultaneously.

The key is believed to lie in the spatiotemporal information encoded in a particu-
lar cellular context. For instance, a small signaling molecule like Ca2+ is known for 
its ability to activate selectively and specifically distinct cellular functions in 
response to a variety of stimuli [3, 4]. Such diverse Ca2+ signals are attributed to the 
ability  of  a  cell  to  produce  complex  patterns  of  Ca2+ transients, either local or 
global, in various forms of spikes, waves, and oscillations [5], specific to its cellular 
context. Therefore, tools that are capable of deciphering such information are 
essential for a better understanding of dynamic cellular signaling in its native envi-
ronment. Over the past 20–30 years, many different Ca2+ sensors have been created 
to unravel the fine details of Ca2+ dynamics at all levels, from submicrodomains in 
single cells to different tissues in whole organisms. On the other hand, however, 
visualization of other signaling events, even those closely related to Ca2+, remained 
a challenge, limiting our ability to elucidate the physiological roles of Ca2+ in dif-
ferent cellular contexts [6]. Therefore there exists a tremendous need for biosensors 
that are capable of tracking specific signaling events of interest in living cells.

Thanks to the rapid development of fluorescent proteins and continuing advances 
in imaging technology, several generalizable biosensor designs that can be applied 
to a variety of signaling events have become available in the past decade or so. Here 
we review recent advances in biosensor development that have made real-time visu-
alization of a variety of signaling events a reality as well as some biological insights 
revealed by these biosensors. In particular, we focus on biosensors that are based 
on fluorescent proteins and fluorescence resonance energy transfer (FRET), two 
cornerstones of live-cell imaging.

2 A Rainbow of Fluorescent Proteins

Since the successful cloning of the jellyfish green fluorescent protein (GFP) [7] and 
its first demonstrations as a useful gene expression marker [8, 9], fluorescent pro-
teins have rapidly grown to become one of the cornerstones of live-cell imaging and 
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an indispensable tool for researchers in many fields of life sciences [10–12].  
The most remarkable feature of GFP is its spontaneous fluorescence which requires 
no additional cofactors other than molecular oxygen. Furthermore, a highly stable 
b-can structure of GFP effectively protects its chromophore from its environment, 
making it a robust visual tag for tracking proteins in complex cellular environments 
[10]. These unique features make GFP especially useful in living cells, tissue and 
even whole organisms.

As a result, there have been continuing efforts aimed at improving and 
developing new fluorescent proteins based on the gene sequence and structural 
information of the original GFP [10]. By using many different mutagenesis and 
screening methods, this has led to the generation of mutant GFPs with a series of 
improved and novel properties, including better mammalian expression, faster 
maturation, simplified excitation spectrum, improved photostability, increased 
fluorescence intensity, reduced environmental sensitivity to pH and halides, 
reduced tendency to dimerize, among many others, as well as color variants 
ranging from blue to yellow. Notably, however, longer wavelength emission such 
as  red  is missing  from  these GFP  color  variants.  In  addition  to  offering more 
distinct colors, longer wavelengths are especially useful for in vivo applications 
owing to their desirable properties like better separation from common cell 
autofluorescence and better tissue penetration. Seeking longer wavelength 
emitting fluorescent proteins, researchers turned to other natural sources. The 
first red fluorescent protein (RFP) known as DsRed was isolated from the coral 
of Dicosoma genus [13] as an obligate tetramer and subsequent engineering 
efforts have yielded a whole range of orange to far red monomeric fluorescent 
proteins with improved properties to make a complete rainbow of fluorescent 
proteins [14, 15].
Importantly,  some  pairs  of  fluorescent  proteins  in  this  rainbow  can  undergo 

FRET, a “spectroscopic ruler” capable of tracking distance and conformational 
changes at molecular level [16]. This has further expanded the applications of fluo-
rescent proteins in live cells, especially for the dynamic visualization of signaling 
events. Aside from the common requirements for the successful use of fluorescent 
proteins in an imaging experiment [17], fluorescent proteins used as a FRET pair 
should have sufficient spectral overlap between the donor emission and the acceptor 
excitation. In addition, these fluorescent proteins should also have reasonable spec-
tral separation of both excitation and emission to minimize crosstalk or bleedthrough. 
At present, cyan fluorescent protein  (CFP) and yellow fluorescent protein  (YFP) 
are still the most commonly used FRET pair, although a variety of color variants 
have been used in various applications. To facilitate the choice of appropriate FRET 
pairs, Table 1 summarizes a list of currently available fluorescent proteins that are 
among the best candidates from different color classes. These particular fluorescent 
protein variants are selected based on properties important for FRET imaging, 
including brightness, photostability, proper spectral overlap, and reduced tendency 
to dimerize.
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3 FRet

As visual tags, fluorescent proteins have been extremely useful in revealing gene 
expression patterns and protein localization and translocation. However, to 
visualize many dynamic signaling events such as second messenger dynamics, 
enzyme activation/activity, and dynamic protein–protein interactions, simple 
fluorescence readout is often insufficient. As a result, more sophisticated 
fluorescence based methods that are capable of providing dynamic information, 
including FRET, have been explored for monitoring the dynamics of cellular 
signaling  events.  In  simple  terms,  FRET  can  be  described  as  radiation-less 
transfer of the energy from an excited donor to an acceptor in close proximity. 
Since FRET occurs only when the donor and acceptor are in molecular proximity 
(i.e., <10 nm apart) and the efficiency of this process is proportional to the 
inverse sixth power of the distance between the donor and acceptor, it has been 
commonly applied as a spectroscopic ruler for measuring distance, interaction, 
folding and conformational changes of biomolecules in various biological 
systems [16].

Quantitatively, FRET efficiency (E) can be determined by the equation

 E = 1/[1 + (r / R
0
)6] (1)

where r is the distance between the donor and acceptor and R
0
 is the distance at 

which FRET efficiency is 50%, known as the Förster distance. The value of R
0
 

depends on the spectral overlap between the donor emission and the acceptor 
absorption, the quantum yield of the donor, the reflective index of the environment 
and the relative orientation between the donor and acceptor, represented by the 
orientation factor k2 [23]. The strong distance dependence of FRET efficiency 
(Fig. 1) can be demonstrated with a simple calculation using (1) in which E 
decreases from 95.5% with a distance of 0.6R

0
 to 2.9% with a distance of 1.8R

0
. 

For an R
0
 value of 5 nm, which is a reasonable value for the commonly used CFP 

table 1 Properties of fluorescent proteins

Fluorescent 
protein

Excitation 
peak (nm)

Emission 
peak (nm)

Extinction 
coefficient 
(mM−1 cm−1)

Fluorescence 
quantum yield References

EBFP2 383 448 32 0.56 [18]
Azurite 384 450 22 0.59 [18, 19]
mCerulean 433 475 44 0.62 [20, 21]
mCFP 433 475 32 0.40 [15]
mEGFP 488 507 55 0.62 [20]
mVenus 515 528 96 0.52 [20]
mCitrine 516 529 77 0.76 [15]
TagRFP 555 584 100 0.48 [22]
mCherry 587 610 72 0.22 [15]
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and YFP FRET pairs [20], this translates to a drop of FRET efficiency from almost 
quantitative to nearly negligible over a distance increase of mere 6 nm. Together 
with the fact that a standard FRET setup can now routinely detect a FRET 
efficiency change of less than 1%, a FRET-based biosensor can indeed provide 
very sensitive readout.

Donor–acceptor fluorophores used for FRET are of wide range from small mol-
ecules to complex nanoparticles [24]. However, specific labeling of protein mole-
cules with FRET fluorophores in cellular environment was a major challenge until 
GFP color variants that are capable of FRET became available. Since then, the mar-
riage between FRET and fluorescent proteins has yielded a variety of FRET biosen-
sors that enable visualization of complex cellular processes such as second 
messenger dynamics, enzyme activation/activity and protein–protein interactions in 
living cells, tissue, and organisms.

4  Illuminating Cellular Signaling Using  
Biosensors Based on Fluorescent Proteins and FRet

Over the past decade or so, biosensors based on fluorescent proteins and FRET 
have emerged as one major class of fluorescent probes that are capable of tracking 
a variety of cellular signaling events in real time and space. The growing popularity 
of this class of sensors can be attributed to the following reasons that make the 
design of such sensors readily generalizable. First, there exists a plethora of built-in 
signal sensing modules for virtually any cell signal. These endogenous sensing 
modules offer plenty of choices for the design of protein based molecular switches 

Fig. 1 Dependence of FRET efficiency (E) on distance (r). R
0
 is the Förster distance. E decreases 

from 95.5% with a distance of 0.6R
0
 to 2.9% with a distance of 1.8R

0
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for a particular biosensor. Second, the development of fluorescent proteins has 
made the task of adding visual tags to the protein based molecular switches as easy 
as simple molecular cloning, alleviating the need for in vitro conjugation and other 
manipulations. Third, the high spatial sensitivity offered by FRET readout makes it 
straightforward to decode the signaling-dependent conformation change of the sensor. 
Put together, this lays out a general design for a protein based biosensor, i.e., geneti-
cally encodable, in which a FRET pair generates a readout corresponding to the 
distinct states of a signal sensing molecular switch. Here we discuss examples of 
such sensors in the context of different classes of signaling molecules, including 
proteases, second messengers, small GTPases and protein kinases.

4.1 Proteases

Proteases are enzymes that catalyze the hydrolysis of a peptide amide bond, i.e., 
proteolysis. These enzymes are involved in a multitude of highly regulated signal-
ing pathways such as the apoptotic and metabolic pathways. The earliest geneti-
cally encoded FRET sensors used blue fluorescent protein (BFP) and GFP linked 
together with protease cleavable substrates in which proteolysis leads to disruption 
of FRET by separating the donor and acceptor [25, 26]. While not demonstrated in 
either case, the potential of fluorescent protein based FRET biosensors for live cell 
applications has been noted.

Among all proteases, probably the most famous is a family of specialized pro-
teases called caspases. They are directly linked to apoptosis, a process by which a 
cell undergoes programmed cell death, which is essential in development, tissue 
homeostasis and malignancy. Functionally, these caspases can be divided into two 
distinct groups, namely initiator caspases (capases-2, 8, 9, and 10) and effector 
caspases (caspase-3, 6, and 7). Effector caspases cleave multiple cellular sub-
strates during apoptosis while initiator caspases mainly function to activate effector 
caspases. By sandwiching various caspase specific substrates between a fluores-
cent protein FRET pair (e.g., BFP and GFP or CFP and YFP), a series of caspase 
activity sensors have been created for the study of the complex activation mecha-
nisms of different caspases and their temporal correlation in living cells [27–34].
In Drosophila, the salivary gland is sculpted by caspase mediated apoptosis initi-

ated  by  the  steroid  hormone  20-hydroxyecdysone  (ecdysone).  In  a  recent  study 
analyzing the spatiotemporal patterns of caspase activation in the salivary glands of 
developing Drosophila in vivo, a FRET based caspase-3 sensor has been proven to 
be useful [35]. In this study it was shown that caspase activation is initiated locally 
in the anterior cells and then propagated to the posterior cells of the salivary glands 
using the caspase-3 sensor. Furthermore, this caspase activation is inhibited in flies 
with mutations in E93 gene, an ecdysone induced early gene, suggesting the E93 
gene is an executor for caspase activation in Drosophila salivary glands.
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4.2 Spatiotemporal Dynamics of Second Messengers

Second messengers are diffusible small intracellular signaling molecules. They 
play important roles in transmitting signals originated at different cellular locations 
to their destinations. Some, such as Ca2+ and cAMP, are hydrophilic and diffuse in 
the  cytosol,  while  others,  like  phosphoinositides  (PIs)  and  diacylglycerol,  are 
hydrophobic and diffuse in the membranes. In either case, they exert their effects 
by binding to and altering the conformation of the effector proteins, leading to 
activation/deactivation of the target proteins. Second messenger signaling is truly 
versatile and of various spatiotemporal patterns; therefore it is necessary to dissect 
their roles in regulating cell signaling in the cellular context.

4.2.1 Ca2+

Ca2+ is a central signaling molecule in cellular signaling and the most studied 
among all second messengers for its important roles in many physiological 
systems.  Despite  being  a  diffusible  ion,  Ca2+ signaling is highly regulated both 
spatially and temporally. The dynamic Ca2+ signals are deciphered and transduced 
further down specific signaling pathways by a variety of Ca2+ binding proteins.
To elucidate the mechanisms and functions of Ca2+ signaling, numerous sensors 

for cellular imaging of Ca2+ have been created. Among them, cameleons represent a 
class  of  FRET-based  calcium  sensors  that  are widely  used. Cameleons were  con-
structed by sandwiching between a fluorescent protein FRET pair, e.g., CFP and YFP, 
a tandem fusion protein of calmodulin, a Ca2+ binding protein, and the calmodulin-
binding peptide M13 from myosin light chain kinase [36]. This rational design was 
based on the observation that a calmodulin-M13 fusion, separated by a flexible 
Gly–Gly linker, undergoes a conformational change from an extended dumb-bell 
form to a compact, globular form in the presence of Ca2+ [37]. Therefore, it was rea-
soned that this change in conformation may be detected as a FRET change by fusing 
FRET donor and acceptor at the N- and C-termini of the fusion protein respectively. 
Indeed,  visualization  of  Ca2+ dynamics in the cytosol, nucleus and endoplasmic 
reticulum (ER) of  single  living cells  as well  as quantitative measurements of Ca2+ 
concentration in the ER were achieved using targeted cameleons [36].
Following  the  original  cameleons,  a  variety  of  FRET-based  Ca2+ biosensors 

[38–43] have been engineered with improved features for general application (e.g., 
improved dynamic range/sensitivity, better subcellular targeting, reduced environ-
mental sensitivity and less interference with the endogenous signaling) as well as 
altered properties suitable for specific applications (e.g., detection range, fast kinetics 
and desirable  spectral  characteristics). So  far,  these FRET-based Ca2+ biosensors 
have been successfully applied in the investigation of Ca2+ signaling dynamics in 
various subcellular organelles of many different cell types as well as a number of 
transgenic organisms [44–47]. However, for in vivo imaging in mammals, technical 
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challenges still prevent quantitative measurements of subtle but physiologically 
significant Ca2+ signals such as the neuronal Ca2+ transient caused by a single action 
potential. Despite the limited applications of FRET-based Ca2+ biosensors in in vivo 
imaging, recent progresses along this research direction all point to a brighter future 
[48, 49]. Importantly, the same design principle of cameleons has been adapted to 
create biosensors for many other signaling events [50].

4.2.2 cAMP

As a ubiquitous intracellular second messenger, cAMP signaling plays a key role 
in the regulation of a variety of cellular processes, from gene expression, ion trans-
port, cardiac contraction, to cell growth and apoptosis. Since cAMP exerts many 
biological effects via only a limited number of effectors, including cAMP depend-
ent protein kinase (PKA), exchange proteins directly activated by cAMP (Epac) 
and cAMP-gated ion channels, its spatial and temporal control is believed to be 
crucial to differential regulation of cellular targets involved in various signaling 
cascades. As a result, several cAMP sensors have been created to investigate such 
dynamic cAMP signaling. The first FRET-based sensor for real-time imaging of 
cAMP was based on PKA holoenzyme, in which the catalytic and regulatory subu-
nits were labeled with a small molecule FRET pair, fluorescein and rhodamine, 
respectively, so that cAMP induced dissociation of the holoenzyme disrupted FRET 
[51]. Replacement of the small molecule dyes with fluorescent protein FRET pairs 
made the PKA-based cAMP sensor genetically encodable [52]. Application of this 
sensor in neonatal cardiomyocytes revealed discrete microdomains of cAMP [53], 
providing direct evidence for the existence of subcellular compartments of cAMP 
in cardiomyocytes [54]. More recently, several unimolecular cAMP sensors based 
on Epac have been generated to achieve more reliable measurements and better 
subcellular targeting for live-cell imaging of cAMP dynamics [55–57].
On  the  other  hand,  the  dynamic  interplay  between  cAMP  and Ca2+ has been 

suggested to play an important role in regulating physiological functions such as 
the cardiac contractility [58] while the molecular mechanisms underlying this 
remain unclear. With Ca2+ sensors suitable for co-imaging with the CFP-YFP pair 
already available, the development of cAMP sensors have made investigation into 
these mechanisms possible by enabling real-time imaging of two signaling events 
simultaneously at singe cell level. In one study using MIN6 b-cells, simultaneous 
measurements of Ca2+ and cAMP levels were conducted using Fura-2 and Epac1-
camps  respectively  [59].  It  was  found  that  membrane  depolarization  led  to  an 
antiphase temporal correlation between Ca2+ and cAMP oscillations. It was further 
suggested that this Ca2+ dependent cAMP oscillation is due to periodic activation 
and inactivation of Ca2+ sensitive phosphodiesterase instead of changes in adenylyl 
cyclase activity. This antiphasic correlation between Ca2+ and cAMP oscillations 
was  also  observed  with  another  cAMP  sensor,  ICUE-RY,  in  which  the  original 
CFP-YFP pair has been replaced with a YFP-RFP pair (Ni and Zhang, unpublished 
data) (Fig. 2). This switch of FRET pairs should address the issue of possible signal 
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contamination  between  Fura2  and  the  CFP-YFP  FRET  pair  [60].  A  similar 
approach was taken to examine the interplay between Ca2+ and cAMP dynamics in 
HEK293 cells expressing a Ca2+ sensitive adenylyl cyclase [61]. In this case, phasic 
oscillations  in  cAMP  levels  were  observed with  respect  to  the  Ca2+ oscillations 
induced by physiological stimuli. It was also demonstrated that this Ca2+ dependent 
cAMP oscillation is mediated by adenylyl cyclase activity as well as phosphodiesterase 
activity. Interestingly, these phasic oscillations in Ca2+ and cAMP levels were also 
observed in INS-1 b-cells upon hormone stimulation using a modified PKA-based 
cAMP FRET sensor [62]. This marked difference in phase correlation, phasic vs 
antiphasic,  between  Ca2+ and cAMP oscillations in b-cells probably reflects 
differential crossregulation in response to different stimulation signals. Taken 
together, these results highlight the incredible ability of a cell in deciphering and 
transmitting diverse signals in a highly efficient and specific manner using a 
dynamic network of signaling molecules. As a result, it is crucial to understand 
such nonlinear nature of cellular signaling in its biological context.

Fig. 2a,b Simultaneous imaging of Ca2+ and cAMP dynamics in MIN6 cells. a Images of cells 
expressing  ICUE-RY  and  loaded with  Fura2. b  Ca2+ and cAMP oscillations in two individual 
MIN6 cells after addition of glucose and tetraethylammonium chloride (TEA) at time zero in time 
courses
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More recently, in the context of studying differential signaling of b-adrenergic 
receptor subtypes at the level of cAMP dynamics, another cAMP sensor was created 
using the cAMP binding domain of the hyperpolarization-activated cyclic nucleotide 
gated channel 2 (HCN2) as opposed to the binding domains from PKA or Epac [63]. 
The resulting biosensor, HCN2-camps, maintains a high sensitivity for cAMP but 
does not appear to saturate at physiological cAMP concentrations in adult cardio-
myocytes, a potential concern with other cAMP sensors. Using single adult cardio-
myocytes isolated from the transgenic mice expressing HCN2-camps, it was shown 
that selective stimulation of b

1
-adrenergic receptor led to robust cAMP accumulation 

and propagation throughout the entire cells, whereas selective stimulation of b
2
-

adrenergic receptor resulted in a smaller localized increase in cAMP that did not 
propagate even in the presence of phosphodiesterase inhibitors.

4.2.3 PIP3

Like many other second messengers, phosphatidylinositol 3,4,5-triphosphate (PIP
3
) 

is involved in the regulation of a variety of cellular processes, including cell sur-
vival, polarization, and proliferation among others. Many of these functions are 
achieved via activation of serine/threonine kinase Akt. To investigate the spatiotem-
poral regulation of PIP

3
 dynamics in live cells, several FRET based biosensors have 

been developed.
One of these biosensors, named “fllip,” consisted of a pleckstrin homology (PH) 

domain from GRP1, which selectively binds PIP
3
, sandwiched between CFP and 

YFP through rigid linkers with a built-in Gly–Gly hinge in the linker between the 
PH domain and YFP [64]. Using this PIP

3
 biosensor in CHO-PDGFR cells, it was 

found that the sensor localized to the endomembranes showed a delayed but greater 
response comparing to the sensor targeted to the plasma membrane. Further experi-
ments revealed that this in situ production of PIP

3
 at the endomembranes is medi-

ated through receptor endocytosis upon growth factor stimulation, suggesting a new 
mode of regulation of PIP

3
 signaling.

Another  genetically  targetable  PI  biosensor  specific  for  PIP
3
  and  PI(3,4)P

2
, 

named  “InPAkt,” was  constructed  by  sandwiching  the  PH  domain  of Akt  and  a 
“pseudoligand” containing acidic amino acid residues, between CFP and YFP [65]. 
In living cells, elevations in PIP

3
 and PI(3,4)P

2
 by growth factor induced activation 

of phosphatidylinositol 3-kinase (PI3K) resulted in a change in FRET between the 
fluorescent proteins. Using this sensor, differential dynamics of PIs were observed 
at the plasma membrane of NIH3T3 cells, stimulated by various growth factors. On 
the other hand, the nuclear targeted InPAkt showed no response within an hour after 
platelet derived growth factor stimulation, suggesting that no appreciable amounts 
of accessible PIP

3
 and PI(3,4)P

2
 were produced in the nucleus. Furthermore, simul-

taneous imaging of a plasma membrane targeted InPAkt and a nuclear targeted Akt 
activity reporter [66] revealed a gradual and sustained accumulation of Akt activity 
in  the  nucleus  after  rapid  and  transient  production  of  PIP

3
  and  PI(3,4)P

2
 at the 

plasma membrane in the same cell.
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4.3 Small GTPases

Small GTPases, also known as the Ras GTPase superfamily, have a molecular 
weight of about 20 kDa and function as molecular switches for a variety of intracel-
lular signaling cascades by cycling between an active GTP-bound form and an 
inactive GDP-bound form. Their regulation is mediated by guanine nucleotide 
exchange factor (GEF), the activator, and GTPase activating protein (GAP), the 
inactivator. According to their primary amino acid sequences and biochemical 
properties, the Ras superfamily can be divided into five major subfamilies: Ras/
Rap, Rho/Rac, Rab, Ran and Arf.

To monitor the activation/activity of these small GTPases, a family of genetically 
encodable FRET sensors, designated as Ras and interacting protein chimeric unit 
(Raichu), was developed using a molecular switch that consisted of the small 
GTPase of interest and a GTPase specific binding domain, sandwiched between CFP 
and YFP. The first member of this senor family, Raichu-Ras [67], was created using 
H-Ras and the Ras-binding domain of Raf. Similarly, Raichu-Rap1 [67] was created 
for the detection of active Rap1 by replacing H-Ras with Rap1. Results using these 
sensors in living cells showed spatially restricted activation of Ras and Rap1 by dif-
ferent growth factors. Furthermore, using the fluorescence recovery after photob-
leaching (FRAP) technique, it was determined that the high Ras activity observed at 
the extending neurites was due to high GTP/GDP exchange rate and/or low GTPase 
activity, but not to the retention of active Ras. To date, the Raichu family has been 
expanded to include Raichu-Rac [68], Cdc42  [68], RhoA [69] and RalA [70] for 
investigating the spatiotemporal dynamics of these small GTPases in living cells.
In another RhoA sensor [71], a different design was used by placing RhoA and 

its  binding  domain  at  the  C-  and  N-termini  of  the  protein  chimera  respectively, 
instead of CFP and YFP. This design preserves the reversible membrane association 
of RhoA which is dependent on its intact C-terminus. Spatiotemporal dynamics of 
RhoA visualized with this sensor in migrating cells showed differential RhoA activ-
ity in membrane protrusions of randomly migrating cells compared to those induced 
by growth factor stimulation. Therefore, membrane protrusion in migrating cells is 
regulated by distinct mechanisms in response to different extracellular signals.

4.4 Protein Kinases

Protein kinases are crucial components of intracellular signaling pathways that 
transmit signals by phosphorylation of various downstream targets. Many members 
in the kinome [72], which includes 518 putative protein kinases in humans, 540 in 
mice, and 122 in yeast, are known to have a plethora of downstream targets playing 
different roles. Therefore, critical for generating appropriate cellular responses, 
precise spatial and temporal control of kinase activity must be achieved within a 
biological context. Compartmentalization of kinases and their substrates is one key 
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strategy used by the cellular machinery in achieving such signaling specificity. For 
PKA, a ubiquitous protein kinase involved in many parallel signaling cascades, its 
signaling often requires A-kinase anchor proteins (AKAPs), which provide a 
molecular framework to orient PKA toward selected substrates [73]. In the case of 
mitogen activated protein kinases (MAPKs), scaffold proteins are required to bring 
together various components in the MAPK pathway signaling pathway, including 
MAPK and its upstream kinases (i.e., MAPKK and MAPKKK), to create func-
tional signaling modules [74–76].

To investigate the spatiotemporal regulation of this important class of enzymes, 
FRET-based biosensors have been developed for various serine/threonine and tyro-
sine kinases [66, 77–87]. These sensors utilize, as a molecular switch, a kinase 
substrate domain attached to a phosphoamino acid binding domain (PAABD). 
Upon phosphorylation of the substrate, the PAABD binds the phosphopeptide, 
altering the distance and/or orientation between donor and acceptor fluorophores, 
resulting in a detectable change in FRET [88] (Fig. 3).

4.4.1 PKA Anchoring and Microcompartmentalization

A-kinase activity reporter 1 (AKAR1), consisting of fusions of CFP, a phosphoamino 
acid binding domain (14-3-3), a consensus substrate for PKA known as kemptide, 
and YFP, was created to study compartmentalized PKA activity in living cells [77]. 

Fig. 3 Structural representation of FRET-based kinase sensors before and after phosphorylation 
by  the  target kinase,  based on known  structures of CFP, YFP and  forkhead associated domain 
bound to a phosphopeptide. A red dot on the substrate peptide represents the phosphorylated resi-
due whereas a grey dot represents the unphosphorylated state. Shown is a phosphorylation-
induced increase in FRET between CFP and YFP
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By targeting AKAR1 to different subcellular locations, it was found that comparing 
to the untargeted AKAR1, the reporter response was faster when tethered to PKA 
holoenzyme and slower when targeted to the nucleus. Thus deliberate redistribution 
of a substrate with regard to a kinase can modulate its susceptibility to phosphorylation 
by the kinase. In this particular case, it indicates that the catalytic subunit of PKA, 
upon dissociation from PKA holoenzyme, would preferentially phosphorylate a 
local pool of substrates. As such, substrates tethered to the regulatory subunit of 
PKA through AKAPs would be preferentially phosphorylated before the catalytic 
subunit diffuses away to phosphorylate substrates in other locations, e.g., the 
cytoplasm and nucleus. Therefore, this study lays the foundation for studying the 
functional effects of PKA-AKAPs mediated cAMP/PKA signaling. The major 
limitation of AKAR1, however, is its poor reversibility in living cells, probably due 
to the tight binding of 14-3-3 with the phosphorylated substrate (Fig. 4).

AKAR2, the second generation of AKAR, was made reversible by replacing the 
high-affinity pair in AKAR1, 14-3-3 and a serine-containing kemptide substrate, with 
a lower-affinity pair, forkhead associated domain 1 (FHA1) and a threonine-containing 

Fig. 4a–d Representative time courses of the A-kinase activity reporter (AKAR) targeted to 
plasma membrane (a), cytosol (b), mitochondria (c) and nucleus (d) with the corresponding sub-
cellular sites are labeled in a cartoon showing the basic the cell structure. Agonists (isoproterenol, 
an agonist for beta adrenergic receptor or forskolin, an activator of adenylyl cyclase) are added at 
time zero in time courses
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kemptide substrate, thus enabling tracking of the dynamic balance between the PKA 
and phosphatases activities in living cells [83]. The effects of chronic hyperinsulinemia 
on  cAMP/PKA signaling were  examined using AKAR2  in 3T3-L1 adipocytes.  In 
adipocytes, lipolysis is enhanced through b-adrenergic receptor mediated activation 
of cAMP/PKA pathway, in which PKA phosphorylation leads to increased lipase 
activity. Interestingly, chronic hyperinsulinemic conditions (typical of type 2 diabetes) 
enhance b-adrenergic receptor mediated cAMP production but not lipolysis. Using 
AKAR2, it was shown that chronically high insulin levels delays PKA activation in 
response to b-adrenergic receptor stimulation, despite overproduction of cAMP under 
the same condition. Furthermore, disruption of PKA scaffolding mimics the effects 
of chronic insulin on b-adrenergic receptor signaling, suggesting that b-adrenergic 
receptor and PKA are compartmentalized in adipocytes and chronically elevated 
insulin may disrupt this close coupling.
In  another  study  of  muscle-specific  AKAP  (mAKAP)  mediated  cAMP/PKA 

signaling, modified AKAR2s, namely AKAR–PKA and AKAR–PKA–PDE, were 
generated through introduction of AKAP-derived binding sites for PKA or for both 
PKA and phosphodiesterase, respectively [89]. Combining live-cell imaging with 
biochemical experiments, it was discovered that PKA, PDE, Epac, as well as extra-
cellular signal regulated protein kinase (ERK) are all part of a dynamic signaling 
complex mediated by mAKAP that functions as a bidirectional regulator of local 
cAMP action by integrating signals from both the cAMP and ERK pathways.

More recently, visualization of PKA activity at different subcellular regions has 
also been achieved in neurons of mouse brain slices using tissue imaging [90]. 
Using AKAR2, distinct kinetics of PKA activation were observed in response to 
stimulation of the G

s
-coupled, 5-HT7 receptor at different locations within morpho-

logically intact mammalian neurons: rapid at the plasma membrane, slow in the 
cytosol, and even slower in the nucleus.

Taken together, these studies using AKARs have provided important insights 
into the compartmentalized cAMP/PKA signaling and demonstrated that these 
biosensors can be targeted to signaling complexes or used as scaffolds of artificial 
signaling complexes that mimic endogenous ones for elucidating spatiotemporal 
regulation of protein kinases.

4.4.2 Oscillatory PKC Activity

PKC transduces cellular signaling by phosphorylating a variety of target substrates. 
In cells, regulation of PKC activity is achieved by a number of mechanisms, includ-
ing phosphorylation, membrane targeting, and interactions with additional signal-
ing regulators, all working in a coordinated manner. As such, our understanding of 
PKC signaling is critically dependent on our ability to decipher the spatiotemporal 
information of PKC activity in live cells. Analogously to AKAR, C-kinase activity 
reporter  (CKAR) was constructed by flanking a  tandem fusion of FHA2 domain 
and a PKC substrate with monomeric CFP and YFP FRET pair [80]. Like AKAR2, 
CKAR  is  reversible,  thereby  enabling  continuous  monitoring  of  the  dynamic 
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balance between PKC and phosphatases. Targeting of CKAR to the plasma mem-
brane, where PKC is most active, revealed oscillatory PKC activity in HeLa cells 
in response to histamine stimulation. Co-imaging with the Ca2+ indicator Fura red 
showed that the oscillations in CKAR phosphorylation are phase locked with Ca2+ 
oscillations, with a peak delay of about 10 s. A similar observation was also made 
in MDCK cells with ATP stimulation. However, there exists a marked difference in 
phospholipase C (PLC) activity with regard to Ca2+ oscillations in these two differ-
ent cell lines, suggesting that ATP stimulated PKC responses in MDCK cells and 
histamine stimulated PKC responses in HeLa cells represent  two distinct mecha-
nisms for temporal regulation of PKC activity.

4.4.3 Long-Range Activation of Src in Mechanotransduction

While it is well recognized that mechanical signals are critically involved in many 
cell processes, little is known about how mechanical stimuli are transmitted into 
biochemical signals. Src, a non-receptor tyrosine kinase, plays important roles in 
regulating transduction of mechanic signals via regulation of integrin-cytoskeleton 
interaction. It is in this context that an integrated approach combining genetically 
encodable FRET biosensors and laser tweezers has been developed for studying the 
spatial and temporal dynamics of Src activity during mechanotransduction [82]. 
Using this approach, it was shown that when a local mechanical stimulus was 
applied to cells expressing a FRET-based Src activity reporter, a wave of Src activity 
was observed from the site of stimulation to distal parts of the cell periphery in the 
opposite direction of the applied force. It was further shown that this force-induced, 
directional and long-range activation of Src is dependent on both actin polymers 
and microtubules. Therefore, spatial difference in Src activity was revealed and 
quantified using the FRET-based biosensor in this study, providing direct evidence 
for the critical role of Src kinase in mechanotransduction.

5 Practical Considerations

It is important to keep in mind the intrinsic limitations and possible consequences 
when using these fluorescent protein based FRET biosensors in living systems. 
First, despite much improvement, the fluorescence properties of currently available 
fluorescent proteins (Table 1) are still not ideal for FRET applications, often limit-
ing signal detection and the dynamic range of such sensors. Second, while fluores-
cent proteins are quite inert in cellular environment, their relatively bulky sizes 
could cause severe perturbation when size does matter. Third, the sensing and/or 
binding modules commonly used in these biosensors usually have their endogenous 
counterparts. As a result, overexpression of these sensors could potentially interfere 
with the endogenous signaling of interest. Fortunately, all these limitations can be 
and have been addressed to varying degrees with different engineering strategies. 
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And in cases where some limitations cannot be overcome, sensors based on alterna-
tive designs, which are not based on fluorescent proteins and FRET, have been 
developed [91, 92].

Furthermore, proper control experiments should always be done when using 
these biosensors in live cells [88]. This is of particular importance given the 
dynamic nature of cellular environment and the somewhat unpredictable photo-
physical behavior of a fluorescent protein, where artifacts can be easily misinter-
preted as signals without proper controls.

6 Perspectives

Cellular signaling constitutes an integral part of a live cell in which dynamic signals 
control  cell  fates.  It  is  therefore  essential  to  understand  cellular  signaling  in  its 
native context with important spatiotemporal information intact. However, studying 
signaling events in live cells in general has been a challenge due to a lack of suitable 
methods. Now with the development of various biosensors suitable for live-cell 
imaging, coupled with significant advances in imaging instrumentation, monitoring 
of specific signaling events in live cells with high spatial and temporal resolutions 
has become more attainable. In particular, several general designs based on fluores-
cent proteins and FRET have been successfully applied in engineering biosensors 
for several major classes of cellular signaling molecules, including G-proteins, 
second messengers, and protein kinases. Therefore, it is reasonable to expect that 
soon most signaling events, if not all, will become visible.

However, achieving visualization of individual signaling events is just the first 
step. Dynamic cross regulation or interplay between various signaling events and 
pathways are fundamental to the integrity of cellular signaling. As such, it is essen-
tial to establish interactions between various signaling molecules and events in their 
native context to achieve a better understanding of the information flow in the com-
plex cell signaling network. To this end, biosensors with orthogonal fluorimetric 
properties will offer the unique opportunity, along with other compatible tech-
niques, such as patch clamp, for simultaneous monitoring of multiple signaling 
events within the same or different signaling pathways. This approach should allow 
establishing definitive links between different signaling molecules or events in a 
context-dependent manner.

Furthermore, in vivo tracking of signaling events using these fluorescent protein 
based FRET biosensors has been realized in several instances and the scope of their 
application will  continue  to  expand. Currently,  in  vivo FRET  imaging  primarily 
uses multi-photon microscopy for better tissue penetration [93, 94]. Fibred fluores-
cence microscopy, which uses a tiny fibre-optic probe to provide real-time images, 
offers a promising alternative, with high resolution for deep region imaging [95]. 
Biosensors constructed with fluorophores emitting at near infrared wavelength or 
with bioluminescent moieties, as well as more advanced in vivo imaging technolo-
gies, should allow imaging of signaling events in whole organisms and tracking of 
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multi-tissue/systems signaling dynamics simultaneously, thereby providing a glo-
bal view of signaling functions in physiological context.
In conclusion, combining the unique features of genetic encodability, targetability, 

high sensitivity, and specificity, FRET-based biosensors have enabled real-time 
tracking of signaling events in native environments ranging from single cells to 
whole organisms with high spatial resolution. Applications of these sensors have 
greatly advanced our knowledge of cellular signaling and will continue to play an 
important role in our quest for a comprehensive understanding of the molecular 
mechanisms underlying the complex cellular signaling of a cell.
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Surface Acoustic Wave Atomizer  
and Electrostatic Deposition
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Abstract A new methodology for fabricating thin film or micro patters of organic/
bio material using surface acoustic wave (SAW) atomizer and electrostatic depo-
sition is proposed and characteristics of atomization techniques are discussed in 
terms of drop size and atomization speed. Various types of SAW atomizer are 
compared with electrospray and conventional ultrasonic atomizers. It has been 
proved that SAW atomizers generate drops as small as electrospray and have very 
fast atomization speed. This technique is applied to fabrication of micro patterns 
of proteins. According to the result of immunoassay, the specific activity of immu-
noglobulin was preserved after deposition process.
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Abbreviations

BSA Bovine serum albumin
CCD Charge coupled device
ESD Electrospray deposition
FE-SEM Field emission type scanning electron microscope
IDT Inter-digital electrode
IgG Immunoglobulin G
ITO Indium tin oxide
RF Radio frequency
SAW Surface acoustic wave
SAW-ED Surface acoustic wave atomizer and electrostatic deposition

1 Introduction

Thin film formation and micro patterning are essential processes in the production of 
semiconductor devices, flat panel displays, biochips, etc. Deposition techniques of 
inorganic materials are well studied and sophisticated equipment is available. Those 
techniques include vacuum evaporation, sputtering, and chemical vapor deposition. 
Combined with photo resist masking by lithographic technique, fine patterns well 
below 100 nm are already in mass production. Concerning the deposition of organic 
materials, polymers, or biomacromolecules, such established techniques are difficult 
to adopt because those materials can be damaged by high temperature, vacuum, or 
chemical etchants. As for thin film formation and patterning of such organic or 
biomacromolecules, additive patterning method are used. These methods include 
screen/contact printing, spray coating, ink-jet printing, and spotting.

Screen printing is widely used in the printing and electronics industries, especially 
coating of solder paste to printed circuit boards. The metal stencil mask used in this 
process has a resolution between 10 and 50 mm. Ink-jet printing is quite common in 
printers for PCs and is also used for fabrication of flat panel displays and biochips [1]. 
Ink-jet printing is basically a serial process which requires numerous dots to be 
ejected from a nozzle. Spotting is a method to use a pin with a small gap to hold 
sample liquids just like a fountain pen. Early DNA chips were made by spotting [2] 
and this method is still used as a handy way for fabricating DNA/protein chips in the 
laboratory. The uniformity and repeatability of this method is rather limited by the 
durability and precision of spotting pins. Spray coating methods can be divided into 
two different techniques: wet deposition and dry deposition. Most pressurized spray 
nozzles generate droplets larger than several tens of micrometers, which will land on 
the substrate before drying. Electrospray deposition (ESD) as described in an earlier 
chapter, is a dry deposition method [3]. The droplet diameters by electrospray are as 
small as 1 mm and they will land on the substrate as dry particles.

ESD can be divided into two processes: one is the liquid atomization process by 
electrostatic force and the other is the collection process of sprayed droplets or particles. 
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ESD is a quite effective method to fabricate thin films of organic or biological 
material, but the drawbacks of this method are that it is difficult to spray highly 
conductive solution and that the spray speed is rather slow. To overcome these 
drawbacks, different atomization processes may be adopted. The authors have 
developed a new method using a surface acoustic wave (SAW) atomizer to generate 
droplets of several micrometers in diameter. This process is called SAW atomizer 
and electrostatic deposition (SAW-ED). By using SAW-ED, deposition of organic 
and biomacromolecule is possible, and is similar to ESD but with a higher speed. 
The atomization principles and mechanism will be described in the following chap-
ter and application to immunoassay chip fabrication will be described.

2 Atomization Process

The most common atomization process involve pressurized spray nozzles, which 
utilize turbulent flow of liquid and gas [4]. This conventional process has the advan-
tage of fast atomization speed and low device cost, but diameters of atomized 
droplets are usually around several tens of micrometers and cannot be used for dry 
deposition. Ultrasonic atomization is another common process, which utilizes a 
piezoelectric vibrator to generate droplets. Common ultrasonic atomizers use vibra-
tion frequencies around several tens of kilohertz, which generate droplets of 
10–100 mm in diameter [5]. Lang et al. studied the relationship between ultrasonic 
vibration frequency and diameters of atomized droplets [6]. When ultrasonic vibra-
tion is applied to a liquid surface, a capillary wave is generated, the wavelength of 
which is shown by equation (1)
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where l
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 is wavelength, s

L
 surface tension, r

L
 density of liquid, and f excitation 

frequency.
Lang et al. proposed an experimental formula showing that diameters of atom-

ized droplets are approximately 0.34l
c
. According to this theory, when the excita-

tion frequency is higher, droplet diameters will decrease. The conventional 
piezoelectric vibrator has a limit of excitation frequency around 1 MHz due to the 
dielectric loss of sintered piezoelectric material and mechanical damping of 
Langevin type resonators. Kurosawa et al. proposed a new atomization method 
using SAW [7]. They used a progressive type SAW generated on a single crystal 
LiNbO

3
. The excitation frequency is about 10 MHz and they obtained average 

droplet sizes of 20 mm. Figure 1 shows a relationship between drop size and excita-
tion frequency reconstructed by the authors based on previous publications [7, 8]. 
The results of Kurosawa et al. do not match Kelvin’s equation based on capillary 
wave theory. This may be because Kurosawa et al. observed two peaks in drop 
diameter distribution. The second peak may be generated by the intermittent drive 
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mode they adopted to prevent damage of the SAW device from excessive heating. 
The authors have developed more efficient types of SAW atomizer, results from 
which match Kelvin’s equation [9].

3 Atomization Characteristics

3.1 Experimental Apparatus

The SAW atomizer consists of LiNbO
3
 single crystal substrate (128°-Y cut) with an 

inter-digital electrode (IDT) formed on the surface. When a radiofrequency signal is 
applied to the IDT, a SAW is generated on the surface. SAW is also referred to as 
Rayleigh wave [10], the vibration energy of which is concentrated on the surface of 
the piezoelectric substrate. This energy concentration effect, together with low dielec-
tric and mechanical loss in single crystal LiNbO

3
, means that the SAW vibrator 

requires very little power at higher frequency compared to the conventional ultrasonic 
vibrator like the Langevin type resonator. This is quite advantageous in raising the 
excitation frequency of ultrasonic atomization. Figure 2 shows the configuration vari-
ation of SAW devices. Type 1 is a progressive wave type, which was used by 
Kurosawa et al. IDT generates progressive SAW to both sides of the electrode, hence 
the input power is not efficiently used for atomization. Reflector electrodes can be 
used to concentrate vibration energy by reflecting progressive wave. Types 4 and 5 
are standing wave type SAW atomizers with two IDTs and two reflector electrodes. 
This enables vibration energy to be concentrated at the central area of the substrate, 

Fig. 1 Excitation frequency and drop size. (Reconstructed by author based on publications of 
Chiba and Kurosawa)
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which means lower energy is required to start atomization. Impedance converters also 
improve energy efficiency by preventing reflected RF power.

Figure 3 shows the configuration of SAW atomizer and electrostatic deposition 
apparatus. The liquid sample is placed on the SAW atomizer and in contact with 
thin metal wires that are grounded. The deposition substrate is set above the atom-
izer and several kilovolts are applied for collecting atomized drops/particles. The 
whole system is stored in a plastic chamber to prevent air turbulence. Teflon shield 
on the conductive substrate works as insulating mask to concentrate deposition to 
the central aperture. The distance between atomizer and substrate is about 15 cm. 
Sample liquid is supplied by pipette.

Fig. 2 Variations of SAW atomizer
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3.2 Atomization Characteristics

Figure 4 shows the vibration amplitude distribution at the central area of the 
SAW device measured by Laser Doppler Vibrometer  micrometer. This result 
shows that the standing wave type with two electrodes has the highest vibration 
amplitude compared to other types of SAW devices with the same input RF power. 
This result indicates that thermal loss with piezoelectric material can be the lowest 
with a standing wave type SAW device.

The sizes of atomized drops are estimated from the diameters of deposited par-
ticles. Deposited particles are observed by field emission type scanning electron 
microscope (FE-SEM) and particle sizes are measured by image analysis software 
(Image-J, NIH; Fig. 5).

To verify the characteristics of different atomization methods, three types of 
atomizers – electrospray, SAW atomizer, and mesh-type nebulizer (OMRON) – are 
compared in the same manner [11]. As the sample liquid, bovine serum albumin 
solutions of different concentrations were used. Concerning the deposited particle 
diameter, ESD is smallest and nebulizer largest. As the concentration of BSA 
increases, the diameter of deposited particle increases. The original drop diameter 
is estimated from the deposited particle diameter by assuming that the deposit is 
spherical and its density is 1. This may give errors to absolute diameter values, but 
comparison of the three methods is possible. The drop size of ESD is estimated to 
be about 1.0–1.6 mm, SAW-ED 1.4–2.2 mm, and nebulizer 4.3–5.7 mm (Table 1).

Atomization speeds of the three types of atomizers are also measured by atom-
izing 2.5 mL of sample and measuring the required time. The atomization speed for 
ESD is 0.01 mL s−1, SAW-ED 0.3 mL s−1, and nebulizer 7 mL s−1.

Collection efficiency is measured by collecting deposited particle by dissolving 
in water. The quantification is carried out by Coomassie reagents (Pierce Co.). 

Fig. 4 Vibration amplitude distribution by different SAW devices
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The collection efficiency of ESD was about 15–30% depending on the  concentration. 
That of SAW-ED was about 2% and nebulizer, less than 1%. One reason for this 
difference may be that ESD is a top-down process while other processes are bot-
tom-up process (Fig. 6).

Fig. 5 FE-SEM image of deposited particle by and diameter distribution
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Comparing those results of drop diameters, atomization speed and collection 
efficiency, ESD is a slow process but can generate excellent drop size distribution. 
Mesh-type nebulizer is a quite rapid atomizer, but drop size is quite large. SAW-ED 
has rather small droplet size and medium speed so it can be considered as a replace-
ment for the electrospray atomizer.

3.3 High Frequency Atomization

Atomization experiments at even higher frequency have been carried out using 
same methodology [12].

According to the Lang’s formula, diameters of atomized drops will decrease as the 
excitation frequency rises. SAW atomizers with resonant frequencies of 50, 75, and 
95 MHz were fabricated and their characteristics tested through electrostatic deposi-
tion. Figure 7 shows FE-SEM images of particles deposited by 50, 75 and 95 MHz 
SAW atomizers. The diameters of deposited particle do not become smaller following 
Lang’s equation. Figure 8 shows the diameter distribution of deposited particle based 
on the image analysis. Minimum required power for atomization increases at higher 
frequency and collection efficiency drops. This may be because of ultrasonic vibra-
tion absorbed in the liquid due to internal damping of water.

Table 1 Estimated drop diameter by different atomization methods

Concentration (mg mL−1) 0.2 0.5 5

ESD Linear mean diameter (mm) 1.5 1.3 1.0
Sauter mean diameter (mm) 1.6 1.4 1.0

SAW-ED Linear mean diameter (mm) 1.5 1.4 1.1
Sauter mean diameter (mm) 2.2 1.9 1.4

Nebulizer-ED Linear mean diameter (mm) 2.5 3.2 2.7
Sauter mean diameter (mm) 4.3 4.7 5.7

Fig. 6 Collection efficiency by different atomization method and sample concentration: a ESD; 
b SAW-ED; c nebulizer
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Fig. 7 SEM image of deposited BSA particles using SAW-ED method, magnification ×2000, 
0.5 mg mL−1 BSA: a 50 MHz at 4 W; b 75 MHz at 11 W; c 95 MHz at 24 W

Fig. 8 Size distribution according to the excitation frequency
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4 Applications of SAW-ED

4.1 Micro Pattern Formation

Micro patterns can be generated by using insulating stencil mask as in the case of 
ESD. A glass mask can be fabricated by abrasive jet machining method. The glass 
stencil mask will be charged soon after applying high voltage and starts to repel 
charged particles generated by the SAW atomizer. As a result, only a small amount 
of sample will deposit on the glass stencil mask and a thin film pattern is formed 
on the substrate. Figure 9 shows the patterns generated by SAW-ED with glass 
mask. Arbitrary pattern like (a) RIKEN logo or (b) regular pattern like microarray 
can be generated on the substrate.

Fig. 9 Pattern generation by glass stencil mask: a RIKEN logo made of BSA by glass stencil 
mask; b micro array made of BSA by glass mask

RIKEN logo made of BSA by glass stencil mask

a

b

micro array made of BSA by glass mask
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4.2 Immunoassay Chip Fabrication

As an application to biochip fabrication, an immunoassay chip may be fabricated 
by SAW-ED [13]. There is concern about damage to the activity of proteins depos-
ited by SAW-ED since it uses ultrasonic vibration and generates heat. To verify the 
specific activity of the deposited protein, a comparison was made with BSA and 
anti-mouse IgG. BSA solution (0.5 mg mL−1) and anti-mouse IgG (0.5 mg mL−1) 
was deposited on the ITO coated glass substrate. The deposited substrate was proc-
essed following a standard direct immunoassay protocol. After blocking by PBS 
with 2% skim milk, substrate was incubated in FITC-labeled mouse IgG in PBS 
(10 mg mL−1) and then washed five times by PBS with 0.1% Tween20. Substrate 
was observed with fluorescent microscope. Figure 10a shows the white light image 
of the chip. Both BSA spots and anti-mouse IgG spots are observed as white spots, 
while Fig. 10b shows the fluorescent image and only the anti-mouse IgG spots are 
observed. Figure 11 shows the quantitative comparison of BSA and IgG. This indi-
cates that the specific activity of anti-mouse IgG is well preserved after the SAW-ED 
process. Figure 12 shows the relationship between net intensity and concentration 

Fig. 10 Test of specific activity of SAW-ED-deposited immunoglobulin: a image taken with 
white light without filters; b fluorescent image of 490 nm excitation and 525 nm emission

Image taken with white light without filters.

a

b

Fluorescent image of 490 nm excitation and 525 nm emission.
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of FITC-labeled Mouse IgG. According to the results, sensitivity of about 1 ng mL−1 
is obtained, which indicates that activity damage to anti-mouse IgG in this condi-
tion is small.

To test the specific activity of immunoglobulin deposited by SAW-ED, a cross 
activity test is carried out using four different kinds of IgGs. Anti-mouse IgG, anti-
human IgG, anti-guinea pig IgG, and anti-bovine IgG are deposited as array on 
aldehyde-modified ITO glass substrate by SAW-ED. Four substrates are immersed in 
different IgGs (mouse, human, guinea pig, and bovine) labeled by horseradish 

Fig. 11 Comparison of net intensity between anti-mouse IgG spots and BSA spots

Fig. 12 Sensitivity of FIA detecting FITC-labeled mouse IgG
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peroxidase (HRP). Figure 13 shows the result image obtained by cooled CCD camera 
with chemiluminescent reagents (ECL advance, Roche). As can be seen from the 
image, there is no cross activity observed under these conditions, which indicates that 
specific activity of IgGs are well preserved during the SAW-ED process.

5 Conclusion and Future Prospects

SAW atomizer is examined as an alternative to electrospray atomization. This new 
technique can overcome the drawbacks of ESD although the performance is not 
fully compatible with electrospray atomization in terms of drop size and collection 
efficiency. There may be other solution of high frequency ultrasonic excitation 
using piezoelectric or magnetostrictive transducers. Still the SAW-ED method 
proved to be quite an effective means to fabricate thin films by nano-sized particle 
deposition of organic or biomacromolecules. The drop size of SAW-ED is esti-
mated to be 1.4–2.2 mm which is quite acceptable for dry particle deposition. 

Fig. 13 Multi-component anti-IgG micro array and their specificity. The chip a has four area: 
upper left: anti-mouse IgG, upper right: anti-human IgG, lower left: anti-guinea pig IgG, and 
lower right: anti-bovine IgG. Each area has 4 × 4 spots. Images of cooled CCD camera incubated 
with b HRP-conjugated mouse IgG, c HRP-conjugated human IgG, d HRP-conjugated guinea pig 
IgG, and e HRP-conjugated bovine IgG using chemiluminescent reagent
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The atomization speed is about 30 times faster than standard ESD, but collection 
efficiency is 10 times as small as that of ESD. Despite low collection efficiency, 
film deposition rate is faster than the ESD method.

Low collection efficiency of SAW-ED could be improved by adding auxiliary 
electrode, since SAW-ED is an upward deposition method while ESD is a down-
ward deposition method. Temperature rise during the SAW atomization process is 
greatly reduced by a standing wave type atomizer with reflectors to concentrate 
vibration energy. At higher frequency, where smaller particle diameter is expected, 
there is room for lowering heat generation by vibration.

Besides application to immunoassay chip fabrication, there could be a number 
of applications for this technology. One is organic electronics including organic light 
emitting devices, organic semiconductors, and organic photovoltaic cells. Since 
many organic polymers have been shown to present conductive or semi-conductive 
properties, thin film and pattern formation using those material will be more important. 
Other applications including printers, particle production, and biochemical coating 
can also be considered.
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Abstract This chapter describes the basic physics underlying the newly emerg-
ing technique of electrospray deposition (ESD) as applied to biological macro-
molecules. Fabrication of protein films and microarrays are considered as the 
most important applications of this technology. All the major stages in the ESD 
process (solution electrification, formation of a cloud of charged microdroplets, 
transformation of microdroplets into ions and charged clusters, deposition, and neu-
tralization) are discussed to reveal the physical processes involved, such as space 
charge effects, dissipation of energy upon landing and neutralization mechanisms. 
Fundamentals of ESD are presented together with a discussion of potential practi-
cal problems in realizing ESD through dielectric masks. Retention of structure and 
functional properties of protein molecules in ESD-fabricated films and microarrays 
is discussed in detail.

Keywords Deposition, Electrospray, Microarrays, Proteins, Soft landing

Contents

1 History of Electrospray Deposition .................................................................................... 118
2 Fundamentals of the Electrospray Deposition Technique................................................... 119
 2.1 General Description of the ESD Process ................................................................... 119
 2.2 Generation of Charged Products ................................................................................ 120
 2.3 Formation of a Charged Aerosol from a Cloud of Charged Droplets ........................ 132
 2.4 Role of Space Charge in Electrospray ....................................................................... 133
 2.5 Evolution of Charged Clouds on the Way to the Substrate ........................................ 135



116 V.N. Morozov

Abbreviations and Symbols

AFM Atomic force microscopy
AP Alkaline phosphatase
BSA Bovine serum albumin
ES Electrospray
ESD Electrospray deposition
ESI Electrospray ionization
ESI-MS MS with electrospray ionization
Hb Hemoglobin
HSA Human serum albumin
MS Mass spectrometry
PS Polystyrene
QCMB Quartz crystal micro-balance
STM Scanning tunneling microscopy
A Relative humidity
C

p
 Heat capacity

D Diameter (of capillary tip, hole)
G Elastic (Young’s) modulus
H Distance, capillary – substrate
D Diameter (of droplets, ions, clusters)
e Elementary charge
F Faraday constant
E Electric field
E

m
 Electrical breakdown strength

I Current
I

c
 Current though ES capillary

I
r
 Current through collimating ring

P Pressure (difference)
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Q Charge
q

R
 Rayleigh limiting charge

r Radius, distance
R Characteristic size of charged cloud
S Surface area
T Temperature
t Time
U

c
 Potential on capillary

U
r
 Potential on collimating ring

V Voltage
v Linear velocity
Q Volumetric flow rate
W

e
 Impact energy

Z Number of charges
g Surface tension
D Increment
e Dielectric constant
e

o
 Dielectric constant of vacuum

h Viscosity
q Protein density
k Conductivity
r 3D density of charges, space charge
s 2D charge density on substrate
c Mobility of ions
w Air density

The purpose of this chapter is to provide a broad view of the physical processes 
involved in the electrospray deposition (ESD) technique. ESD includes four major 
stages: (1) generation of gas-phase micro- and nano-scale charged aerosols, (2) 
electrostatically controlled transport of the charged cloud to a substrate, (3) control-
led deposition on a conducting substrate and (4) neutralization of the deposited 
material. While the first stage, common in ESD and in the electrospray ionization 
(ESI) method used in mass spectrometry (MS) has been discussed in many publica-
tions and reviews, the three other stages have never been analyzed in detail. In this 
discussion of the ESD process, focus will be placed in its application to fabrication 
of protein films and microarrays, both because of the author’s personal experience 
and because fabrication of protein microarrays and protein microfilms are the most 
developed biotechnological applications of the ESD technology at present. In treat-
ing the problems we will limit ourselves to simple estimates in order to illustrate 
the relationship of different parameters which control ESD (conductivity, flow, rate, 
pressure, current, surface tension) rather than to present exact solutions, which are 
lacking for many critical stages in this new technology.
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1 History of Electrospray Deposition

The first description of the phenomena of dispersion of electrified liquids into a 
cloud of charged droplets was made by the German scientist G. M. Bose in 1745 
[1]. Later, Lord Rayleigh explained the basic physics underlying this electrody-
namic dispersion in his analysis of the stability of charged droplets [2]. More than 
a century later different realizations of the electrospray phenomena were described 
by a number of authors [3–6]. At the same time in the early twentieth century, 
several patents were issued for applications of ESD in painting [7–9]. These appli-
cations of electrospraying as well as other technical applications for pesticide 
spraying, ion thrusters and fuel dispersion in engines are reviewed in a number of 
monographs [10, 11].

Production of thin sources for radioactivity measurements was among the earli-
est applications of ESD [12–15]. This method attracted the attention of physicists 
due to its safety (deposition could be performed in a closed chamber), easy scaling 
down to minute amounts of material, and its economy (100% transfer to a surface 
without loss). Large surfaces could be uniformly coated with a thin layer, or deposi-
tion could be localized by introduction of a dielectric mask, collimator, or protec-
tive ring. Later, ESD was used to prepare samples for mass spectrometry (MS) with 
laser and plasma desorption–ionization [16–18]. We shall concentrate further on 
ESD applications where biological macromolecules are deposited, leaving aside 
numerous ESD applications in the preparation of polymer coatings [19–21], in 
formation of ceramic layers [22, 23], in the deposition of ink [24] and others.

ESD of biological molecules became possible in the second half of the twentieth 
century when Dole et al. [25–27] and Alexandrov et al. [28, 29] independently 
developed the ESI method for generation of molecular ions for MS. These works 
heralded a renaissance in the electrospray technology by stimulating profound 
studies in both the physical mechanisms underlying the ESI process as well as in 
the related problem of retention of the structure of complex biological polymers 
such as protein molecules as they were converted to gas-phase ions. A number of 
excellent reviews summarize the results of these studies [30–36].

It was established in these studies that when sprayed under nondenaturing condi-
tions (neutral pH, absence of denaturants like organic solvents) protein ions 
acquired fewer charges in comparison to the same protein ions sprayed under dena-
turing conditions, which supported the idea of retention of a compact protein 
structure under nondenaturing conditions. In addition, in many cases ions with 
masses corresponding to a sum of the mass of protein molecule plus the mass of its 
specific ligand were found in the MS spectra, indicating that weak noncovalent 
complexes may survive the ESI process [37].

These findings stimulated early attempts to combine the electrospray process 
with deposition in preparation of biological molecules for microscopy. For example, 
DNA and protein molecules were deposited for imaging by scanning tunneling 
microscopy [38, 39]. Whereas Thundat et al. [38] electrosprayed a DNA solution 
directly onto a conductive substrate, this author [39] interposed a protective sheet, 
containing an ion canal, between the electrospray source and the substrate onto 
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which the protein ions were deposited. The greatest concern in these first ESD 
works was retention of structural properties of the deposited molecules. Though 
structural integrity of protein molecules was retained in Morozov et al. [39], Cheng 
et al. revealed numerous altered DNA molecules in their electrophoretic analysis of 
plasmid DNA electrodeposited onto a dry stainless steel electrode [40]. Heavy 
destruction of both protein ions and the surface itself were reported after collisions 
of accelerated protein ions with mica and graphite [41–45]. However, similar depo-
sition in vacuum without application of an excessive potential to the substrate 
resulted in a soft landing of protein macro-ions in vacuum after separation in MS: 
the structural and functional activity of proteins and other biomolecules were 
retained [46–53].

In the late 1990s, the first applications of ESD technology in the manufacture of 
protein films [54] and protein and DNA microarrays [55, 56] were described. So 
far, the ESD technology has been commercialized by one Japanese company 
(Fuence Co., Ltd., Tokyo, Japan) which manufactures an ESD-based microarrayer 
and a device for preparation of free protein samples for screening protein interac-
tions with metabolites.

2 Fundamentals of the Electrospray Deposition Technique

ESD technology involves a good piece of physics and physical chemistry, both of 
which underlie atomization of solutions, formation of ions and charged nano-clusters, 
motion of charged clouds to the substrate, landing on a surface and transfer of 
charges to the substrate or to a layer of deposit (neutralization). Very low currents, 
extremely high electric fields and injection of charges make the situation rather 
complex and difficult to predict based on conventional properties of dielectrics. 
Many of these factors are not well studied but need to be addressed here because 
they are occasionally responsible for problems in practical applications of ESD 
technology.

2.1 General Description of the ESD Process

Liquid to be electrosprayed is placed into a capillary as illustrated in the schematic 
presented in Fig. 1. A voltage is applied to the liquid either by insertion of a metal 
electrode (e.g., platinum wire) or by making the capillary itself from a conducting 
material (stainless steel, conducting plastic). A high-voltage power supply (5–20 
kV), a nano-ammeter to measure current in the range of 0–1 mA and a low-power 
laser to observe the torch (plume) of ejected microdroplets provide a minimum 
system to be used in deposition. Other elements enhancing the efficiency of deposition 
(collimating ring), improving the distribution uniformity (perforated cylinder), or 
protecting from dust (chamber) will be introduced later.
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2.2 Generation of Charged Products

2.2.1 Electrification of the Solution Surface

Electrification of the solution surface is the physical process which initiates a 
sequence of events resulting in deposition of a nonvolatile dissolved substance. 
In the majority of ESD applications this is accomplished by placing a solution in a 
capillary which has an electron-conductive element in its design. A number of 
different designs for the ES capillary have been described [54, 57–59] and an excel-
lent review of recent developments in ESI sources has been published recently by 
Manisali et al. [60].

Most early designs were made from a thin stainless steel hypodermic needle 
with a rounded edge to increase the onset of corona discharge [57]. Quartz or 
glass capillaries with metal coating appeared as ES sources when MS began to be 
used as a detector for liquid chromatography [60]. In another design, an electrode 
made of a noble metal wire is inserted into a capillary made of a nonconducting 
material. The simplest design of this kind has been described by Aksyonov and 
Williams: it is composed of a disposable pipette tip with a platinum wire inserted 
[61]. Ultrasound-assisted electrospraying without a capillary has been also 
described [62] and this technique allows the flow rate of sprayed liquid to be 
increased ~100 times.

The author has compared the performance of three different ES capillary designs 
[54] in deposition of alkaline phosphatase (AP) on a Quartz Crystal MicroBalance 

Power
supplyU1

I1

Capillary

D

H

Nano-ammeter

Fig. 1 Schematic of ESD process
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(QCMB) electrode. After measuring the deposition mass on QCMB, the deposit 
was dissolved and the specific activity of the deposited AP was determined from 
each capillary. It was found that deposition from a capillary with an internal elec-
trode, schematically presented in Figs. 2 and 3, better preserved enzyme activity 
than capillaries with an external conducting coating or a liquid bridge. Therefore, 
this design was used in all our further experiments. It consists of a glass capillary 
1.57 mm in OD, 25–30 mm long, with one end pulled to 20–50 mm in OD using an 
automatic micropipette puller. After pulling, the external surface of the capillary is 
made hydrophobic by exposure to a vapor of dimethyldichlorosilane in nitrogen for 
10 min followed by baking at 100–120 °C for 1–2 h. Hydrophobization substan-
tially reduces formation of droplets at the end of the capillary and reduces tip 
contamination with biological materials.

As shown schematically in Fig. 2, the capillary (A) is placed in a holder and is 
fixed with a piece of silicon tube (D) on a stainless steel tube (C) into which a plati-
num wire (B) is inserted. The stainless steel tube serves as a connector to the elec-
trode and as a means by which the internal pressure in the capillary may be changed 
by applying pressure or pulling a vacuum via plastic tubing (H) connected to 
the rear end of the stainless steel tube. The tube (C) is attached to another tube (F), 
4–5 mm in diameter, which is inserted into another long tube (G). The capillary 
is pulled inside the tube (G) to protect it upon installation into the ES chamber. 
Conducting tubes G and F, in contact with the hypodermic needle (C), are also used 
to connect the capillary to a power supply. Normally, solution is not allowed to 
contact the stainless steel tube in order to avoid contamination, though solution may 
be fed via stainless steel tube (C) and plastic tubing (G) if necessary. The platinum 
wire is flamed to clean its surface before insertion into the solution. The capillary 
is usually filled with solution by suction through the tip. This method of capillary 
filling ensures that no large dust particles capable of plugging the tip during ESD 
enter the capillary.

To avoid the risk of electric shock when using a powerful DC high-voltage 
power supply it is recommended to introduce a 20–50 MΩ high-voltage resistor (or 
8–10 resistors, 5 MΩ, 0.25 W, connected in a series) between the power supply and 
the capillary to limit the current.

Because the flow rate in ESD usually does not exceed 1–2 mL min−1, many 
attempts to increase the rate as well as to multiplicate ESI-MS analysis have 

A B 

CDEFH G

Fig. 2 Schematic of ES capillary with an internal electrode. The components are glass capillary 
(A), platinum wire (B), stainless steel tube (C), rubber O-ring (D), end of hypodermic needle 
(metal) (E), metal tube (F), metal tube (G), silicon tubing (H)
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recently been performed. Some of these are based on the use of multiple tips 
fabricated as multiple channels in a microfluidic chip [63], others as grooves at the 
tip of a stainless steel needle [64], or as a multinozzle structure fabricated from a 
silicon wafer using planar technology [65]. Multinozzle sprayers may be supplied 
with additional electrode-extractors having an array of holes placed over a corre-
sponding array of nozzles [66, 67] to increase ES efficiency. An array of 96 tips 
molded in plastic has been described for high throughput MS analysis [68].

2.2.2 Electrochemical Reactions at the Capillary Electrode

Because liquid electrification is produced by noncompensated free ions and 
because the process of electrification should be supported while these charges are 
constantly removed with charged microdroplets, some electrochemical mechanism 
which transforms a current of electrons into a current of ions continuously should 
operate in each ES capillary. The details of the electrochemical reactions have been 
described in a number of reviews and original publications, mostly devoted to ESI 
[69–73].

We will only consider ESI in aqueous solutions since most biological macromol-
ecules denature in organic solvents. In contrast to the majority of organic solvents 
which cannot generate ions and have a limiting current for each flow rate (due to 
complete separation of ions which are present in the solvents as impurities [74]), 

Cloud of 

charged droplets 

Tylor cone 

Liquid jet 

Platinum

electrode

Glass capillary 

To high-voltage 

power supply 

Fig. 3 Electrospray from a capillary with 
internal electrode
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ions in water are generated both by dissociation of water molecules and by electro-
chemical reactions on the electrode. We will further consider only water oxidation, 
because ESD in aqueous solutions occurs almost exclusively at a positive potential 
(see other possible electrochemical reactions in [72]).

At a positive potential, the rate of proton generation during electrochemical 
reactions at the electrode can be estimated from Faraday’s law:

 dH+ / dt = I/F, (1)

where I is the ES current and F is the Faraday constant (9.65 × 104 C mol−1). If all 
these protons were equally distributed within the liquid in the capillary at a volumet-
ric flow rate, Q, through the ES capillary, the pH of the solution would change by

	 DpH = -log(1+I/FQ
0

H +  ), (2)

where is [H+
o
] = 10−pHo is the concentration of protons in the initial solution with 

pH
o
. At I = 100 nA and Q = 1 mL min−1, the pH of the unbuffered water solution 

should change from 7 to 4.2 [69]. This estimate is based on the assumption that 
protons will be evenly distributed inside the liquid, and the latter assumption is only 
valid if other ions are present in the liquid at concentrations much higher than 
the concentration of generated protons ([H+] = I/FQ = 62 mM in the example 
above). If the generated protons are the predominant unbalanced ion species in 
solution (no salt added) they will quickly reach the Taylor cone without accumula-
tion throughout the liquid. Thus, desalination of solutions by dialysis is one way to 
avoid large changes in solution pH upon ESD.

The presence of buffering compounds in the sprayed solution will also prevent 
pH changes. In ES experiments with a 1 mM aqueous bromothymol blue solution, 
pH = 7.0, we did not see any changes in the solution color in the capillary at a 
current as high as 200 nA, provided a good spraying plume was observed. Small 
microdroplets of oxygen were observed to emerge from the platinum wire (see 
schematic in Fig. 3), indicating electrochemical oxidation of water. Occasionally, 
however, it was observed that current continued to pass without a visible ES torch. 
In these cases a yellow cloud quickly formed at the end of the Pt electrode and 
rapidly moved to the capillary end, indicating acidification of the bromothymol 
blue solution in the capillary. This phenomenon of current without spray was first 
described by Zeleny [5]. Drastic and rapid acidification of the solution may result 
from ignition of the corona discharge at the water meniscus in the absence of ES. 
A good practical test for this is to probe how the ES current responds to a slight 
increase in voltage. In contrast to the normal current–voltage characteristics, which 
are smooth (see Fig. 4), a sudden severalfold increase in the current/voltage deriva-
tive is indicative of ion emission from the capillary tip. We will discuss potential 
corona involvement in the ES process below.

In view of the possibility that current can flow through the capillary without ES 
it is important to monitor the ES visually, e.g., by shining a laser beam through the 
electrospray chamber (or a transparent window in the chamber) and observing the 
ES plume or torch by a low-power microscope.
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2.2.3 Formation of Microdroplets; Taylor Cone

Charges on the liquid surface at the end of the capillary repel each other and expand 
the solution/gas interface so that a cone is formed, as shown in Fig. 3, when the 
electrostatic force is counter-balanced by the surface tension of the liquid, resulting 
in zero hydrostatic pressure inside the liquid, as first observed by Zeleny [5]. It has 
been shown that in the cone jet mode monodisperse droplets of water predominate 
[74, 75]. We shall further consider only cone jet mode since it has been used in most 
of the practical ESD applications. It was demonstrated that a stable ES can only be 
achieved at certain combinations of the flow rate and voltage [74, 76]. These 
combinations form the so called “stability islands.”

The cone, named after Sir Geoffrey Taylor who first described it [77], has a fixed 
angle of 98.6° at equilibrium at the minimum flow rate. The process of cone forma-
tion and behavior at different flow rates has been analyzed in multiple publications 
[78, 79]. Unfortunately, it was concluded that the spraying characteristics at low 
flow rate of the most practically important liquid, water, which has a high dielectric 
constant and low viscosity, cannot be described theoretically [79]. In addition, most 
analysis has kept the volumetric flow rate, Q, fixed while we found that ESD with a 
fixed flow rate suffers from occasional ejection of macro-droplets from the capillary 
tip, which ruins the deposited material. For this reason we abandoned this technique 
in favor of ESD from a free capillary or from a capillary to which a low positive 
pressure is applied. The author has not found a theoretical analysis of ES under such 
conditions. Still, many laws governing ES do not depend on the ES regime.

Electrospraying starts when the voltage on the capillary reaches a minimum 
critical value scaled as [32]:

 V
min

 ~ [g D / e
0
]½, (3)
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Fig. 4 Current–voltage dependence upon spraying water in air (grey circles), in air saturated with 
2,2,2-trifuoroethanol vapor (open circles), and in butanol vapor (solid circles). No stable ES of 
water was achieved in air (grey circles) at the negative voltage
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where g is the surface tension of the liquid, D is the diameter of the capillary tip, and 
e

o
 is the permittivity of vacuum. One can see from (3) that liquids with high surface 

tension, like water, will require larger voltages. The voltage, however, may be 
increased in a gas atmosphere to only a certain limit before corona discharge begins. 
To avoid this discharge, the gas phase should contain high-voltage breakdown gases, 
such as oxygen, carbon dioxide [74, 80] or air. Pure nitrogen, noble gases, or gases 
under a reduced pressure should be avoided because of the low voltage onset of 
corona discharge. Corona onset occurs at a lower voltage at the negative electrode 
than at the positive one [81]. This is the main reason why water solutions are difficult 
to electrospray in the negative mode. Previous attempts to perform ESI of water 
solutions at negative potential were performed in a carbon dioxide atmosphere [74, 80] 
where the onset of corona discharge is larger than in air. Equation (3) also explains 
why water solutions are more difficult to electrospray at positive mode as compared 
to solutions in alcohol or other organic solvents with lower surface tension. It was 
experimentally found that electrospraying of water occurs at higher voltages on the 
same capillary as compared to other organic solvents [82].

As follows from (3), the voltage may be reduced by using thinner tips and choosing 
solvents with a lower surface tension. It is a common practice in electrospinning 
from polymer water solutions to add a low concentration of detergent [83–85]. 
Some authors also added detergents to protein solutions to be electrospray depos-
ited [56, 86, 87]. Below we present another simple way to reduce the surface tension 
of water solutions and to make ESD more rapid.

2.2.4  Effects of Volatile Surface-Active Compounds  
in ES of Water Solutions

Stoilov [88] has recently demonstrated that vapors of certain fluorocarbon compounds 
can dramatically reduce water surface tension. His estimates showed that adsorption 
of these vapors at the water interface proceeds on the microsecond time-scale. 
Exploitation of these effects may make the negative ES mode of aqueous solutions 
in air possible and also make ESD easier and quicker.

We tested different volatile organic solvents for their effects on ES of water. 
The solvent was applied to a piece of Whatman paper and introduced into a closed 
ES chamber. After solvent evaporation, water was electrosprayed from a glass 
capillary at negative and positive voltages. No ES torch was observed from pure 
water at negative voltage in pure air, only occasional large droplets at high voltage. 
However, evaporation of 2,2,2-trifluoroethanol resulted in a very bright torch 
under otherwise similar conditions. This substance is known to reduce the surface 
tension of water from 0.0072 to 0.003 N m−1 when added in 10% mole fraction 
[89]. A similar, though less pronounced, effect was observed when acetone or 
ethanol vapors were introduced into the chamber. A less bright plume was 
observed for 2-propanol, 2-butanol and 1-octanol vapors. No ES plume was 
observed in vapors of 2-aminoethanol, formamide, acetonitrile, 1,2-ethanediol and 
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o-xylene, as well as in saturated water vapor. Thus, introduction of a hydroxyl or 
amino group at the 2 position of ethanol results in a complete disappearance of the 
stimulating ability of vapors of ethylene glycol, and aminoethanol, respectively, 
presumably due to loss of surface activity.

Simple estimates of the surface tension in the presence of vapor were made by 
counting droplets slowly emerging from a capillary at a constant pressure differ-
ence. Using Taft’s equation:

 W
d
 = p Dg, (4)

where W
d
 is weight of the droplet and D is the capillary diameter. We calculated 

that when dropping into a jar filled with vapors of 2,2,2-trifluoroethanol, the water 
surface tension, g, decreases by 23% while only 8% decrease in the surface tension 
was observed in contact with ethanol vapor. This difference correlates well with the 
effects these two compounds produced in ES.

It is interesting to mention that spraying in the negative mode in the presence of 
1-octanol vapor produced a pulsating torch which appeared for a fraction of a 
second and then disappeared for about 1 s. This phenomenon was observed only 
with 1-octanol vapor as vapors of other alcohols produced a stable, constant spray. 
We speculate that the high boiling point of octanol (195 °C) and low vapor pressure 
even at saturation (0.05 Torr at room temperature) makes 1-octanol adsorption onto 
water surface slow. Surface tension decreases and ES starts only after a certain 
amount of 1-octanol is adsorbed. When 1-octanol is removed together with the 
ejected microdroplets, the surface tension increases above the threshold level, the 
ES process stops, and the whole cycle is repeated again.

The voltage–current characteristics of ES in the presence and absence of 
2,2,2-trifluoroethanol and butanol are presented in Fig. 4. In the positive mode the 
presence of solvent vapors results in a considerable decrease in current at the same 
voltage. Since the visible brightness of the ES plume was greater in the presence of 
the solvent vapors, one can conclude that milder electric conditions are required 
when ES occurs in the presence of vapors. Using the same capillary at the same 
voltage, a much larger current is observed in the presence of butanol than in the 
presence of 2,2,2-trifluoroethanol. This could be accounted for by a larger reduc-
tion in the surface tension produced by the fluorocarbon compound as compared to 
butanol. It is interesting to note the saturating character of the current dependence 
on voltage in the presence of trifluoroethanol vapor: an increase in the voltage 
above 5 kV is not accompanied by a further increase in the current. This could be 
explained by a certain voltage-independent rate with which trifluoroethanol vapor 
is adsorbed onto the water surface. However, it is difficult to explain why this satu-
ration is not observed in butanol vapor.

The phenomena just described may be practically used to accelerate the ESD 
process, to perform ESD under milder conditions, and to enable use of the negative 
mode from water solutions. Of course, possible effects of alcohol vapor on the 
functional activity of ES deposited biological molecules should be evaluated before 
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using this method. One should also take care not to increase the vapor content over 
the explosive limit and avoid inhalation of the vapors.

2.2.5 Effects of Pressure on ESD

As mentioned above, using a syringe pump to feed the electrospray capillary at a 
fixed flow rate has the drawback of occasional spills. It is safer to let ES proceed 
freely and accelerate the process, if necessary, by applying pressure inside the 
capillary. As we demonstrate below, the interdependence of current and flow rate 
under these conditions is different from those established for ES regimes at fixed 
flow rate [78, 79, 90].

Device for Direct ESD Monitoring

A simple device has been designed to monitor the rate of ESD by measuring changes 
in the resonance frequency of a quartz crystal (AT-cut) connected to a Colpitts tran-
sistor generator. The grounded electrode of the quartz crystal was exposed to ES 
products through a hole in an aluminum foil guard which was also grounded as seen 
in the schematic in Fig. 5. A perforated cylinder plastic screen was placed on the 
aluminum foil to evenly distribute the deposit (the action of this screen will be 
described later). As seen from Fig. 5, only a small portion of the electrosprayed product 
is collected on the quartz electrode; the rest is deposited on the aluminum foil. This 
allows the rate of deposition to be monitored for a lengthy period of time.

The typical dynamics of frequency changes upon ESD of a solution at different 
currents is presented in Fig. 6. The arrows indicate timing of current changes. 

Fig. 5 Schematic of an arrangement used 
to monitor the ESD rate under different 
conditions using a quartz crystal microbal-
ance. The cylinder perforated screen was 
made of a polyester mesh CMY-0500 
(Small Parts, Inc., Miami Lakes, FL). The 
cylinder had a diameter of D

1
 = 30 mm. The 

diameter of hole, D
2
 = 5 mm C 

A 

D2

D1

B 
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Dashed lines show the deposition rate at each current used. No external pressure 
was applied to the ES capillary during this experiment. It is clearly seen from Fig. 6 
that an increase in the current drastically accelerates the deposition rate.

Effect of Pressure on ESD Rate

The rate of ESD as a function of pressure applied to the capillary may be studied 
either by measuring changes in the position of the water meniscus inside the capil-
lary or by monitoring the rate of accumulation of solid deposits on the QCMB, as 
described above. As shown in Fig. 7, both techniques give a linear dependence of the 
ESD rate on the applied pressure. When negative pressure is applied to an aqueous 
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solution inside the capillary, both the deposition rate and the flow rate reach zero at 
the same pressure, P

E
 = −32 cm of water. This external pressure exactly counterbalances 

the electrostatic pressure under the Taylor cone, thus stopping ES.
Knowledge of this electrostatic pressure is of practical important since it allows 

calculation of the hydrodynamic flow of viscous liquids in the ES capillary and 
reliable design of the ES capillary. It was noted that upon application of positive 
pressure a brighter plume is observed, indicating that larger droplets are generated. 
This conclusion is in good agreement with the data obtained in experiments with 
fixed flow rates [90]. At a positive pressure exceeding 30–40 cm of water a jet of 
macroscopic droplets (with a diameter approximately corresponding to the ID of 
the capillary, 20–30 mm) was seen inside the plume of micron-sized droplets. It is 
important to note that while the flow rate increased sixfold upon a pressure change 
from −20 cm water to +30 cm water, the current increased by only 50%, indicating 
that much less charge was attached per unit volume of dispersed water at the high 
positive pressure inside the capillary. In practice, pressure is a convenient parameter 
for control of the rate of deposition.

2.2.6 Effect of Current on Deposition Rate

When the deposition and flow rates are plotted vs current at different liquid con-
ductivities, a series of linear functions emerges, as illustrated in Figs. 8a,b. This 
indicates that the charge per unit volume of liquid remains constant under different 
currents (voltage) for the same liquid at a fixed pressure. Since the extent of droplet 
charging is directly connected with protein denaturation and unfolding upon ES 
[92], one may expect that an increase in the ES current does not change the charg-
ing state of proteins. It is, therefore, safe to increase the rate of deposition by 
increasing the current until this proportionality between the rate and current is 
fulfilled. The flow rate deviates from a linear dependence on the current only when 
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the latter exceeds 250 nA. This is due to corona discharge involved in the ES proc-
ess under high voltage which results in notable damage of protein function [54]. 
Thus, measurement of the dependence of the flow rate on current can be practically 
used as a diagnostic means for keeping the ESD process in a safe zone.

It is interesting to note that the linear dependence of flow rate on current in ES 
from free capillaries contradicts the classic scaling law obtained for a fixed flow 
rate [79, 93, 94], which predicts that a stable ES is obtained when the flow rate, Q, 
grows as a square of the current (I):

 Q » I 2 / g k e, (5)

where k is the electrical conductivity, and e is the electric permittivity of solution. 
A linear relationship between the electric current and the flow rate has been pre-
dicted for a highly polar liquid at a low flow rate by Higuera [95] as a result of 
polarization of the liquid surface in the electric field.

2.2.7 Effect of Solution Conductivity

The conductivity of protein solutions greatly affects the ESD rate. We note from 
Figs. 8 and 9 that much larger currents should be allowed in ESD of 10 mM KCl 
solutions in order to obtain a rate of deposition comparable with that for low-
conducting solutions. Despite some deviations at high conductivities, the flow rate 
at a constant current may be described as inversely proportional to the solution 
conductivity in accordance to the scaling law presented above.

It is worth noting that, although the total charge per unit volume is preserved in 
ES (due to the linear dependence of flow on current), the extent of charging per unit 
volume is expected to increase for solutions of higher conductivity. According to 
theoretical predictions, the diameter of primary mother droplets, d, generated in ES 
is the following function of conductivity and flow rate [79, 93, 94]:

 d = (Qe / k)1/3. (6)

Fig. 9 Rate of electrospraying as a func-
tion of solution conductivity sprayed at a 
constant current, I = 23 nA
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Thus, the increase in conductivity together with the decrease in the flow rate 
observed in ES of highly conductive solutions (see Figs 8 and 9) is expected to 
result in a considerable decrease in the droplet diameter. Direct observations 
support the expectations: it was noted that ES of a 10-mM KCl solution was invis-
ible even upon illumination with a beam of a 5-mW He/Ne laser, though changes in 
the resonance frequency of QCMB as well as changes of liquid volume in the ES 
capillary indicated that the ESD proceeded slowly. We speculate that the 10-mM 
KCl solution (k = 1.41 mS cm−1 at 25 °C) was dispersed into droplets with a diameter 
much smaller than 1 mm; such small droplets scatter laser light negligibly. Though 
the interval of conductivities of solutions for which ES is applicable is shown in the 
literature as 1 mS cm−1 to 10 mS cm−1 [79] we found that the ESD becomes very slow 
at conductivity of 1–2 mS cm−1. It is expected that at a conductivity larger than 10 
mS cm−1 ions will directly escape from the meniscus point [79].

2.2.8 Is Corona Discharge Involved in ESD?

The phenomenon of corona discharge from water tip was originally studied by 
Zeleny [4–6], though he did not made a clear distinction between emission of 
charged droplets (electrospraying) and emission of ions (corona discharge). Early 
descriptions of ES phenomena often mentioned a diffuse glowing within the plume 
of droplets [96].

Corona discharge from a negatively charged water droplet was studied in a 
number of publications [97–99] and was even used to produce ozone in discharge 
from aqueous Taylor cones [100]. At high ES currents (30 mA), spectroscopic 
analysis of glowing during ES became possible [101] and showed spectral emission 
lines of the elements dissolved in the water. At the much lower current (~1,000-fold 
less than in Jaworek et al. [101]) typically employed in ESD, glowing is not 
observed. Nevertheless, data concerning the effects of gas phase composition on ES 
lead to the conclusion that a mild corona discharge always accompanies the elec-
trospray and that it actually stabilizes electrospraying and allows its onset at a lower 
voltage [74, 102, 103]. Ozonolysis of phospholipids in ESI-MS [104] and oxidation 
of polypeptides during ESI [105] provide another set of evidence for the presence 
of reactive corona products in ES. The idea behind corona involvement in ES is that 
a leaving droplet in a strong electric field in the vicinity of the Taylor cone is polar-
ized (in addition to being charged) to the extent that corona discharge starts and 
droplets lose part of their charges not through coulomb fission but by corona 
discharge [97, 100].

The question of whether corona discharge is involved in ESD is especially 
important for deposition of fragile biological macromolecules. It was found in our 
experiments on fabrication of protein films by the ESD technique that addition of 
a radical scavenger, 2-mercaptoethanol, to a protein solution results in a better 
retention of functional properties of the ES deposited protein [106]. This substance 
is also known for its protecting function against radiolysis damage [107, 108].
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2.3  Formation of a Charged Aerosol  
from a Cloud of Charged Droplets

If ES is performed at a low solvent pressure, e.g., at low humidity in case of ES of 
aqueous solutions, the microdroplets ejected from the Taylor cone evaporate on 
their way to the substrate. When the size of the droplet approaches a Rayleigh limit 
of electrostatic stability, a train of daughter nano-droplets is ejected in a process 
known as “coulombic fission” [79, 109, 110]. The maximum charge, q

R
, which a 

droplet of liquid with the surface tension, g, and diameter, d, may reach before 
fission occurs was first estimated by Lord Rayleigh as [2]

 q
R
 = (eZ)

max
 = 8p(e

0
g d3 / 8)½, (7)

where e is the elementary charge and Z is the number of such charges on the drop-
let. Further evaporation of the mother droplet and smaller daughter droplets inter-
rupted with a series of fissions results in formation of a cloud of nano-droplets, 
10–20 nm in diameter, and an increase in the electrostatic field on their surface to 
a level where evaporation of small ions becomes possible. The whole process 
results in a cloud containing small ions and highly charged hydrated residues [111, 
112] if ESD is performed at low or moderate humidity. Some of these residues 
contain single charged protein molecules which are used in MS analysis.

Considering the example in Fig. 8 at 0.2 mM KCl and assuming that microdroplets 
with a diameter of 1 mm are formed [113] at a flow rate of 1.5 mL min−1, we estimate 
that ~5 × 107 microdroplets are generated in 1 s. With a current of 100 nA, all trans-
ported by droplets, we have 1.2 × 104 charges on each droplet. The Rayleigh limiting 
charge for the water droplets of such size would have 1.5 × 104 charges, which cor-
responds to known data about the charge of emitted droplets (typically ~50–70% of 
the Rayleigh limit [79]). The generated microdroplets move one after another, 
forming a jet which then turns into a torch (plume) due to fission of the droplets, 
space charge and interaction with gas atoms. Droplets of different sizes separate 
quickly within the plume with smaller (satellite) droplets pushed to the periphery of 
the cloud while the main droplets are concentrated in the middle [114]. Satellite drop-
lets are presumably formed upon breakage of a bridge which connects a droplet with 
a jet at the end of the Taylor cone.

2.3.1  How Quickly do Microdroplets Turn into a Cloud of Dry,  
Charged Products?

The theory of droplet evaporation was well developed in the middle of the twentieth 
century [115]. Based on this theory and taking into account that coulomb fission 
occurs when the charge reaches a certain fraction of the Rayleigh limit (~60–70% 
of q

r
), we showed [113] that for a typical ESD arrangement (capillary tip at a 

distance of 40 mm from a substrate at a voltage difference of 4 kV) the maximum 
distance a water ES generated microdroplet, d = 1 mm in diameter, will travel before 
complete evaporation is 9.5 mm and 12.7 mm at a humidity A = 0% and A = 25%, 
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respectively. The total time required to evaporate such a droplet is 5 and 7 ms at the 
humidities indicated. These estimates show that micron-sized water droplets should 
evaporate well before they reach the substrate surface, provided the capillary tip-to-
plane distance exceeds 15 mm.

2.4 Role of Space Charge in Electrospray

Whether space charge of a cloud of ES products affects the ES process is a fun-
damental question in ESD. The problem was first solved in analysis of I(V) 
curves in electronic vacuum tubes in the last century [116]. However, the solu-
tion obtained, called the Child’s law which states that the limiting electron cur-
rent grows as 3/2 power of the voltage, cannot be applied to ESD because the 
velocity of electrons in a vacuum is proportional to the potential difference, 
while that of charged ES products in the gas phase is proportional to the gradient 
of the potential (electric field). Though the effects of space charge in ES source 
were numerically analyzed [117], it is instructive to derive approximate analyti-
cal expressions which allow one to easily see the scale of these effects and their 
dependence on different parameters. We limit ourselves to the simplest case of 
a spherical ES emitter.

To find the limiting current for a spherical emitter one has to solve the Poisson’s 
equation:

 /t r
′ ′ = −2 2

0(1 / )( ) ,r r V r e  (8)

where the sign (
r
’) means differentiation by radius. The charge density, r(r), should 

change with the distance to the emitter in such a way as to keep the total current,  
I, constant:

 r(r) = I / 4pr2v. (9)

Considering that the velocity of charged species, v, in air may be described by 
Stokes law, we have for the velocity of particles with a diameter, d and Z charges:

 ( / 3 ),r IV V Ze d¢ ¢ ph=  (10)

where h is air viscosity. Denoting y = r 2 V
r
′ and substituting (9) and (10) into (8) we 

obtain a differential equation for y:

 yr ′ y =	-Br2 (11)

where

 B = 3I hd / 4 e
0
 Ze. (12)

Solving (11) with the boundary condition in the emitting regime (charges leave a 
small electrode at a zero velocity and move to a larger electrode, we take y

r
’ = 0 at 

r = r
o
) we obtain a solution for y:
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 y2 = -(2B / 3)(r3 - 3
0r ) (13)

and returning back to the potential we have another differential equation for V:

 1/2 3 3 1/2 2
0= (2 /3)  ( )  (1/ )rV B r r r- -′  (14)

Direct integration of (14) gives the potential difference between r
o
 and Ro:

 
0 0( /

3 1/2 2
0

1

)

(2 ) / 3) ( 1) .
R r

V Br x x dx−= −∫  (15)

Noting that large values of x contribute mostly to the integral value we can approxi-
mate the solution as

 
0 0 0 0( / ( /

3 1/2 2 1

)

/2 1/2
0 0

)

1 1

( 1) d d 2( / ) .
R r R r

x x x x x R r− −− ≈ ≈∫ ∫  (16)

Then

 V »	2(2BR
0
 / 3)1/2. (17)

Substituting (13) into (17) we have for the maximum current emitted by a sphere:

 I
max 

» (V 2e
0
Ze / 2R

0
h d). (18)

Thus, unlike the Child’s law, the limiting current in ES follows a stronger quadratic 
dependence of the limiting current on voltage. A similar expression differing by a 
numerical coefficient was obtained by Sigmond for the limiting case of a space 
limited current in a point-to-plane corona discharge [118].

Considering the specific example of an ES emitter with a radius of r
o
 << R

o
 = H 

= 10 cm (where H is the distance to the substrate, collector) under a potential of V 
= 10 kV producing a cloud of charged macroions with radius d = 4 nm and Z = 10 
charges, we estimate from (18) that space charge around a spherical emitter will 
limit total current of such macroions to I

max
 = 200 nA.

Considering another limiting case of droplets charged to the Rayleigh limit we 
have for the limiting current:

 1/2

2 3
max 0 04.44[ ( ) / ].I V X d Re g h′ ≈  (19)

For water droplets with g = 0.07 N m−1, radius of droplets, d = 0.5 mm, and air vis-
cosity, h = 1.8 × 10−5 N s m−2, we obtain I’

max
 = 1.7 mA

We present here simple estimates for a spherical ES emitter to demonstrate the 
possible effects of space charges. In a real point-to-plane geometry the maximal 
current will be lower by approximately a factor of (S/4pR

o
2), where S is the surface 

area of the collector.
To conclude this section, in most practical cases of electrospraying, the space charge 

formation in the vicinity of the capillary tip will probably not substantially affect the 
ESD. The problem has been recently experimentally addressed by Gamero-Castanõ,  
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et al. [119] who concluded that ES of electrolytes under normal atmospheric pressure 
at currents lower than 100 nA is limited by flow rate rather than by space charge.

2.5 Evolution of Charged Clouds on the Way to the Substrate

When a charged cloud of ES products moves toward the substrate it simultaneously 
expands its cross-section due to repulsion of the peripheral products by space charge 
as illustrated schematically in Fig. 10a. The problem of charged cloud evolution in 
point-plane geometry has been analyzed in detail for corona discharge by Jones [120] 
who found an analytical solution for a self-expanding sphere of charged ions:

 r(t) = r
0
(1+r

0 
c t / e)1/3, (20)

where r
o
, c, and r

o
 are the initial cloud radius, ion mobility, and initial space charge 

density in the cloud, respectively. From a practical point of view it is important to 
note that the expansion of a cloud is a weak function of time. The analytical solu-
tion for the time of flight to the substrate obtained by Jones [120] is to too complex 
to present here and it does not account for the effect of electrical wind, which, 
according to our observations, substantially contributes to the dynamics of a 
charged cloud far from the capillary tip.

The combined action of space charge, electrostatic forces and electrical wind 
results in a nearly linear dependence of the deposition diameter as a function of 
capillary height at a constant current, as illustrated in Fig. 10b.

Another illustration of the role which space charge plays in ESD is presented in 
Fig. 11, which shows how the diameter of the deposited spot depends on the ES 
current at a constant capillary height. One can see that injection of larger number of 
charges into the cloud at larger currents results in a faster expansion during the flight 
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height, H (b). The diameter of a spot of ES generated glycerol microdroplets from a 10% solution 
of glycerol in EtOH is marked by filled circles. Deposition was performed at a constant current of 
60 nA, which was kept constant by changing the voltage as shown by the filled squares in (b)
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time. We may attribute the entire fourfold increase in the deposit diameter to cloud 
expansion because the time of flight is expected to decrease by 10% at high current, 
following the 10% increase in the voltage. Thus, when a large area on a substrate 
needs to be coated in ESD, deposition should be performed at high current.

2.5.1 Deposition Density

Obviously, peripheral charged particles are subjected to the largest electric field 
generated by the space charge while those particles that happen to locate close to the 
cloud center are not affected by the space charge. That is why the density of particles 
on the perpendicular axis connecting the capillary tip with the substrate will be 
the highest, independent of the gap between the capillary tip and substrate. Due to 
the distribution of products inside the cloud, the deposition density on the substrate sur-
face has a maximum in the center and decreases toward the periphery of the deposited 
spot. This nonuniform distribution of density was noted already in the first applications 
of the ESD for manufacturing thin-layer radioactive sources [13]. An early approach 
for the correction of this drawback of ESD included motion of the capillary over the 
substrate surface, a sort of “brushing” with the electrosprayer.

We suggested another simple means to prepare a uniform deposit after it was 
discovered that deposition inside a perforated cylinder made of a plastic mesh enabled 
a highly uniform distribution of the deposit inside the cylinder cross-section, provided 
that the capillary height was adjusted properly. As seen in Fig. 12a, at a low height 
where the charged cloud does not touch the cylinder wall, a normal bell-like distribu-
tion of the deposition density is observed. However, when the tip is raised to a height 
at which the deposit size without the screen would exceed the size of the screen – a 
perfectly uniform distribution was observed as seen in Fig. 12a. We explain this 
phenomenon by assuming that charging of the lower part of the cylinder by incoming 
ES products creates an electrostatic corral, which confines the cloud until it “fills” all 
the available cross-section of the screen before landing. It was observed that the phe-
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ES deposited at a positive mode from the height of 20 mm at different currents. The voltage was 
varied from 2.8 to 3.1 kV



Electrospray Deposition of Biomolecules 137

nomenon requires a conductive surface larger than the diameter of the cylinder, as 
shown in Fig. 12b. Presumably, some leakage of charges from the cylinder to the 
substrate to prevent its overcharging is essential for the phenomena of distribution. 
The tip should be located on the axial line of the cylinder and its height over the 
substrate should be properly adjusted. The plastic screens can be of a conical or 
cylindrical body and made of a woven dielectric material permeable to air.

Filtration of air pushed through the screen by the electric wind could be consid-
ered as another potential function of the screen and as a mechanism of screen 
charging. We shall further consider this important factor for ESD below.

2.5.2 Role of Electrical Wind in Deposition

It is well known that any corona discharge is accompanied by electric wind which 
is created by motion of corona-generated ions which transfer part of their momen-
tum to the neutral air molecules. This phenomenon is used in corona drying proc-
esses [121] and for cooling of computer processors [122–124]. Because charged ES 
products accelerated in vicinity of the Taylor cone also transfer their momentum to 
gas phase electric wind accompanies ESD process as well. We will estimate veloc-
ity of ES-generated electric wind using Loeb’ formula for velocity of electric wind 
in corona discharge [81]:

 v = (2 P / w)1/2 = (2I r / r Sc)1/2, (21)

where w is air density, P is the pressure created by the corona discharge, c is the 
ion mobility, r is the distance to the tip, I is the current and S is the effective cross-
section area. The pressure drop created by the wind over the gap, H, between the 
ES tip and substrate is

 P = I H / Sc, (22)
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Fig. 12 a Radial distribution of the surface density of microdroplets generated by ES from a 10% 
water solution of glycerol deposited onto a polished metal surface inside a perforated cylindrical 
dielectric shield, 40 mm in diameter, from a capillary placed axially at heights of 30 mm (open 
circles) and of 43 mm (filled circles) over the substrate. b A typical arrangement of a cylinder screen 
and the capillary necessary for obtaining a uniform density distribution of the deposited material
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where the mobility, c, of the charged products may be estimated assuming that they 
are charged to their Rayleigh limit as

 c = Ze / 3phd = 0.94(e
0
g d}1/2 / h. (23)

In a typical ESD experiment with I = 100 nA, H = 10 cm, S = 20 cm2, and the air 
density, w = 1.20 kg m−3, water nano-droplets with a diameter of 20 nm charged to 
the Rayleigh limit and having the mobility of c = 5.8 × 10−6m2 V−1s−1 will create a 
pressure of P ~ 0.1 mm H

2
O, which will support a wind velocity of v ~ 1.3 m s−1.

Though admittedly crude, this estimate definitely indicates that the transport of 
electrospray-generated products by electric wind should be taken into account. 
Direct measurements of electric wind in electrospray have not been made, however 
measurements of droplet velocity based on the Doppler effect revealed that ES 
generated droplets having a velocity of 40–100 m s−1 in the vicinity of the capillary 
tip reduce their velocity asymptotically to ~5 m s−1 at a distances larger than 2–5 
cm [125, 126]. The latter velocity is close to our estimate and may be entirely 
supported by electric wind.

Now let us compare the estimated wind velocity with the velocity of the same 
droplets in the electric field. A point-to-plane electric field typical for ESD is char-
acterized by a very strong field in the vicinity of the tip (which is necessary for 
electrospraying to happen, see (3)) which quickly decreases with the distance from 
the tip. For the axial field as a function of distance, r, to the tip the following 
analytical expression was obtained [127]:

 E(r) = V[(1/r)+1/(2H-r)] (24)

where H is the distance between the tip of the capillary and the substrate. Neglecting 
the space charge effects, for microdroplets and clusters charged to their Rayleigh 
limit we obtain a velocity in vicinity of the substrate of

 v = 1.9(V/hH)(e
0
g d)1/2. (25)

For a droplet a = 20 nm in diameter, V = 5 kV and H = 10 cm we obtain v = 60 cm 
s−1. In the absence of electric wind this would be the rate at which charged products 
approach the substrate. We see that far from the tip electric wind provides a larger 
driving force than the electric field itself.

An example illustrating the contribution of electric wind in ESD is presented in 
Fig. 13. Here, an array of glycerol microdroplets was deposited through a mesh 
placed either directly onto a conducting substrate, as shown in Fig. 13a, or with a 
gap between the mesh and the substrate, as illustrated in Fig 13b. Characteristic 
dunes similar to those made by wind on snow or sand are seen in Fig. 13b, which 
we attribute to the effect of the electric wind.

The relatively slow speed with which charged ES products approach the  
substrate make it essential to keep air still; i.e., the deposition should take place in 
a closed chamber. ESD in a chamber results in a deposit much less contaminated 
with dust particles present in the ambient air, while ESD in the open air acts as a 
small vacuum cleaner which electrifies and collects a lot of dust. Though the author 
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used plastic chambers, it should be remembered that the walls of such a chamber 
may be charged by the ES products. To diminish the effects of stray charges on the 
chamber walls the deposition area should be placed far from the walls. Another 
danger of using a plastic chamber is its ability to be charged by induction. When 
touched by hand, the induced charge is removed from the outer side of the chamber, 
leaving uncompensated charges on the inner side of the wall. Those charges may 
survive for hours and affect deposition uniformity and efficiency.

2.6 Formation of Charged Electrospray Products

2.6.1 Mechanism of ESI and Formation of Charged Nano-Clusters

After long debates and arguments concerning the mechanisms by which ions are 
generated in ESI, the consensus which satisfies all the experimental data has been 
achieved [30]. It states that small ions are generated by the mechanism of field 
evaporation, when a fluctuation on the surface of a highly charged nano-droplet is 
further destabilized until an ion becomes torn off the droplet together with a cluster 
of bound solvent molecules [128]. This mechanism, first suggested by Thompson 
[129, 130], cannot, however, account for generation of macro-ions like charged 
protein molecules, which are generated by a completely different mechanism as dry 
residues upon complete evaporation of nano-droplets (the mechanism initially 
suggested by Dole et al. [25]), when most of the small ions escape from the droplet 
surface, leaving on the protein surface as many ions as this surface can hold. Thus, 
protein molecules and clusters are charged due to small ions which initially charged 

Fig. 13 Illustration of the effect of electric wind in deposition through a mesh used as a mask. A 
10% glycerol solution in EtOH was deposited through a mesh with 0.4 × 0.4 mm2 windows spaced 
by 0.8 mm. The mesh was placed directly on aluminated plastic (a) and with a gap of 12.6 mm (b)
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the droplets [131]. There is no reason to believe that formation of charged nano-
clusters containing hundreds of protein molecules proceeds via a mechanism differ-
ent from that proposed by Dole et al. We also expect that the number of charges on 
the cluster will increase in proportion to the cluster surface as it does in a series of 
protein ions of different sizes [132].

The maximum number of charges which any particle or macro-ion can hold 
depends on a number of factors. Thus, the average charge of protein ions as well as 
poly-(propyleneimine) dendrimers substantially increases with the increase in the 
surface tension of the solvent used [133]. A higher surface tension keeps a larger 
density of ions on the droplet surface according to (7), which results in a higher 
population of charges left on the macro-ions. The presence of a low volatility solvent 
with high surface tension may change the density of charges substantially because 
their concentration will grow in the shrinking microdroplet [134]. The chemical 
nature of the polymer surface is another important factor determining the charge 
density since the presence of groups which strongly hold ions will promote charging 
(e.g., amino groups which bind protons promote formation of highly positively 
charged ions, while carboxyl and other acid groups favor negative charging).

Only at very low concentrations (10−3–10−5 mg mL−1) will separate protein 
molecules predominate in the ES products, as the AFM picture in the Fig 14 and 
graphs in Figs. 15a and 15b illustrate. The heights of the deposited molecules in 
Fig. 14 roughly correspond to the value expected for the size of native lysozyme 
molecules. This favors the idea that protein molecules survive both ESI and the 

Fig. 14 Lysozyme molecules deposited onto a mica surface from a dilute water solution with 
corona neutralization. The average height is 3 ± 0.5 nm. Protein ions were deposited on freshly 
cleaved, slightly heated mica with neutralization of deposited ions by corona discharge as illus-
trated in Fig. 23
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landing process. It is worth noting that ESD from solutions in which protein 
molecules are destabilized or denatured results in quite a different picture. When 
HSA was dissolved at a concentration of 10 ng mL−1 in MeOH (50% MeOH and 
3% acetic acid) the cluster height was only 0.5 ± 0.2 nm, presumably due to spread-
ing of the denatured molecule over the surface. When deposited by ESD from a water 
solution under identical conditions, HSA molecules had average heights of 4 ± 1 
nm. Similarly, direct deposition of a diluted HSA solution in 3% acetic acid 
resulted in particles which were only 0.3–0.5 nm high. Deposition of lysozyme and 
HSA were made with a plastic capillary and a Pt electrode because it was observed 
that even ultra-pure water electrosprayed from a glass capillary with Pt electrode 
resulted in formation of clusters 1– 3 nm high, presumably due to dissolution of the 
glass itself and formation of salt clusters on the mica surface.

In most practical cases of protein deposition described, deposition was per-
formed in the form of dried nano-clusters. Fig. 15a illustrates a typical distribution 
of heights in an AFM image of ES products after deposition of lysozyme from a 
0.01% solution in water. Although the numbers of small and large particles are 
approximately equal, the latter have ~1,000 times more protein in each particle. 
Therefore, we have to conclude from the data in Fig. 15a that 99.9% of all the 
deposited protein landed in the form of clusters. The size of these clusters increases 
with an increase in concentration, as illustrated in Fig. 15b.

2.7 What Kind of Substrates may be Used for ESD?

The substrates onto which charged particles are deposited should possess adequate 
conductivity to support the electric field necessary for ESD. Metals, metallized 
plastics (e.g., aluminated Mylar film used by Avseenko et al. [135, 136]), and 
conducting ITO-coated glass [106] are obvious choices of good substrates.
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Semiconductors can also be readily used as substrates. To estimate the level of 
acceptable conductivity of a semiconductive material, we consider a practical 
example of deposition onto a layer of such material with thickness of h = 30 mm 
through a mask with 1,200 holes, 50 mm diameter each. With the total open area 
under the mask of S

h
 = 2.4 mm2, and an acceptable potential drop over the film 

thickness of V
d
 = 1,000 V at a total ES current of I = 20 nA we have for the mini-

mum conductivity required:

 k
S
 = hI / S

h
V

d
. (26)

This gives for the above presented parameters a minimum conductivity of k
s
 = 2.5 

× 10−10 S m−1. Thin films of hydrophilic polymers such as cellophane, which have 
substantial conductivity even at low moisture (cellophane’s conductivity at a mois-
ture of 10.7% was found to be 3 × 10−6 S m−1 [137]), can be used as substrates. This 
also applies to layers of hydrophilic polymers. We found that protein deposition can 
be effectively made on a layer of polyvinyl alcohol (PVA), polyvinylpyrrolidone 
(PVP), dextran, sodium alginate, polyethylene glycol (PEG) and other hydrophilic 
polymers. After deposition of a protein film on such a layer the protein molecules 
could be cross-linked in glutaraldehyde vapor and the cross-linked film could then 
be easily released into a water droplet after dissolution of the sacrificial polymer 
layer. This technique was used to manufacture free protein films for mechano-
chemical sensors [106, 138, 139].

Recently a dialysis membrane was used in the author’s laboratory as a substrate 
for arraying protein molecules by distal electrospray deposition [140–143]. The 
choice of this material was dictated by the necessity of applying an electric field 
perpendicular to the array surface in order to enable rapid and complete collection 
of charged analytes like protein antigens, antibodies and whole viruses onto the 
array surface. Methods of immobilization of protein molecules on such a substrate 
are described in refs. [123, 140, 142–145].

Using a conducting surface is another option for an ESD substrate. The author 
successfully employed freshly cleaved mica [39] and plasma-cleaned glass [55] as 
substrates for deposition of protein molecules and arrays. It cannot be excluded that 
surface conductivity contributes substantially to deposition onto any low-conducting 
substrate. In the example presented above, holes 50 mm in diameter were separated 
by 1.5 mm. Therefore, if the surface conductivity (e.g., due to a layer of adsorbed 
water) exceeds the bulk conductivity, then instead of considering the conductivity 
only under the open hole area, we should take the entire array area into account. 
This increases the effective surface area by a factor of ~1000 and identically 
decreases the minimum required bulk conductivity to k

s
 ~10−13 S m−1. The latter 

conductivity is characteristic of a good insulator. This explains why a thin layer of 
a good dielectric can be used as a substrate in ESD. We were able to deposit an 
array onto a 3–15 mm thick layer of acrylic polymer which coats a metal layer on 
the surface of a standard CD disk.

We should emphasize that the conductivity of dielectric materials in ESD hard-
ware might substantially deviate from the conductivity tabulated in monographs 
because of two major factors. The first factor is the very high electric field, at which 
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polymer conductivity deviates from Ohm’s law (actually, current becomes propor-
tional to a square of voltage applied [146]). The second factor is injection of exter-
nal charges into the dielectric from the deposited charged clusters. Most polymer 
dielectrics have low conductivity, not because the mobility of charges is low, but 
because they lack mobile charges. Injection of such charges makes polymers 
conductive, as the remarkable increase by 8 orders of magnitude in the conductivity 
of a dry lysozyme film resulting from a change of copper to palladium electrodes 
illustrates [147]. The latter electrode is capable of injection protons into the film, 
making it highly conductive.

3 Two Basic Types of Electrospray Deposition

3.1 Proximal ESD

Depending on ESD conditions, deposition may be in the form of micro- and nano-
droplets or in the form of dry nano-clusters and ions. We will further refer to the 
first mode as “wet deposition” and to the second as “dry deposition.” We will also 
classify ESD techniques as “proximal” if deposition is performed from a capillary 
placed close to the surface and as “distal” if the distance between the capillary tip 
and substrate substantially exceeds the distance necessary for transformation of a 
cloud of charged droplets into a cloud of dry products. The latter distance was 
estimated in Sect. 2.3.1. Wet distal deposition may be achieved if the ESD chamber 
is filled with air saturated with vapor of the solvent used in ES. Microdroplets and 
smaller satellite droplets neither evaporate nor undergo a series of coulomb fissions 
described above, and land as droplets. Another way to achieve the wet deposition 
mode is to reduce the distance between the tip and the substrate so that droplets do 
not have enough time to turn into dry, charged products. This mode of proximal wet 
ESD has been developed by Moerman et al. [56, 86] and by other authors [148]. 
In this technique, schematized in Fig. 16, the capillary tip is placed about 130–350 
mm above a conducting substrate so that ES generated droplets reach the substrate 
in a small area under the tip, forming a spot.

Micromanipulator

Fig. 16 Principle of proximal ESD
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An extremely small volume (40–100 pL) of solution may be deposited by properly 
controlling the voltage pulse applied to the capillary. After depositing one spot the 
capillary is shifted with a micro-manipulator to a new position and the next spot is 
deposited. We shall further discuss the advantages and drawbacks of this technique 
later when comparing different ESD-based arraying approaches.

3.2 Dry Distal ESD Techniques

We will consider here separately two cases using distal ESD for fabrication of 
samples from biological materials. Formation of small micron-thick films of 
proteins for mechanical [138, 149–151] and optical tests [152] as well as formation 
of samples for scanning microscopy (STM and AFM [39]) does not require spread-
ing the electrosprayed material over a large substrate area. On the contrary, a cloud 
of charged, dry ES products should be collected in a highly localized area on a 
conducting substrate to make a thick protein film or to economically use a valuable 
substrate like an atomically flat crystalline ultra-pure gold surface [39]. One cannot 
place the capillary tip as close to the substrate in this case as in proximal ESD, 
because formation of ions and dry clusters requires passage through a minimum 
distance. Therefore, ESD products should be collected in a small substrate area 
from a large charged cloud, which makes space charge effects very notable as we 
will see below. Opposite requirements are needed for application of ESD to the 
fabrication of microarrays: a large area should be evenly coated with spots. Since a 
hole (or an array of holes) in a plastic dielectric is used in both these cases let us, 
first, consider how it works.

3.3  How are Charges Kept on a Mask and How do they  
Move and Neutralize?

3.3.1 Dielectric Mask with a Hole as Collimator

That a hole in a dielectric mask is capable of concentrating incoming charged prod-
ucts was noted in early deposition experiments in the preparation of isotope sources 
[14, 15] when the electrosprayed material was found to be deposited as spots 
having a size smaller than the holes in the mask. This “lens effect” was reproduced 
in our experiments. Figure 17 shows how the diameter of a spot deposited through 
a single hole in a thin plastic mask depends on the gap between the mask and 
conducting substrate. One can see that Teflon provides a lens effect (measured as a 
ratio between the spot diameter and the diameter of a hole) less pronounced than 
polystyrene (PS). This difference is entirely due to the difference in the surface 
properties of these two materials, because after being soaked in a soup and dried 
the Teflon mask becomes a lens as powerful as that made of PS. We interpret this 
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fact as an indication that trapping charges on a dielectric mask is of great impor-
tance for the lens effect. Since Teflon cannot effectively trap and hold free charges 
it is not as effective as PS in concentrating charged ES products.

The lens effect may be explained by adsorption of a fraction of charged products 
onto the mask surface, creating an electrostatic field that repels the incoming ES 
products and directs them into the hole(s) of the mask. This charging should be seen 
as a stationary process: while some trapped charges are lost due to bulk or surface 
conductivity, new charges are allowed to land on the mask to maintain its potential. 
It is noteworthy that the operation of such an electrostatic lens is different from that 
in electron microscopes because the inertial forces which determine the trajectories 
in a vacuum electrostatic lens are negligible in air under normal conditions where 
viscous forces dominate.

The electrostatic lens effect has two advantages: (1) great economy of electro-
sprayed material, which is not lost on the mask and (2) reducing the size of the 
deposit below the size the hole in the mask. The latter feature considerably reduces 
the technological problems in the fabrication of masks suitable for deposition of 
spots of micron and submicron size since the holes do not need to be as small as 
the spots themselves. We have demonstrated that protein spots with sizes of 5–7 mm 
could be deposited through a mask having 23–24 mm holes set 47 mm apart in a 
polypropylene mesh [55]. The image of mask used in these experiments is 
presented in Fig. 18b.

The electrostatic lens effect can also be used to produce samples with large 
height-to-lateral size aspects, as illustrated in Fig. 18a, where arrays of needle-like 
samples of pancreatic ribonuclease fabricated by ESD through the mask shown in 
Fig. 18b, is presented. Arrays of such rod-like samples were also fabricated from 
organic substances, such as light green dye.

Fig. 17 Dependence of the spot average diameter on the height at which the mask is placed over 
a conductive substrate. A Teflon sheet, 0.1 mm thick, and a polystyrene plate, 2.8 mm thick, were 
used as a mask with a hole, Do = 7.9 mm in diameter
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3.3.2 Dry Distal ESD in Manufacturing Small Samples

The size of the hole cannot be reduced without paying a price. The small substrate 
area exposed through a hole in the mask creates a strong field only in the vicinity 
of the hole. The field decreases inversely proportional to the distance from the 
exposed substrate area in the absence of the charged cloud. The space charge of the 
cloud screens the field still further, making the substrate “invisible” for incoming 
charged products, which are then lost on the chamber walls following the motion 
of air and stray electric field. Thus, the efficiency of ESD drops dramatically with 
a decrease in the size of the hole.

This problem was noted in the first applications of ESD and a special collimat-
ing ring was introduced [14]. A similar problem is also well recognized in collec-
tion of ES generated ions in mass spectrometers. An electrostatic concentrator has 
been recently described by Kremer, who demonstrated that a series of insulated 
conducting rings with progressively decreasing internal diameter is capable of 
concentrating corona-generated ions ~100-fold [153]. The author reported an appa-
ratus which included a plastic sheet with electrodes on both sides having a central 
ion canal [39]. A potential difference across the two electrodes was used to move 
the electrospray product through the canal onto an atomically flat crystalline gold 
substrate. All these designs are variants of a collimating ring which we consider in 
more detail below.

3.3.3 Collimating Ring

We found that the efficiency of deposition into a single small hole in the mask may 
be substantially increased by decreasing the size of the collimating ring and by 
placing it closely to the deposition area. As illustrated schematically in Fig. 19, 
charged ES products move in the field created by the ring and only in the vicinity 
of the ring do they start to follow a local electric field between the exposed substrate 

a b

Fig. 18 “Nails” manufactured by ESD of an RNAse solution (0.55% protein, 0.16% sucrose and 
0.05% glycerol) on an aluminated plastic as a substrate (a). Protein was deposited for 10 min through 
a polyester mesh (b) in a closed chamber with a relative humidity of 18%, at +4.0 kV applied to the 
capillary with an internal diameter of 10 m and a current of 10 nA. Bar denotes 100 mm
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and the ring which directs them to the substrate. It is important to emphasize that 
such “changing lines” is possible only if charged products are subjected to addi-
tional force. We speculate that electric wind may be considered as such force.

Experiments were performed to find the optimal ring size and ring potential by 
direct measurements of the amount of protein deposited from an aqueous solution. It 
was found that, under optimal conditions (typically, U

c
 = 4–5 kV, U

r
 = 1.3–2.3 kV, I

c
 

= 20–30 nA, I
r
 = 7–15 nA), 10–20% of the electrosprayed protein was found in the 

protein spot with a size of 0.7 × 0.2 mm2, while only 2–5% was deposited without the 
collimating ring. Deposition was performed from heights H = 20 mm with a ring 
having a 2 mm ID and 1 mm wide. The ring was coated with a conducting paint.

It was found that the current efficiency (fraction of total current, I
c
, passed 

through the substrate) was always notably higher (30–80%) than the mass deposi-
tion efficiency. This discrepancy may be explained by stray conductivity through 
the mask, whose area was ~104 larger than the exposed substrate area. The mass 
deposition efficiency was further increased to ~30% by decreasing the height to 10 
mm and by performing ESD at a low current (I

c
 < 10 nA), although some of the 

deposited material landed in the form of nano-droplets in this case.
An example of a protein film obtained by ESD through a hole in mica is pre-

sented in Fig. 20a. Protein films deposited from heights of 20 mm under humidity 
less than 70% were usually opaque. AFM imaging revealed a rough surface 
comprised of nano-clusters and their agglomerates, as illustrated in Fig. 20b. Brief 
exposure to a humid air turned most of the ESD-formed protein samples into a 
transparent films and made their surface quite smooth as illustrated in Fig. 20c for 
a hemoglobin film: the root-mean-square profile decreased from 620 ± 80 nm to 
160 ± 20 nm. Further details of the structure of the ESD deposited protein films 
may be found in publication of Uematsua et al. [151]. Thick films (up to 50 mm) 
were manufactured by ESD from collagen [154] and from cellulose acetate [21].

When cross-linked in glutaraldehyde vapor over wet NaCl (to keep the film dry), 
the protein film retains its opaqueness after insertion into water. Such cross-linked 

Uc, Ic

Ur, Ir

Collimating ring 

Protective ringFig. 19 Arrangement used to manufacture 
small size samples by distal ESD. Two con-
ductive rings are introduced: a protective 
ring and a collimating ring. The potential on 
the collimating ring, U

r
, was 20–50% of the 

potential on the capillary and the protective 
ring, U

c
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films of globular proteins (BSA, ribonuclease, lysozyme) showed a remarkable 
increase in the diffusion of dye molecules as compared to similar films prepared by 
drying the same protein solutions on a glass surface. The nano-channels within the 
ESD-fabricated films make them especially suitable for use in biosensors where 
other molecules should penetrate the films to react with immobilized protein 
molecules [54, 139, 149, 150, 155, 156]

3.3.4  Distal Deposition Through a Mask with an Array of Holes. Patterning 
Surfaces and Fabrication of Multi-Component Microarrays

Although ESD may be used in combination with a pre-patterned surface to ensure 
local immobilization of the deposited molecules (see the example of such deposition 
onto a patterned gel [87]), such deposition results in a highly inefficient use of the 
material. It is easier to protect certain substrate areas with a mask, as has been done in 
the first use of ESD for patterning the surface challenging a control of cells adhesion 
[157]. These authors used a conducting mask (a grid for electron microscopy), which 
has the same potential as the conducting substrate. Equality of the substrate and mask 

Fig. 20 BSA film manufactured by ESD of 1 mL of a solution containing 0.35% of protein, 0.1% 
sucrose and 0.03% of glycerol (a). Deposition was made through a hole in a mica screen. AFM 
images of the surface profile in ESD deposited protein film before (b) and after (c) a 15-min expo-
sure to a humid air. The film was deposited at a humidity of 10% from human Hb solution in water, 
0.6 mg mL−1. Bar denote 200 mm in a and 2 mm in the b and c. Vertical scale in b and c is 600 nm
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potentials resulted in deposition on both the substrate and the mask proportionally to 
their surface area. Such a “shadow” mask caused large losses of the material.

As we emphasized above, a dielectric mask has serious advantages over the 
shadow masks in economy (most material goes into holes) and, hence, quick depo-
sition. It is also important that the holes in the dielectric mask are capable of 
concentrating the material (lens effect) to allow deposition of spots with a diameter 
several times smaller than the diameter of holes. Polyester and nylon meshes were 
routinely used as masks to manufacture mono- and simple multi-component arrays 
in our experiments. An array 60 mm in diameter deposited through a mesh shown 
in Fig. 18b contains 1.1 × 106 spots with a diameter of 5–10 mm [55, 135]. Such an 
array is produced in 1–5 min depending on the solution conductivity.

The substrate or mask can be shifted after deposition, as schematically illus-
trated in Fig. 21. In this case, if the shift is larger than the spot size but smaller than 
the distance between the holes in the mask and if a new substance is deposited after 
each shift, a multi-component microarray is formed under each hole. With a mesh 
like that shown in Fig. 18b microarrays up to nine components may be manufactured 
due to the limited distance between the holes in the mesh. To produce more com-
plex arrays a special mask with larger distance between holes must be used.

As previously mentioned, the conductivity of polymer materials used in high 
electric field, combined with injection of external charges, e.g., protons, may be 
substantially higher than usual. We found that polymer masks are contaminated 
more quickly than mica, especially around the hole. We explained this by the ability 
of the polymer mask to become conductive upon injection of charges [146], and 
worked further with mica masks. Other solid inorganic dielectrics, like fused 

Micromanipulator

Fig. 21 Schematic of a distal ESD through a 
dielectric mask with an array of holes 
employed for parallel manufacturing of multi-
component microarrays
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quartz, glass, or Sitall may also be used; however, mica is the material of choice for 
masks designed in a laboratory since it is readily available in thin sheets and holes 
may be easily drilled either mechanically or by sand blasting [62, 152, 158]. Yet 
another advantage of mica in comparison to polymer materials is the lack of plastic 
deformations, which often ruin thin plastic masks as the latter are subjected to large 
stress upon detachment of the charged mask from the substrate.

To drill holes mechanically we glued mica to a polished stainless steel plate 
which was attached to a micromanipulator. A tungsten wire sharpened with a 
diamond file was used as a drill. The electric motor automatically stopped when the 
tungsten tip touched the stainless steel plate. A total of 1,200 conic holes were 
drilled into a mica sheet ~100 mm thick, with an input diameter of 250 mm and an 
output diameter of 50 mm arranged as a square lattice with a distance between 
neighboring holes of 1.5 mm. The mica mask was then glued to a glass frame. The 
latter was used to attach the mask in the ESD arrayer.

The design of the mask and ESD arrayer should account for a strong electrostatic 
attraction of mask and substrate. It is recommended to wait 20–30 s after switching 
out the voltage from the capillary to let the charges leak from the mask. To shift the 
mask into a new position we first pull the substrate down by 1–2 mm to break mica-
substrate contact, shift the X–Y position, and then return substrate to its original 
height. All these motions of the substrate are made with an X–Y–Z-micro-
manipulator.

Distal dry ESD has the following advantages as applied to arraying [141]:

1. Parallel fabrication. Deposition of many identical spots proceeds simultaneously
2. Highly miniature spots can be manufactured
3. Large economy of proteins: 20–60% of the protein placed in capillary ends up 

in the spots
4. Proteins remain intact throughout array fabrication
5. The technique is compatible with a variety of technological procedures used in 

the manufacture of microelectronic chips
6. The deposited material is uniformly distributed over the spot area, making quan-

titative analysis with such arrays easier and more precise
7. The amount of the deposited material is not limited by spreading the droplet over 

the substrate surface as in the microspotting and ink jetting techniques
8. A highly porous protein deposit may be formed under dry conditions, which 

allows easy access of proteins to interaction with specific ligands [151, 152, 155]

The following limitations and disadvantages are inherent in this technique:

1. ESD can only be performed from low-salt solutions.
2. Strict requirements for flatness of the mask and substrate. Variations in the gap 

between them results in variations of deposition efficiency.
3. Arraying should be performed in a dust-free environment. The high electrostatic 

field sucks dust particles from the air.
4. A slow rate of solution electrospray (typically 1 mL min−1). Air jet-assisted or 

ultra-sound-assisted ES [62] solve this problem but make the procedure more 
complex.
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3.3.5 How Does Spatial Charge Affect Deposition Through a Mask?

Collection of charges onto a small collector is a more difficult task in terms of over-
coming the effects of space charge as compared to emitting charges, which we 
considered in Sect. 2.4. A similar situation is observed with collection and emission 
of electrons in a vacuum [116]. To illustrate the effects of space charges upon collection 
of ES products, consider again a small spherical collector with radius, r

o
, positioned 

in the center of larger emitter, with radius, R
o
, where the density of charges is kept 

constant. Solving (12) with the boundary condition y
r
’ = 0 at r = R

o
 we get

 y2 = (2B / 3)( 3

0
R  – r3) (27)

and

 1/2 3 3 1/2 2
0(2 /3) ( ) (1 / ).rV B R r r¢ = −  (28)

Direct integration gives

 −= −∫
0 0( /

3 1/2 2
0

)

1

(2 / 3) (1 ) .
r R

V BR x x dx  (29)

Because small values of x give the greatest contribution to the integral this time 
we have

− −− ≈ ≈∫ ∫
0 0 0 0( / ( /

3 1/2 2 2

) )

0 0
1 1

(1 ) ( / )
r R r R

x x dx x dx R r

and

 ≈ 3 2 1/2
0 0(2 / 3 ) .V BR r  (30)

The maximum current is then calculated as

 ≈ 2 2 3
max 0 0 0(2 ) / ( ).I V Zer R de h  (31)

Similar to the difference in solution of the Langmuir–Blodgett equation for a 
spherical emitter [116], in a converging flow of charges the maximum current is by 
a factor of 4(r

o
2/R

o
)2 smaller than the maximum current in diverging flow described 

in the previous case. A numerical example presented in the previous case for 
molecular ions, with d = 4 nm, Z = 10 gives for the converging current for an elec-
trode with a diameter r

o
 = 0.5 mm and a potential V = 5 kV at a distance R

o
 = H = 5 cm 

a value of I
max
~ 20 pA.

Deposition of charged nanodroplets with a diameter, d, charged to the Rayleigh 
limit of electrostatic stability gives for the maximum current:

 2 3 1/2 3
max 0

2
00[5.6 ) ] / ( ).I V d r Re g(p h≈  (32)

For particles with a diameter, d = 20 nm, surface tension, g = 0.07 J m−2, and radius 
of collector, r

o
 = 0.5 mm, the maximum current is I

max
 » 40 pA We should remember 
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that in real deposition through a hole all charges approach the hole from one 
hemisphere, which should result in at least a twofold decrease in I

max
. This numeri-

cal example clearly illustrates that space charge limits the deposition onto a small 
substrate area.

In ESD through a mask with an array of holes, a space charge is formed over 
each hole at a distance comparable to a distance between neighboring holes. It is 
difficult to estimate the maximal current for this case since the voltage drop in the 
vicinity of each hole is not determined.

3.3.6 Resolution. How Small Can ESD Spots be Made?

In the author’s experiments, the minimal spot size achieved was ~2 mm [55, 87, 
106]. Welle and Jacobs [159] demonstrated that electrosprayed gold nanoparticles, 
100 nm in diameter, partly neutralized by passing over a Po210 alpha source, could 
be deposited into a 100-nm pattern of charges on a polymer surface. Is this a theo-
retical limit of resolution?

The physical limit for the size of the deposit as well as for the lateral precision 
with which the deposition may be made is determined by a number of factors. The 
discrete nature of the electrical charges is one such factor. Considering the highest 
possible charging limited by the electric strength of dielectric material, we have for 
the density of the surface charges:

 s
m
 = ee

0
E

m
 / e (33)

where e is the dielectric constant of the material, e
o
 is the vacuum dielectric con-

stant and E
m
 is the maximum electric field the dielectric can hold without destruc-

tion. Taking mica as an example, we have for the electrical breakdown strength E
m
 

~1,000 MV m−1 and for e = 6 [160]. Substituting these values into (33) we have s
m
 

= 0.33 nm−2, or approximately 1 charge per 3 nm3, meaning that the average dis-
tance between neighboring charges is 1.7 nm. With the charges imprinted onto the 
substrate surface as in the Welle and Jacobs experiments [159] this is the physical 
limit of deposition resolution using mica as the substrate. In charging PS with 
corona, a charge density of ~7 × 10−4 C m−2 is achieved [161], which corresponded 
to an average distance between unitary charges of 15 nm. Practically, a resolution 
of ~150 nm was reported upon micro-stamp patterning of charges on a polymer 
surface [162].

Deposition through a hole in a dielectric mask is controlled by the electric field 
in the air. With the air breakdown strength of E

m
 = 3 × 106 V m−1 [163] and e = 1 

the density of surface charges near the hole in the mica mask cannot exceed s
m
 = 

166 mm−2, which gives a distance between the charges of 77 nm. With a corral of 
such charges spaced by ~100 nm, the deposition resolution cannot be better than 
~ 100 nm, which should be considered as an ultimate resolution in ESD through a 
dielectric mask in air. The resolution could be improved if ESD is performed in 
vacuum, under high gas pressure, or in a dielectric liquid.
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4  Physics of Landing. Estimates for Kinetic Energy  
of Collision with the Substrate Surface

Assuming that charges can accept or give electrons to a conducting substrate only 
upon direct contact of the charged ion or cluster with the surface, one may estimate 
the level of energy liberated upon landing as a result of its interaction with the 
induced (or “mirror”) charge:

 W
e
 = (Ze)2 / 4pee

0
d. (34)

Use of this formula in air under normal conditions where the free path of atoms is 
66 nm is verified by the fact that most of this energy is liberated and transformed 
into kinetic energy in the vicinity of the surface and thus cannot be lost in collisions 
with air atoms. For a typical protein molecule with radius, d = 4 nm, and an average 
number of charges on such protein ion, Z ~ 10 [30], we estimate that W

e
 ~ 36 eV or 

3.5 MJ M−1. Though this energy is high enough to break 10–12 covalent bonds 
[164, 165], it is highly improbable that the entire energy will be concentrated on a 
small fraction of ~1,000 bonds in a typical protein ion of such size.

Considering that the heat capacity of protein material is C
p
 = 1,250 J kg−1grad−1 

[166] and the protein density is q = 1,300 kg m−3 [167], we estimate that, being 
transformed into heat, this energy is capable of increasing the molecule’s tempera-
ture by

 DT = 6W
e
 / pd 3q C

P
, (35)

which gives for a protein ion with d = 4 nm, DT ~110 °C. Though the temperature 
increase is high, the protein ion still has a good chance to maintain its native struc-
ture because the heat will dissipate very quickly and because dry proteins are 
known to keep native structure even when the temperature is raised by 100–150 K 
above their denaturation temperature [168].

Finally, when turned into elastic deformation of the protein molecule, such 
energy will result in the molecule deformation by [169]:

 (Dd / d) = 0.5(8 W
e
 /Gd 3)2/5, (36)

where Dd is the sphere deformation and G is the Young’s modulus of protein “mate-
rial.” Taking E = 6 GPa for the modulus of a dry protein molecule [168], we esti-
mate from (36) that the relative deformation, (Dd/d) ~21%. Considering that such 
deformation will persist for only a few picoseconds and that it requires several 
minutes for protein molecules subjected to ~30% deformation to become irrevers-
ibly unfolded [170], we may expect that a single multicharged dry protein ion will 
not be irreversibly damaged upon landing on a solid undeformable surface. It is not 
excluded that the protein ion may bounce against the substrate surface several times 
before losing its kinetic energy.

These rough estimates show that, although the energy released upon a soft land-
ing is quite high, single protein ions are likely to retain their native structure. This 
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explains the successful application of ESD in preparation of samples for STM and 
AFM [39, 113]. Because hydrated protein molecules have an elastic modulus 
10–20 times lower than in the dry state, their deformation may be much greater 
upon landing in the wet form so that the molecule may not be able to adapt its 
native conformation. This might explain why deposition at high humidity resulted 
in a loss of specific activity of alkaline phosphatase [54]. When considering the 
experimental results on retention of structure and function of protein molecules we 
must remember that in real deposition of a cluster of protein molecules onto a soft 
material (e.g., on a protein film) the impact energy will be distributed between 
many protein molecules in the cluster and in the substrate, thus substantially 
decreasing deformation and temperature changes in individual molecules and 
increasing their chances for survival.

5 How Charges are Neutralized on a Conductive Substrate

As schematically illustrated in Fig. 22a, upon contact of a charged particle with a 
metal surface (or semiconductor with n-type conductivity), protons and other ions 
(or more exactly hydrated protons and other solvated ions [112, 128]) migrate over 
the particle surface or through the particles, reach the conductive surface, and 
become neutralized with electrons. Some of the neutralized products, such as H

2
 

and NH
3
, are volatile and easily leave the scene. Others may react with water, 

carbon dioxide and other components and impurities in the atmosphere to form 
salts and hydroxides. Thus, the metal substrate should be considered as another 
electrode in the electrochemical circuit.

Deposition in the negative mode will result in adducts of hydrated negative ions 
[171, 172] which migrate over the surface of the charged deposit until they 
discharge by giving an electron to the conductive substrate.

Deposition onto a substrate with an ionic type of conductivity will result in migra-
tion of charges from the ES product to the substrate, where they will continue to travel 

e-

HHH+

H + H→  H2↑

K+

Na+

H+

Ca+ Mg+

e-e-

KOH,
K2CO3

H2O, CO 2
NH+

a b

Fig. 22 a Schematic of charge neutralization upon contact with a metal conductor or a semicon-
ductor surface with n-type conductivity. b Schematic of neutralization by ions traveling along the 
protein surface
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until encountering an electrode where they will be discharged in an electrochemical 
reaction. A similar process is believed to occur during deposition on paper and on 
other semipermeable filters like PVDF [55] or dry dialysis membrane [140].

As a special case of deposition onto a thick, low-conductive surface we consider 
deposition of a thick layer of protein. How does neutralization proceed through a 
20–30 mm thick protein layer as shown in Fig. 18a? As already mentioned above, 
injected charges can move in dielectric media [146, 173–175]. Protonic conductiv-
ity is highly dependent on the number of bound water molecules, as was reported 
for a lysozyme film [147] and for a monolayer of BSA molecules [176]. As illus-
trated in Fig. 22b, protons can be transferred in a layer of bound water or as a defect 
in an array of hydrogen bonds according to a mechanism suggested by Nagle and 
Morowitz [177]. It was also shown that protein films have some electronic conduc-
tivity, with water molecules acting as donors [178, 179]. In view of these data, 
formation of thick protein deposits like those illustrated in Fig. 18a, as well as 
deposition on other hydrophilic materials, does not look surprising.

6 Neutralization by Gas Phase Counter-Ions

6.1  Deposition with Neutralization by Periodic Exposure  
to Counter-Ions

In this type of neutralization a dielectric substrate is periodically exposed to the ES 
capillary and to a corona emitter which is generating counter-ions, as illustrated 
schematically in Fig. 23. The lower surface of the disk should be conductive in 
order to allow polarization of the dielectric disk. This type of neutralization has 
been used to prepare samples of electrosprayed synthetic polymers and DNA onto 
mica surfaces for subsequent analysis by AFM [113]. Although no defects of linear 

Fig. 23 Schematic of ESD on a dielectric 
surface with neutralization of the deposited 
charged products by counter ions generated 
in a corona discharge
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polymers have been seen in AFM of dry samples, a brief exposure to humid atmos-
phere revealed breaks along the thinnest fibers comprised of small number of poly-
mer chains, appearing as gaps. We speculate that these breaks resulted from 
chemical reactions with highly active products of the corona discharge: ozone, 
atomic oxygen, hot atoms and radicals [180]. To avoid this, the corona emitter may 
be replaced by another capillary filled with a volatile solvent such as alcohol. We 
applied this type of neutralization in electrospinning of polymer nanomats [181].

6.2  Gas-Phase Neutralization by Electrospray-Generated 
Counter-Ions

Reduction of charges in ESI-generated products by corona discharge and by ions 
generated by radioactive isotopes has been described in a number of publications 
[159, 182–184]. Camelot et al. [185] described a method of rapidly mixing two 
reagents by coalescence of oppositely charged micro-droplets generated by ES. 
Solid products precipitated in the coalesced droplets and were then turned into 
mono-disperse particles upon solvent evaporation.

In our recent studies we extended the neutralization principle to all other possi-
ble combinations of oppositely charged electrospray-generated products [181] from 
volatile and nonvolatile substances, such as small solvent ions, macromolecular 
ions, nano-clusters and nano-fibers, as well as for mother and daughter solvent 
droplets. The electrospray-generated nano-clusters partly neutralized by electro-
spray-generated counter-ions may be used in deposition onto a pattern of charges 
[159]. Gas-phase neutralization of polymer nano-fibers allows the manufacture of 
free nano-mats and the design of filters and other nano-structured materials.

7  How to Retain Structural and Functional Properties  
of ES Deposited Biomolecules?

This is the final problem in ESD which we address in this chapter. We already 
estimated that landing is potentially damaging for protein molecules. Where else in 
the ESD process might protein and other fragile molecules be damaged? This prob-
lem has been discussed in detail in a previous review on microarray fabrication 
methods [141]. Briefly, the following damaging factors in ESD should be consid-
ered if functional activity of the deposited protein molecules is low:

1. Electrochemical reactions in the capillary. Though protein molecules can theo-
retically be directly oxidized on metal electrodes in the positive ES mode, no 
data on this damage mechanism is available. Under ES conditions, a local drop 
in pH due to generation of protons may prevent protein molecules from contact-
ing the electrode. When a negatively charged molecules moves toward a posi-
tively charged Pt wire which is surrounded by a cloud of protons it eventually 
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reaches a layer around the electrode where the pH equals the pI of the protein, 
and the molecule stops. Extreme pH values that are easily reached if the capil-
lary end is clogged present a much more real danger. Addition of glycerol and/
or sucrose eliminates the tip clogging that is often observed with pure protein 
solutions at concentrations of 0.1–1 mg mL−1.

2. Hydrodynamics in the Taylor cone. It was demonstrated by optical observations 
and by simulations that ES is accompanied by an intense liquid rotation inside 
the Taylor cone. The linear flow rate may reach 60 m s−1, which corresponds to 
a shear rate of ~500,000 s−1 [186]. It has been shown that DNA breaks at much 
lower shear rates [187].

3. Formation of clusters, drying. Evaporation of micro- and nano-droplets results 
in increased concentration of low-volatility molecules. Such molecules have 
little effect at low concentration, but may denature protein molecules at high 
concentrations. Protein dehydration may also result in aggregation of protein 
molecules [188], in large conformational changes, breakage of intramolecular 
disulfide bonds and in formation of new intermolecular bonds [189, 190]. 
Fortunately, the process of transformation of microdroplets into nano-clusters 
takes only a few milliseconds and many of these potentially disastrous processes 
that take place in wet protein samples simply do not have adequate time to 
proceed. Nevertheless, addition of carbohydrates (sucrose or trehalose at more 
than 50% of the protein weight) was shown to completely eliminate loss of 
enzyme activity [54]. Protein molecules may be even completely embedded into 
sucrose nano-clusters to protect them throughout ES [191] and ESD [135, 136].

4. Landing impact. We have already discussed the potential effects of landing for 
a single protein ion. Because ESD results mostly in the formation of charged 
clusters, the energy released upon landing of such clusters should be smaller on 
a per molecule basis. Although this does not rule out the possibility that a small 
number of molecules in the cluster might be damaged, the majority of molecules 
will survive.

5. Neutralization process. Accumulation of nonvolatile products of neutralization 
might have some effect on protein structure and function, especially if the 
substrate is made of a metal which is prone to corrosion.

6. Changes after deposition. Certain precautions should be taken to keep the depos-
ited protein active during the entire ESD procedure, especially if it takes a long 
time (hours). One should remember that exposure of a dry protein film to moder-
ate humidity (60–80%) for 1–2 h may result in a complete loss of protein solubil-
ity due to thiol–disulfide exchange [189]. It is also important to avoid periodic 
wetting of the deposit, e.g., by occasional macrodroplets landing on the deposit 
before evaporation. As we discussed above, ESD in air is always accompanied 
with a weak corona discharge which generates hot atoms and radicals. These 
might react with protein molecules in-flight and after deposition. Radical scaven-
gers and antioxidants (such as DTT, 2-mercaptoethanol, and ascorbic acid) can 
be added as protective reagents. Finally, the voltage and current should be kept 
low (usually 100–200 nA per capillary) to keep corona effects at minimum.
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8 Conclusions

ESD as a method to manufacture micro- and nano-structures from biological 
molecules is a new technique in the wide range of micro- and nano-technologies 
now under development. Its unique feature consists in using a gas-phase charged 
aerosol as a deposition entity. This allows conditions which are not attainable in any 
other deposition technique. Thus, water soluble substances may be deposited on a 
substrate cooled to a subzero temperature, under vacuum, or on a layer of water-
soluble material. The lack of solvent makes the ESD technology compatible with 
planar electronic technologies, where protein and DNA molecules could be inte-
grated into electronic chips to serve as recognition elements in biosensors. It is 
important that the density of the material deposited is not limited to a monolayer 
(as in many other techniques, like microstamps [192, 193]): spots, tens of microns 
thick, may be easily deposited with a unique porous internal structure which cannot 
be reproduced by any other deposition technique.
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Abstract When quantitative analysis or quantitative chemical synthesis is performed 
using a micrototal analysis system (microTAS), the technologies for precise metering, 
transporting, and mixing of droplets are required. In this chapter, several tech-
nologies for the handling of droplets are described. For metering, dispensing and 
transporting of droplets, pneumatic and electrokinetic forces are used. Separation 
of cells and particles is also performed by electrical operation. Other handling 
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Abbreviations

microTAS Micrototal analysis system
PDMS Polydimethylsiloxane
SAW Surface acoustic wave

1 Introduction

The microTAS device has a great potential to reduce the amount of samples and 
reagents, and time for analysis and synthesis, though most of them were based on 
the continuous flows in microchannels. For quantitative analysis of samples, such 
as cells or biochemical materials, using a microTAS device for precise metering of 
droplets is essential. For the handling of microdroplets as well as cells and particles, 
electrostatic force, pneumatic pressure, and ultrasonic applications are the expected 
methods. In this chapter, the use of electrokinetic force and pneumatic pressure for 
the said purpose is mainly described and the references of the work done mainly in 
the last 10 years is quoted.

2 Electrokinetic Handling

2.1 Dielectrophoresis

When charged particles are put in an electric field, the particles with positive charge 
will move towards the cathode, and the negatively charged particles towards the 
anode. This is well known as “electrophoresis” (Fig.1a). In contrast, when conductive 
materials such as aqueous droplets, organic particles and cells are set in a non-uniform 
electric field, dielectrophoretic force is produced (Fig.1b). The dielectrophoresis 
was initially named by Pohl [1], and defined in his book as “Dielectrophoresis is the 
translational motion of neutral matter caused by polarization effect in a non-uniform 
electric field” [2].

Dielectric force (F
DEF

) is expressed as follows [3]:

 Re[ ( )]2 3
DEFF a K E1pe w 2= ∇  

 2 1

2 1

( )
2

K
* *

* *

e e
w

e e
−

=
−
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where e
2
* is permittivity of particle (droplet) (complex), e

1
* permittivity of medium 

(complex), a radius of particle, E electric field strength, and K(w) Clausius-Mossotti 
function.

When Re[K(w)] > 0, particles will move to the left (positive dielectrophoresis), 
and when Re[K(w)] < 0, particles will move to the right (negative dielectrophoresis) 
(Fig.1b).

AU1
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Pohl first separated living cells from dead cells using the dielectrophoresis technique 
in 1966 by applying the difference in permittivity between two cells [4]. Pohl also 
described the various applications of dielectrophoresis in his book [2].

Dielectrophoresis has been widely used for particle or cell separation, and one 
of the recent examples is shown in Fig. 2. A trapezoidal electrode was used to 
produce dielectrophoretic force to separate 6 and 15 mm beads in a microchannel 
[5]. The dimensions of the trapezoidal electrodes were 120 mm longer base, 20 mm 
shorter base, and 60 mm height, and the gap between the electrodes had the inverse 

Fig. 1a,b Electrophoresis (a) and dielectrophoresis 
(b). Conductive particles or cells move left (e

0
 < e

1
), 

and right (e
0
 > e

2
).

E

+

−

electrophoresis

ε0

ε1

ε2

dielectrophoresis

a

b

Fig. 2 Dielectrophoretic separation of beads using trapezoidal electrodes
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configuration of the trapezoidal electrode. The microfluidic channel was 30 mm in 
depth and 50 mm in width. Phosphate buffered saline with an electrical conductivity 
of 2.2 mS m−1 set by adjusting the conductivity with deionized water was prepared 
as a separation buffer. Values for Re(K(w) were −0.12 and −0.19 for polystyrene 
beads of 6 and 15 mm diameters at an applied field frequency of 50 kHz, 8 V

p–p
 in 

the buffer, respectively.
Advanced techniques of dielectrophoresis are electrorotation and traveling wave 

dielectrophoresis. Electrorotation was used especially for the measurement of certain 
properties of cells or materials, such as bacterial motor characteristics of living cells 
[6, 7]. It was also applied to droplet or particle rotation for mixing in microchannels [8]. 
Traveling wave dielectrophoresis was also applied to the separation of particles, cells 
and droplets. It can levitate the particles and transport them using dielectrophoretic 
forces, other particles sticking to the electrode at the same time. The separation is 
caused by differences in permittivity, which produces the positive and negative 
dielectrophoresis [9].

The Gascoyne group reported the programmable chip for droplet actuation using 
dielectrophoresis. Figure 3 shows multiple droplets movement, droplets motion and 
fusion on an 8 × 8 Programmable Fluidic Processor with a 30-mm electrode, 
increasing the applied voltage to 180V

p–p
, with the frequency between 5 and 500 

kHz. Droplet dispensing of 3 pl has also been performed by applied voltage of 120 
V

p–p
 and frequency 150 kHz [10]. Furthermore, there was an increase in size up to 

32 × 32 embodiment based on a scaleable CMOS architecture [11].

2.2 Electrowetting

The term electrowetting was first introduced in 1981 to describe an effect proposed 
for designing a new type of display device [12]. It is attractive as a new type of a 
flat panel display [13]. Electrowetting is an effect which is caused by voltage being 
aplied to droplets, thereby changing wettability. Figure 4 illustrates the principle of 
electrowetting and relationships of surface tensions. It can transport, merge, separate, 
and dispense droplets [14] (Fig. 5).

From the Young–Laplace equation, the contact angle is obtained as follows [15]:

 
SL SG GL= cosg g g q+  (2)

Fig. 3 Dielectrophoretic manipulation of droplets on PFP device. a Four droplets on electrode. 
b–d Small droplets merged large one. e Transportation
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where g
SG

 is the interfacial tension between solid and gas, g
GL

 is the interfacial 
tension between gas and liquid, g

SL
 is the interfacial tension between solid and liquid, 

and q is the contact angle.
From Lippmann’s equation [16],

 0 2
SL SL

1
=

2
CVg g −  (3)

where g
SL

0 denotes the contact angle without applied voltage, and C is capacitance.
The contact angle after applying voltage is described as follows [16]:

Fig. 4 Schematic view of the electrowetting 
electrode [14]

γLG

γSG γLS

θ

insulation

electrode

V

Fig. 5 Droplet separation and merging by electrowetting [14]
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Electrowetting devices were applied to various types of Lab-on-a-Chip devices, 
e.g., a glucose sensor using a colorimetric enzyme-kinetic method based on 
Trinder’s reaction in which a photodiode sensor was used [17], a mixing device for 
samples and reagents of biological and chemical applications [18], a clinical application 
for diagnostic testing of human physiological fluids such as whole blood, serum, plasma, 
urine, saliva, sweat and tears, using integrated digital fluidics [19]. Other applications 
were sample preparation (protein and peptide) device for MALDI-MS, which 
would be a useful device for a high-throughput sample preparation device [20], and 
sample purification for MALDI-MS which was performed when droplets were 
moved on the dried spots [21].

2.3 Other Electrostatic Handling

The electrowetting device is composed of two electrodes installed at the top and 
bottom, where the droplets are inserted, and the vertical force to the top and bottom 
electrode are cancelled, so the applied voltage is not high. However, droplet manip-
ulation on one side electrode as a simple arrangment was also executed, though the 
applied voltage was larger than that of electrowetting. Washizu [22] achieved droplet 
actuation by multiphase electrodes for chemical reactions on hydrophobic solid 
surfaces where basic unit operations, such as transport, sorting, and mixing of reagents, 
were performed. Teflon AF was used as a hydrophobic material, and 60 Hz a.c. 
voltage up to 400 V

rms
 was applied to 12-phase electrodes (100 mm width, 100 mm gap). 

Droplets of deionized water, ionic biological buffer solutions, and protein solutions 
with volumes 0.5–5 mL were manipulated. Tokkeli [23] analyzed droplet actuation 
on a planar surface precisely with modeling and experiment. An example of 
electrode size was 400 mm in width and 200 mm in space width with an applied 
voltage of 300 V, though he used various types of electrodes.

Taniguchi [24] applied a six-phase electrode to aqueous droplet handling in the 
immiscible medium, such as oils, and investigated chemical and biochemical reactions 
(Fig.6a). Two kinds of electrodes were used. One was a normal parallel electrode, 
which was made by a silkscreen printing process with silver paste and an insulating 
covering film. The electrode arrays had a multi-pitch length of 0.5–2.0 mm and 
width 0.2 mm. Another was an 18 × 18 dot matrix with a pitch of 0.8 mm and 
diameter of dot 0.55 mm (through a hole of 0.34 mm). Manipulation of droplets 
took place by applying sequential voltages to the six-phase electrode columns or 
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six-phase electrode lines. The sequential voltages had a six-phase rectangular profile 
(Fig.6b). The sequence [+ + + − − −] was the most efficient for droplet transport. 
Using the electrode dot device, microdroplets were manipulated independently. 
The microdroplets consisting of 1 mL of water-based ink were put into the medium. 
Sequential voltages (450 V

0–p
, 0.5 Hz, pattern; + + + − − −) were applied according 

to the line with arrows in Fig.7a. The microdroplet was moved according to the line 
downward, and then turned at right angle. Two microdroplets consisting of 1 mL of 
water-based ink were put into the medium (Fig.7b). The same sequential voltages 
were applied only to the electrode column A and column B and the microdroplet 
on column A moved upward; in contrast, the droplet on column B moved downward 
independently. It would also be possible to improve the programmable connections 

Fig. 7 Droplet manipulation on electrode dots. Microdroplet moved according to the applied 
voltage lines

Droplet moved according to electrode on which voltage was applied. 

Droplet moved independently up and down.

column A

column B

a

b

Fig. 6 Principle of electrostatic manipulation of microdroplet [23]
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to each dot electrode. As a result of chemical reactions, a luciferin–luciferase 
enzyme reaction was achieved in a mixed droplet. Microdroplets of luciferin and 
ATP aqueous solution and of luciferase aqueous solution were placed into the 
medium, on the six-phase electrode arrays device with guidance films (Fig.8; both 
droplets had a volume of 1 mL and the voltage was 650 V

0–p
 with 0.7 Hz at a pattern 

of (+ + + − − −)). When applying the sequential voltage to the electrodes, the droplet 
of luciferase solution was transported along the guidance film (from the left in the 
figure), merging of the two droplets caused a chemical reaction, and the luciferin 
fluoresced in the mixed droplet. Other applications were also presented such as 
DNA detection, and immunoassay [25, 26].

Droplet dispensing was also carried out. Direct droplet dispensing on the electrode 
reported using dielectrophoresis and electrowetting, though they had only one 
dispenser [10, 11, 14]. Choi [27] started their work from one dispenser and 
integrated to a multiple dispenser in the vicinity. A multiple-hole droplet dispenser 
was fabricated with a Teflon block and five holes with diameter of 130 mm by precision 
machining. The multiple droplet dispenser was setup on a card with a thin film put 
on the electrode (Fig.9a). The five droplets of pure water were dispensed from the 

Fig. 8 Luciferin luminescence reaction caused by mixing of droplets [24]

luciferase

Luciferin+ATPa b c

Fig. 9 A multiple droplet dispenser. Five droplets were dispensed in synchronization, and merged 
at the center of the arc then transported to downward

the merged droplet

Dispenser installed on the 
electrode under the microscope

Droplet dispensed in syncronization

a b
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multiple-hole dispenser in synchronization on the arc-shaped electrode. The droplets 
moved toward the center of the arc, merging together, and moved downward 
(Fig.9b). The volume range of 15–140 nL could be changed.

Two-dimensional transportation of droplets was performed on a single electrode 
with 18-phase output power supply; sixphases for arc electrode, six for vertical, and 
six for horizontal [28]. Initially, droplets were dispensed on the arc electrode, and 
they moved to the center of the arc where droplets merged to become a large droplet. 
Figure 10 shows the sequence of the droplet transportation in two dimensions. The 
letter “P,” associated with an arrow, indicates the traveling direction of the applied 
voltage pattern. The plus sign indicates a constant positive. The droplets were suc-
cessfully transported in the two dimensions. In this experiment, a removable plastic 
films card put on the electrode was used to reduce the costs compared to a fixed 
electrode panel.

3 Handling Using Pneumatic Pressure

Two types of pneumatic pressure based manipulation of droplets has also been 
proposed; the air, directly and indirectly, in contact with droplets. For the direct 
manipulation method, hydrophobic valves were used.

Figure 11 shows the principle of the hydrophobic valve (Laplace valve). The critical 
pressure of the valve is described as follows, which is a famous Young–Laplace 
equation [15]:

 
LG LG2 cos 2 cos

1 1cP
R

w h

g q g q
= =

 +  
 

where P
C
 is the critical pressure of the valve, q is the contact angle of the liquid, g

LG
 

is the surface tension of the liquid, R is the radius of the liquid, and w and h are the 
width and height of the microchannel.

The critical pressure is determined by the contact angle which depends on the 
materials. If the material is hydrophobic, the critical pressure will be large. Hosokawa 

Fig. 10 Sequence of droplet handling in two dimensions
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[29] initially used the Laplace valve in microchannels showing the transportation, 
metering, and mixing of picoliter-sized liquid samples with a main working area of 
1 mm2 (Fig.12a). The microchannel was made by PDMS with W×H of 100 mm × 25 
mm, and w×h 5 mm × 3 mm. The barrier pressure was 30–35 KPa, while calculated 
value at 5 mm × 3 mm microchannel was 27 kPa, which was large enough for 
handling the droplets. Metering, transportation and mixing were performed only by 
pneumatic operations. They also showed the circulation in microdroplets which 
would be effective for mixing. Yamada [30] demonstrated the nanoliter sized liquid 
dispenser array using PDMS for microchannels and valves. Figure 12b shows 
the procedure of dispensing a dye and a reagent with each volume at 20 nL, 
merging, and mixing. The number of valves was integrated up to 50 in a 90-mm 
disk. The coefficient of variation of dispensed volume in 50 chambers was 1.2%, 
indicating the very high reproducibility of control and productivity. The critical 
pressure of the Laplace valve was due to the wettability of the microchannel. Takei 
[31] reported four different steps of wettability. Titania was first introduced to a 

Fig. 11 Schematic view of Laplace valve

θ

P R

Fig. 12 Pneumatic handling of a droplet in a microchannel using Laplace valve. (a) mMicro-
channnel size; W × xH;100 μm × x25 μm, wx×h5 μm × x3 μm [29]. (b) mMetering of two 
reagent [30]
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microchannel, and then octadecyltrichlorosilane (OTS) was coated on the titania. 
Light irradiation was applied to the surface, changing the irradiation time. The Laplace 
pressure of the valve was changed from 6.8 to 12.5 kPa.

For the indirect handling of droplets, pneumatic pressure was used to deform the 
microchannel as a valve. Hosokawa [32] presented a normal close valve for which 
negative pressure was used for the control of the valve. The Stephan Quake group 
performed a large scale integration of microfluidic devices using pneumatic valves 
[33–35]. The lines in Fig 13a were a pneumatic channel for the control of fluid, and 
channels in the column were fluid channels. Only six pneumatic inlets controlled 
eight fluidic channels, and then n fluid channel can be controlled by the 2 log

2
n 

control lines. Figure 13b is one of the large scale integrated microchannel chips. 
This chip is especially used for protein crystallization, and Fluidigm Corp. put a 
special chip “TOPAZ” onto the market [36].

4 Other Handling Techniques

Some other droplet handling techniques were also performed. Droplet actuation 
using a surface acoustic wave (SAW) device was executed by some groups. The SAW 
is a wave which is generated on the surface of elastic materials, such as a Rayleigh 
wave, and produced using a piezoelectric material, such as LiNbO

3
 (Fig.14). 

The amplitude is only a few nanometers. Wixforth group developed a droplet dispenser 
and applications using SAW devices [37–38], though flow streaming and atomization 
were previously performed [39]. Some SAW devices, using this technology, were 
put on the market [40]. Nanopump particle collection and its biomedical applications 
were reported [41–43].

Fig. 13 Basic motion of pneumatic valve and its integration [33] 

Valve control Integrated fluidics
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One of the main topics of microTAS 2000 was centrifugal microfluidics on CD 
devices [44]. This mechanism is the same as the Laplace valve, though centrifugal 
force is used instead of pneumatic force. It was mainly used for clinical analysis, 
such as multiple enzymatic assay [45], ELISA [46], and hybridization[47].

For handling a single droplet or cell, the optical tweezer has the potential for 
easy handling and some products have been commercialized [48].

5 Outlook

In these 10 years, various technologies for handling droplets have been developed, 
and some of these have already been put on the market. These techniques enable 
quantitative operations of reagents and samples, which would lead to microTAS 
from preprocessing to final analysis of samples. Robotic synthesis devices or high 
throughput screening devices such as protein crystallization devices are promising 
applications for these technologies, and further improvement, investigation, and com-
mercialization of these technologies are also expected. A critical review for microfluidic 
platform was published lately, so it would be useful to read this article [49].
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Integrated Microfluidic Systems

Shohei Kaneda and Teruo Fujii

Abstract Using unique physical phenomena at the microscale, such as laminar

flow, mixing by diffusion, relative increase of the efficiency of heat exchange,

surface tension and friction due to the increase of surface-to-volume ratio by

downscaling, research in the field of microfluidic devices, aims at miniaturization

of (bio)chemical apparatus for high-throughput analyses. Microchannel networks

as core components of microfluidic devices are fabricated on various materials,

such as silicon, glass, polymers, metals, etc., using microfabrication techniques

adopted from the semiconductor industry and microelectromechanical systems

(MEMS) technology, enabling integration of the components capable of performing

various operations in microchannel networks. This chapter describes examples of

diverse integrated microfluidic devices that incorporate functional components

such as heaters for reaction temperature control, micropumps for liquid transporta-

tion, air vent structures for pneumatic manipulation of small volume droplets,

optical fibers with aspherical lens structures for fluorescence detection, and electro-

chemical sensors for monitoring of glucose consumption during cell culture. The

focus of this review is these integrated components and systems that realize useful

functionalities for biochemical analyses.

Keywords Detection, Integration, Liquid handling, Temperature control
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Abbreviations

mTAS Micro total analysis systems

BFP Blue fluorescent protein

CE Capillary electrophoresis

CFTR Cystic fibrosis transmembrane regulator

EOF Electroosmotic flow

EWOD Electrowetting on dielectric

GFP Green fluorescent protein

GOx Glucose oxidase enzyme

ITO Indium tin oxide

MEMS Microelectromechanical systems

PCR Polymerase chain reaction

PDMS Polydimethylsiloxane

PNA Peptide nucleic acid

SBS Single base substitution

ssDNA Single-stranded DNA

1 Introduction

Over the past one and a half decades, microfluidic devices for high-throughput (bio)

chemical analyses, so-called “micro total analysis systems (mTAS)” or “Lab-on-a-
chip,” have been attracting enormous attention and the research field is indeed

growing rapidly [1, 2]. Microfluidic devices as miniaturized platforms for (bio)

chemical analyses lead to many kinds of benefits, including reduced analysis time,

reduced space and energy, reduced consumption of samples, reagents, reduced

wastes and potentially harmful by-products, reduced cost in manufacturing for

mass production, reduced labor by automation, higher separation resolution, and

precision without expert operators. Since the devices can be disposable, and the

systems can be portable and/or high-throughput, microfluidic systems can be used

for a broad range of applications not only for analytical purposes but also for

clinical diagnostics, chemical synthesis, environmental testing, and fundamental

scientific research works.
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The core component of a microfluidic device is microchannel structure having

cross-sectional dimensions on the order of 10–1,000 mm. The microchannel struc-

ture is fabricated on various materials using microfabrication techniques based on

photolithography. The advantageous feature of microfabrication is the higher

flexibility in the design of microchannel structure, such as branches, intersections,

changing cross-sectional shapes, etc. The fabrication process of microchannel

structure is divided mainly into two parts: (1) fabrication of microgrooves on a

substrate and (2) sealing the grooves by a flat substrate as shown in Fig. 1. In the

early stage of this research field, the microchannel is mostly structured in glass and

silicon. Polymers are recently used as inexpensive and low-cost material. While the

fabrication techniques and related technology are not described in detail in this

chapter, a number of excellent general reviews are available (e.g., fabrication

process [3–5] and surface modification [6]).

The schematic of an integrated microfluidic device for biochemical analysis,

including transportation of solutions and mixing for reaction with incubation,

separation, and detection of the reaction products, is illustrated in Fig. 2. To achieve

the complete processes on a single device, the integration technology of each of

the functional components is required. Here, we review diverse integrated micro-

fluidic devices that incorporate functional components for reaction temperature

control, liquid handling, and detection. In order to show the realization of these

functional integrations for specific purposes, integrated microfluidic devices for

protein synthesis, on-chip capillary electrophoresis (CE) and cell culture are

described, respectively.

2 Temperature Control Components

Heating or incubation of solutions is required for the reactions in biology-related

analysis, such as polymerase chain reaction (PCR), DNA digestion by restriction

enzymes and hybridization, etc. Since the efficiency of heat exchange is becoming

higher, due to downscaling, than that in conventional test tubes, it is possible to

Fig. 1 Fabrication process of

microfluidic device
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reduce the time for reactions by using microchannel structures as reaction cham-

bers. According to Fick’s law [5], the time needed for heat transfer is proportional

to the second power of the height of microchannels. This means that the time can be

shortened exponentially by reducing the height. Rapid PCR operation in a micro-

chamber, reported by the group of Northrup [7], is among the earliest works.

A 500 mm high PCR chamber was formed on a silicon substrate equipped with a

polysilicon thin film as a heating element. One thermal cycle for PCR can be done

in 1 min leading to four times faster amplification than the conventional instru-

ments. Continuous flow-based PCR (flow-through PCR) was demonstrated on a

microfluidic device by the group of Manz [8]. The device made of glass has a folded

microchannel (90 mm width, 40 mm height) for passing sample solution through

three different temperature zones corresponding respectively to the denaturation,

annealing and extension processes for PCR. In the device, 30 cycles of PCR for a

500-bp fragment could be conducted within 2.5 min. With simple calculation, the

heating and cooling times are estimated, each less than 100 ms in their device [8].

The authors’ group proposed an integrated microfluidic system incorporating

temperature control components in the form of glass-polydimethylsiloxane

(PDMS) hybrid structure [9]. Figure 3 shows the proposed microreactor array for

high-throughput cell-free protein synthesis. The microreactor array is composed of

a temperature control chip and a reaction chamber chip as shown in Fig. 3a. The

temperature control chip is a glass-made device, on which heaters and temperature

sensors are fabricated with an indium tin oxide (ITO) as shown in Fig. 3b. The

reaction chamber chip made of PDMS is designed to have an array of reaction

chambers. Thanks to the small thermal mass of the reaction chamber, short thermal

Fig. 2 Schematic illustration of integrated microfluidic device
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time constants of 170 ms for heating and 3 s for cooling could be achieved. And

highly uniform temperature distribution could be realized on the microreactor array

as shown in Fig. 4. The performance of the microreactor array was examined

Fig. 3 Microreactor array for cell-free protein synthesis [9]. (a) Design of the microreactor array.

(b) Magnified photograph of the reaction chamber

Fig. 4 Temperature profile

of the microreactor array [9].

(a) Thermograph of the

microreactor array.

(b) Temperature profile

across a reactor chamber
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through the experiments on cell-free protein synthesis and it was confirmed that

green fluorescent protein (GFP) and blue fluorescent protein (BFP) were success-

fully synthesized using Escherichia coli extract as shown in Fig. 5. In the same way,

Fukuba et al. developed a flow-through PCR microfluidic device integrated with

ITO-based temperature control components [10].

3 Liquid Handling Components

Development of liquid handling techniques for small volume samples is indispens-

able for performing biochemical analyses using microfluidic devices. Since the

typical volume of liquid handled in microfluidic devices is on the order of sub-

nanoliter to microliter, it is quite difficult to handle such small volumes by manual

operation using pipettes. Therefore, liquid handling operations including transpor-

tation, metering, mixing, etc., have been developed very actively in this field.

Generally, liquid handling schemes are categorized into two cases: continuous

flow and discrete flow as shown in Fig. 6. In the case of continuous flow, micro-

channel networks are filled with liquid samples (Fig. 6a). On the other hand, liquid

samples are manipulated as small volume droplets (plugs) segmented by air or

immiscible (inert) solution (e.g., oil) in the case of discrete flow (Fig. 6b). A

continuous flow method has conventionally been used in this research field due to

its simplicity. Tokeshi et al. [11] reported a microfluidic device to perform consec-

utive processes for Co(II) wet analysis, including a chelating reaction, solvent

extraction, and purification by using combinations of laminar flow of both aqueous

and organic solutions. The discrete flow method has emerged in the past decade and

been growing rapidly. In this category, several ways for droplet manipulation have

been proposed, such as electrowetting on dielectric (EWOD) [12], dielectric force

[13], hydrodynamic force with multiphase flow [14], and pneumatic force [15].

Fig. 5 GFP/BFP synthesis in the microreactor array [9]
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These principles are described in detail in the general reviews [16, 17]. Typically,

the advantages of discrete flow methods are minimum dead volumes, flexibility in

multistep reactions, or high-throughput sample handling (e.g., 1 kHz or higher

[16]). A droplet-based microfluidic device for protein crystallization was proposed

by Zheng et al. [14]. In the device, two-phase fluid flow (water/oil) was used to

generate a train of droplets as a screening array of crystallization conditions with a

gradual increase of concentration, which is commonly used in vapor diffusion

techniques.

3.1 Micropumps

Regardless of the liquid handling technique, pressure sources to drive liquid

samples in microchannels have to be considered. Some of the rather simpler liquid

handling can be realized by so-called “autonomous pumping” by using capillary

forces [18]. And by combining capillary breaks with centrifugal forces, multistep

operations can be achieved in the CD format [19]. In most cases, however,

integration of micropumps has been one of the most important issues from the

viewpoint of miniaturization. Depending on the way to generate pressure, micro-

pumps can generally be categorized into two groups: nonmechanical and mechanical

systems.

Electroosmotic flow (EOF), originally studied in CE, can be one principle to

generate pressure in a nonmechanical manner. Basically, by applying an electric

field along a microchannel, flow with the desired direction and velocity could be

obtained. Because of its simplicity and controllability, pumping by EOF has been

widely used from the early days of this research field. However, applying voltage

directly onto sample solution sometimes causes problems due to the changes in

sample composition and bubble formation by electrode reaction. To overcome this

problem, McKnight et al. [20] presented a hydraulic pumping system driven by

Fig. 6 Schematic illustrations

of continuous flow and

discrete flow methods
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EOF. In the system, EOF generated by interdigitated electrodes incorporated into a

microchannel is used as a pressure source for hydraulic pumping to realize electric

field-free pumping of sample solution.

In contrast to pumping by EOF, pumping by piezo-electric actuators is a typical

example of mechanical systems. A silicon-based micropump driven by a piezo-

electric device was presented by the author’s group [21]. The microfluidic system is

composed of a PDMS fluidic chip and a fluid driving unit as shown in Fig. 7. The

one and only connection of the device to the external world is a set of electric

control lines for the driving unit. Since it is easily to operate the device by just

putting reagents and samples into the reservoirs, the device is named “plug and play

microfluidic device.” Thanks to the reversible feature of spontaneous bonding of

PDMS, the fluidic chip could be a single use device to avoid chip-to-chip cross-

contamination. The main component of the fluid driving unit is a silicon-based

micropump bonded onto a glass substrate where the fluidic chip will be pasted on

the other side as shown in Fig. 7. The performance of the device was confirmed by

formation of two kinds of flow pattern, i.e., laminar flow and alternate pulsed flow.

Fig. 7 Plug and play microfluidic device [21]. (a) Photo of the device. (b) Cross-sectional view of

the device
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Figure 8 shows formation of alternate pulsed flow by switching the pumps from one

to the other quickly (typically at several Hz). To achieve highly efficient mixing,

narrow channels (30 mm width and 150 mm height) are located at the Y-shaped

junction. The thin skins of each solution formed by the alternate switching enhance

the diffusion-based mixing along the axis parallel to the flow.

3.2 Droplet Handling for Reaction and Separation

While there are many works going on to deal with droplets in multiphase flow

formats, i.e., water-in-oil in most cases, as described above, the author’s group has

continuously been pursuing the techniques for droplet handling using pneumatic

forces, controlled through microcapillary air vent structure [15]. The pneumatic

handling of droplets has advantageous features such as simplicity, minimal effect

against (bio)chemical reactions, the compatibility with conventional separation

(e.g., electrophoresis, etc.) schemes which had been developed well from the

early stages of this research field [22–24], etc. We developed a microfluidic device

combining droplet-based reactions with on-chip CE processes in order to realize the

seamless coupling of analysis with reaction by fully automated operations [25]. As

shown in Fig. 9, the developed device consists of a droplet handling fluidic chip

made of PDMS, a glass substrate equipped with Au/Cr electrode for electrophore-

sis, and a glass substrate with patterned ITO heater and temperature sensor struc-

tures for temperature control both for reaction and electrophoretic separation

(Fig. 9a). The microfluidic chip has access ports for sample liquid loading (denoted

as L1–4) as well as pneumatic control (P1–4) and a long straight channel of

24.4 mm located in the center of the chip is used for electrophoretic separation as

shown in Fig. 9b. All pneumatic channels are connected to liquid channels via

Blue BlueRed

Narrow (30µm)

Channel

400µm

Fig. 8 Photo of the alternate pulsed flow generated by switching at 3 Hz [21]
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microcapillary vent structure (8 mm width, 2 mm height) or vent structure array

(4 mm width, 2 mm height, 4 mm pitch) as shown in Fig. 9c,d. Since these vent

structures resist to intrusion of aqueous liquid at a certain pressure due to the

hydrophobicity of PDMS (fluidic chip material) and small cross section of the

vent structures [15], the device can handle aqueous liquid samples inside the liquid

channels by pneumatic manipulation through the vent structures. Passive stop valve

structures (10 mm width, 25 mm height) for positioning of sample solutions are

located in front of the main liquid channel (Fig. 9c). The main liquid channel is

connected to the separation channel through a passive stop valve (90 mm width,

2 mm height) for positioning of generated droplet (Fig. 9d).

Droplet-based reaction of a single-stranded DNA (ssDNA) with a peptide

nucleic acid (PNA) followed by electrophoretic separation of the reaction products

is performed on the device as shown in Fig. 10. By conducting similar operations

against two different ssDNA samples with a PNA molecule as a probe, rapid

detection of single base substitution (SBS) of cystic fibrosis transmembrane regu-

lator (CFTR) gene can be successfully carried out within 1.5 min with sample of

420 pL [25].

ITO
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Fig. 9 Schematic of the droplet handling microfluidic device [25]. (a) Overview of the device. (b)

The microchannel network in PDMS fluidic chip. The main working regions a’ and b’ shown in (b)

are magnified in (c,d)
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4 Detection Components

Integration of detection components into microfluidic devices is also one of the

major issues in the development of miniaturized systems. Mainly two methods, i.e.,

optical and electrochemical detection, can be considered as detection schemes for

integration.

4.1 Optical Detection

Fluorescence-based detection schemes, which can be highly sensitive and selective,

require components for optical detection. In order to realize integrated microfluidic

devices with fluorescence detection functions, miniaturization of such instruments

as light sources, photodetectors, and optical interfaces has to be examined.

Although there are some approaches to integrate photodetectors on a device [26],

incorporating semiconductor devices on-chip is still not cost effective and not

Fig. 10 A fluorescence images of droplet-based reaction and electrophoretic separation [25]. (a) A

polymer solution for sieving matrix are introduced into the separation channel. (b) Droplet of a

PNA is metered. (c) Droplet of a ssDNA is metered and merged with PNA droplet. (d) After 3 s

incubation, a polymer solution for salt bridge are metered and merged with the mixed droplet. (e)

Passive stop valve is broken for merging the droplet with the sieving matrix. (f) Electrophoresis is

conducted by applying an electric field of 168.3 V cm�1. (g) The sample plug is compacted at the

interface of the sieving matrix. The ssDNA and DNA/PNA hybrid are separated shown in (h,i)
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compatible with the disposable use commonly required for bioanalytical or diag-

nostic purposes. It is, therefore, strongly desired to develop a practical miniaturized

detection method, which is reliable, simple to use, and cost effective for disposable

applications. As one of the possible approaches, it was proposed that optical fiber is

simply embedded into microfluidic devices together with a photodetector [27] and

with 2D optical lens to obtain higher sensitivity [28]. Ono et al. developed an on-

chip CE device incorporated on-chip multi-aspherical lenses for optical fiber-based

fluorescence detection as shown in Fig. 11 [29]. Besides the cross-shaped micro-

channel for on-chip CE, the device has two inlets ports and guide structures for

introduction and positioning of both excitation and detection fibers. A multi-

aspherical lens located in front of the excitation fiber is designed to achieve twice

as much intensity as the light emitted from the optical fiber as shown in Fig. 12. The

shapes of lenses are optimized using computer simulation and the light pass is

visualized using PDMS fluidic chip containing a fluorescent dye. To evaluate the

detection ability of the device, 100-bp DNA ladder was separated by on-chip CE

and the fluorescent signal from the separated bands is successfully detected as

Fig. 11 Schematic design of the on-chip CE device with two inlets for optical fibers [29]

Fig. 12 Photo of the device

with the 50 mm diameter core

fiber illuminating the fluidic

channel through lenses.

Bright part is fluorescent dye

mixed in PDMS [29]

190 S. Kaneda and T. Fujii



shown in Fig. 13. The sensitivity and the resolution were comparable with those of

the conventional detection scheme under a microscope. Moreover, the present

optical setup does not require any elaborate alignment of each component and

fluidic channels.

4.2 Electrochemical Detection

Electrochemical detection enables detection without labeling by just integrating

electrodes onto the device by microfabrication. Because of its cost effectiveness

and simplicity, it has been used in the past decade in this field. The sensitivity of

the electrochemical detection is independent of optical path lengths and sample

turbidity. To date, electrochemical detection components for on-chip CE have

been well developed [30]. To apply electrochemical detection to cell cultures,

Rodrigues et al. developed a microfluidic device with electrochemical detection

components as sensors for monitoring dissolved glucose and oxygen in the cell

culture medium [31]. The device is composed of specific glucose and oxygen

amperometric sensors fabricated on a glass substrate and the cell-chamber chip

made of PDMS as shown in Fig. 14. The two sets of sensors are located at the inlet

and outlet of the PDMS cell-chamber to perform continuous real-time monitoring

of the composition of the cell culture medium by comparing the measured values.

The glucose sensor is fabricated by coating glucose oxidase enzyme (GOx) and a

perfluorosulfonic acid-based layer onto the Au working electrode and the oxygen

sensor is fabricated by coating the diluted perfluorosulfonic acid-based layer onto

the Au working electrode. The long term simultaneous monitoring at the inlet and

outlet in the case of transient and continuous injections of a certain concentration

of glucose solution is successfully performed as shown in Fig. 15. This result

shows that the fabricated sensors can be adapted to the monitoring of cellular

glucose consumption as an indication of cellular activity during cell culture with

dynamic flow conditions.

Fig. 13 Results of detection

of 100 base-pairs DNA ladder

separation [29]
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5 Conclusion and Outlook

Microfluidic systems will play an important role in the development of miniaturized

bioanalytical systems. In this chapter we have reviewed integrated microfluidic

devices and related functional components. Since it seems that the density of the

microchannel network has already become quite enough for practical use to date

[32], the integration of functional components other than the network is becoming

increasingly important. Although research works heading for integrated microflui-

dic devices are growing rapidly, there are still some hurdles to be cleared in

developing bioanalytical systems capable of multistep operations in fully auto-

mated manners. The key step in the development is sample pretreatment to realize

“sample-to-result” systems. Continuous efforts for integrating functional

Fig. 14 Schematics of the electrochemical sensor integrated microfluidic device for cell culture

monitoring [31]
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components into a single device lead to one-time use multifunction devices for

future applications including clinical, diagnostic, and environmental purposes.
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A Novel Nonviral Gene Delivery System: 
Multifunctional Envelope-Type Nano Device
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and Hideyoshi Harashima

Abstract In this review we introduce a new concept for developing a nonviral gene 
delivery system which we call “Programmed Packaging.” Based on this concept, 
we succeeded in developing a multifunctional envelope-type nano device (MEND), 
which exerts high transfection activities equivalent to those of an adenovirus in a 
dividing cell. The use of MEND has been extended to in vivo applications. PEG/
peptide/DOPE ternary conjugate (PPD)-MEND, a new in vivo gene delivery 
system for the targeting of tumor cells that dissociates surface-modified PEG in 
tumor tissue by matrix metalloproteinase (MMP) and exerts significant transfection 
activities, was developed. In parallel with the development of MEND, a quantitative 
gene delivery system, Confocal Image-assisted 3-dimensionally integrated quanti-
fication (CIDIQ), also was developed. This method identified the rate-limiting step 
of the nonviral gene delivery system by comparing it with adenoviral-mediated 
gene delivery. The results of this analysis provide a new direction for the develop-
ment of rational nonviral gene delivery systems.
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Abbreviations

Bmpr1a Bone morphogenetic protein receptor type 1A
BSA Bovine serum albumin
CAR Coxsackie and adenovirus receptor
CDAN N-Cholesteryloxycarbonyl-3,7-diazanonane-1,9-diamine
CHEMS Cholesteryl hemisuccinate
Chol Cholesterol
CIDIQ  Confocal image-assisted three-dimensionally integrated 

quantification
CLSM Confocal laser scanning microscopy
DLinDMA 1,2-Dilinoleyloxy-N,N-dimethyl-3-aminopropane
DOPE Dioleoylphosphatidylethanolamine
DOTAP  N-[1-(2,3-Dioleoyloxy)propyl]-N,N,N-trimethylammonium 

chloride
DOTMA  N-[1-(2,3-Dioleoyloxy)propyl]-N,N,N,-trimethylammonium 

chloride
ECM Extracellular matrix
EPC Egg phosphatidylcholine
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EPR Enhanced permeability and retention
GFP Green fluorescent protein
HFs Hair follicles
LA2000 Lipofectamine2000
LFN Lipofectamine PLUS
LPD Liposome–polycation–DNA lipoplex
MEND Multifunctional envelope-type nano device
MMP Matrix metalloproteinase
NLS Nuclear localization signals
N/P Nitrogen/phosphate
ODN Oligodeoxynucleotides
ODN-MEND R8-MEND-encapsulated ODN
pDNA Plasmid DNA
PEG Polyethyleneglycol
PEG-MEND MEND modified with conventional PEG-lipid
PEI Polyethyleneimine
PLL Poly-l-lysine
PPD PEG/peptide/DOPE ternary conjugate
PPD-MEND MEND modified with PPD
PTN Pleiotrophin
R8 Octaarginine
R8-MEND MEND modified with high density R8 peptide
RES Reticuloendothelial system
RISC RNA-induced silencing complex
RNAi RNA interference
SAINT-2 N-Methyl-4(dioleyl)methylpyridiniumchloride
siRNA Short interfering RNA
SPLP Stabilized plasmid-lipid particle
SUV* Small, detergent-rich liposomes
Tf Transferrin
Tf-L Tf-modified liposomes

1 Introduction

Viruses are ideal gene delivery systems because they deliver their genome to target 
cells where the viral genome is replicated. However, it is very difficult to control 
the biodistribution and intracellular trafficking of viruses, thereby ensuring safe 
clinical application. Therefore, an artificial gene delivery system that can be tightly 
controlled and is safe and efficient in vivo is desirable. Gene delivery has been 
studied extensively; many compounds have been synthesized and their transfection 
activities examined. These studies address the many obstacles that must be over-
come before the therapeutic gene can be delivered to the nucleus of the target cell 
for transcription of the DNA.
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In this chapter, we propose a new concept for the development of efficient and 
safe nonviral gene delivery systems. The concept is explained using examples of 
applications of this concept. An optimized system requires quantitative feedback on 
intracellular trafficking of genes and carrier systems. We succeeded in developing 
such a quantitative evaluation system, CIDIQ, which identified the rate-limiting 
step in transfection by nonviral gene delivery systems.

2 A Novel Concept: “Programmed Packaging”

2.1 A Key Concept

Conventional nonviral gene vectors can be classified into two groups: polyplexes 
and lipoplexes. A polyplex is a complex of cationic high molecular weight com-
pounds and nucleotides [1]. Typical polyplexes include complexes comprised of 
poly-l-lysine (PLL), polyethyleneimine (PEI), or plasmid DNA [1, 2]. PLL is a 
synthetic polymer, which has been in use for a long time. The ability of PEI to 
escape endosomes is excellent because of its proton-sponge activity [2]. Thus, these 
polyplexes are widely used. Biological polycations, such as spermine and  
protamine, also are used in the preparation of polyplexes [3–5]. The polyplex prepared 
with protamine, which is a cationic peptide derived from sperm nuclei, showed 
significantly higher transfection activity than a PLL/DNA polyplex [4]. Synthetic 
polycations, or biological cationic macromolecules, which have various function-
alities, such as a cyclic RGD peptide-conjugated block copolymer [6], biocleavable 
polyrotaxane [7], galactose-modified 6-amino-6-deoxy chitosan [8] and cationic 
comb-type copolymers [9], are currently being developed. Thus, cationic polymers 
are the focus of research on the development of nonviral gene vectors in the field 
of material science. The other type of conventional nonviral gene vector is the lipo-
plex, which consists of nucleotides and liposomes containing cationic lipids. Since 
the transfection of plasmid DNA into cultured cells using the cationic lipid N-[1-
(2,3-dioleyloxy)propyl]-N,N,N,-trimethylammonium chloride (DOTMA) was 
reported by the Felgner group [10], various synthetic cationic lipids have been 
developed, such as N-[1-(2,3-dioleoyloxy)propyl]-N,N,N-trimethyl ammonium 
chloride (DOTAP) [11], N-methyl-4(dioleyl)methylpyridiniumchloride (SAINT-2) 
[12] and N-cholesteryloxycarbonyl-3,7-diazanonane-1,9-diamine (CDAN) [13]. 
Lipoplexes are useful for the transfection of genes, as evidenced by the many com-
mercially available transfection reagents containing various cationic lipids.

However, several biological barriers limit the efficiency of non-viral vector 
delivery of nucleic acids to eukaryotic cells (Fig. 1) [12, 14, 15]. The most signifi-
cant intracellular barriers are lysosomal degradation, nucleolytic degradation in the 
cytosol, and inefficient delivery of the DNA to the nucleus [12, 15]; extracellular 
barriers include nucleolytic degradation in the serum, recognition by the reticuloen-
dothelial system (RES), and nonspecific delivery [14]. A variety of approaches 
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have been used to overcome these barriers, including ligand-mediated targeting of 
cell surface receptors, pH-sensitive fusogenic peptides that improve cytosolic delivery, 
and nuclear localization signals (NLS) to enhance nuclear uptake [14, 15]. Many of 
the currently available nonviral vectors have some functional devices that enhance 
their overall efficiency. For example, either the PEI-based polyplex is equipped 
with transferrin for the targeting of cancer cells and with polyethylenglycol (PEG) 
to enhance stability in systemic circulation [16], or the lipoplex contains a mem-
brane fusion peptide derived from influenza virus hemagglutinin to enhance endo-
somal escape [17]. Nevertheless, nonviral gene vectors are still much less efficient 
than most viral vectors [18], which have evolved towards maximal efficiency 
through natural selection. Simple mixing of DNA with multiple devices does not 
guarantee that each device is functional and effective in reducing barriers to effi-
cient gene delivery. In addition, mixing of DNA with multiple devices usually 
results in the formation of large aggregated complexes [19], which are not efficient 
vehicles for gene delivery in vivo. In contrast, smart nanotechnology-based devices 
offer a promising alternative for overcoming the barriers to effective gene delivery. 
Such devices can be applied according to a rational strategy, through which nanote-
chnology is used to assemble and integrate multifunctional devices into a single 
system [K-14].

Therefore, a novel packaging concept, “Programmed Packaging,” was proposed 
to assemble multiple devices into a single gene delivery system in which each device 
functions at the correct time and location according to a delivery strategy [20, 21]. 

Fig. 1 Barriers to efficient gene delivery in artificial delivery systems
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This concept consisted of three components as follows: (1) a program to overcome 
all barriers; (2) design of functional devices and their three-dimensional assign-
ment; and (3) use of nanotechnology to assemble all devices into a nano-sized 
structure. The program reflects a rational strategy for controlling the intracellular 
fate of nanoparticles using novel functional devices to overcome biological barriers 
to efficient gene delivery. The program also considers the topology of the functional 
devices to achieve maximal activity.

2.2 Importance of Topological Control

The topology of functional devices on nanoparticles must be controlled to exert each 
function correctly [20, 21]. For example, transferrin (Tf)-modified liposomes (Tf-L) 
were developed as a proto-type viral-like gene delivery system based on mecha-
nisms of viral infection [22]. The model drug encapsulated in Tf-L was internalized 
by the human leukemia cell line, K562, via receptor-mediated endocytosis, but could 
not escape the endosome. Thus, Tf-L required a functional device for endosomal 
escape. A pH-sensitive fusogenic peptide, GALA (WEAALAEALAEALAE 
HLAEALAEALEALAA), which undergoes a conformational change from a 
hydrophilic random coil to a hydrophobic a-helix under acidic conditions, was 
investigated as a functional device to allow for endosomal escape via a membrane-
fusion mechanism [23]. However, neither addition of free GALA to the Tf-L nor 
encapsulation of the GALA peptide in the Tf-L induced endosomal escape of the 
model drug encapsulated in the liposomes. In contrast, when GALA was anchored 
on the surface of the Tf-L via cholesterylization of the peptide, successful release of 
the encapsulated model drug into the cytosol was observed [22]. Therefore, the abil-
ity of GALA to function as a device for endosomal escape was possible because of 
the ability to control its topology. In addition, the mechanism of cellular uptake of 
nanoparticles modified with the cell-penetrating peptide, octaarginine (R8), was also 
dependent on the topology of R8 on the surface of the nanoparticles, as mentioned 
below [24]. Based on these observations, it was concluded that topological control 
of functional devices is very important for the development of efficient nonviral 
delivery systems based on Programmed Packaging.

3 A Novel Nonviral Gene Delivery System: MEND

A novel nonviral gene delivery system, multifunctional envelope-type nano device 
(MEND), was recently developed based on Programmed Packaging [20, 21, 25]. 
The ideal MEND, as shown in Fig. 2, consists of a condensed DNA core and a lipid 
envelope equipped with various functional devices. It is advantageous to condense 
the DNA into a compact core prior to its inclusion in the lipid envelope. DNA 
condensation protects DNA from DNase, limits the particle size, and improves the 
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packaging efficiency [21]. In the second step, complexes are incorporated into lipid 
envelopes such that the DNA core and lipid envelope exist as separate structures, 
rather than a disordered mixture, to control topology, by lipid coating of a core 
particle as mentioned below [21].

3.1 Packaging of pDNA into MEND

The MEND was constructed using the lipid film hydration method, which is a novel 
assembly method [25] based on packaging in three consecutive steps: (1) DNA 
condensation with polycations; (2) hydration of the lipid film for electrostatic bind-
ing of the condensed DNA; and (3) sonication to package the condensed DNA with 
lipids. This packaging mechanism is based on electrostatic interactions between 
DNA, polycations and lipids. Plasmid DNA is first condensed electrostatically with 
a polycation, such as PLL, by vortexing at room temperature. Kinetic control of this 
process is important for controlling the size and charge of the condensed DNA. In 
the case of PLL, small (approximately 100 nm) and positively charged (around 
30 mV) PLL/DNA complexes are prepared at a nitrogen/phosphate (N/P) ratio of 
2.4. A lipid film containing a negatively charged lipid, such as cholesteryl hemisuc-
cinate (CHEMS), is hydrated with an aqueous solution containing PLL/DNA  
particles. Packaging of the PLL/DNA particles into a lipid bilayer is achieved by 
sonication in a bath-type sonicator. The diameter and zeta-potential of the MEND 
are approximately 300 nm and −40 mV, respectively. The encapsulation efficiency 
of the DNA is greater than 70% [25].

Fig. 2 Schematic representation of multifunctional envelope-type nano device (MEND). The 
MEND consists of condensed DNA molecules coated with a lipid envelope. The lipid envelope 
can be modified with functional devices as follows: PEG increases the half-life in systemic circu-
lation; ligands target MEND to specific organs; protein-transduction domain peptides increase 
intracellular availability; and, fusogenic lipids enhance endosomal escape
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3.2 Optimization of MEND

The cell-penetrating peptide, R8, was investigated as a MEND functional device 
because R8 should enhance cellular association and induce efficient cellular uptake 
via nonclassical endocytosis, which can reduce lysosomal degradation as described 
later. MEND that had been modified with high density R8 peptide (R8-MEND) [20, 
21], containing egg phosphatidylcholine (EPC)/cholesterol (Chol), showed higher 
transfection activities than PLL/DNA complexes. Increased transfection activity 
may result from enhanced cellular internalization due to the presence of R8. 
Substitution of EPC with the fusogenic lipid, dioleoylphosphatidylethanolamine 
(DOPE), increased the transfection activity by more than four orders of magnitude 
compared to negatively charged PLL/DNA particles [20, 21]. Furthermore, the 
transfection activity increased further by replacing Chol with the negatively charged 
fusogenic lipid, CHEMS. DOPE and CHEMS may enhance the efficiency of inter-
nalization into the cytoplasmic space due to their fusogenic properties, thus facili-
tating the nuclear delivery of DNA [21]. Thus, the transfection capability of 
R8-MEND was improved by approximately two orders of magnitude by optimiza-
tion of the lipid envelope [20, 21].

Moreover, the ability of R8-MEND to deliver short interfering RNA (siRNA) 
expression plasmids was examined [26]. Plasmid DNA encoding antiluciferase 
siRNA was condensed by PLL and packaged into the R8-MEND. The silencing 
effect of R8-MEND(PLL) was significant – 96% inhibition of luciferase activity 
in a cotransfection study – without any detectable toxicity. The silencing effect 
was maintained at more than 60% even when the R8-MEND(PLL) were diluted 
100-fold. In luciferase-transformed cells, however, the R8-MEND(PLL) have a 
significant silencing effect (10%), suggesting heterogeneous transfection using 
R8-MEND(PLL). To solve this problem, the DNA condensing agents were  
optimized by comparing PLL, STR-R8 and the spermatozoal peptide, protamine. 
While there was no difference in the silencing effect among these R8-MENDs in 
a cotransfection study, the R8-MEND showed a silencing effect of 70% in the 
transformed cells [26]. These results suggest that R8-MEND(protamine)-mediated 
transfection is less heterogeneous, while the heterogeneity of transfection  
resulting from R8-MEND(PLL) and R8-MEND(STR-R8) was large. Thus, the 
transfection ability of R8-MEND was further improved by optimization of the 
DNA-condensing agent.

3.3 Comparison with Adenoviruses

The transfection activity of the optimized R8-MEND was compared with that of an 
adenovirus, one of the strongest viral vectors, in human cervical cancer HeLa cells 
and in a human lung epithelial carcinoma cell line, A549 [20]. These cells display 
receptors for adenoviral serotype 5, such as the coxsackie and adenovirus receptor 
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(CAR) and integrin receptors. In both cell lines, the transfection activity of 
adenoviruses increased with increasing viral dosage up to 1 × 105 particles/cell, above 
which toxicity appeared and transfection activity decreased. Transfection activity of 
R8-MEND was as high as that of adenoviruses using 1 × 105 particles/cell [20]. As 
judged from the protein content in cell lysates after transfection, R8-MEND showed 
no significant cytotoxicity, while higher doses of adenoviruses produced significant 
cytotoxicity (~50% reduction in protein content). The optimized R8-MEND did not 
contain cationic lipids, and this may explain its low cytotoxicity.

4 Application of MEND to In Vivo

4.1 Topical Application

The ultimate goal of gene delivery research is to develop an efficient nonviral deliv-
ery system that can be used for in vivo gene therapy. For example, topical delivery 
of genes to hair follicles (HFs) is an attractive approach for in vivo gene therapy of 
skin and hair disorders. Li and Hoffman succeeded in delivery of the lacZ gene to 
the murine hair-forming hair matrix cells in hair follicle bulbs using a liposome-
based nonviral delivery system [27]. Domachenko et al. also reported delivery of 
the lacZ gene to human and murine hair follicle progenitor cells using liposome-
based nonviral systems [28]. Topical application of liposome-based nonviral sys-
tems requires that the skin be treated with depilatory cream and retinoic acid before 
DNA administration. In contrast, the topical application of R8-MEND to the skin 
of a 4-week-old ICR mouse resulted in gene delivery to the hair follicles without 
pretreatment of the skin [20]. Gene expression was observed in the hair shaft and 
follicle cells, which had been treated with R8-MEND encapsulating LacZ or green 
fluorescent protein (GFP) encoding plasmid DNA. The gene transfer efficiency of 
R8-MEND was significantly higher than that of lipoplexes comprising the com-
mercially available reagent Lipofectamine and plasmid DNA. Although the reasons 
for the superior results obtained using MEND are not completely understood, the 
relatively small diameter of MEND particles and the resistance of MEND to lyso-
somal degradation are possible explanations. Next, R8-MEND containing DNA-
encoding bone morphogenetic protein receptor type 1 A (Bmpr1a), which is related 
to the hair growth cycle, was applied to mouse skin. Topical application of 
R8-MEND encapsulating the Bmpr1a gene extended the period of hair growth.

4.2 Systemic Administration

Liposomes are composed of phospholipids, which also comprise cell membranes, and, 
therefore, are biocompatible and safe. Thus, liposomes are useful carriers in both drug 
and gene delivery systems. However, after entering the blood stream, liposomes are 
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readily opsonized by serum components and removed from the systemic circulation 
by the RES phagocytic cells of the liver and spleen [29].

In the early 1990s it was reported that liposomes coated with amphipathic PEG, 
which forms a hydrated layer over the liposome surface, exhibited a reduction in 
undesired interactions, lower RES recovery, and a long half-life in systemic circulation 
[30–32]. PEGylated liposomes are termed STEALTH® liposomes because they evade 
the RES, similar to stealth bombers, which avoid detection by enemy radar [33].

Long-circulating liposomes accumulate in tumors in large amounts due to the 
enhanced permeability and retention (EPR) effect, which was proposed by 
Matsumura et al. [34]. In addition, limiting the size of PEGylated liposomes to 
approximately 120 nm allows for efficient accumulation of the liposomes in tumor 
tissue [35]. The significant accumulation of PEGylated liposomes in tumor tissues 
results from the increased vascular permeability of neovasculature and the absence 
of drainage via the lymphatics in tumor tissue [36].

The accumulation of doxorubicin encapsulated in STEALTH® liposomes (Doxil®/
Caelyx®) in tumor tissue is five- to tenfold higher than accumulation of free doxorubicin 
after i.v. administration [37–39]. Doxil®/Caelyx® treatment is indicated for patients 
with ovarian cancer and AIDS-related Kaposi’s sarcoma [29]. Thus, liposomal 
formulations of anticancer drugs, such as doxorubicin, exhibit improved biodistribution 
of the drugs, which dramatically enhances their chemotherapeutic effect.

4.3 The PEG Dilemma

Despite the success of chemotherapeutic drug delivery systems using PEGylated 
liposomes, development of systemic gene carriers for cancer is still a major obstacle. 
As described above, PEG-shielding improves the stability of gene carriers in 
systemic circulation. In contrast, once the liposomes are taken up into the tumor 
tissue, PEG inhibits interactions between the gene carriers and the tumor cells. 
Subsequently, cellular uptake and endosomal escape of the liposomal carriers are 
reduced, resulting in a significant loss of transfection activity [40–42]. To overcome 
the dilemma related to the use of PEG, various cleavable and detached PEG sys-
tems have been constructed.

Szoka and colleagues have developed a cleavable PEG-lipid conjugate contain-
ing ortho-ester or diortho-ester linkages, which are highly sensitive to acidic condi-
tions, but relatively stable at neutral pH [43–45]. The in vitro transfection study 
showed greater gene expression using pH-sensitive PEG-lipid lipoplexes compared 
with stable PEG-lipid lipoplexes. Another pH-controlled system that uses PEG-
lipid with an acid-labile vinyl ether was developed by Thompson et al. [46]. PEG 
is cleaved in response to low intracellular pH in endosomes/lysosomes.

Zalipsky and colleagues synthesized a disulfide-linked PEG-lipid conjugate 
[47]. This PEG-lipid is thiolytically cleaved in response to a reducing intracellular 
environment. PEG-lipid conjugated to a short peptide, which is intracellularly 
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cleaved by enzymes like cathepsin B, has also been developed [48]. These strategies 
have the potential to enhance intracellular release of nucleic acids from liposomes.

MacLachlan and coworkers developed a strategy based on exchangeable PEG-
lipids [49]. Liposomal pDNA formulated with the exchangeable PEG-lipid exhib-
ited higher in vitro gene expression compared with liposomes comprised of 
conventional PEG-lipids.

4.4 New Strategy: PEG

Most of the current cleavable PEG devices were designed to be cleaved in response 
to the intracellular microenvironment. As described above, devices that are cleaved 
at low intracellular pH, by a specific enzyme in the endosome/lysosome, and by 
reducing conditions in the cytoplasm, have been developed. Therefore, a cleavable 
PEG-lipid triggered in a specific manner would be desired. To realize a tumor-
specific cleavable PEG system, we focused on the enzyme, matrix metalloproteinase 
(MMP), which is involved in angiogenesis, invasion and metastasis of malignant 
tumors due to its ability to degrade the extracellular matrix (ECM) [50, 51]. In 
normal cells, MMP transcript levels are low; the MMP gene is induced in tumor 
cells, and MMP is secreted into the extracellular space.

The tumor-specific cleavable PEG-lipid is a ternary conjugate which is com-
posed of the following: PEG/MMP-substrate peptide [52]/DOPE ternary conjugate 
(PPD), which is specifically cleaved by MMP in the extracellular space in tumor 
tissues [53]. The schematic diagram shown in Fig. 3 illustrates the strategy for 
overcoming the dilemma associated with the use of PEG. MEND modified with 
PPD (PPD-MEND) allows for gene transfer as follows. PEG prolongs the half-life 
of MEND in systemic circulation, allowing MEND to accumulate in tumor tissue 
as a result of the EPR effect. After extravasation of MEND from capillaries into the 
tumor tissue, PPD is cleaved by MMP secreted by the tumor, and PEG dissociates 
from the MEND. Finally, the PEG-free MEND can interact efficiently with the 
tumor cells, resulting in high transfection activity.

4.4.1 PPD Cleavage in Response to MMP on the Liposomes

We first investigated the cleavage of PPD on the surface of liposomes. It was previously 
shown that DOPE forms a hexagonal (H

II
) phase and readily aggregates under 

physiological conditions [54]. However, when a PEG-conjugated lipid was added to 
the lipid component containing DOPE, stabilized liposomal structures formed in 
aqueous media. Similarly, stable liposomes with diameters of approximately 150 nm 
were prepared by hydrating a lipid film composed of DOPE and PPD. These liposomes 
were incubated with various concentrations of bovine serum albumin (BSA) or 
MMP-2 [53]. Treatment of the PPD-modified liposomes with 14 and 56 nM MMP-2 
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for 24 h resulted in a significant increase in size (>2,000 nm). This result indicated that 
the PPD cleavage was dependent on MMP-2, resulting in an H

II
 transition. In contrast, 

MMP-2 treatment of the control liposomes, which were composed of DOPE and 
conventional PEG-lipid, increased the size of the liposomes.

4.4.2 In Vitro Transfection Study

The potential use of MMP-dependent PPD cleavage in a gene delivery system was 
then investigated. The transfection activity of MEND composed of DOTAP, DOPE 
and Chol with either conventional PEG-lipid or PPD using a total lipid concentra-
tion of 5% was evaluated. The MEND particle size was controlled to optimize the 
EPR effect (100–200 nm) by modification with PEG or PPD. In an in vitro study, 
HT1080 (fibrosarcoma cells) and HEK293 (human embryonic kidney cells) cells 
were used as model cells, in which MMP expression is high and low, respectively 
(Fig. 4a) [55, 56]. PEGylated MEND exhibited high transfection activity in both 
cell types (Fig. 4b). When the MEND were modified with conventional PEG-lipid 
(PEG-MEND), the transfection activity decreased to less than 1% in both cell  
types relative to the transfection activity of MEND. The transfection activity of 
PPD-MEND was enhanced 35-fold in comparison with that of PEG-MEND in 

Fig. 3 Schematic diagram illustrating the strategy used to resolve the dilemma associated with 
the use of PEG. By modifying the gene carrier with PPD, the half-life in systemic circulation is 
prolonged and accumulation in the tumor is increased by the EPR effect. After extravasation from 
capillaries in the tumor tissue, PPD is cleaved by an extracellular MMP secreted from tumor cells. 
PEG dissociates from the gene carrier and the naked carrier can then associate efficiently with the 
tumor cell surface
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HT1080 cells (Fig. 4b). In contrast, the transfection activity of PPD-MEND was 
less than 5% of that of MEND in HEK293 cells (Fig. 4b). Furthermore, the trans-
fection activity of PPD-MEND was enhanced by coincubation with recombinant 
MMP-2 in HEK293 cells. These results suggest that activation of PPD-MEND is 
mediated by MMP-specific cleavage of PPD.

4.4.3 In Vivo Pharmacokinetics Study

The ability of PPD to improve stability in the systemic circulation, thereby aug-
menting accumulation of MEND in the tumor, was confirmed. The elimination 
profiles of MEND from systemic circulation were measured in mice via intrave-
nous administration of [3H]-labeled MEND [57] by tail vein injection. The half-
lives of PPD-MEND in blood were slightly lower than those of PEG-MEND 
(Fig. 5a). However, compared with MEND, the half-lives of PPD-MEND were 
significantly increased. Therefore, PPD is an effective method of prolonging the 
half-life of MEND in systemic circulation. To investigate the tumor accumulation 
of MEND, [3H]-labeled MEND were injected into tumor-bearing mice via the tail 
vein. Accumulation of PPD-MEND in the tumors was greater than that of MEND 
(Fig. 5b). These results show that PPD dramatically prolongs its half-life in sys-
temic circulation, presumably by preventing entrapment by RES or other organs, 
thereby enhancing accumulation of MEND in the tumor.
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Fig. 4a.b In vitro transfection activities of MEND. a The expression level of MMP-2 in the 
supernatant of HT1080 and HEK293 cells was evaluated by an ELISA. b Luciferase activities of 
MEND, PEG-MEND and PPD-MEND in HT1080 cells and in HEK293 cells were evaluated at 
48 h after transfection. Transgene expression in HEK293 cells was also evaluated after addition 
of MMP-2 protein in the culture medium at an equal concentration to HT1080, represented as 
PPD-MEND/MMP-2. Relative luciferase activities are expressed as % relative light units (RLU) 
per mg of protein compared to MEND. Each bar represents the mean ±SD, n = 3
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4.4.4 In Vivo Transfection Study in Tumor Tissue

The in vivo luciferase activity of the tumor was evaluated 48 h after i.v. administra-
tion of MEND at a dose of 25 mg pDNA/mouse. Transfection activity (Fig. 6a) was 
barely detectable using nonPEG-modified MEND. Although 15% PPD-MEND and 
5% PEG-MEND exhibited comparable half-lives in systemic circulation and similar 
accumulation in the tumor, the transfection activity of 15% PPD-MEND was 
55-fold higher than that of 5% PEG-MEND (Fig. 6a). In contrast, the transfection 
activities of 15% PEG-MEND and 15% PPD-MEND were comparable. However, 
it is noteworthy that the tumor accumulation of 15% PEG-MEND was approxi-
mately fourfold higher than that of 15% PPD-MEND (Fig. 5b). Therefore, the 
specific transfection activity of the particles, which is the in vivo transfection activity 
normalized to the number of particles delivered to the tumor (RLU/%ID), was 
threefold higher using the 15% PPD-MEND than the 15% PEG-MEND (Fig. 6b). 
These results show that PPD stabilizes MEND, even in systemic circulation, and 
offers superior in vivo transfection because it is cleaved by MMP in tumor tissue.

4.4.5  The Combination of PEG and PPD Enhances  
In Vivo Transfection Activity in Tumor Tissue

PPD modification of MEND improves stability in systemic circulation and enhanced 
accumulation of MEND in the tumor, whereas the ability of PPD to enhance systemic 
stability was slightly inferior to that of the conventional PEG-lipid. Therefore, to 
overcome the poor stability of PPD-MEND in systemic circulation, PPD-MEND 

Fig. 5a,b Stability in systemic circulation and tumor distribution of MEND. a Blood concentra-
tions of [3H]CHE-labeled MEND were evaluated at 1, 6 and 24 h after i.v. injection. Data represent 
as the %ID per milliliter of blood. b Tumor distribution of MEND at 24 h in tumor-bearing mice, 
expressed as the %ID per gram tumor. Each bar represents the mean ± SD, n = 3
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were modified with conventional PEG. A one to one mixture of PEG and PPD was 
attached to MEND (PEG/PPD-MEND) in varying amounts, such that the total con-
tent of PEG and PPD was 5, 15, and 20. For PEG-MEND, 15% PEG was sufficient 
to achieve maximum tumor accumulation [53]. However, in the case of PEG/PPD-
MEND, tumor accumulation monotonically increased, depending on the total PEG/
PPD content. As a result, at 20% PEG density, PEG/PPD-MEND achieved compara-
ble tumor accumulation to PEG-MEND. In this situation, the transfection activity of 
PEG/PPD-MEND was more than 65-fold higher than that of PEG-MEND (Fig. 6b). 
This result indicates that combining PEG and PPD-MEND effectively improves both 
the pharmacokinetics and the in vivo transfection activity of MEND.

5 New Packaging Methods

5.1 A Novel Packaging Method: SUV* Fusion Method

Vector size is a critical factor in gene delivery via receptor-mediated cellular 
uptake, because the diameter of endosomes produced by receptor-mediated endo-
cytosis is typically less than 200 nm. Moreover, intravenous administration in vivo 
requires small-sized vectors to achieve efficient delivery by avoiding clearance by 
the RES and allowing for direct translocation across the capillaries to the target 
tissue [58]. However, MEND prepared using the lipid hydration method are >300 nm 
and heterogeneous in size.

Fig. 6a,b In vivo tumor transfection activities of MEND. a Luciferase activity of MEND at 48 h, 
expressed as RLU per gram tumor. b The MEND was modified with PEG and PPD (1:1 mole 
ratio) at 5, 15 and 20% total PEG densities. A value of 106 RLU represents the luciferase activity 
of 5 ng luciferase protein. Each bar represents the mean ±SD, n = 3. **P < 0.01
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Cullis and coworkers [59, 60] previously developed a detergent dialysis method 
for the assembly of a stabilized plasmid–lipid particle (SPLP) nonviral gene deliv-
ery system using a mixture of DNA and lipid/detergent micelles. The SPLPs were 
less than 100 nm in size and were modified with PEG for in vivo application. 
Thus, the detergent dialysis method was used to prepare MEND from a mixture of 
PLL/DNA complex and lipid/detergent micelles. However, this method, which 
was developed for the preparation of SPLP, failed to produce MEND. Thus, it 
appears that lipid/detergent micelles are not a suitable lipid coating for DNA 
nanoparticles.

To overcome this obstacle, a novel method was developed using detergent-rich 
liposomes as follows. In the first step, DNA is condensed by electrostatic interactions 
between negatively charged DNA and a positively charged polycation, forming a 
DNA/polycation complex (DPC). Electron microscopy revealed that the condensed 
DNA formed a sphere [25] with a diameter of approximately 90 nm. In the second 
step, the DPC interact electrostatically with SUV*, which are small, detergent-rich 
liposomes containing the negatively charged lipid, dicetylphosphate, and PEgylated 
DOPE. In the final step, DPC are coated with lipid via fusion of SUV* and by 
addition of porous hydrophobic beads, resulting in rapid removal of the detergent. 
Previously, Ueno et al. found that SUV* particles fuse with each other to produce 
large unilamellar vesicles by complete removal of detergent [61]. The DNA 
encapsulation efficiency of the MEND was approximately 30% of the total DNA 
input. The diameter and zeta potential of the purified MEND were 196.7 nm and 
−37.9 mV, respectively. Moreover, modification of MEND with Tf at the tip of PEG 
resulted in MEND internalization via Tf receptor-mediated endocytosis [62].

5.2 Delivery of Antisense Oligodeoxynucleotides

In the field of gene-silencing research, antisense oligodeoxynucleotides (ODN) pro-
vide several advantages, including targeting of introns and improved selectivity and 
efficacy [63]. Moreover, various functional ODN, which enhance efficiency and 
specificity, have been synthesized. For example, Sasaki et al. developed a novel 
synthetic ODN, which induces intracellular sequence-selective alkylation between 
mRNA and ODN, thereby enhancing the antisense effect [64, 65]. Thus, attempts 
have been made to use ODN-based approaches in the treatment of diseases, such as 
cancer and hypertension [66–68]. However, there are some problems associated with 
this approach, such as degradation by nucleases and difficulties associated with tar-
geting and intracellular delivery. Thus, an efficient ODN packaging method is 
needed to solve these problems.

Several ODN packaging methods have already been reported. Gokhale et al. 
encapsulated ODN in a lipid membrane by rehydrating a dried-lipid film in the 
presence of ODN [69]. Shi et al. reported the encapsulation of ODN in a cationic 
lipid using a freeze–thaw method [70]. In addition, Semple et al. constructed stabi-
lized antisense-lipid particles by packaging ODN with a pH-sensitive cationic lipid 
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using an ethanol-injection method [71]. Recently, Yamauchi et al. described the 
encapsulation of antisense ODN in liposomes using an ethanol-dilution method 
[72]. These methods are based on electrostatic interactions between the anionic 
ODN and the cationic lipids, as described above for the preparation of MEND. 
Because R8-MEND effectively deliver plasmid DNA, R8-modified MEND may 
also be useful for the delivery of antisense ODN. Thus, R8-MEND-encapsulated 
ODN (ODN-MEND) were constructed by coencapsulation of luciferase-encoding 
pDNA and antiluciferase ODN [73, 74]. Three types of R8-MENDs were synthe-
sized by condensation of the antiluciferase ODN with three different polycations 
– STR-R8, PLL and protamine. The antisense effects of the ODN-MEND were 
analyzed in a cultured cell line [74]. ODN-MEND packaged using protamine to 
condense the ODN showed a 90% antisense effect 8 h after transfection, and a 
persistent antisense effect of >75% for up to 48 h. ODN-MEND were much more 
effective antisense agents than LipofectAmine2000 (LA2000). In contrast, ODN-
MEND prepared using PLL and STR-R8 to condense the ODN did not significantly 
inhibit luciferase activity. Although there was no specific relation between the 
physicochemical characteristics of the ODN-MEND and their antisense effect, the 
pattern of the ODN-MEND antisense effect was similar to the pattern of the silenc-
ing effect of R8-MEND encapsulating plasmid DNA encoding siRNA, i.e., only 
MEND prepared using protamine showed significant inhibition of the gene expres-
sion [26]. These results suggest that R8-MENDs are able to deliver encapsulated 
DNA to the cytosol, as well as to the nucleus, and that protamine is an efficient 
condenser in both the nucleus and cytosol.

5.3 siRNA Delivery

Synthetic siRNA can silence specific genes by RNA interference (RNAi), which is 
considered a more powerful gene-silencing tool than antisense ODN technology 
[75–78]. Delivery of sufficient siRNA into the cell is required for an efficient RNAi 
effect, although siRNA can be recycled by the RNA-induced silencing complex 
(RISC) [79, 80]. In general, cells are transfected with synthetic siRNA in vitro 
using various commercially available cationic liposomal reagents to form cationic 
liposome/siRNA complexes [13, 81–86]. However, cytotoxicity of the cationic 
lipids is widely recognized as a serious problem, especially in the case of vulnerable 
cell types, such as neurons. Moreover, control of the intracellular fate of cationic 
liposome/siRNA complexes needs to be improved because endocytosis, which is 
the predominant route by which LipofectAMINE PLUS/plasmid DNA (pDNA) 
complexes are taken up into cells, often directs complexes into the lysosomes [81, 
87]. Thus, efficient introduction of siRNA into cells requires reduced toxicity and 
the ability to control intracellular trafficking.

Currently, many research groups are working to develop various carrier systems 
for siRNA delivery equipped with functional devices to overcome these limitations, 
including polyplex- and lipoplex-type systems [88–90]. Several polyplex-type vectors 
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have been reported. Grzelinski et al. used a well-known cationic polymer, polyeth-
ylenimine, to deliver siRNA for the silencing of the secreted growth factor, pleio-
trophin (PTN), which is overexpressed in glioblastomal cells. The polyethylenimine/
siRNA polyplex had a significant silencing effect on PTN gene expression in vitro 
and inhibited tumor growth in vivo [89]. Leng et al. synthesized highly branched 
HK peptides, H3K8b, which should efficiently escape the endosome due to buffer-
ing with histidine residues. The H3K8b/siRNA complex exhibited a significant 
RNAi effect on b-gal expression [88]. Furthermore, other vectors also have been 
developed. Hanai et al. used atelocollagen as a siRNA carrier; the atelocollagen/
siRNA complexes delivered siRNA to metastatic bone tumors and inhibited tumor 
growth [91]. Matsui et al. synthesized a macrocyclic octaamine with a covalently 
liked lipid-bundle structure, and the siRNA complex silenced both the exogenous 
luciferase gene and the endogenous DsRed2 gene [92]. Veldhoen et al. used the 
cell-penetrating peptide, MPGa, which spontaneously forms complexes with 
nucleic acids, as a siRNA carrier [93]. In addition, several groups have used various 
liposomal formulations as siRNA delivery systems [94–100]. In general, stable 
nucleic acid–lipid particles are prepared via spontaneous vesicle formation using an 
ethanol-dilution method [94–98], in which siRNA is packaged into liposomes 
through electrostatic interactions with cationic lipids, such as 1,2-dilinoleyloxy-N, 
N-dimethyl-3-aminopropane (DLinDMA). As a result, siRNA is entrapped only on 
the inner surface of the liposomes and not in the aqueous phase of the vesicles. 
Recently, Heyes et al. improved the ethanol dilution method for the packaging of 
siRNA by using preformed siRNA polyplexes [100]. Alternatively, Li and Huang 
developed a tumor-targeted liposome–polycation–DNA lipoplex (LPD) siRNA 
delivery system modified with polyethyleneglycol and anisamide, which efficiently 
induced apoptosis [90]. Yet another packaging method utilized electrostatic interac-
tions of siRNA with the cationic lipid, DOTAP [99]. In this system, siRNA was 
entrapped in the hydrophobic lipid bilayer that formed from the inverted hexagonal 
mixed micelles of the cationic lipid.

The R8-MEND also are expected to be an efficient and safe delivery system of 
siRNA because efficient inhibition of specific target genes was achieved using 
either R8-MEND-encapsulated siRNA-expressing pDNA [26] or R8-MEND-
encapsulated antisense ODN [73, 74] as described above. However, it was not clear 
if siRNA could be packaged into MEND because the structure and physicochemical 
characteristics of double-stranded RNA (siRNA) differ from those of plasmid DNA 
and ODN. Thus, polycations were screened for their ability to condense siRNA to 
the size of a nanoparticle by measuring the size and zeta potential of complexes 
formed between siRNA and the polycations, PLL, STR-R8 and protamine [101]. 
Only STR-R8 compacted siRNA to form nano-size particles (<100 nm) [102], 
whereas all three polycations were able to condense pDNA or ODN [26, 74]. One 
possible explanation for this difference is that double-stranded siRNA assumes only 
an A-type conformation because of steric hindrance from the 2¢-hydroxyl group 
[103]. Double-stranded DNA can form various secondary structures, such as A-, 
B- and Z-type conformations, and such conformational flexibility may be important 
for the compaction of nucleic acids with polycations [104]. Moreover, the  
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hydrophobic stearyl moiety, which is absent from PLL and protamine, may be criti-
cal in the compaction of siRNA into small particles; the short length of the R8 
polycation also may be important. The silencing effect of R8-MEND-encapsulated 
siRNA (siRNA-MEND) was compared with that of LA2000. In HeLa cells stably 
expressing luciferase, siRNA-MEND inhibited luciferase activity by more than 80% 
for an extended period of time [101]. In addition, the R8-MEND-encapsulated 
siRNA were not cytotoxic. Furthermore, confocal microscopy was used to visualize 
cellular internalization of siRNA after transfection with siRNA-MEND containing 
Alexa546-labeled siRNA and NBD-labeled lipid. Most of the siRNA was internal-
ized as siRNA-MEND and siRNA was effectively released from the lipid into cyto-
plasm near the nucleus [101]. Therefore, siRNA-MEND delivery of compacted 
siRNA nanoparticles into cells via siRNA-MEND results in an efficient and persist-
ent silencing effect with minimum cytotoxicity.

6 Rate-Limiting Step in Nonviral Gene Delivery Systems

As described in Sect. 1, RNA and DNA viruses evolved sophisticated mechanisms 
for the efficient delivery of viral genes to the host nucleus, including the ability to 
control intracellular trafficking, over many years. Since the first report of gene 
delivery using a cationic liposome in the 1980s [105], many improvements to non-
viral gene vectors have resulted from 20 years of research. However, the evolution 
of nonviral vectors is short compared with that of viruses, and then viral vectors 
remain superior to nonviral vectors regarding transgene expression efficiency. 
Therefore, much can be gained by understanding how viruses control intracellular 
trafficking in response to the intracellular environment. Furthermore, identification 
of the rate-limiting steps in intracellular trafficking using nonviral vectors can be 
ascertained from quantitative information on intracellular trafficking of viral vectors. 
In this section, strategies to control endosomal escape and nuclear delivery will be 
reviewed, followed by a discussion of intracellular rate-limiting processes.

6.1 Endosomal Escape

Nearly all vectors are taken up into cells via the vesicular transport system; there-
fore, most vectors have to escape the endosomal compartment prior to lysosomal 
degradation or to extracellular release and recycling. The importance of endosomal 
escape is evident in the significant enhancement in transfection efficiency resulting 
from use of lysosomotropic reagents, such as chloroquine, which accumulate in 
acidic lysosomes and destabilize the membrane by swelling.

Three categories of devices have been developed for the improvement of endo-
somal escape: (1) pH-sensitive fusogenic lipids; (2) polycations that have a proton 
sponge nature; and (3) pH-sensitive membrane fusogenic peptides. pH-sensitive 
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fusogenic lipids increase endosomal escape as a result of lipid-mixing between the 
endosomal membrane and cationic liposome, which leads to membrane fusion and 
release of the DNA into the cytosol. This mechanism is supported by enhanced 
transgene expression using DOPE-containing cationic liposomes [106, 107]. DPOE 
forms a stable lipid bilayer at physiological pH (~7.0) and a hexagonal-II structure 
at acidic pH (~5–6). This pH-dependent conformational change is a key event, 
which triggers fusion of the liposomal membrane with the endosomal membrane 
[108, 109]. Furthermore, cationic lipids release encapsulated macromolecules and 
complexed DNA into the cytosol [110, 111]. In addition to pH, the lipid composi-
tion of the target membrane also can be used to enhance membrane fusion. Bailey 
et al. demonstrated that fusion of the cationic liposomes containing DOPE was 
enhanced by increasing the negative charge of the surface of the target liposomes 
[112]. Because the negatively charged lipid (i.e., phosphatidylserine) content of the 
endosomal membrane is greater than that of the plasma membrane [113], it is likely 
that lipid composition of the endosomal membrane also affects membrane fusion.

The mechanisms of polycation-mediated endosomal release are partially under-
stood. One of the well-accepted hypotheses is the “proton sponge mechanism,” which 
is based upon proton-accepting structures, such as secondary amines in polyethylene-
imine (PEI). Uptake of proton-accepting polymers into the endosome buffers  
endosomal protons, and subsequently drawing in additional protons, as well as chloride 
ions and water molecules [114]. The influx of ions and water causes swelling and 
osmotic lysis of the endosome. This hypothesis is supported by inhibition of PEI-
mediated transgene expression by ionophores, which reduce the pH gradient between 
the endosome and cytosol [115].

The third device used to increase endosomal escape, pH sensitive membrane 
fusogenic peptide, was developed based on the endosomal escape mechanism of the 
influenza virus, which is an envelope-type RNA virus. In this virus, the hemagglu-
tinin (HA) protein on the envelope membrane allows endosomal escape. A confor-
mational change in the HA2 domain of the a-helix structure in the acidic 
compartment is the key event [116, 117]. Based on this mechanism, Wagner and 
coworkers used synthetic peptides derived from the N-terminus of HA to enhance 
transgene expression using DNA/PLL complexes [118–121]. Similarly, artificial 
amphipathic peptides (e.g., GALA [122] and JTS1 [123]), which also undergo 
structural changes to the a-helix under acidic conditions, have been synthesized 
and applied to various gene vectors. These peptides consist of an amphipathic helix 
motif partitioned by acidic residues, such as glutamic acid and aspartic acid. At 
neutral pH, the negative charge destabilizes the a-helix and, as a result, the peptide 
forms a random coil structure. However, in acidic environments, the negative 
charge on the carboxylic group is neutralized, and subsequently an a-helix forms.

Recently, endosomal lysis has been identified as a promising strategy for the 
enhancement of endosomal escape. In adenoviruses, protein VI, a 22-kDa cement 
protein located beneath the peripentonal hexons, plays an important role in endosomal 
lysis. Adenoviral capsids disassemble in response to low endosomal pH, triggering the 
release of protein VI from the adenoviral particle [124]. Ogris et al. demonstrated that 
endosomal escape was increased by the conjugation of melittin, a cationic membrane 
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lytic peptide derived from bee sting venom, resulting in a drastic improvement in 
transfection activity [125]. To avoid cytotoxicity resulting from nonspecific damage to 
the plasma membrane, a modified melittin was developed, which exhibits membrane 
lytic activity only at low endosomal pH (pH ~5.0) [126].

Another unique approach to control the cytoplasmic distribution of drugs or 
macromolecules is direct fusion of the liposome and plasma membrane assisted by 
the fusogenic protein, HA, and the F-fusion envelope proteins from the hemagglu-
tinating virus of Japan (HVJ; Sendai virus) [127]. HVJ-liposomes were constructed 
by combining macromolecule-loaded liposomes and the fusogenic envelope pro-
teins derived from HVJ. This endocytosis-independent delivery avoided lysosomal 
degradation [128]. Efficient transgene expression with DNA-encapsulated HVJ-
liposomes was demonstrated both in vivo and in vitro [129, 130].

6.2 Cytoplasmic Stability and Trafficking of DNA

Once released into the cytosol, DNA must traverse the cytosol towards the nucleus. 
The current evidence and opinions regarding where in the cell pDNA should be 
released from the vector is controversial. Some data support pDNA release from the 
vector in cytosol for efficient transgene expression. This is consistent with results 
showing that direct cytoplasmic injection of the lipoplex exhibited much lower 
transgene expression compared with injection of naked DNA [131, 132]. In addi-
tion, Itaka et al. have demonstrated that, in various types of PEI-mediated transfec-
tion, the level of transgene expression correlates with the extent of DNA 
decondensation in the cytoplasm. [133]. Cytoplasmic translocation of pDNA may 
be driven by sequences encoded in the plasmid DNA, which are recognized by 
karyophilic proteins, such as the SV40 enhancer region [134, 135]. This region 
includes consensus sequences for various transcription factors (i.e., AP-1, AP-2 and 
NFkB). Therefore, transcription factor binding to pDNA may be a driving force for 
nuclear delivery. This strategy was also successful when other kinds of sequences 
were used (i.e., smooth muscle gamma actin (SMGA) promoter [136], NFkB-
binding sequence [137, 138] and the oriP sequence derived from the Epstein–Barr 
virus [139]). Very recently, Dean and coworkers demonstrated that naked pDNA 
introduced into the cytoplasm can accumulate in the nucleus [140]. Since this accu-
mulation was inhibited by disruption of microtubules and by the coinjection of 
antidynein antibodies, it is plausible that pDNA accumulates in the nucleus via 
dynein-mediated transport.

In contrast, data from several studies suggest that cytoplasmic decondensation 
of DNA is disadvantageous for transgene expression. Naked DNA is easily 
degraded by nuclease digestion in the cytoplasm with a half-life of dozens of min-
utes [131, 141]. Furthermore, diffusion of naked DNA in the cytoplasm is severely 
limited because the cytoplasm is highly viscous; the diffusion coefficient of naked 
DNA >2,000 bp in the cytoplasm is less than 1% of that in water [142]. In fact, 
pDNA released into the cytosol cannot enter the nucleus and, therefore, has no 
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appreciable transfection activity [143]. Very recently, real-time multiple particle 
tracking of PEI/DNA complexes in viable cells showed that the particles seem to 
be transported through the cytoplasm towards the perinuclear region on motor pro-
teins running on the microtubule-network [144, 145], which is similar to the cyto-
plasmic translocation of adenoviruses [146–148] and HSV [149–151]. It is 
unknown whether this movement is due to vesicular transport or to direct interac-
tion of the vector with motor proteins; however, condensation of pDNA with certain 
vectors is desirable for efficient cytoplasmic transport.

At this moment, the optimal intracellular site for pDNA release to effect efficient 
cytoplasmic transport and high transfection activity is yet to be identified. The 
intracellular site and timing of DNA decondensation must be tightly controlled.

6.3 Nuclear Transfer of DNA

The next barrier encountered is the nuclear membrane. Commonly used plasmid 
DNA is too large to pass through the nuclear pore complexes [135, 152–155] and, 
thus, pDNA primarily enters the nucleus when the nuclear membrane structure is 
diminished during the M-phase [156–158]. In fact, less than 1% of cytoplasm-
microinjected plasmid DNA reaches the nucleus [131]. Wolff and coworkers inves-
tigated the effect of pDNA size on nuclear transport activity using 
digitonin-permeabilized cells [153, 154]. Short DNA (<200 bp) fragments were 
effectively imported into the nucleus, whereas nuclear import decreased when the 
size of the pDNA increased and was negligible at >1,500 bp. Typically, pDNA used 
in transfection is >3,000 bp. The efficient nuclear transfer of therapeutic DNA 
requires an elegant strategy.

One approach is the conjugation of NLS to the plasmid DNA itself using chemi-
cal linkages [155]. However, in this strategy, >100 NLS peptides/1 kbp are required 
to induce nuclear delivery of pDNA, severely inhibiting transcription. Although, 
Zanta et al. demonstrated that one NLS is enough to deliver linearized DNA to the 
nucleus based on the transfection assay [159], current microinjection studies [160, 
161] cannot evaluate the utility of this strategy. Since it uses highly cationic NLS 
derived from the SV40 T-antigen, the negatively charged pDNA interferes with 
importin recognition of NLS.

A second approach is the conjugation of NLS to counter polycations. 
Condensation of pDNA with the PLL conjugated to SV40 NLS only slightly 
enhanced transgene expression compared with PLL, presumably because of the 
positively charged NLS peptide sequence [162, 163]. To avoid electric interactions 
between NLS and DNA, a novel NLS, derived from heterogeneous nuclear ribonu-
cleoprotein-A1, with fewer cationic residues (M9) was created by modifying the 
cationic peptide (scattered SV40 NLS). Complexes of DNA and the M9-modified 
polycations exhibited enhanced transfection activity when introduced into cells 
using lipofection [164]. Currently, various NLS, such as tetramers of SV40 NLS 
[123], TAT oligomers [165], Mu peptide derived from the adenoviral core [166, 
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167], and protamine [168–170] are being investigated. DNA condensation with 
these peptides drastically enhances transgene expression.

However, it is difficult to control the NLS density on the particle surface because 
cationic residues in NLS

SV40
 interact with pDNA via strong electrostatic interac-

tions. Recently, we proposed a third strategy for nuclear delivery, which mimics the 
nuclear gene delivery system of adenoviruses. In adenoviruses, NLS are spontane-
ously displayed on the adenovirus particle via a well-ordered assembly of capsid 
proteins around the DNA core. To control the topology of NLS on the particle sur-
face, a lipid derivative of a nuclear-targeting device was synthesized with the lipid 
moiety incorporated into the envelope and the NLS spontaneously oriented outward 
towards the MEND surface. This strategy resulted in effective transfection of non-
dividing cells (i.e., primary dendritic cell cultures) [171].

Moreover, our group has also focused on sugars as nuclear-targeting devices. In 
recent decades it was reported that BSA modified with certain sugars accumulated 
in the nucleus [172, 173]. Surface modification of R8-MEND with sugars increased 
transfection activity 10- to 100-fold [174]. Investigation of the mechanism of 
enhanced transfection and optimization of sugar-modified MENDs are ongoing.

6.4 Quantitative Analysis of Intracellular Trafficking: CIDIQ

As described above, strategies to control intracellular trafficking of plasmid DNA, 
ODN, siRNA and proteins were developed based on the concept of Programmed 
Packaging. Additional rational strategies, based on feedback information regarding 
intracellular trafficking, are needed for development of the next generation of gene-
delivery vectors. Feedback on intracellular trafficking would enable us to identify 
clearly which barriers need to be overcome to improve transfection activity.

The intracellular fate of DNA is determined by the interaction of many proc-
esses, including cellular uptake, endosomal release, nuclear binding, nuclear trans-
location, dissociation and protein synthesis. Thus, a computer-assisted intracellular 
kinetic model (Fig. 7) integrating these processes with kinetic parameters (i.e., first-
order rate constant: time−1) quantified experimentally is useful for the analysis, 
simulation and optimization of transgene expression [175–178]. Varga et al. inte-
grated the processes of cellular uptake, endosomal release, nuclear binding, nuclear 
translocation, dissociation and protein synthesis in a first-order mass action kinetic 
model and demonstrated that the model was useful in the optimization of transgene 
expression [177].

In spite of the great advantages of kinetic modeling, the majority of studies 
evaluated only transfection activity while intracellular events remain in a black box. 
This is primarily because of a lack of adequate assay systems for quantifying pDNA 
organelle distribution. Recently, we and other researchers have established a 
method that quantifies plasmid DNA in the nucleus using nuclear fractionation  
followed by the polymerase chain reaction (PCR) [164, 178–182]. PCR is a very 
convenient technique for quantification of pDNA. Using these methods, we can 
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investigate the relationships between applied doses of plasmid DNA and amounts 
of nuclear DNA and transgene expression. The kinetic data indicated that nuclear 
plasmid DNA increased linearly with the pDNA dose; however, remarkable satura-
tion of transgene expression was observed [181]. These results indicate that it is 
necessary to enhance not only nuclear delivery of plasmid DNA, but also nuclear 
transcription efficiency. In contrast to the pDNA content in the nucleus, very few 
reports are available concerning the amount of plasmid DNA in the endosome/lyso-
some compartment, and, therefore, it is very hard to evaluate the efficiency of 
endosomal release. Although subcellular fractionation of the endosome/lysosome 
compartment may resolve this issue, many technical difficulties, such as the multi-
step protocol, the uncertainty of recovery of the endosomal fraction and mutual 
contamination, may prevent implementation of this strategy.

Recently, we proposed a novel strategy to simply and reliably quantify the distri-
bution of pDNA in the cytosol, endosome/lysosome and nucleus simultaneously. We 
termed this method, which is based on sequential Z-series images captured by confo-
cal laser scanning microscopy (CLSM), “confocal image-assisted three-dimensionally 
integrated quantification” (CIDIQ) [183]. A schematic diagram illustrating the 
method and relevant numerical formulas are summarized in Fig. 8. After transfection 
with rhodamine-labeled pDNA, the acidic intracellular compartments (endosome/
lysosome) and nucleus were stained with Lysosensor DND-189 (green) and Hoechst 
33342 (blue), respectively, to visualize the subcellular localization of the pDNA. 

Fig. 7 Schematic diagram illustrating the intracellular pharmacokinetics and nuclear dynamics of 
DNA. Intracellular barriers to the development of gene-delivery systems are shown. DNA carriers 
bind to the plasma membrane electrostatically and are internalized via endocytosis (k
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Soon after transfection, plasmid DNA was detected as clusters. Plasmid DNA local-
ized in the endosome/lysosome, cytosol and nucleus appeared as yellow, red and 
pink clusters, respectively. To quantify the pDNA in each subcellular location, the 
pixel areas of clusters were used as an index of the amount of pDNA. First, total 
pixel area of the plasmid DNA clusters in each subcellular compartment was deter-
mined in each XY-plane. Then these values were further integrated and denoted as 
S(cyt), S(endosome/lysosome) and S(nucleus). These values represent the amount  
of plasmid DNA in each organelle in one cell. S(tot), which represents the total 
cellular uptake of the plasmid DNA in one cell, was determined by integrating these 
value. Finally, the fractions of plasmid DNA in each compartment, relative to the 
total pDNA per cell, were calculated. As shown above, transgene expression of 
STR-R8 was significantly greater than that of R8, but was much less than that of the 
commercially available Lipoplex (Lipofectamine PLUS: LFN). This approach was 
used to identify the intracellular process that is the rate-limiting step in transfection. 

Fig. 8 Schematic diagram illustrating the strategy for the quantification of plasmid DNA with 
CLSM. NIH3T3 cells were transfected with rhodamine-labeled plasmid DNA using LipofectAMINE 
PLUS. Then 3 h after transfection, the endosome/lysosome compartment and nucleus were stained 
with Lysosensor DND-189 and Hoechst 33342, respectively. The pixel areas of the plasmid DNA in 
each X–Y plane were summed for each compartment and are denoted as S¢j(i), where i represents 
each compartment (e.g., membrane-bound, endosome/lysosome, cytosol, perinucleus and nucleus). 
S¢j(i) represents the total pixel area (which corresponds to the amount of plasmid DNA) in each X–Y 
plane for each compartment (i). S¢j(i) was summed up in Z-series to obtain S(i), which represents the 
total pixel area in one cell for each compartment (i). All the S(i) values were combined to calculate 
S(tot), which reflects the total pixel area in one cell. F(i), representing the fraction of the plasmid 
DNA in each compartment in one cell, was calculated by dividing S(i) by S(tot)
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Intracellular trafficking of pDNA, transfected by LFN, stearylated octaarginine 
(STR-R8) and R8 was analyzed. Transfection of pDNA using R8 resulted in most of 
the pDNA trapped in the endosome/lysosome compartment. STR-R8 exhibited 
endosomal escape followed by nuclear translocation in a time-dependent manner. 
These data suggest that the stearyl moiety enhances endosomal escape. Furthermore, 
LipofectAMINE PLUS was the most effective in rapidly delivering DNA to the 
nucleus as well as to the cytosol. Surprisingly, nuclear localization was observed 
within 1 h after transfection, which is similar to the time-course observed for adeno-
viruses. This phenomenon is consistent with the observation that transgene expres-
sion was detected within 3 h after transfection. Collectively, the differences in the 
transgene expression were adequately explained by the CIDIQ assessment of intra-
cellular trafficking. In addition, results of inhibition studies of the internalizing process 
combined with the CIDIQ assessment provide a complete evaluation of the contribution 
of endocytosis to total cellular LFN-uptake. This method is applicable to intracellular 
pharmacokinetic analysis of various gene vectors and will be useful in the development 
of new gene delivery systems.

6.5  Quantitative Comparison of Intracellular  
Trafficking Between Viral and Nonviral Vectors

It is generally accepted that the most significant obstacle to the clinical use of non-
viral vectors is low transfection activity. Viruses have evolved sophisticated mecha-
nisms to overcome these barriers, such that delivery of the viral genome to the host 
nucleus for viral replication occurs. As a result, transfection efficiency of viral vec-
tors is superior to nonviral vectors. Therefore, it is essential to clarify why and to 
what extent current nonviral vectors are inferior to viral vectors from the point of 
view of intracellular trafficking [183]. This information would enable us to identify 
which intracellular barriers must be overcome to improve transfection activity, and 
to what extent transfection activity might be improved if the barriers were over-
come. Recently, our group compared intracellular trafficking between adenoviruses 
and LFN, as models of a viral and nonviral vector, respectively [179]. First, 
transfection activities were compared. When used according to the manufacture’s 
protocol, the time course of pDNA expression with LFN was comparable to that 
with adenoviruses. However, based on the dose–response curves, comparable trans-
gene expression between the two vectors was achieved only when the number of 
gene copies was 3–4 orders of magnitude higher using the LFN vector compared 
with the adenoviral vector. Therefore, it is important to identify which intracellular 
process is responsible for such a large difference in transfection activity.

First, the cellular uptake of pDNA transfected using LFN and adenoviruses were 
quantified. Then, 1 h after transfection, cells were collected and cellular uptake was 
evaluated using real-time PCR. Cellular uptake of DNA using LFN was approximately 
15,000-fold greater than that using adenoviruses. Normalizing cellular uptake to the 
applied dose, more than 40% of the pDNA was taken up by the cell with LFN, 
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whereas, only 10% was taken up with adenovirus. Next, the intracellular distribution 
of pDNA and adenoviruses was quantified with TaqMan PCR and CIDIQ. Then, 
1 h after transfection, nuclear delivery of DNA was more efficient with adenovi-
ruses than with LFN. However, the nuclear transport efficiency of adenoviruses was 
only twofold greater than that of LFN. Thus, the large difference in transfection 
efficiency could not be explained by intracellular trafficking. Finally, comparison 
of the nuclear delivery of DNA revealed that LFN required three to four orders of 
magnitude more gene copies than did adenoviruses to obtain comparable transfec-
tion activities. Transcription efficiency was calculated as expression divided by the 
number of gene copies in the nucleus. Adenoviruses were 8,100-fold more efficient 
at nuclear transcription than LFN [179]. This result indicates that the difference  
in transfection efficiency between LFN and adenoviruses is due to a postnuclear-
delivery process.

6.6  Mechanism for the Difference in Postnuclear  
Delivery Events Between Adenoviruses and LFN

To apply this quantitative information to the development of artificial vectors, we 
must understand why the transcription activity of adenoviral vectors is so high. 
To examine the influence of genome structure and sequence on transfection activ-
ity, adenoviral DNA and pDNA encoding GFP were microinjected into the nucleus 
and GFP expression efficiency was evaluated. GFP expression efficiency was com-
parable between adenoviral DNA and pDNA. Therefore, differences in DNA 
sequence and structure cannot explain the difference in transcription efficiency 
between adenoviruses and LFN [179]. Collectively, these data suggest that efficient 
transgene expression of DNA delivered to the nucleus in adenoviruses cannot be 
explained by adenoviral-derived factors.

Differences in intranuclear distribution of DNA were examined by visualizing 
decondensed DNA using in situ hybridization. It was confirmed that the ODN 
probe can access a specific sequence in naked DNA, but not in complexed DNA, 
due to steric hindrance. The pDNA signal was less prominent compared with the 
adenoviral genome, even though the total amount of nuclear DNA was higher with 
LFN transfection than with adenoviral transfection. Furthermore, it was determined 
that adenoviral DNA was localized on the euchromatin region where transcription 
activity is relatively high. In contrast, the plasmid DNA was randomly distributed. 
These results suggest that poor decondensation and poor targeting of DNA to the 
euchromatin region are responsible for the lower nuclear transcription efficiency of 
LFN compared with that of adenoviruses.

It is important to remember that transgene expression of DNA delivered to the 
nucleus is limited by transcription and translation. Therefore, the contributions of 
these two processes to the overall differences in efficiency of postnuclear processes 
were quantified by measuring cellular mRNA. Transcription efficiency was calcu-
lated as mRNA expression divided by nuclear DNA [179]. Similarly, translation 
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efficiency was calculated as transgene expression divided by mRNA expression. 
Translation efficiency with adenoviral transfection was approximately 16-fold 
higher than that with LFN. Furthermore, the translation efficiency of adenoviruses 
was 460-fold higher than that of LFN. Therefore, the difference in the postnuclear-
delivery process between LFN and adenoviruses, which was three orders of magni-
tude, was due to a one order of magnitude difference in transcription efficiency and 
a two orders of magnitude difference in translation efficiency.

The mechanisms underlying the prominent differences in translation were exam-
ined. Because RNA is a negatively charged molecule, LFN may interact with 
mRNA via electrostatic interactions. If this assumption is correct, two hypotheses 
can explain the difference in translation efficiency. The first is that LFN may entrap 
mRNA in the nucleus, thereby interfering with its nuclear export. The second is that 
the recognition of cytoplasmic mRNA by ribosomal RNA or another translation-
related protein is inhibited. To examine these hypotheses, the nuclear distribution 
of mRNA was compared after adenoviral- and LFN-mediated transfection. Then, 
3 h after transfection, cellular and intranuclear mRNA were quantified using real-
time RT-PCR. Therefore, electrostatic interactions between LFN and mRNA did 
not inhibit nuclear export of mRNA. To compare the effect of LFN and adenoviral 
vectors on cytoplasmic translation, mRNA encoding luciferase was subjected to in 
vitro translation with or without adenoviruses or LFN. When adenoviruses were 
applied, protein synthesis was inhibited 20% compared with no treatment. In con-
trast, when LFN was added, protein synthesis was drastically inhibited – by more 
than 90% [179]. These data indicate that the inhibition of translation due to electro-
static interactions between LFN and mRNA is a significant contributor to the 
difference in translation efficiency between LFN and adenoviruses.

6.7 Mechanisms for Heterogeneity in Nonviral Vectors

Another disadvantage of the current nonviral gene vectors is heterogeneous 
transgene expression. In an attempt to investigate the mechanism underlying 
this heterogeneity, the relationship between the efficiency of pDNA nuclear 
delivery and transgene expression was examined in individual cells transfected 
with LFN [185].

To visualize simultaneously nuclear delivery of pDNA and transgene expression 
in individual cells, lipoplexes were formed using a 1:1 mixture of b-galactosidase 
(LacZ)-encoding pDNA and rhodamine-labeled pDNA. The lipoplexes were used 
transfected to HeLa cells and, 3 h posttransfection, the nucleus was stained with 
Hoechst 33342 to distinguish nucleus-delivered pDNA from cytosolic pDNA. 
Transgene expression of LacZ was fluorescently visualized using an in vivo lacZ 
b-galactosidase detection kit. A Z-series of 20 images was captured by CLSM and 
each 8-bit image was transferred to Image-Pro Plus ver 4.0 software for quantitative 
analysis. Since pDNA was detected in clusters, the pixel area of each cluster was 
used as an index of the amount of pDNA.
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Out of 204 randomly selected cells, 46 cells (22.5%) possessed nuclear pDNA. 
As expected, LacZ activity was below the detection limit in almost all of the nuclear 
pDNA-negative cells. However, simultaneous detection of nuclear pDNA and 
transgene expression showed that LacZ activity was detected in only 15 out of 46 
nuclear pDNA-positive cells (32.6%), suggesting that nuclear delivery was not suf-
ficient for transgene expression. The relationship between nuclear pDNA delivery 
and transgene expression was further investigated using synchronized HeLa cells. 
Cellular uptake and subsequent nuclear delivery were diminished. In contrast, 
nuclear delivery of pDNA was observed in M-phases and even in G

o
/G

1
 phases. 

This result was inconsistent with the generally accepted hypothesis that pDNA 
enters the nucleus mainly during the late S phase and M-phase when the nuclear 
membrane structure is diminished. In addition, the percentage of LacZ-positive 
cells relative to the percentage of nuclear pDNA-positive cells increased drastically 
when the synchronized cell population passed through the M-phase. These data 
suggest that mechanisms other than improved nuclear delivery of pDNA may 
enhance transgene expression during the M-phase. In cell lines stably transfected 
with luciferase, luciferase expression was independent of the cell-cycle phase, sug-
gesting that the transcription machinery itself is active in each phase of the cell 
cycle. A possible explanation for the increase in pDNA expression in the M-phase 
is that pDNA may be inactivated by the tight condensation with LFN and may be 
reactivated by remodeling. These findings clearly indicated that optimization of 
postnuclear events is essential for the achievement of transgene expression that is 
comparable to that of viral vectors and for resolution of heterogeneity.

In summary, cellular uptake and nuclear delivery demonstrated that the large 
difference in transfection efficiency is primarily due to a postnuclear delivery proc-
ess. Simultaneous visualization of markers for gene expression and nuclear transfer 
indicated that a postnuclear delivery process is also a key factor responsible for 
heterogeneity. Furthermore, by measuring mRNA expression, this difference can be 
partitioned into transcription- and translation-related events. During transcription, 
adenoviruses are efficient due to efficient decondensation and adequate intranuclear 
trafficking. During translation, the electrostatic interactions between LFN and 
mRNA may prevent efficient translation. Improvement of these processes is impor-
tant for the development of efficient gene carriers. However, the importance of the 
regulation of intracellular pharmacokinetics cannot be excluded. Intracellular phar-
macokinetics and postnuclear delivery processes (i.e., transcription and translation) 
function in tandem. Therefore, if intracellular pharmacokinetics are minimally 
regulated, transfection activity will be poor. Nuclear delivery remains a significant 
barrier for nonviral vectors, especially in nondividing cells. Therefore, it is impor-
tant to emphasize that both intracellular pharmacokinetics and pharmacodynamics 
must be regulated to produce a nonviral vector with transfection activity comparable 
to that of adenoviruses.
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Abstract With recent advances in nanotechnology, development of nanomaterial 
bioconjugates is growing exponentially towards eventual translation into biomo-
lecular recognition layers on surfaces. Label-free monitoring of biorecognition 
events is also key-technology and provides a promising platform, which is simple, 
cost-effective, and requires no external modification to biomolecules. In this review, 
we describe the application of nanomaterials, mainly metal nanoparticles, and 
 specific applications of carbon nanotubes (CNTs) based label-free approaches.
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Sensors

1  Label-Free Plasmonic Sensors Based on Gold-Capped 
Nanoparticles Substrate

1.1 Introduction

The recent revolutionary developments of nanoscience and nanotechnology 
have made great contributions to optical sensors and nanodevices fields [1, 2]. 
Because of larger shapes compared to individual atoms and, smaller, to the 
bulk solid, nanostructures display the intermediate behavior between macro-
scopic solid and atomic or molecular system [3]. Their unique properties are 
high surface to volume ratio [4–6], quantum size effect [7], and electrodynam-
ics interactions. The noble metal nanostructures, namely, gold, silver, and cop-
per, possess unique optical property for sensing with refractive index of 
surrounding medium that have received considerable attention from research-
ers [8, 9].

A common plasmonic sensor based on the immobilization of gold nanoparticles 
on a glass slide has been discussed lately [10–12]. However, several drawbacks of 
this plasmonic sensor have been pointed out. One of them is the complicated chem-
istry required to form a self assembled monolayer (SAM) of gold nanoparticles; the 
slightest defect in the uniformity of SAMs might cause significant problems in the 
reproducibility and reliability of results. Moreover, integrating this plasmonic sub-
strate into other technologies as well as their miniaturizations in the compact sys-
tem is limited because of the necessity of Kretschmann configuration in its total 
internal reflection mode.

To overcome the above limitations, a flexible, stable nanostructure substrate, 
gold-capped nanoparticles structure, which can excite plasmonic signals in a 
simple collinear optical system, is proposed. This is shown in Fig. 1a [13–15]. In 
that construction, the silica nanoparticles are used as the “core” and thin gold 
films as the “cap” coated at the top of the “core.” The atomic force microscope 
(AFM) image evidently indicates that the nanoparticles formed a monolayer on 
the glass substrate (Fig. 1b). Therefore, we can control the excitation mode of 
absorption spectra of gold-capped nanoparticle structure by changing the size of 
silica nanoparticle and the thickness of gold layer. The results shown in Fig. 1c 
clearly indicate that when the gold thickness is increased, keeping the core size 
constant, the peak wavelength of the absorbance spectra is shifted to the shorter 
wavelength and the maximum of peak intensity is achieved at a particular gold 
thickness. On the basis of gold-capped nanoparticles substrate, two types of plas-
monic sensors, protein and membrane sensors are presented with high sensitivity 
and selectivity, opening possibilities for massively parallel detection in a minia-
turized package as well as incorporation with other methods such as electro-
chemical, quartz crystal microbalance (QCM), etc.
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1.2  A Protein Sensor for Label-Free Monitoring  
of Antigen–Antibody Interactions

Development of optical protein sensors based noble nanostructure currently 
receives great attention because of their potential for highly efficient, simultaneous 
analysis of a number of important biomolecules from proteomics to genetics. In this 
study, we utilize the absorbance spectra of gold-capped nanoparticle substrates for 
label-free detections of antigen–antibody reactions using protein A which it is 
hoped will make the “upright” orientation of the antibody so that it interacts better 
with the specific antigen (Fig. 2a). In this case, after attaching anti-casein antibod-
ies onto the gold surface, we produce a casein sensor and use it to detect casein in 
a milk sample [16].

Adding casein onto the antibodies modified substrate surface, we find a peak 
absorbance increment caused by the specific antigen–antibody reactions (Fig. 2b). 
Analytical range and sensitivity of the casein sensor with different concentrations 

Fig. 1 a Experimental setup for optical measurement of the gold-capped nanoparticle substrate. 
b AFM image of substrate surface. c The peak intensity characterizations of the absorbance spec-
tra for three core sizes of 50, 100, and 150 nm in diameter
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of casein, between 0 and 100 mg mL−1, are also investigated. Hence, the depend-
ences of absorbance intensity increments on the casein concentrations in milk are 
established as shown in Fig. 2c.

With high precision, the casein sensor based on gold-capped nanoparticle sub-
strates can be further used as a promising candidate for low-cost and highly 
 sensitive quantification of analytes in a simple and rapid format.

Another interested point regarding protein sensors is the development of a label-
free system that allows studying biomolecular interactions in real-time. For this 
reason, Tamiya et al. propose a microfluidic chips fabricated by soft lithography 
technique using poly(dimethylsiloxane) (PDMS) material (Fig. 3a) [17]. This 
microfluidic based protein sensor enables us to interrogate specific insulin and anti-
insulin antibody reaction in real-time with a limit of detection (LOD) of 100 ng mL−1 
target insulin (Fig. 3b). Moreover, the kinetic constants for the process of 
 interaction of insulin and anti-insulin antibody immobilized on a surface can be 
determined by linear transformation of sensograms with an overall affinity constant 
K (k

a
/k

d
) of 2.39 × 107 M−1. This microfluidic chip holds several advantages such as 

real-time detection at low experimental cost with less reagent consumption, kinetic 
constant determination of antigen–antibody interaction, and reduction of the total 
analysis time. It actually opens a crucial potential for micro total analysis system 
(µTAS) integration.

Fig. 2 a Scheme of protein sensor using protein A linker. b Absorbance spectra responses moni-
tored using (dashed line) bare gold-capped nanoparticle substrate, (dotted line) anti-casein anti-
body immobilized substrate, (solid line) after the antigen–antibody reactions with 100 mg mL−1 
casein. c Calibration plot using the milk samples spiked with casein at various concentrations
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1.3  A Label-Free Membrane Sensor for the Detection of Peptide 
Binding Using Electrochemical–Optical Methods

Plasmonics and electrochemistry measurements connecting to gold-capped nano-
particles structure are successfully exploited in a simultaneous detectable scheme. 
A membrane-based sensor to detect optically the binding of peptide toxin melittin 
to hybrid bilayer membrane (HBM) and electrochemically assess its membrane-
disturbing properties as a function of concentration has been presented in [18].

Optical behaviors of gold-capped nanoparticle substrate are investigated corre-
sponding to the HBM deposition steps in Fig. 4a. Compared to the bare substrates, 
the absorbance spectra of alkanethiol-modified ones change due to the  self-assembly 
formation of 1-decanethiol on the gold surface (Fig. 4b). Both the peak shift and 
the increase in absorbance of the gold-capped structure nanoparticle substrates can 
be used as the optical signatures to examine biomolecular interactions. Because of 
its slightly higher sensitivity, monitoring the peak intensity changes of the absorb-
ance spectra is focused in this study. Dispersing with lipid vesicle solution, the 
alkanethiol-modified hydrophobic surface makes contact with acyl chains of polar 
lipids, orienting its polar headgroups towards the solution. Consequently, the 
 formation of HBM causes an intensive increase in the absorbance spectrum by 
about 0.039 (a.u.) in comparison to the decanethiol modified surface.

On the other hand, the presence of 1-decanethiol and successive dimyristoylphos-
phatidylcholine (DMPC) layers on the bare substrate surface strongly suppresses the 
electrochemical reaction of redox probes. As demonstrated in Fig. 4c, decreases in 
the magnitude and insignificant changes in the peak separation achieved from 
1-decanethiol modified substrate surface and HBM-covered substrate suggest that a 
simple membrane-based sensor is successfully created from gold-capped nanoparti-
cle substrate. However, when a melittin solution of 100 ng mL−1 is introduced onto 
the HBM modified surface, the amperometric respond of [Fe(CN)

6
]3−/4− considerably 

Fig. 3 a The PDMS based microfluidic chip for real-time monitoring of biomolecular interac-
tions. b Real-time monitoring of insulin to anti-insulin antibody immobilized on chip surface
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increases. This enhancement implies that the melittin can interact with the mimic 
biomembrane, causing the leakage of this layer.

The binding of melittin to HBM mediated by its functionality is carried out in 
the same substrate using electrochemical-optical methods with the LOD of 
10 ng mL−1 melittin (Fig. 4d). Up to now, there have been only a few studies on the 
interaction between melittin and biomembrane using electrochemical methods and 
plasmonic approaches. The reasons for the small amount of research on the above 
problem are widely considered in many aspects, especially the complex nature of 
interaction system and the lack of a suitable integrated chip. This work opens up an 
effective and trouble-free way to develop other membrane-based sensors for the 
detection of a huge number of functional protein toxins that does not require taking 
Kretschmann configuration for surface plasmon excitation into account. Current 
work is underway to integrate this sensor into microfluidic and expand it into multi-
array format to make an impact contribution to µTAS progress.

1.4 Conclusions

The implementations of gold-capped nanoparticles substrates reported here provide 
the experimentally simple and convenient plasmonic sensors that can be easily used 
in most biochemistry laboratories. With user-friendly operations the gold-capped 
nanostructure is promising for creating a flexible detection capability in a highly 
miniaturized package.

Fig. 4 a Fabrication of membrane-based sensor. b The peak absorbance intensity changes of the 
gold-capped structure nanoparticle substrate. c Cyclic voltammogram of the gold-capped structure 
nanoparticle substrate (a), of the thiol-modified substrate (b), of the HBM-covered substrate (c), 
and after incubation with 100 ng mL−1 melittin (d) in 2 mM [Fe(CN)

6
]. d The calibration curves 
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2 Biosensors Using Carbon Nanotubes

2.1 Introduction

Carbon nanotubes (CNTs) have been produced and observed under a variety of 
conditions prior to 1991 [19]. They are cylindrical graphite sheets with properties 
that make them potentially useful in a wide variety of applications in fields of mate-
rials science. They exhibit extraordinary strength and unique electrical properties 
and are used in electrochemical biosensors for promoting electron transfer reactions 
with electroactive species. There are two groups of CNTs: single-walled CNTs 
(SWCNTs) and multi-walled CNTs (MWCNTs) [20]. SWCNTs are comprised of 
a cylindrical graphite sheet of nanoscale diameter (~1 nm) capped by hemispherical 
ends. MWCNTs comprise several to tens of concentric cylinders of these graphite 
shells with a layer spacing of 3–4 Å. They have a diameter between 2 and 100 nm 
[21]. Since their first application to the study of dopamine [22], CNTs increasingly 
show potential in bioelectrochemistry.

2.2 CNTs Based Biosensor for Enzyme Reaction

Electrochemical biosensors using CNTs, particularly enzyme electrodes, have greatly 
benefited from properties of CNTs based devices to promote the electron transfer 
reactions of enzyme reactions. Besteman et al. [23] reported that glucose oxidase 
(GOx) was attached to the sidewalls of a semiconductive SWCNT by using a bifunc-
tional reagent. The conductance of the enzyme-functionalized SWCNT was increased 
by the biocatalytic process, which started with the addition of glucose [23]. Wang et 
al. [24] reported a mediator free glucose sensor based Nafion-coated CNTs-modified 
glassy carbon electrode. The electrodes exhibit a strong and stable electrocatalytic 
response toward hydrogen peroxide. The marked acceleration of the hydrogen perox-
ide redox process is very attractive for the operation of oxidase-based amperometric 
biosensors for the highly selective low-potential (−0.05 V vs Ag/AgCl) biosensing of 
glucose. Rubianes and Rivas [25] also reported a highly selective and sensitive glu-
cose biosensor without using any metal, redox mediator or antiinterference mem-
brane. No interference was observed at −0.100 V even for large excesses of ascorbic 
acid, uric acid and acetaminophen. A linear response up to 30 mM (5.40 g L−1) glu-
cose with a detection limit of 0.6 mM (0.11 g L−1) were obtained with CNTs paste 
electrodes modified with 10 wt% GOx. Musameh et al. [26] described CNTs-
modified glassy carbon electrodes exhibiting strong and stable electrocatalytic 
response toward NADH. A substantial (490 mV) decrease in the overvoltage of the 
NADH oxidation reaction (compared to ordinary carbon electrodes) is observed using 
single-wall and multi-wall CNTs coatings, with oxidation starting at ca. −0.05 V (vs 
Ag/AgCl; pH 7.4). Furthermore, the NADH amperometric response of the coated 
electrodes is extremely stable, with 96% and 90% of the initial activity remaining 
after 60 min stirring of 2 × 10−4 and 5 × 10−3 M NADH solutions, respectively (com-
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pared to 20% and 14% at the bare surface). Wang and Musameh [27] also reported 
on an MWCNTs-based alcohol biosensor, based on the incorporation of alcohol-
dehydrogenase/NAD+ within a three-dimensional MWCNTs/Teflon matrix. Deo  
et al. [28] described an amperometric biosensor for organophosphorus (OP) pesti-
cides based on a CNT-modified transducer and an organophosphorus hydrolase 
(OPH) biocatalyst. The sensor performance was optimized with respect to the surface 
modification and operating conditions. Under optimal conditions the biosensor was 
used to measure as low as 0.15 mM paraoxon and 0.8 mM methyl parathion with 
sensitivities of 25 and 6 nA mM−1, respectively. Tujita et al. [29] fabricated CNT 
amperometric chips with pneumatic micropumps by the combination of amperomet-
ric biosensors based on CNT-arrayed electrodes and microchannels with pneumatic 
micropumps made of PDMS (Fig. 5). CNTs-based transducers have been shown to 
be useful for their resistance to surface fouling of transducers and for enhancing the 
performance of enzyme electrodes.

Si3N4
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Pt/Ti Ag/AgCl

Liquid inlets

Micro pumps

Liquid outlet

A B
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c d

b

Fig. 5 Schematic plan-view image of CNT amperometric biosensor (a), scanning electron micro-
scopy (SEM) image of CNT electrode (b), optical (c) and schematic plan-view (d) images of 
microfluidic chips with CNT-arrayed electrodes with pneumatic micropumps
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2.3 CNTs Based Biosensor for Biomolecules (Proteins)

Electrochemical detection for biomolecules is of great interest owing to its high 
sensitivity and compatibility for miniaturization and mass-fabrication. Normally 
specific biomolecules can be measured by the methods involving antibody reaction. 
CNTs based biosensors for biomolecules combined antibodies have been reported. 
Okuno et al. [30] fabricated a label-free electrochemical immunosensor using 
microelectrode arrays modified with SWCNTs (Fig. 6). They measured total pros-
tate-specific antigen (T-PSA) using differential pulse voltammetry (DPV). The 
label-free detection of T-PSA was carried out by measuring current signals, derived 
from the oxidation of tyrosine (Tyr), and tryptophan (Trp) residues, increased by 
the interaction between T-PSA on T-PSA-mAb covalently immobilized on 
SWCNTs. The detection limit for T-PSA was determined to be 0.25 ng mL−1 [31]. 
CNTs based biosensors for biomolecules using aptamers instead of antibodies was 
reported. Aptamers are synthetic oligonucleotides that can be generated to bind 
selectively to low molecular weight organic and inorganic substrates and to macro-
molecules such as proteins and drugs, with high affinity. Maehashi et al. [32] 
reported that a sensor based on aptamer-modified CNT-FET was developed for 
label-free detection of immunoglobulin E (IgE). Briefly, 5¢-amino-modified aptam-
ers were immobilized on CNT channels and the electrical properties monitored in 

Fig. 6 a Illustration for the experimental setup with single-walled carbon nanotube (SWNT)-
modified Pt microelectrode as the working electrode, Pt wire as the counter electrode, and the 
miniaturized reference electrode (RE, Ag/AgCl) with SEM images of a SWNT-modified micro-
electrode. b Illustration for the label-free electrochemical immunosensor design. Monoclonal 
antibodies against total prostate-specific antigen (T-PSA-mAb) were covalently anchored onto the 
SWNTs using 1-pyrenebutanoic acid succinimidyl ester (Linker). The peak current for the intrin-
sic oxidation of proteins, deriving from their electroactive amino acids, increases as the antigen–
antibody complex is formed
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real-time. Upon introduction of IgE, a sharp decrease in the source-drain current 
was observed. After optimization, the LOD was determined at 250 pM IgE. They 
also compared the performance of this aptasensor and the IgE immunosensor 
described earlier in the same article [31]; under similar conditions the aptasensor 
provided better sensitivity (Fig. 7). So et al. [32] also utilized the real-time detec-
tion of protein using SWCNT-field-effect transistor (FET) based aptasensors. 
Antithrombin aptamers, highly specific to serine protein thrombin, were immobilized 
on the sidewall of an SWCNT-FET using carbodiimidazole-activated Tween 20 as 
the linking molecules. The binding of thrombin aptamers to SWCNT-FETs caused 
a rightward shift of the threshold gate voltages, presumably due to the negatively 
charged backbone of the DNA aptamers.

2.4 CNTs Based Biosensor for Nucleic Acids

Optical detection methods have commonly been used for detections of DNA 
hybridization, which are highly sensitive and specific methods [33, 34]. However, 
they need professional knowledge and techniques, and are very difficult to miniaturize. 
Recently, a number of CNTs based electrochemical biosensors for sensing DNA 
have appeared. Williams et al. [35] monitored the attachment of a 12-mer peptide 
nucleic acid (PNA) probe to a CNT by using atomic force microscopy. An MWCNT 
nanoelectrode array was used for the electrochemical detection of DNA hybridiza-
tion in connection with a ruthenium complex [36]. The open ends of MWCNT 
exposed at the dielectric surface acted as nanoelectrodes on a planarized SiO

2
 

matrix [36]. Kerman et al. [37] developed a nanosensor array composed of CNT 
field-effect transistors (CNTFETs) on SiO

2
/Si substrates. A SAM of PNA probes 

associated with the tumor necrosis factor-a gene (TNF-a) was attached onto the 
gold electrode on the reverse side of the CNT-FET device (Fig. 8). A time depend-
ent conductance increase was monitored upon sequential introduction of wild-type 
DNA samples through a microfluidic channel of the PDMS chip. High selectivity 
of PNA probes only toward the full-complementary wild-type DNA samples ena-
bled rapid and simple discrimination against single-nucleotide polymorphism 

Fig. 7 Schematic representation of label-free protein biosensors based on CNT field-effect tran-
sistors (CNTFETs): a antibody-modified CNT-FET; b aptamer-modified CNT-FET
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(SNP) or noncomplementary DNA. Concentration dependent measurements indi-
cated an LOD of 6.8 fM wild-type DNA [37].

2.5 Conclusions

Exploiting the electrical properties of CNTs with nanotechnology, CNTs con-
tinue to attract enormous interest as component in biosensors. Biosensors using 
CNTs are increasingly becoming one of the most promising candidates for meas-
uring enzyme reactions, biomolecules and nucleic acids. We suggest that CNTs 
based electrochemical detections are promising methods for applications in 
numerous biosensor schemes.

3 Biosensors Using Gold Nanoparticles

3.1 Introduction

Nowadays there is great interest in using metal nanoparticles in electrochemical 
biosensors. In this part we will discuss their sensor applications by focusing on 
several unique physicochemical properties of metal nanoparticles, especially of 
gold nanoparticles. Gold nanoparticles have been used in many areas of bioanalyti-
cal methods through the unique properties, such as extremely high extinction 
 coefficients and straightforwardness in introducing surface functionality.

Fig. 8 Schematic diagram for the integration of the microflow chip and the electrical detection 
system for real-time monitoring of DNA hybridization by CNTFETs
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3.2  Gold Nanoparticles Based Electrochemical  
Biosensor for Proteins

The pioneering works about the use of gold nanoparticles as electrochemical labels 
for the voltammetric detection of proteins were performed by González-García et al. 
[38] and Dequaire et al. [39]. The high affinity between streptavidin and biotin was 
detected using the adsorptive stripping voltammetric signal of gold nanoparticles 
down to the 2.5 nM streptavidin level [38]. The heterogeneous sandwich immunoassay 
based on the stripping voltammetric detection of gold nanoparticles involved the 
binding of the Au-labeled secondary antibody, followed by acid dissolution and 
anodic stripping electrochemical measurement of the solubilized gold tracer on a 
bare screen-printed carbon strip [39]. Since their first application, an immunosensor 
for the detection of antigen–antibody reactions, a variety of electrochemical bio-
sensing schemes involving enzymes [40–42], and colloidal metal nanoparticles 
[43–45] as labels have been reported. In particular, metal nanoparticles have excel-
lent conductivity and catalytic properties. Metal nanoparticle can act as “electronic 
wires” and promote the communication between the redox centers in proteins and 
electrode surfaces [46]. Liu et al. [47] has developed an immunosensor for the 
detection of aflatoxin B1 (AFB1) based on a bioelectrocatalytic reaction involving 
Au nanoparticles using microcomb electrodes. The microcomb electrode was fab-
ricated by means of self-assembling horseradish peroxidase (HRP) and AFB1 
antibody molecules onto gold nanoparticles functionalized biorecognition surfaces. 
The presence of nanogold provided a congenial microenvironment for the immobi-
lized biomolecules and decreased the electron transfer impedance, leading to a 
direct electrochemical behavior of the immobilized HRP. Liang and Mu [48] modi-
fied screen-printed electrodes with Au nanoparticles and performed a flow injection 
immunobioassay for the detection of interleukin-6 in humans. Their immunosensor 
was prepared by entrapping HRP-labeled IL-6 antibody into gold nanoparticles-
modified composite membrane at a screen-printed graphite electrode. Idegami et al. 
[49] developed a sensitive immunosensor for the detection of pregnancy marker, 
human chorionic gonadotropin hormone (hCG) using the direct electrical detection 
of gold nanoparticles. They utilized disposable screen-printed carbon strips for the 
development of our immunosensor, which provided cost-effective tests with the 
required antigen sample volume as small as 2 mL. After the recognition reaction 
between the surface-immobilized primary antibody and hCG, the captured antigen 
was sandwiched with a secondary antibody that was labeled with Au nanoparticles. 
Au nanoparticles were exposed to a preoxidation process at 1.2 V for 40 s, which was 
subsequently followed with a reduction scan on the same surface using DPV (Fig. 9). 
Additionally, they observed that the number of gold nanoparticles on the immunosen-
sor was determined using scanning electron microscopy images, and showed a linear 
relationship with the current intensity obtained from the DPV measurements with a 
detection limit of 36 pg mL−1 hCG (612 fM, 3.6 × 10−4 IU mL−1). Recently, an electro-
chemical biosensor combining gold nanoparticles with saccharides for detection of 
Alzheimer’s amyloid-beta (Ab) was developed. Chikae et al. [50] reported the 
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 electrochemical sensing of saccharide–protein interactions using a couple of sialic 
acid derivatives and Ab. The densely-packed saccharide area for recognition of pro-
tein was fabricated onto a carbon electrode by three steps – electrochemical deposi-
tion of gold nanoparticles on a screen-printed strip, SAM formation of the acetylenyl 
group on gold nanoparticles, and the cycloaddition reaction of an azide-terminated 
sialic acid to the acetylenyl group (Fig. 10). The intrinsic oxidation signal of the cap-
tured Ab (1-40) and (1-42) peptides, containing a single Tyr residue, was monitored 
at a peak potential of 0.6 V (vs Ag/AgCl within this sensor) in connection with DPV. 
The peak current intensities were concentration dependent.

Fig. 9 Schematic illustration of the disposable immunosensor system. The primary antibody was 
immobilized directly on the screen-printed carbon strip surface, and a series of sandwich-type 
immunoreactions were performed on a single strip (a). A high potential, at 1.2 V, was applied in 
0.1 M HCl for the oxidation of Au nanoparticles, called as the preoxidation (b), and then, the 
voltammetric measurement was performed (c)
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Fig. 10 Schematic illustration of the nanobioelectronic detection system for Alzheimer’s Ab 
peptides. The sugar immobilized substrate was prepared through i–iii steps (i) deposition of gold 
nanoparticle on carbon electrode, (ii) formation of acetylenyl-terminated self assembled monol-
ayer, and (iii) saccharide immobilization for Ab detection. The attachment of Ab peptide to the 
sugar layer and the electrochemical detection were realized on a single electrode. The peak oxida-
tion current response of Tyr residue of Ab was utilized as the analytical signal
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3.3  Gold Nanoparticles Based Electrochemical  
Biosensor for Enzyme Reaction

Gold nanoparticles have been extensively used for promoting the direct electron 
transfer for electrochemical biosensors such as a glucose sensor. Liu and Ju [51] 
report a high sensitivity with GOx immobilized on colloidal gold modified carbon 
paste electrode. They showed this could be used for glucose detection with a high 
sensitivity (8.4 mA mM−1), a linear range from 0.04 to 0.28 mM, and a detection 
limit of 0.01 mM at a signal-to-noise ratio of 3s. Since the pioneering works on the 
use of gold nanoparticles as electrochemical labels for the voltammetric detection 
of proteins, a number of glucose sensors have been reported. Zhang et al. [52] 
developed a feasible method to fabricate glucose biosensor by covalent attachment 
of GOx to a gold nanoparticle monolayer modified gold electrode. The sensor pro-
vided a linear response to glucose over the concentration range of 2.0 × 10−5 to 
5.7 × 10−3 M with a sensitivity of 8.8 mA mM−1 cm−2 and a detection limit of 8.2 mM. 
Zao et al. [53] reported that the direct electron transfer of GOD was achieved based 
on the immobilization of GOD/colloidal gold nanoparticles on a glassy carbon 
electrode by a Nafion film. Enzyme reactions other than those involving glucose 
can also be measured by electrochemistry using gold nanoparticles. Kerman et al. 
[54] demonstrate the application of gold nanoparticles in the electrochemical detec-
tion of protein phosphorylation. Their method is based on the labeling of a specific 
phosphorylation event with gold nanoparticles, followed by electrochemical detec-
tion. The phosphorylation reaction is coupled with the biotinylation of the kinase 
substrate using a biotin-modified adenosinetriphosphatase as the cosubstrate. When 
the phosphorylated and biotinylated kinase substrate is exposed to streptavidin-
coated gold nanoparticles, the high affinity between the streptavidin and biotin 
resulted in the attachment of gold nanoparticles on the kinase substrate. The elec-
trochemical response obtained from gold nanoparticles enables monitoring of the 
activity of the kinase and its substrate, as well as the inhibition of small molecule 
inhibitors on protein phosphorylation (Fig. 11). Du et al. [55] developed a novel 
electrochemical method for investigation of pesticide sensitivity using acetylcho-
linesterase biosensor based on colloidal gold nanoparticle modified sol–gel inter-
face screen-printed electrode.

3.4  Gold Nanoparticles Based Electrochemical  
Biosensor for Nucleic Acids

Recently, an impressive number of interested designs for gold nanoparticles based 
electrochemical sensing for DNA have appeared. A novel gold nanoparticle–
streptavidin conjugate covered with a large number of ferrocenylalkanethiol mole-
cules was synthesized, and applied to amplified sandwich hybridization assays of 
oligonucleotides and real samples related to hepatitis B virus [56]. Electrochemical 
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detection of DNA immobilized on gold nanoparticles by a SAM modified electrode 
with silver nanoparticle label has recently been reported by Wang et al. [57]. The 
electrochemical oxidation signal of gold nanoparticles anchored on a probe enabled 
the detection of factor V Leiden mutation in PCR samples [58]. Kerman et al. [59] 
reported that the unique binding event between Escherichia coli single-stranded 
DNA binding protein (SSB) and single-stranded oligonucleotides conjugated to 
gold nanoparticles was utilized for the electrochemical detection of DNA hybridization. 
SSB was attached to SAM of single-stranded oligonucleotide modified gold nano-
particle, and the resulting gold tagged SSB was used as the hybridization label. 
Changes in the gold oxidation signal were monitored upon binding of gold tagged 
SSB to probe and hybrid on the electrode surface. The amplified oxidation signal 
of gold nanoparticles provided a detection limit of 2.17 pM target DNA, which can 
be applied to genetic diagnosis applications (Fig. 12). Tsai et al. [60] developed an 
electrical DNA detection method that detected target DNA at concentrations as low 
as 1 fM by using self-assembly multi-layer gold nanoparticle structure between 
nano-gap electrodes.

3.5 Conclusions

Gold nanoparticle can promote the communication between the redox centers in 
proteins and electrode surfaces. The catalytic activity of gold nanoparticles to 
amplify the electrochemical reactions gives them a significant priority in the design 

Fig. 11 Schematic representation of the principal for gold nanoparticle-based detection of protein 
phosphorylation. The phosphorylation and biotinylation of the immobilized peptide on a screen-
printed carbon electrode (1) is followed by the attachment of streptavidin-coated gold nanoparti-
cles (2). The reduction signal of gold nanoparticles was monitored using differential pulse 
voltammetry (3)
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of electrochemical biosensors. The combination of electrochemical detection meth-
ods and gold nanoparticles provides a promising platform for the development of 
highly sensitive and convenient biosensors.

References

 1. Hutter E, Fendler J (2004) Exploitation of localized surface plasmon resonance. Adv Mater 
16:1685–1706

 2. Ghosh SK, Pal T (2007) Interparticle coupling effect on the surface plasmon resonance of 
gold nanoparticles: from theory to applications. Chem Rev 107:4797–4862

 3. Kreibig U, Vollmer M (1995) Optical properties of metal clusters. Springer, Berlin
 4. Ghosh SK, Kundu S, Mandal M, Pal T (2002) Silver and gold nanocluster catalyzed reduction 

of methylene blue by arsine in a micellar medium. Langmuir 18:8756–8760
 5. Ghosh SK, Pal T, Kundu S, Nath S, Pal T (2004) Fluorescence quenching of  1-methylaminopyrene 

near gold nanoparticles: size regime dependence of the small metallic particles. Chem Phys 
Lett 395:366–372

 6. Ghosh SK, Pal A, Kundu S, Nath S, Panigrahi S, Pal T (2005) Dimerization of eosin on 
nanostructured gold surfaces: size regime dependence of the small metallic particles. Chem 
Phys Lett 412:5–11

 7. Kubo R (1962) Electronic properties of metallic fine particles I. J Physical Soc Japan 
17:975–986

Fig. 12 Schematic illustration of the hybridization detection protocol. Au-tagged SSB can bind 
to the single-stranded probe, thus amplify the Au oxidation signal. However, only a low Au signal 
can be obtained from the double-stranded hybrid after interaction with SSB

B

B

B

B

Au-tagged SSB
interaction

Au-tagged SSB
interaction

Au oxidation signal

Au oxidation signal

SWV

SWV

Probe modified BCPE

Hybrid modified BCPE

247



M. Saito et al.

 8. Mulvaney P (1996) Surface plasmon spectroscopy of nanosized metal particles. Langmuir 
12:788

 9. Yonzon CR, Jeoung E, Zou S, Schatz GC, Mrksich M, Van Duyne RP (2004) A comparative 
analysis of localized and propagating surface plasmon resonance sensors: the binding of con-
canavalin A to a monosaccharide functionalized self-assembled monolayer. J Am Chem Soc 
126:12669

 10. Nath N, Chilkoti A (2002) A colorimetric gold nanoparticle sensor to interrogate biomolecu-
lar interactions in real time on a surface. Anal Chem 74:504–509

 11. Nath N, Chilkoti A (2004) Label-free biosensing by surface plasmon resonance of nanoparti-
cles on glass: optimization of nanoparticle size. Anal Chem 76:5370–5378

 12. Fujiwara K, Watarai H, Itoh H, Nakahama E, Ogawa N (2006) Measurement of antibody 
binding to protein immobilized on gold nanoparticles by localized surface plasmon spectros-
copy. Anal Bioanal Chem 386:639–644

 13. Ha MH, Endo T, Kim DK, Tamiya E (2007) Nanostructure and molecular interface for bio-
sensing devices. Proc SPIE 6768:67680I1–67680I11

 14. Vestergaard M, Kerman K, Kim DK, Ha MH, Tamiya E (2008) Detection of Alzheimer’s tau 
protein using localised surface plasmon resonance-based immunochip. Talanta 74:1038–1042

 15. Endo T, Kerman K, Nagatani N, Ha MH, Kim DK, Yonezawa Y, Nakano K, Tamiya E (2006) 
Anal Chem 78:6465–6475

 16. Ha MH, Endo T, Kerman K, Chikae M, Kim DK, Yamamura S, Takamura Y, Tamiya E (2007) 
Sci Tech Adv Mater 8:331–338

 17. Ha MH, Nakayama T, Saito M, Yamamura S, Takamura Y, Tamiya E (2008) A microfluidic 
chip based on localized surface plasmon resonance for real-time monitoring of  antigen-antibody 
reaction. Jpn J Appl Phys 47:1337–1341

 18. Ha MH, Endo MS, Chikae M, Kim DK, Yamamura S, Takamura Y, Tamiya E (2008) Label-
free detection of melittin binding to a membrane using electrochemical-localized surface 
plasmon resonance. Anal Chem 80:1859–1864

 19. Iijima S (1991) Helical microtubules of graphitic carbon. Nature 354:56–58
 20. Zhao Q, Gan Z, Zhuang Q (2002) Electrochemical sensors based on carbon nanotubes. 

Electroanalysis 14:1609–1613
 21. Merkoci A, Alegret S (2005) Towards nanoanalytical chemistry: case of nanomaterial integra-

tion into [bio]sensing systems. Contrib Sci 3:57–66
 22. Britto PJ, Santhanam KSV, Ajayan PM (1996) Carbon nanotube electrode for oxidation of 

dopamine. Bioelectrochem Bioenerg 41:121–125
 23. Besteman K, Lee J, Wiertz FGM, Heering HA, Dekker C (2003) Enzyme-coated carbon nano-

tubes as single-molecule biosensors. Nano Lett 3:727–730
 24. Wang J, Musameh M, Lin Y (2003) Solubilization of carbon nanotubes by nafion toward the 

preparation of amperometric biosensors. J Am Chem Soc 125:2408–2409
 25. Rubianes MD, Rivas GA (2003) Carbon nanotubes paste electrode. Electrochem Commun 

5:689–694
 26. Musameh M, Wang J, Merkoci A, Lin Y (2002) Low-potential stable NADH detection at 

carbon-nanotube-modified glassy carbon electrodes. Electrochem Commun 4:743–746
 27. Wang J, Musameh M (2003) Reagentless amperometric alcohol biosensor based on carbon-

nanotube/teflon composite electrodes. Anal Lett 36:2041–2048
 28. Deo RP, Wang J, Block I, Mulchandani A, Joshi KA, Trojanowicz M, Scholz F, Chen W, Lin 

Y (2005) Determination of organophosphate pesticides at a carbon nanotube/organophospho-
rus hydrolase electrochemical biosensor. Anal Chim Acta 530:185–189

 29. Tsujita Y, Maehashi K, Matsumoto K, Chikae M, Torai S, Takamura Y, Tamiya E (2008) Carbon 
nanotube amperometric chips with pneumatic micropumps. Jpn J Appl Phys 47:2064–2067

 30. Okuno J, Maehashi K, Kerman K, Takamura Y, Matsumoto K, Tamiya E (2007) Label-free 
immunosensor for prostate-specific antigen based on single-walled carbon nanotube array-
modified microelectrodes. Biosens Bioelectron 22:2377–2381

 31. Maehashi K, Katsura T, Kerman K, Takamura Y, Matsumoto K, Tamiya E (2007) Label-free 
protein biosensor based on aptamer-modified carbon nanotube field-effect transistors. Anal 
Chem 79:782–787

248



Sensors

 32. So HM, Won K, Hwan Kim YH, Kim BK, Ryu BH, Na PS, Kim H, Lee JO (2005) Single-
walled carbon nanotube biosensors using aptamers as molecular recognition elements. J Am 
Chem Soc 127:11906–11907

 33. Palecek E (2004) Surface-attached molecular beacons light the way for DNA sequencing. 
Trends Biotechnol 22:55–58

 34. Watterson JH, Piunno PAE, Krull UJ (2002) Towards the optimization of an optical DNA 
sensor: control of selectivity coefficients and relative surface affinities. Anal Chim Acta 
457:29–38

 35. Williams KA, Veenhuizen PTM, de la Torre BG, Eritja R, Dekker C (2002) Nanotechnology: 
carbon nanotubes with DNA recognition. Nature 420:761

 36. Li J, Ng HT, Cassell A, Fan W, Chen H, Ye Q, Koehne J, Han J, Meyyappan M (2003) 
Carbon nanotube nanoelectrode array for ultrasensitive DNA detection. Nano Lett 
3:597–602

 37. Kerman K, Morita Y, Takamura Y, Tamiya E, Maehashi K, Matsumoto K (2005) Peptide 
nucleic acid-modified carbon nanotube field-effect transistor for ultra-sensitive real-time 
detection of DNA hybridization. NanoBiotechnology 1:65–70

 38. González-García MB, Fernández-Sánchez C, Costa-García A (2000) Colloidal gold as an 
electrochemical label of streptavidin–biotin interaction. Biosens Bioelectron 15:315–321

 39. Dequaire M, Degrand C, Limoges B (2000) An electrochemical metalloimmunoassay based 
on a colloidal gold label. Anal Chem 72:5521–5528

 40. Díaz-GonzáLez M, Hernaández-Santos D, González-Garcí MB, Costa-García A (2005) 
Development of an immunosensor for the determination of rabbit IgG using streptavidin 
modified screen-printed carbon electrodes. Talanta 65:565–573

 41. Tonning E, Sapelnikova S, Christensen J, Carlsson C, Winther-Nielsen M, Dock E, Solná R, 
Skládal P, Norgaard L, Ruzgas T, Emnéus J (2005) Chemometric exploration of an ampero-
metric biosensor array for fast determination of wastewater quality. Biosens Bioelectron 
21:608–617

 42. Preechaworapun A, Dai Z, Xiang Y, Chailapakul O, Wang J (2008) Investigation of the 
enzyme hydrolysis products of the substrates of alkaline phosphatase in electrochemical 
immunosensing. Talanta 76:424–431

 43. Zhang S, Huang F, Liu B, Ding J, Xu X, Kong J (2007) A sensitive impedance immunosensor 
based on functionalized gold nanoparticle–protein composite films for probing apolipoprotein 
A-I. Talanta 71:874–881

 44. Liang WB, Yuan R, Chai YQ, Li Y, Zhuo Y (2008) A novel label-free voltammetric immuno-
sensor for the detection of a-fetoprotein using functional titanium dioxide nanoparticles. 
Electrochim Acta 53:2302–2308

 45. Liang KZ, Qi JS, Mu WJ, Chen ZG (2008) Biomolecules/gold nanowires-doped sol–gel film 
for label-free electrochemical immunoassay of testosterone. J Biochem Biophys Methods 
70:1156–1162

 46. Luo X, Morrin A, Killard AJ, Smyth MR (2006) Application of nanoparticles in electrochemi-
cal sensors and biosensors. Electroanalysis 18:319–326

 47. Liu Y, Qin Z, Wu X, Jiang H (2006) Immune-biosensor for aflatoxin B
1
 based  bio-electrocatalytic 

reaction on micro-comb electrode. Biochem Eng J 32:211–217
 48. Liang KZ, Mu WJ (2006) Flow-injection immuno-bioassay for interleukin-6 in humans based 

on gold nanoparticles modified screen-printed graphite electrodes. Anal Chim Acta 
580:128–135

 49. Idegami K, Chikae M, Kerman K, Nagatani N, Yuhi T, Endo T, Tamiya E (2008) Gold nano-
particle-based redox signal enhancement for sensitive detection of human chorionic gonado-
tropin hormone. Electroanalysis 1:14–21

 50. Chikae M, Fukuda T, Kerman K, Idegami K, Miura Y, Tamiya E (2008) Amyloid-b detection 
with saccharide immobilized gold nanoparticle on carbon electrode. Bioelectrochemistry 
74:118–123

 51. Liu S, Ju H (2003) Reagentless glucose biosensor based on direct electron transfer of glucose 
oxidase immobilized on colloidal gold modified carbon paste electrode. Biosens Bioelectron 
19:177–183

249



M. Saito et al.

 52. Zhang S, Wang N, Yu H, Niu Y, Sun C (2005) Covalent attachment of glucose oxidase to an 
Au electrode modified with gold nanoparticles for use as glucose biosensor. Bioelectrochemistry 
67:15–22

 53. Zhao S, Zhang K, Bai Y, Yang W, Sun C (2006) Glucose oxidase/colloidal gold nanoparticles 
immobilized in Nafion film on glassy carbon electrode: direct electron transfer and electroca-
talysis. Bioelectrochemistry 69:158–163

 54. Kerman K, Chikae M, Yamamura S, Tamiya E (2007) Gold nanoparticle-based electrochemi-
cal detection of protein phosphorylation. Anal Chim Acta 588:26–33

 55. Du D, Chen S, Cai J, Zhang A (2007) Electrochemical pesticide sensitivity test using acetyl-
cholinesterase biosensor based on colloidal gold nanoparticle modified sol–gel interface. 
Talanta 74:766–772

 56. Wang J, Li J, Baca AJ, Hu J, Zhou F, Pan W, Pang D-W (2003) Amplified voltammetric detec-
tion of DNA hybridization via oxidation of ferrocene caps on gold nanoparticle/streptavidin 
conjugates. Anal Chem 75:3941–3945

 57. Wang M, Sun C, Wang L, Ji X, Bai Y, Li T, Li J (2003) Electrochemical detection of DNA 
immobilized on gold colloid particles modified self-assembled monolayer electrode with sil-
ver nanoparticle label. J Pharm Biomed Anal 33:1117–1125

 58. Ozsoz M, Erdem A, Kerman K, Ozkan D, Tugrul B, Topcuoglu N, Ekren H, Taylan M (2003) 
Electrochemical genosensor based on colloidal gold nanoparticles for the detection of Factor 
V Leiden mutation using disposable pencil graphite electrodes. Anal Chem 75:2181–2187

 59. Kerman K, Morita Y, Takamura Y, Ozsoz M, Tamiya E (2004) Modification of Escherichia 
coli single-stranded DNA binding protein with gold nanoparticles for electrochemical detec-
tion of DNA hybridization. Anal Chim Acta 510:169–174

 60. Tsai CY, Chang TL, Chen CC, Ko FH, Chen PH (2005) An ultra sensitive DNA detection by 
using gold nanoparticle multilayer in nano-gap electrodes. Microelectron Eng 78–79:546–555

250



Adv Biochem Engin/Biotechnol (2010) 119: 251–265
DOI: 10.1007/10_2008_43 
© Springer-Verlag Berlin Heidelberg 2009251
Published online: 27 March 2009

Development of Fundamental Technologies  
for Micro Bioreactors

Kiichi Sato and Takehiko Kitamori

Abstract This chapter reviews the development of fundamental technologies 
required for microchip-based bioreactors utilizing living mammalian cells and pres-
sure driven flow. The most important factor in the bioreactor is the cell culture. For 
proper cell culturing, continuous medium supply from a microfluidic channel and 
appropriate modification of the channel surface to accommodate cell attachment 
is required. Moreover, the medium flow rate should be chosen carefully, because 
shear stress affects cell activity. The techniques presented here could be applied to 
the development of micro bioreactors such as microlivers, pigment production by 
plant cells, and artificial insemination.
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1 Introduction

1.1 Microchips for Chemical Reactors

Microchips or microfluidic devices for chemical and biochemical processes have 
been extensively developed owing to the progress of microfabrication techniques. 
Microchemical systems using these devices have attracted much attention from 
scientists and engineers. This new field of chemistry is known by the name of micro 
total analysis systems (m-TAS) or lab-on-a-chip. As indicated by the name, the 
concept of these microchip-based systems proposes the integration of various 
chemical operations involved in conventional chemical processes done in a labora-
tory, such as mixing, reaction and separation, into a miniaturized flow system.

Most studies on microchip-based chemical systems have concerned DNA analy-
sis by microchip electrophoresis with laser-induced fluorescence detection. These 
microchip-based electrophoretic systems have shown great advantages in some 
applications, especially in clinical diagnosis and molecular biology fields. However 
chemical operations which include several chemical processing steps are required 
for various applications such as on-chip synthesis, extraction, etc. For these compli-
cated systems, where the chemical properties and potentials of molecules differ 
vastly, microfluidic systems using pressure-driven flow are more suitable. Recently, 
the importance of synthetic methods for small-scale synthesis of various chemicals 
is becoming evident. For example, in drug discovery, high-throughput and small-
scale synthesis of a great variety of candidate chemicals is inevitable. Characteristics 
of microspaces, such as short diffusion length, large specific interfacial area (surface 
to volume ratio: S/V) and small heat capacity, are effective not only for analyses 
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but also for chemical syntheses, and microchips are expected to be used for such 
high-throughput synthesis. However, not all reactions are improved by microchips. 
What is most important is to choose properly an appropriate chemical reaction, for 
which the characteristics of microspaces are really beneficial. The large specific 
interfacial area and short molecular diffusion distance play important roles not only 
for determining effectiveness of the main reaction, but also for avoiding undesirable 
side reactions. On the basis of this idea, chemical reactors using microchips have 
been reported, for example, 2 × 2 combinatorial synthesis has been successfully 
carried out [1, 2], and a phase transfer diazocoupling reaction with fast and high 
yield conversion was implemented into a microchip system [3]. In the later case, to 
increase the production amount, a higher number of microchips were utilized 
instead of scaling up the process. Using this approach, a ten-layered pile-up reactor 
could produce a few grams per hour [4].

1.2 Bioreactors

A bioreactor is a kind of chemical reactor in which biochemical processes are carried 
out with biological cells or biochemically active substances (in most cases enzymes) 
derived from different organisms. Bioreactors are useful for the production of compli-
cated compounds, optically active substances, and biologically active agents like 
medicines. Because the biocatalysts, i.e., cells or enzymes, are usually fixed on the 
surface or carrier particles in the bioreactor, a large specific interfacial area is required 
for efficient reaction. Also the required production amount of these compounds is in 
some cases low. These requirements make microchips suitable as bioreactors.

Whereas enzyme bioreactors may be realized by small modification of the chemical 
reactors using catalysts, realization of bioreactors using living cells require further 
technical development. In this chapter we review the development of fundamental 
technologies required for the realization of a microchip-based biochemical reactors 
using living cells with pressure-driven flow for continuous and sequential biochemical 
processes. In particular, we focus on mammalian cells as biocatalysts, although plant 
cells, yeasts, molds, and bacteria could also be useful for these purposes.

2 Fundamentals of Microchips

2.1 Characteristics of the Microchip Chemistry

A liquid microspace has several characteristic features different from the bulk scale, 
i.e., short diffusion distances, large specific interfacial area and small heat capacity. 
These characteristics are important to consider in the construction of chemical unit 
operations, such as mixing, reaction, extraction and separation, and constructing 
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integrated chemical systems. In particular, the scale of the microchannel dictates the 
molecular transportation time and the specific interface area. The transport time is 
proportional to the square of the scale. Therefore, the transport time are from several 
hours to 1 day when the diffusion distance is 1 cm, since the diffusion coefficient of 
typical molecular ions is on the order of 10−5 cm2 s−1. In contrast, it only takes some 
tens of seconds when the diffusion distance is 100 mm. The specific interface area 
of the 100-mm-scale microspace is equivalent to that provided by using a separatory 
funnel with rather vigorous mechanical shaking. Generally, these characteristics of 
the microspace described above become obvious below a scale of 250 µm.

2.2 Fabrication of Microchips

In general, a microchip is made from a glass plate, a silicon wafer, polydimeth-
ylsiloxane (PDMS), polymethylmethacrylate (PMMA), other polymers, or combi-
nations thereof. Because of the chemical and physical stability, biocompatibility, 
and optical transparency for detection, glass microchips are suitable for various 
applications.

Glass microchips are typically fabricated using a photolithographic wet etching 
technique. Mechanically polished 0.7-mm-thick Pyrex glass plates are used for top 
and bottom plates. Inlet and outlet holes are drilled with a diamond-coated drill on 
the top plate. Then 20-nm-thick Cr and 100-nm-thick Au layers are vapor depos-
ited on the bottom glass plate (substrate) under vacuum for good contact between 
the glass substrate and the photoresist and to provide protection of the glass sub-
strate during the later glass etching. A 2-mm-thick positive photoresist layer is 
spin-coated onto the Au metal layer and baked at 90 °C for 30 min. A mask contai-
ning the microchannel is placed on top of the glass substrate and aligned with 
precision using a mask aligner. Subsequent UV light exposure degrades the photo-
resist polymer and transfers the microchannel pattern to the glass substrate. The 
photoresist is developed and a pattern with down to 10-mm-wide lines can quite 
easily be obtained. The Au and Cr layers are etched with I

2
/NH

4
I and Ce(NH

4
)

2
 

(NO
3
)

6
 solutions. The bare glass surface with the microchannel pattern is then 

etched with a 50% HF solution at an etching rate of 13 mm min−1. After glass etching, 
the remaining photoresist is removed in acetone and metals are removed in  
I

2
/NH

4
I and Ce(NH

4
)

2
(NO

3
)

6
 solutions. The etched bottom plate and the top plate 

with the inlet and outlet holes are thermally bonded without any adhesives in an 
oven at ~650 °C.

PDMS or PDMS-glass hybrid microchips are also popular for biological appli-
cations because fabrication processes are simple. PDMS microchips can be fabricated 
using soft-lithographic techniques. First, a negative thick photoresist (SU-8) is 
microfabricated on a glass plate by photolithography to be a master template. Next, 
the PDMS prepolymer is cast on this template. After heating (at 70 °C for 1 h) and 
peeling from the template, the PDMS plate is bonded with a flat-bottom PDMS 
or glass plate using oxygen plasma to form a channel structure.
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3 Cell Culture in a Microchip

Cell culturing is the most important factor of the cell-based micro bioreactor. Quite 
recently, cell culturing in microchips have received much attention for use in bioche-
mical studies and bioassay systems [5]. In most of the studies, however, long-time 
culture has not been accomplished because long-time culture is not strongly required for 
cell analysis purposes. For cell based micro bioreactors, however, it is important to 
develop a life support system inside the microchip for long-time culturing. Surface 
modification for cell retention and activity is required as well as a continuous supply of 
oxygen and nutrients where microfluidic channels provide an efficient route for highly 
controlled delivery. Since integration is a convenient merit of microchips, a microchip-
based culture chamber can be combined with chemical processors in which, in principle, 
all procedures required for biochemical experiments concerning the cultured cells, i.e., 
cell culture, cell analysis, biological reaction and measurement, can be performed.

In this section, a typical system using hepatocytes (liver cells) is used as an 
example of cell culturing. Hepatocyte cultures are well known as an assay tool for 
drug metabolism studies, biochemical syntheses, and bioreactors.

3.1 Basic Operations for Microchip Cell Cultures

Figure 1 shows a glass microchip for culturing cells. The chip has a micro cell 
culture chamber which is 100 mm deep, 1 mm wide, and 1 cm long and a connect-
ing microchannel (100 mm deep and 250 mm wide). Prior to cell introduction, the 

Fig. 1 Example of the glass microchip for cell culture
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microchip is washed with 0.1% NaOH and rinsed with pure water, followed by 
autoclaving at 120 °C for 15 min. The inside walls of the microchamber are coated 
with 0.1% collagen type I solution for 15 min and then rinsed with PBS. Next, a 
medium supplemented with 10% FBS is introduced into the treated microchip and 
washed away after 10 min incubation; this gives a fibronectin coating on the micro-
chamber and channels. After that, cells suspended with a small amount of the fresh 
medium are applied to the cell introduction hole on the chip. Cells move into the 
microchamber by capillary action. The chip is transferred to a 10-cm dish filled 
with fresh medium, and incubated in a CO

2
 incubator at 37 °C with 5% CO

2
.

3.2 Medium Supply

Growth rate and biological activity of the cultured cells are strongly dependent on 
the culture conditions. In the case of conventional static cultures, cells are usually 
attached to the surface of a commercially available polystyrene dish or flask for cell 
culture, and there is a relatively large amount of medium (2–3 mm in depth) with 
open air above. Supply of nutrients and oxygen is usually sufficient, and thus only 
medium composition is an important factor. In the microchip culture, however, the 
micro culture chamber is closed and thickness of the medium is ~0.1 mm. Shortage 
of both nutrients and oxygen and accumulation of the waste products may cause 
serious damage to the cell.

Since the metabolic rate and oxygen consumption of the hepatocytes are very 
high, a shortage of nutrients and/or oxygen may occur in the center of the microcul-
ture chamber [6]. In Fig. 2a the static hepatocyte culture grew well only near the 
inlet holes. Cultured cells in the center of the microchamber, i.e., far from the inlet 
holes, exhibited a significant decrease in viability. These suboptimal growth conditions 
were overcome when the chip was connected with a microsyringe pump via a Teflon 
capillary, and the medium was introduced continuously by injection or withdrawal. 
Different flow rates were investigated ranging from 0.1 to 1 mL min−1 in the injec-
tion or withdrawal mode. With higher flow rates than 1 mL min−1, cells were washed 
away. On the other hand, with low flow rates, cells lost their viability as a result of 
a shortage of nutrients and/or oxygen. For these experimental conditions, the optimum 
flow rate was concluded to be 0.5 mL min−1 and good cell growth was obtained 
throughout the whole microchamber for at least 4 days (Fig. 2b). However, it 
should be noted that the optimum conditions are dependent on the dimensions of 
the chamber, cell density, and cell strain.

For some experiments like chemical stimulation, medium delivery through 
injection is suitable. If the conditioned medium is to be used for further experiments 
after the cultivation, the withdrawal mode for medium delivery is suitable to collect 
the medium. In the injection mode, however, air bubble interference in the micro-
chamber has been found in some cases. Since air bubbles cause serious damage to 
the cells, they should be avoided, and therefore, in most cases, the withdrawal mode 
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may be preferable. Also, in withdrawal mode, the dead-volume can be decreased 
by using a short capillary and the medium temperature be easily kept at 37 °C by 
placing the medium container in the incubator with the microchip.

One of the primary goals of the cell culture is to sustain the cell-specific functions 
of the cultured cells. Thus, albumin productivity was examined as an indicator of liver 
specific function. To evaluate the performance of the hepatocytes, albumin synthesis 
was monitored for 4 days in a microchip with a continuous supply of fresh medium. 
The ability of hepatocytes to synthesize albumin increased during the first 3 days of 
the culture, meaning that the hepatocytes were active in albumin biosynthesis. 
Albumin secretion rates obtained in this experiment was comparable to those obtained 
from hepatocytes in a primary culture in a cell culture dish. Moreover, the hepatocytes 
in the microchip exhibited maintained urea secretion comparable to that obtained 
from hepatocytes in a primary culture in a cell-culture dish with the same medium.

3.3 Shear Stress

Since the medium is flowing in a continuous microchip culture, the cells are subjected 
to varying degrees of shear stress. To avoid damage to the cells, the flow rate must be 
tuned to deliver sufficient amount of medium while causing minimal damage to the 

a

b

Fig. 2 Phase contrast images of hepatocytes cultured in the center of the microchamber (a) with-
out or (b) with medium flow
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cell. The effect of shear stress on endothelial cells cultured in a microchip has been 
previously reported [7]. Below is another example of the effects of shear stress on 
human hepatoblastoma cell line Hep G2 cells cultured in a microchip [8].

Cells were cultured on a flat glass surface of a microchannel. The shear stress is 
regulated by the flow rate and the viscosity of the medium, which can be adjusted 
by the addition of dextran (MW = 200,000).

It is known that vascular endothelial cells can sense shear stress and regulate 
their morphology. The responsiveness of hepatocytes to shear stress was observed 
with a phase-contrast microscope in for changes in morphology. Figure 3 shows the 
images of the cells under various shear stress conditions after 24 h. To our knowl-
edge, the shear stress in normal hepatic sinusoids is as high as 0.5 Pa. The images 
suggested that the morphology of the cells under 0.5 Pa remained in the same shape 
as in a static culture. From 0.6 to 1.2 Pa, the morphology of the cells was stretched 
in the direction of the flow. Over 2 Pa, cells were relatively round in shape and 
loose as seen after trypsin treatment. Under this shear flow condition, cells were 
washed away after 1 day.

Shear stress is claimed not only to affect endothelial cell morphology but also 
their biological activity in the vascular system. As a reporter of hepatocyte func-
tion, the albumin synthesis rate was measured for hepatocyte cultures in micro-
chips under various conditions (Fig. 4). At the shear stress of 6.0 Pa, the albumin 
synthesis rates progressively decreased throughout the 3 days of experiment. 
Under lower shear stress conditions, the albumin synthesis rates remained 
unchanged after 1 day of culture. When higher shear stress was applied, there was 
significant decrease in the albumin synthesis rate from day 0 to day 1, whereas the 
cells under lower shear stress conditions showed the higher albumin synthesis 
rates. The results indicate that high shear stresses may be harmful to hepatocytes. 
Thus, although increasing medium flow rate supplies more nutrients and oxygen 
to the cells, it also damages them.

3.4 Attachment of Cells to Surfaces

Adherent cells must attach to the surface to survive, and chemical properties of the 
attachment surface are very important, because the biological activity of the cell, 
i.e., growth rate and cell differentiation, is dependent on the cell attachment. While 
the commercially available cell culture dishes have specially treated polystyrene 
surface for cell attachment, untreated flat glass and PDMS are not suitable for cell 
attachment. Therefore appropriate surface treatment is required on the microchan-
nel surface to accommodate cell attachment, and if highly functionalized surfaces 
are constructed, special characters of the cells may be revealed.

The simplest way to modify the surface is physical adsorption of proteins that 
posses cell adhesive properties, i.e., extracellular matrix proteins. Collagens, 
fibronectin and Matrigel are popular, and polylysine is also used for some kinds of 
cells. for this kind of modification, a protein solution is introduced into the microchip, 



43 Development of Fundamental Technologies for Micro Bioreactors 259

which has been cleaned with an alkaline solution followed by sterile water in 
advance. After a 1-h incubation, the solution is removed and the channel is washed 
with medium. The washing process is important because excess unbound protein 

Fig. 3 Phase contrast images of Hep G2 cells cultured in the microchip under various shear stress 
conditions
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may cause damage to the cells. The effect of the protein to the cell, i.e., cell attach-
ment rate, growth rate, differentiation and so on, is dependent on the protein. For 
example, Hep-G2 cells on the fibronectin-coated surface are firmly attached, but 
albumin production rate was relatively poor. Thus, selection of the protein which 
will be used for the attachment of the cells is important. Alternatively, permanent 
modification of the channel with a silanization agent may also be an effective route 
for channel modification.

Moreover, micro/nano fabrication techniques can produce unique surfaces for 
cell attachment. To investigate and control interactions between cells and the sur-
face in conventional bulk scale experiments, several kinds of nanofabricated struc-
tures were developed by colloidal lithography [9], polymer mixing [10], copolymer 
formation [11], and electron-beam lithography.

In addition, a nanostructure with a selective chemical modification has been 
fabricated in a microchannel [12]. Here, an electron-beam resist layer and a con-
ductive polymer layer were coated on the substrate with a spin-coater (Fig. 5). 
Micro or nano patterns were drawn on the polymer layer by electron-beam lithogra-
phy. After development, titanium and gold layers were deposited by sputtering. 
The substrates were immersed in solvent to remove metals on the resist layer. The 
metal pattern size was as small as 300 nm in width and about 150 nm in height. 
Next, the substrate was immersed in 1 mM 1-octadecanethiol in dehydrated ethanol 
for 24 h to attach the octadecane group onto the gold surface. After the immersion, 
the substrate was rinsed with ethanol and washed with 0.01 M NaOH and water, 
successively. Before cell culture, the substrate was treated with a fibronectin solu-
tion (10 mg mL−1 in PBS) at 37 °C for 1.5 h. By this treatment, fibronectin was 
adsorbed onto the nano-striped gold thin film, and Hep-G2 cells cultured on the 
nanostriped gold aligned with the stripes (Fig. 6). Hopefully, these new technologies 
may become useful new tools for cell culturing.

Fig. 4 Albumin production by Hep G2 cells cultured in the microchip under various shear stress 
conditions
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Fig. 5 Procedure for fabrication of cell culture 
surface with nanometer-scaled modification

Fig. 6 Phase contrast images of Hep G2 cells cultured on a PDMS sheet with a stripe structure 
550 nm in width and 960 nm intervals. The arrow shows the direction of the nanostripe
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4 Applications

4.1 Microliver

The liver is the main chemical reactor in an animal body, and liver cells, hepatocytes, 
are the central machinery responsible for various biochemical reactions. Therefore, 
integration of liver functions into a microchip could create a versatile micro bioreactor 
[13, 14]. As described above, maintaining the liver functions was successful by 
controlling the attachment surface, medium supply, and shear stress. These techniques 
will be useful for the production of proteins like albumin, mammalian metabolism 
models and so on.

4.2 Pigment Production by Plant Cells

Plant cells are also useful for production of various compounds. Synthesis and 
accumulation of anthocyanin by strawberry cells cultured in a microchip has been 
reported [15]. Here, a PDMS microchip was fabricated with microchambers 400 mm 
wide, 500 mm long and 100 mm deep (20 nL). A suspension of strawberry cells 
(Fragaria ananassa) was introduced into the microchamber. The cells were cultured 
with a continuous medium flow of 5 mL min−1 at a point just outside of the chamber. 
Production parameters such as culture medium, initial cell density, and medium 
flow rate was optimized and after 9 days of culturing, anthocyanin accumulated in 
the vacuoles. Using this technique, it is expected that various useful compounds can 
be produced.

4.3 Micro Artificial Insemination

Micro bioreactors can produce not only chemical compounds and proteins, but also 
living matter itself. While an animal is much larger than a microchip, an embryo is 
as small as a microchannel. Moreover, oviduct and uterus contain small and closed 
spaces that resemble microchannels. Therefore, the microchip could be a useful 
tool for embryos handling. One example is shown below.

The concept of the system is illustrated in Fig. 7. The system has three steps, i.e., 
in vitro maturation of oocytes, in vitro fertilization (IVF), and in vitro culture (IVC) 
of embryos to the blastocyst stage. Glass microchips were fabricated by photolithog-
raphy and wet etching, and had culture chambers 500–1,000 mm in diameter and 
connecting microchannels that were 50 mm deep and 100 mm wide. The matured 
porcine oocytes were transferred to the chamber, freeze-thawed, and preincubated 
boar epididymal spermatozoa were put into the other chamber (105 spermatozoa/
chamber). Then fertilization medium, which was equilibrated with a gas consisting 
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of 5% CO
2
 and 5% O

2
 in advance, flowed continuously (10 mL h−1) for 3 h at 38.5 °C 

to give the opportunity of the gametes to encounter each other. This was followed by 
the flowing of IVC medium for 7 h. Figure 8a shows the gametes during IVF in 
a microchip. Monospermic fertilization rate was calculated as 20%, which was com-
parable with that in the conventional method.

Porcine embryos and in vivo produced mouse embryos were cultured in the 
microchip. The mouse embryos at the mono-cell stage and porcine embryos at 

Fig. 7 Illustration of the microchip system for artificial insemination

a b

Fig. 8 a Photographs of the gametes during in vitro fertilization in a microchip. b Photographs 
of the embryos after in vitro culture for 4 days in microchip
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the two- to four-cell stages were transferred into microchips and cultured at 37 or 
38.5 °C, respectively, under continuous IVC medium flow (6 mL h−1) conditions. 
Figure 8b shows photographs of the embryos after IVC for 4 days in microchip with 
a 700-mm microchamber. All mouse embryos and 28% of porcine embryos devel-
oped to the blastocyst stage. The rate was almost the same as that of the conven-
tional method.

This [16] and related techniques [17, 18] are useful for in vitro production of 
embryos of domestic animals, which is very important in livestock farming for 
lower cost. Moreover, they may prove useful for artificial insemination of 
humans.

4.4 Bioreactors for Analytical Purposes

Most cells cause a specific reaction in response to stimulation. Determination of the 
stimulant can be performed by detection of the reaction products. Because a micro-
chip is a very small device, a very small amount of the products can be detected 
without severe medium dilution. Moreover, a series of chemical reactions necessary 
for specific and sensitive detection of the products can easily be integrated into a 
microchip, and the microchip is suitable for microscopic optical detection. Therefore 
microchips with cultured cells are useful for various bioassays including assays of 
anticancer and antiallergic agents [19–21]. A typical example is described below.

Macrophages release nitric oxide (NO) upon stimulation, and thus macrophage 
activating agents or immune activating agents can be assayed by measuring the NO 
levels. The whole process of the assaying NO could successfully be integrated into a 
microchip [22]. A microchamber for cell culture and microchannels for reactions and 
detection were fabricated on a Pyrex glass substrate by photolithography and wet 
etching techniques. Cell culture, chemical and enzymatic reactions, and detection 
were integrated into the microchip. NO produced and released from macrophage-like 
cells stimulated by lipopolysaccharide was successfully monitored with the micro-
chip, a temperature control device, and a thermal lens microscope. The total assay 
time was reduced from 24 h to 4 h, and detection limit of NO was improved from 
1 × 10−6 M to 7 × 10−8 M compared with conventional methods. Moreover, the system 
could monitor a time course of the release, which is difficult to measure by conven-
tional batch methods.

5 Conclusions

In this chapter we reviewed the most fundamental techniques for micro bioreactors 
utilizing mammalian cells. Proper cultivation of the cells in a microchip is the most 
important and essential factor of the micro bioreactor. Microchips provide a high level 
of control of culturing parameters and adjustment of the production scale can easily 
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be done by increasing the number of chips utilized. Hopefully, these kinds of systems 
will be used for the production of various proteins, drugs, and other expensive 
biochemical compounds in the near future.
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