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To my daughter Natalija



Preface

This Problem Book is based on the exercises and lectures which I have given
to undergraduate and graduate students of the Faculty of Physics, University
of Belgrade over many years. Nowadays, there are a lot of excellent Quantum
Field Theory textbooks. Unfortunately, there is a shortage of Problem Books
in this field, one of the exceptions being the Problem Book of Cheng and Li [7].
The overlap between this Problem Book and [7] is very small, since the latter
mostly deals with gauge field theory and particle physics. Textbooks usually
contain problems without solutions. As in other areas of physics doing more
problems in full details improves both understanding and efficiency. So, I feel
that the absence of such a book in Quantum Field Theory is a gap in the
literature. This was my main motivation for writing this Problem Book.

To students: You cannot start to do problems without previous study-
ing your lecture notes and textbooks. Try to solve problems without using
solutions; they should help you to check your results. The level of this Prob-
lem Book corresponds to the textbooks of Mandl and Show [15]; Greiner and
Reinhardt [11] and Peskin and Schroeder [16]. Each Chapter begins with a
short introduction aimed to define notation. The first Chapter is devoted to
the Lorentz and Poincaré symmetries. Chapters 2, 3 and 4 deal with the rela-
tivistic quantum mechanics with a special emphasis on the Dirac equation. In
Chapter 5 we present problems related to the Euler-Lagrange equations and
the Noether theorem. The following Chapters concern the canonical quanti-
zation of scalar, Dirac and electromagnetic fields. In Chapter 10 we consider
tree level processes, while the last Chapter deals with renormalization and
regularization.

There are many colleagues whom I would like to thank for their support
and help. Professors Milutin Blagojevi¢ and Maja Buri¢ gave many useful
ideas concerning problems and solutions. I am grateful to the Assistants at the
Faculty of Physics, University of Belgrade: Marija Dimitrijevi¢, Dusko Latas
and Antun Balaz who checked many of the solutions. Dusko Latas also drew
all the figures in the Problem Book. I would like to mention the contribution
of the students: Branislav Cvetkovi¢, Bojan Nikoli¢, Mihailo Vanevié¢, Marko



VIII Preface

Vojinovi¢, Aleksandra Stojakovié¢, Boris Grbi¢, Igor Salom, Irena Knezevié,
Zoran Ristivojevi¢ and Vladimir Juri¢i¢. Branislav Cvetkovi¢, Maja Burié,
Milutin Blagojevi¢ and Dejan Stojkovi¢ have corrected my English translation
of the Problem Book. I thank them all, but it goes without saying that all
the errors that have crept in are my own. I would be grateful for any readers’
comments.

Belgrade, August 2005 Voja Radovanovié
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Part 1

Problems



1

Lorentz and Poincaré symmetries

Minkowski space, M is a real 4-dimensional vector space with metric tensor

defined by
1 0 0 0

o -1 0 o
9w =10 0 -1 0
0 0 0 -1

Vectors can be written in the form x = z*e,,, where x# are the contravariant
components of the vector x in the basis

(1.A)

0

eO: e1: e2:

— o o o

1 0
0 1 0
0]’ 0]’ 1
0 0 0
The square of the length of a vector in My is 2* = g, 2*2". The square of
the line element between two neighboring points z# and z* + dx* takes the
form

ds? = g, dotdz” = *dt? — dx>. (1.B)

The space My is also a manifold; z* are global (inertial) coordinates. The
covariant components of a vector are defined by x, = g 2”.
Lorentz transformations,

't = AV x”, (1.0)

leave the square of the length of a vector invariant, i.e. /2 = 2. The matrix A
is a constant matrix'; # and z/# are the coordinates of the same event in two
different inertial frames. In Problem 1.1 we shall show that from the previous
definition it follows that the matrix A must satisfy the condition AT gA = g.
The transformation law of the covariant components is given by

), = (A @, = AT, (1.D)

! The first index in A%, is the row index, the second index the column index.
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e Let u = ute, be an arbitrary vector in tangent space?, where u* are its
contravariant components. A dual space can be associated to the vector space
in the following way. The dual basis, 8 is determined by 6*(e,) = 6. The
vectors in the dual space, w = w,0* are called dual vectors or one—forms.
The components of the dual vector transform like (1.D). The scalar (inner)
product of vectors u and v is given by

u-v=guuv’ =uv, .
A tensor of rank (m,n) in Minkowski spacetime is
T=TMtm, L (x)e, ®...0e,, 07 ®...00" .
The components of this tensor transform in the following way

Tt (@) = AP AR, (AT, (AT TP o, ()

vt

under Lorentz transformations. A contravariant vector is tensor of rank (1,0),
while the rank of a covariant vector (one-form) is (0, 1). The metric tensor is
a symmetric tensor of rank (0, 2).
e Poincaré transformations,® (A,a) consist of Lorentz transformations and
translations, i.e.
(Aa)x=Az+a. (LE)

These are the most general transformations of Minkowski space which do not
change the interval between any two vectors, i.e.

(v —2)=@-2)7.

e In a certain representation the elements of the Poincaré group near the identity
are )
U(w’ 6) = eiéM;u/wMquiPu,E“ , (1F)

where w"*” and M, are parameters and generators of the Lorentz subgroup
respectively, while e* and P, are the parameters and generators of the trans-
lation subgroup. The Poincaré algebra is given in Problem 1.11.

e The Levi-Civita tensor, e#”?? is a totaly antisymmetric tensor. We will use
the convention that €"12% = +1.

2 The tangent space is a vector space of tangent vectors associated to each point
of spacetime.

3 Poincaré transformations are very often called inhomogeneous Lorentz transfor-
mations.



Chapter 1. Lorentz and Poincare symmetries 5

1.1. Show that Lorentz transformations satisfy the condition AT gA = g. Also,
prove that they form a group.

1.2. Given an infinitesimal Lorentz transformation
A, =01, +why
show that the infinitesimal parameters w,,, are antisymmetric.
1.3. Prove the following relation
€aprs A AP LAY A = €paodetA
where A%, are matrix elements of the matrix A.

1.4. Show that the Kronecker § symbol and Levi-Civita € symbol are form
invariant under Lorentz transformations.

1.5. Prove that

Sl Mg G, M
o Vg 0¥y s
87 6% 67, 0%

ehvpo

and calculate the following contractions €*"*7¢€, g5, €77 € s, € 7 €11p5,
eMvre
uvpo -

1.6. Let us introduce the notations o = (I,0); 6* = (I,—0), where I is a
unit matrix, while o are Pauli matrices* and define the matrix X = xu ot

(a) Show that the transformation
X — X' =8X5"1,

where S € SL(2, C)®, describes the Lorentz transformation z# — A* z".
This is a homomorphism between proper orthochronous Lorentz transfor-
mations® and the SL(2, C) group.

(b) Show that z# = 1tr(6"X).

1.7. Prove that A", = 1tr(6/S0,S7), and A(S) = A(—S). The last relation

shows that the map is not unique.

4 The Pauli matrices are

(0 1 (0 Y aud oL O
o1 = 1 0 B g2 = i 0 an g3 = 0 —1 .

% 8L.(2, C) matrices are 2 x 2 complex matrices of unit determinant.
S The proper orthochronous Lorentz transformations satisfy the conditions: A% >
1, detA = 1.
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1.8. Find the matrix elements of generators of the Lorentz group M,,, in its
natural (defining) representation (1.C).

1.9. Prove that the commutation relations of the Lorentz algebra
[M;un Mpa] = i(gNO'Ml/p + ngMMO' - gMpMVO' - guUMp,p)
lead to
[M;, Mj] =ie;uMi, [Ny, Nj| = —ieiuNy,  [M;, Nj| = i€ Ny,

where M; = %eijijk and Ny = Mjyg. Further, one can introduce the following

linear combinations A; = %(MZ +1iN;) and B; = %(Ml —1NV;). Prove that
[Ai, Aj] =leiuAi,  [Bi, Byl =ieuBi,  [Ai, Bj] =0.

This is a well known result which gives a connection between the Lorentz

algebra and ”two” SU(2) algebras. Irreducible representations of the Lorentz

group are classified by two quantum numbers (ji, j2) which come from above
two SU(2) groups.

1.10. The Poincaré transformation (A, a) is defined by:
P = AH ¥ 4 ot .

Determine the multiplication rule i.e. the product (A1, aq1)(Asz,as), as well as
the unit and inverse element in the group.

1.11. (a) Verify the multiplication rule
U Y (A,0)U(1,e)U(A,0)=U(1,A ),

in the Poincaré group. In addition, show that from the previous relation
follows:
U~H(4,0)PU(4,0) = (A71)"

Calculate the commutator [M,,,, P,].
(b) Show that

WO

U (A,0)U(A,0)U(A,0) =U(A"1A'A,0) ,

and find the commutator [M,,, M,.].
(¢) Finally show that the generators of translations commute between them-

selves, i.e. [Py, P,] = 0.

1.12. Consider the representation in which the vectors x of Minkowski space
are (x, 1)7, while the element of the Poincaré group, (A,a) are 5 x 5 matrices

given by
A a
0 1) -

Check that the generators in this representation satisfy the commutation re-
lations from the previous problem.
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1.13. Find the generators of the Poincaré group in the representation of a clas-
sical scalar field”. Prove that they satisfy the commutation relations obtained
in Problem 1.11.

1.14. The Pauli-Lubanski vector is defined by W,, = %GW,\UM”)‘P".

(a) Show that W, P* =0 and [W,, P,] =0

(b) Show that W?2 = —%M,“,MWP2 + Mo MY P*P,.

(c) Prove that the operators W2 and P? commute with the generators of the
Poincaré group. These operators are Casimir operators. They are used to
classify the irreducible representations of the Poincaré group.

1.15. Show that
W2|p =0,m,s,0) = —m’s(s + 1)|p = 0,m,s,0) ,

where |p = 0,m,s,0) is a state vector for a particle of mass m, momentum
P, spin s while ¢ is the z—component of the spin. The mass and spin classify
the irreducible representations of the Poincaré group.

1.16. Verify the following relations
(a) [Mul/v W,| = i(guchu - gpaWu) )
(b) (W, W] = —i€po, W PP .
1.17. Calculate the commutators

(a) Wy, M,
(b) [MumW W,
(c) [MZ, Pu],
()[6"”””1\/[ vMpg, Mog] -

1.18. The standard momentum for a massive particle is (m, 0,0, 0), while for
a massless particle it is (k, 0,0, k). Show that the little group in the first case
is SU(2), while in the second case it is E(2) group®.

1.19. Show that conformal transformations consisting of dilations:
ot — 't =e Pt |
special conformal transformations (SCT):

T 4 ctg?

at — gt = T 53
14+2c-x+c’x

and usual Poincaré transformations form a group. Find the commutation re-
lations in this group.

7 Scalar field transforms as ¢'(Az + a) = ¢(z)
8 E(2) is the group of rotations and translations in a plane.
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The Klein—Gordon equation

The Klein—Gordon equation,
(O+m?)¢(x) =0, (2.A)

is an equation for a free relativistic particle with zero spin. The transformation
law of a scalar field ¢(z) under Lorentz transformations is given by ¢'(Azx) =
o().

The equation for the spinless particle in an electromagnetic field, A* is ob-
tained by changing 0,, — 0, +igA,, in equation (2.A), where ¢ is the charge
of the particle.

2.1. Solve the Klein—Gordon equation.

2.2. If ¢ is a solution of the Klein—-Gordon equation calculate the quantity

0 00*
sz/&x@gj— ;).

2.3. The Hamiltonian for a free real scalar field is

H = [ Exl(@0)? + (Vo) + m6?) .

Calculate the Hamiltonian H for a general solution of the Klein—Gordon equa-
tion.

2.4. The momentum for a real scalar field is given by

P=— / d3x0ypV ¢ .

Calculate the momentum P for a general solution of the Klein—Gordon equa-
tion.
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2.5. Show that the current!
In = _§(¢au¢ ) u¢)
satisfies the continuity equation, 0#j, = 0.

2.6. Show that the continuity equation 9,,j* = 0 is satisfied for the current

Ju = —5(60,6" = ¢"0,0) — 44,56,

where ¢ is a solution of Klein-Gordon equation in external electromagnetic
potential A,,.

2.7. A scalar particle in the s—state is moving in the potential

-V, r<a
0 __ )
qA{O, r>a’

where V' is a positive constant. Find the dispersion relation, i.e. the relation
between energy and momentum, for discrete particle states. Which condition
has to be satisfied so that there is only one bound state in the case V < 2m?

2.8. Find the energy spectrum and the eigenfunctions for a scalar particle in
a constant magnetic field, B = Be,.

2.9. Calculate the reflection and the transmission coefficients of a Klein—
Gordon particle with energy E, at the potential

0 z<0
0 __ )
A_{Uo, z>0"

where Uy is a positive constant.

2.10. A particle of charge ¢ and mass m is incident on a potential barrier

40 — 0, z2<0,z>a
o Uy, 0<z<a ’

where U is a positive constant. Find the transmission coefficient.

2.11. A scalar particle of mass m and charge —e moves in the Coulomb field
of a nucleus. Find the energy spectrum of the bounded states for this system
if the charge of the nucleus is Ze.

2.12. Using the two-component wave function ( i ), where 6 = 1(¢ + 199

m Ot
and xy = %(¢ — #%), instead of ¢ rewrite the Klein—-Gordon equation in the

Schrodinger form.

1 Actually this is current density.
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2.13. Find the eigenvalues of the Hamiltonian from the previous problem.
Find the nonrelativistic limit of this Hamiltonian.

2.14. Determine the velocity operator v = i[H, x], where H is the Hamiltonian
obtained in Problem 2.12. Solve the eigenvalue problem for v.

2.15. In the space of two—component wave functions the scalar product is
defined by

(ala) = 5 [ Exvloavs .

(a) Show that the Hamiltonian H obtained in Problem 2.12 is Hermitian.
(b) Find expectation values of the Hamiltonian (H), and the velocity (v) in

the state (é) e~ i,
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The v—matrices

In Minkowski space My, the y-matrices satisfy the anticommutation relations’
{27} =29"" . (3.A)

In the Dirac representation ~y—matrices take the form

O IR A B

Other representations of the y—matrices can be obtained by similarity trans-
formation 'yL = S57,57!. The transformation matrix S need to be uni-
tary if the transformed matrices are to satisfy the Hermicity condition:
(M)t = 404140 The Weyl representation of the y—matrices is given by

70:((1) é) '7=<_OU g) (3.C)

while in the Majorana representation we have

_ 0 g2 1 _ i0'3 0
Yo = <0,2 0 ) ) 7= < 0 iO'3> )
2 0 —02 3 —i01 0 (3D)
7= g9 0 ’ 7= 0 —i0'1 )

1,2.3

The matrix 4° is defined by 7° = i7%y'y243, while 75 = —iv9717273. In the

Dirac representation, 5 has the form
(0 I
75 - I 0 M

! The same type of relations hold in Mg, where d is the dimension of spacetime.
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0, matrices are defined by

i
Ouv = 5[’7;147’71/] . (3E)
Slash is defined as
g = o (3.F)

Sometimes we use the notation: 3 = 7%, a = 4"4. The anticommutation
relations (3.A) become

{a',a?} =269, {a',8} =0.

3.1. Prove:

(a) 7, = Y07.°
(b) ij = 700;”/70
3.2. Show that:

(a )vi—% Y=,

(b)’y 4| GWpﬂ llelied

(c) (5)* =

(d) ()" = 7 Y5V Y°
Show that:

.3.
a) {757} =0,
b) [y5, 0] =0 .

.4. Prove ¢? = a®.

i) 0%y ytoas =0,
) 0°P 005 = 1277
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6
) try, =0,

)tr(7u7u) = 49#1/ s

) tr(’Yﬂ’YV’Yp'YJ) = 4(9#1/9;70 — GupGvo + guagvp) s
)

)

)

t
tr(75'7u7u) =0,
tr(’Y57u’YV7p70) = _4i5m/pa s
t

t

t

r(d - font1) =0,

3.7. Calculate tr(digdso - - - fh6)-
3.8. Calculate tr[(p — m)y,(1 — v5)(d + m)y.].
3.9. Calculate v, (1 — v5)(p — m)y".

3.10. Verify the identity

1 .
exp (5l = 03 /P + —rshsin

where a® >0 .
3.11. Show that the set
re={I, v*, 7°, v*9°,0"},

is made of linearly independent 4 x 4 matrices. Also, show that the product
of any two of them is again one of the matrices I'®, up to 1, +i.

3.12. Show that any matrix A € C* can be written in terms of I'® =
{I, v#, 4%, ¥9°, 0"}, ie. A=Y, ol where ¢, = tr(ALL).

3.13. Expand the following products of y—matrices in terms of I'%:

(a) Yu Vv Vp s
(b) ¥57u v
(€) oups -

3.14. Expand the anticommutator {y*,c"”} in terms of ['—matrices.
3.15. Calculate tr(v,7v Y, Yo YaY375)-
3.16. Verify the relation yso*” = %e"””"apq.

3.17. Show that the commutator [0,,,,0,,] can be rewritten in terms of o,
Find the coefficients in this expansion.
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3.18. Show that if a matrix commutes with all gamma matrices v*, then it is
proportional to the unit matrix.

3.19. Let U = exp(Ba - n), where § and a are Dirac matrices; n is a unit
vector. Verify the following relation:

o =UalUl =a—(1-U%(a-n)n .

3.20. Show that the set of matrices (3.C) is a representation of y—matrices.
Find the unitary matrix which transforms this representation into the Dirac
one. Calculate o, and 5 in this representation.

3.21. Find Dirac matrices in two dimensional spacetime. Define ~5 and cal-
culate

tr(y77"9") -
Simplify the product y>y*.
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The Dirac equation

The Dirac equation,

("8 —m)y(z) =0, (4.A)
is an equation of the free relativistic particle with spin 1/2. The general solu-
tion of this equation is given by

T :L 2 3 ﬂ u c —ip-x v t ip-z
vt (2m)% ;/d p\/E:( (P)er(p)e™ P + v.(p)dl(p)e™®) , (4.B)

where u,.(p) and v, (p) are the basic bispinors which satisfy equations

-+ m)un(p) = 0 ()
We use the normalization
ﬂr(p)us(p) = _177'(13)'08(13) = 0ps » (4.D)

u,(p)vs(p) = Ur(p)us(p) = 0.

The coeflicients ¢, (p) and d,-(p) in (4.B) being given determined by boundary
conditions. Equation (4.A) can be rewritten in the form

o

O g

1 Ot D'(/J )
where Hp = a - p + Om is the so-called Dirac Hamiltonian.
Under the Lorentz transformation, z'# = A*,z¥, Dirac spinor, ¢ (z) trans-
forms as

W (2') = S(A)(x) = ™17 rip(x) . (4.E)
S(A) is the Lorentz transformation matrix in spinor representation, and it

satisfies the equations:
S7HA) =05 (A)0
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STHA)FS(A) = AF 47 .

The equation for an electron with charge —e in an electromagnetic field A" is
given by

[iv" (0, —ieA,) —m]¥(z) =0. (4.F)
Under parity, Dirac spinors transform as

Ut x) = 't —x) = Y0 (t,%) . (4.G)
Time reversal is an antiunitary operation:

P(t,x) = P (—t,x) =Ty (t,x) . (4.H)

The matrix T, satisfies
Ty, T =" =7 . (4.1)

The solution of the above condition is 7' = iy'+?3, in the Dirac representation
of y-matrices. It is easy to see that 7T =T-1 =T = —T*.
Under charge conjugation, spinors ¢ (x) transform as follows

P(x) — be(z) = cyt . (4.J)
The matrix C satisfies the relations:
CypCl=—, c'=cT=Ccl=-C. (4.K)

In the Dirac representation, the matrix C is given by C' = iy?40.

4.1. Find which of the operators given below commute with the Dirac Hamil-
tonian:

(a)p=—-iV,

(b)L=rxp,

(c) L2, ,
Ed)).?:éﬁ ,Swhereﬁzé’quf,
e =L+5,

(f) J*,

)2 5

h) 3 - n, where n is a unit vector.
(

4.2. Solve the Dirac equation for a free particle, i.e. derived (4.B).

4.3. Find the energy of the states us(p)e™'?"* and v,(p)e”® for the Dirac
particle.
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4.4. Using the solution of Problem 4.2 show that

S ur(p)in(p) = L = 4, ()

2m

= v ) =-5—=4-(n) .

r=1
The quantities A4 (p) and A_(p) are energy projection operators.
4.5. Show that A2 = A1, and A4 A_ = 0. How do these projectors act on the

basic spinors u,(p) and v,.(p)? Derive these results with and without using
explicit expressions for spinors.

4.6. The spin operator in the rest frame for a Dirac particle is defined by
S = %E. Prove that:

(a) X =77,
(b)[S?, §9] = etk Gk |
(c) §% = —% .

4.7. Prove that: 5
. p .
W“r(p) =(-1) +1Ur(p) )

'p
|

Are spinors u,(p) and v,.(p) eigenstates of the operator X - n, where n is a
unit vector? Check the same property for the spinors in the rest frame.

vr(p) = (=1)"vr(p) -

4.8. Find the boost operator for the transition from the rest frame to the
frame moving with velocity v along the z—axis, in the spinor representation.
Is this operator unitary?

4.9. Solve the previous problem upon transformation to the system rotated
around the z—axis for an angle 6. Is this operator a unitary one?

4.10. The Pauli-Lubanski vector is defined by W, = %EWWM vP P? . where
MvP = 1o¥ +i(z¥9” — 2P0”) is angular momentum, while P# is linear mo-
mentum. Show that

1

WA(a) = —3(1+ DmPu(a)

where ¢(z) is a solution of the Dirac equation.
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4.11. The covariant operator which projects the spin operator onto an arbi-
trary normalized four-vector s* (s> = —1) is given by W, s", where s-p = 0,
i.e. the vector polarization s* is orthogonal to the momentum vector. Show
that
W, s#
m

1
= %75#}5 :
Find this operator in the rest frame.

4.12. In addition to the spinor basis, one often uses the helicity basis. The
helicity basis is obtained by taking n = p/|p| in the rest frame. Find the
equations for the spin in this case.

4.13. Find the form of the equations for the spin, defined in Problem 4.12 in
the ultrarelativistic limit.

4.14. Show that the operator -y5# commutes with the operator p, and that the
eigenvalues of this operator are £1. Find the eigen-projectors of the operator
v5#. Prove that these projectors commute with projectors onto positive and
negative energy states, A (p).

4.15. Consider a Dirac’s particle moving along the z—axis with momentum p.
The nonrelativistic spin wave function is given by

1 )
7 \/|a|2+|b|2<b '

Calculate the expectation value of the spin projection onto a unit vector n,
i.e. (¥ -n). Find the nonrelativistic limit.

4.16. Find the Dirac spinor for an electron moving along the z—axis with
momentum p. The electron is polarized along the direction n = (6,¢ = 7).
Calculate the expectation value of the projection spin on the polarization

vector in that state.

4.17. Is the operator 5 a constant of motion for the free Dirac particle? Find
the eigenvalues and projectors for this operator.

4.18. Let us introduce )

v =7

(1=)y,

YR = %(1 +)0,

where v is a Dirac spinor. Derive the equations of motion for these fields.
Show that they are decoupled in the case of a massless spinor. The fields 1,
g are known as Weyl fields.
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4.19. Let us consider the system of the following two—component equations:

OYr(z)

ia“W =myr(z) ,
04 20D )

where ot = (I,0); " = (I, —0o).

(a) Is it possible to rewrite this system of equations as a Dirac equation? If this
is possible, find a unitary matrix which relates the new set of y—matrices
with the Dirac ones.

(b) Prove that the system of equations given above is relativistically covariant.
Find 2 x 2 matrices Sg and Sy, which satisfy wﬁz,L(fEl) = Sr.V¥r (),
where ' 1 is a wave function obtained from g 1() by a boost along the
x—axis.

4.20. Prove that the operator K = §(%-L+1), where 3 = f%a X ¢ is the spin
operator and L is orbital momentum, commutes with the Dirac Hamiltonian.

4.21. Prove the Gordon identities:
2mai(p1)y,u(p2) = @(p1)[(p1 + p2)p + 10 (1 — p2)"u(p2) ,

2mv(p1)7uv(P2) = —0(P)[(P1 + p2)u + 104 (p1 — p2)”]o(p2) -
Do not use any particular representation of Dirac spinors.

4.22. Prove the following identity:

u(p")ou (p+ ') u(p) = ia(p")(® - p).u(p) -

4.23. The current J, is given by J, = a(p2)p1yup2u(p1), where u(p) and
a(p) are Dirac spinors. Show that J,, can be written in the following form:

T = w(p2)[F1(m, )y + Fa(m, ¢*)owq”lu(pr)
where ¢ = po — p1. Determine the functions F; and F5.

4.24. Rewrite the expression

#(p)5 (1~ 75)u(p)
as a function of the normalization factor N = u'(p)u(p).
4.25. Consider the current
Ty = WP’ opp1ru(Pr)

where u(p1) and u(p2) are Dirac spinors; p = p; + p2 and ¢ = pa — p1. Show
that J, has the following form:

Ju = ﬂ(p2>(F1’Y;L + FQq,u + FSJ;qup)u(p1> )
and determine the functions F; = F;(¢%,m), (i = 1,2,3).
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4.26. Prove that if ¢(x) is a solution of the Dirac equation, that it is also a
solution of the Klein-Gordon equation.

4.27. Determine the probability density p = 1y and the current density
j = Yy, for an electron with momentum p and in an arbitrary spin state.

4.28. Find the time dependence of the position operator rg(t) = elfffre=11*
for a free Dirac particle.

4.29. The state of the free electron at time ¢t = 0 is given by

Yt =0,x) =63 (x)

o O o

Find ¢(t > 0, x).

4.30. Determine the time evolution of the wave packet

O OO

for the Dirac equation.

4.31. An electron with momentum p = pe, and positive helicity meets a

potential barrier
0, 2<0
_ 0 _ )
eA {‘/7 .50

Calculate the coefficients of reflection and transmission.

4.32. Find the coefficients of reflection and transmission for an electron mov-
ing in a potential barrier:

0, 2<0,z>a
_ 0 _ ) )
cd {V, 0<z<a

The energy of the electron is F, while its helicity is 1/2. Also, find the energy
of particle for which the transmission coefficient is equal to one.

4.33. Let an electron move in a potential hole 2a wide and V' deep. Consider
only bound states of the electron.

(a) Find the dispersion relations.

(b) Determine the relation between V' and a if there are N bound states. Take
V' < 2m. If there is only one bound state present in the spectrum, is it
odd or even?
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(c) Give a rough description of the dispersion relations for V' > 2m.

4.34. Determine the energy spectrum of an electron in a constant magnetic
field B = Be,.

4.35. Show that if ¢(x) is a solution of the Dirac equation in an electromag-
netic field, then it satisfies the ”generalize” Klein-Gordon equation:

(8, — ieA,) (0" — ieA") — gaWFW +my(z) =0,

where F'#” = gAY — Q¥ A" is the field strength tensor.

4.36. Find the nonrelativistic approximation of the Dirac Hamiltonian H =
2
o - (p+eA) —eA® + mf, including terms of order %.

4.37. If V, () = ¢(x)y,¢(x) is a vector field, show that V), is a real quantity.
Find the transformation properties of this quantity under proper orthochro-
nous Lorentz transformations, charge conjugation C', parity P and time re-
versal 7.

4.38. Investigate the transformation properties of the quantity A*(z) =

Y(x)y 51 (x), under proper orthochronous Lorentz transformations and the
discrete transformations C, P and T

4.39. Prove that the quantity ¢ (x)v,0"%(z) is a Lorentz scalar. Find its
transformation rules under the discrete transformations.

4.40. Using the Dirac equation, show that Cu”(p,s) = v(p,s), where C is
charge conjugation. Also, prove the above relation in a concrete representa-
tion.

4.41. The matrix C is defined by
Cvy,C™1 = —*yg .

Prove that if matrices C’ and C” satisfy the above relation, then C’ = kC"”,
where k is a constant.

4.42. If

)
1/)(1‘) — Np 0 efiEtJripz

a3p 1 7
E,4+m 0
is the wave function in frame S of the relativistic particle whose spin is 1/2,
find:

(a) the wave function 1. (x) = C¥T (z) of the antiparticle,
(b) the wave function of this particle for an observer moving with momentum

b = pez,
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(c) the wave functions which are obtained after space and time inversion,
(d) the wave function in a frame which is obtained from S by a rotation about
the xz—axis through 6.

4.43. Find the matrices C and P in the Weyl representation of the y—matrices.

4.44. Prove that the helicity of the Dirac particle changes sign under space
inversion, but not under time reversal.

4.45. The Dirac Hamiltonian is H = « - p + fm. Determine the parameter
6 from the condition that the new Hamiltonian H' = UHUT, where U =
ePePl(P) has even form, i.e. H' ~ (3. (Foldy-Wouthuysen transformation).

4.46. Show that the spin operator 3 = %’y x ~ and the angular momentum
L =r x p, in Foldy-Wouthuysen representation, have the following form:

p(p-X) N if(a x p)

Srw = 5 4

E,” " 2E,(m+E,) 2E,
B p(p- %) p’E iB(a x p)
Lrw =L — + - .
2E,(m + E,)  2E,(m + E,) 2F,

4.47. Find the Foldy-Wouthuysen transform of the position operator x and
the momentum operator p. Calculate the commutator [Xpw, Prw].
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Classical field theory and symmetries

If f(x) is a function and F[f(x)] a functional, the functional derivative, 5?}’;;‘?)]
is defined by the relation
SF[f (x)]
oF = /dyiéf v, 5.A
5F W) (¥) (5.4)
where 0 F is a variation of the functional.
The action is given by
S = /d4x£(¢r,8u¢r), (5.B)
where £ is the Lagrangian density, which is a function of the fields ¢,.(x), r =
1,...,n and their first derivatives. The Euler—Lagrange equations of motion
are
oL oL
9 () L 5.0
\o@uo0) ~ v: o
The canonical momentum conjugate to the field variable ¢, is
oL
() = — . (5.D)
Oy

The canonical Hamiltonian is
H= / dPaH = / da(dpm. — L) . (5.E)

Noether theorem: If the action is invariant with respect to the continous in-
finitesimal transformations:

/
/

Or(x) = @(2) = ¢r(2) + 0pr(2)

T, — T, =T, + 0T, ,
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then the divergence of the current

oL
" = 09 (x) — T" 6w, (5.F)
9(0ur)
is equal to zero, i.e. 9,7 = 0. The quantity
oL
T, =—— - )
g 8(aﬂ¢r)8y¢r ‘Cgul/ ’ (5 G)

is the energy—momentum tensor . The Noether charges Q% = [ d3xj8(x) are
constants of motion under suitable asymptotic conditions. The index a is
related to a symmetry group.

5.1. Let

() Fu=0u9,
b)S = [d*z [3(0.9)> — V()] .

be functionals. Calculate the functional derivatives % in the first case, and

m in the second case.
5.2. Find the Euler-Lagrange equations for the following Lagrangian densi-
ties:

)L (6 A" (0, A“) + m2A AF 4 2 5(0 AR

)E = ffFWF‘“’ + m2A A* | where F;w =0,A, —0,A,,

) L= 5( u¢)(3"¢>) mP? — 1Ad>4

)L ( leAm)(@”(b* + leA“¢*) —m?¢* ¢ — 3 F F*
e)L=1 Wu@“ —m)y + 5(0,9)* — 3mPP* + ;AT — igys1e .
3.

5.

(a
(b
(c
(d
(

The action of a free scalar field in two dimensional spacetime is

S = / dt/ dx( 0,,0" ¢ — ¢).

The spatial coordinate x varies in the region 0 < x < L. Find the equation of
motion and discuss the importance of the boundary term.

5.4. Prove that the equations of motion remain unchanged if the divergence
of an arbitrary field function is added to the Lagrangian density.

5.5. Show that the Lagrangian density of a real scalar field can be taken as
L=-1o0+m?)o.
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5.6. Show that the Lagrangian density of a free spinor field can be taken in
the form £ = 5(¥P¢ — (0,9)y"v) — mapy).

5.7. The Lagrangian density for a massive vector field A" is given by
L= 1F Fr ! ZA, A"
T gl g A

Prove that the equation 0, A" = 0 is a consequence of the equations of motion.

5.8. Prove that the Lagrangian density of a massless vector field is invariant
under the gauge transformation: A, — A, + 0,A(x), where A = A(z) is an
arbitrary function. Is the relation 9, A" = 0 a consequence of the equations
of motion?

5.9. The Einstein—Hilbert gravitation action is
S = n/d‘lx\/ng ,

where g, is the metric of four-dimensional curved spacetime; R is scalar
curvature and « is a constant. In the weak-field approximation the metric is

small perturbation around the flat metric ngJ, ie.

G (%) = gJ3) + Py () -

The perturbation h,, («) is a symmetric second rank tensor field. The Einstein—
Hilbert action in this approximation becomes an action in flat spacetime (any-
one familiar with general relativity can easily prove this):

1 1
S = / d*z (Qaghwaf'hfw — Oy 0” B + g B,h — 28Mh8“h) :

where h = h*,. Derive the equations of motion for i, . These are the linearized
Einstein equations. Show that the linearized theory is invariant under the
gauge symmetry:

hyw = hpw + 0,4, + 0,4, ,

where A, (z) is any four-vector field.
5.10. Find the canonical Hamiltonian for free scalar and spinor fields.
5.11. Show that the Lagrangian density
m2

2

L= S[@61 + (002) ~ (8% + 63) — J(8 + 637

is invariant under the transformation
b1 — @) = ¢y cosh — ¢asinf |
B2 — ¢ = ¢1sinf + Po cosb .

Find the corresponding Noether current and charge.
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5.12. Consider the Lagrangian density

L= (0,0"(0"¢) —m?¢'¢
¢

1
b2
SU(2) symmetry. Find the related Noether currents and charges.

where is an SU(2) doublet. Show that the Lagrangian density has

5.13. The Lagrangian density is given by
L =1(in 8, —m)y

where ¢ = (i;

metry. Find Noether currents and charges. Derive the equations of motion for
spinor fields v;, where i = 1, 2.

) is a doublet of SU(2) group. Show that £ has SU(2) sym-

5.14. Prove that the following Lagrangian densities are invariant under phase
transformations

(a) £ = ¥ (iy,0" —m)y
(b) £ = (0,67)(9"¢) — m?¢T¢ .

Find the Noether currents.

5.15. The Lagrangian density of a real three-component scalar field is given
by

2
L L

where ¢ = | ¢2 |. Find the equations of motions for the scalar fields ¢;.

b3
Prove that the Lagrangian density is SO(3) invariant and find the Noether
currents.

5.16. Investigate the invariance property of the Dirac Lagrangian density un-
der chiral transformations

U(@) — ¢ (x) = PY()
where « is a constant. Find the Noether current and its four-divergence.
5.17. The Lagrangian density of a o-model is given by

£ = 51(0,0)(00) + (Bm) - (0] + 09w

] 2 A
+ gU(o +ir sl = (07 7 4+ S0+ 7)?
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where o is a scalar field, 7 is a tree-component scalar field, ¥ a doublet of
spinor fields, while 7 are Pauli matrices. Prove that the Lagrangian density
L has the symmetry:

o(x) — o(z),
w(x) — 7w(r) — a x 7(x),

U(x) — ¥(x)+i TW(x) ,

where « is an infinitesimal constant vector. Find the corresponding conserved
current.

5.18. In general, the canonical energy-momentum tensor is not symmetric
under the permutation of indices. The energy—momentum tensor is not unique:
a new equivalent energy—momentum tensor can be defined by adding a four-
divergence R

T;,w = Tuy + 8po;,w ;

where Xpur = —Xpupv- The two energy-momentum tensors are equivalent since
they lead to the same conserved charges, i.e. both satisfy the continuity equa-
tion. If we take that the tensor x,., is given by!

1 oL oL oL
e =5 (=g v+ s U+ o))

then T,“, is symmetric?. The quantities (Ipv)rs in the previous formula are
defined by the transformation law of fields under Lorentz transformations:

1

0y = ¢1(a') = ¢r(@) = S (T )rs s (@) -

(a) Find the energy—momentum and angular momentum tensors for scalar,
Dirac and electromagnetic fields employing the Noether theorem.

(b) Applying the previously described procedure, find the symmetrized (or Be-
linfante) energy—momentum tensors for the Dirac and the electromagnetic
field.

5.19. Under dilatation the coordinates are transformed as
x—x =e Pr.
The corresponding transformation rule for a scalar field is given by
¢(z) = ¢ () = e () ,
! Belinfante, Physica 6, 887 (1939)

2 Symmetric energy—momentum tensors are not only simpler to work with but give
the correct coupling to gravity.
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where p is a constant parameter. Determine the infinitesimal form variation3

of the scalar field ¢. Does the action for the scalar field possess dilatation
invariance? Find the Noether current.

5.20. Prove that the action for the massless Dirac field is invariant under the
dilatations:

o —a =ePx, Y(x) - (a) =P 2P() .

Calculate the Noether current and charge.

3 A form variation is defined by do¢, () = ¢h(x) — ¢ (); total variation is §¢,. () =
¢r (@) = ¢r(@).
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Green functions

The Green function (or propagator) of the Klein-Gordon equation, A(z — y)
satisfies the equation

Oz +m*) A —y) = —6W (@ —y) . (6.A)

To define the Green function entirely, one also needs to fix the boundary
condition.
The Green function (or propagator) S(x — y) of the Dirac equation is defined
by

(in"05; = m)S(z —y) = 6V (z —y) (6.B)

naturally, again with the appropriate boundary conditions fixed.

The retarded (advanced) Green function is defined to be nonvanishing for
positive (negative) values of time xg — yo. The boundary conditions for the
Feynman propagator are causal, i.e. positive (negative) energy solutions prop-
agate forward (backward) in time. The Dyson propagator is anticausal.

6.1. Using Fourier transform determine the Green functions for the Klein—
Gordon equation. Discus how one goes around singularities.

6.2. If Ap is the Feynman propagator, and Ag is the retarded propagator of
the Klein—Gordon equation, prove that the difference between them, Ap — Ag
is a solution of the homogeneous Klein—Gordon equation.

6.3. Show that
[arsw — )i = [ Ly

2w,
where wy, = vVk? + m?2.
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6.4. Prove the following properties:
Ag(—z) = Aa(2)
Ap(—x) = Ap(z) .

Ap and Ag are the advanced and retarded Green functions; A is the Feyn-
man propagator.

6.5. If the Green function A(z) of the Klein-Gordon equation is defined as'

B d4k e ikz
A f— P F—
() / (2m)* k2 —m?2’
prove the relations:
- 1
A(w) = 5(An(e) + Aa(@))

A(—z) = Az) .
P denotes the principal value.
6.6. Write )
A( ) - 1 % d4 e—lk'$
U et TR m
and

V) p— 7{ e
A (2m)* Jo, k2 —m?2

in terms of integrals over three momentum, k. The integration contours are
given in Fig. 6.1.

Im k}o &) Im k}o &)

=

= i / Re ko —or) [\ @k Rek

Fig. 6.1. The integration contours C' and C4x.

In addition, prove that A(z) = Ay (z) + A_(z).

! A(x) is also called the principal-part propagator.
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6.7. Show that

0Aw)|
N 0,
920 |0y = -6 (x) .

6.8. Prove that A(z) is a solution of the homogeneous Klein—Gordon equation.

6.9. Prove the following relation:

1

m=0 — T an

i 1

Ar2 g2’

Ap(2)] 8(a?) +

where Ay is the Feynman propagator of the Klein—Gordon equation.

6.10. Prove that 1
AR Al 2y = *%Q(it)5(x2) )

6.11. If the source p is given by p(y) = g6® (y), show that

_ g exp(—mlx])
o= T
where ¢r(z) = — [ d*yAr(z — y)p(y)-

6.12. Show that the Green function of the Dirac equation, S(z) has the fol-
lowing form

)

S(x) = (ip +m)A(z) ,

where A(z) is the Green function of the Klein-Gordon equation with corre-
sponding boundary conditions.

6.13. Starting from definition (6.B), determine the retarded, advanced, Feyn-
man and Dyson propagators of the Dirac equation. Also, prove that the differ-
ence between any two of them is a solution of the homogenous Dirac equation.

6.14. If the source is given by j(y) = gd(y0)e'?¥(1,0,0,0)T, where g is a
constant while q is a constant vector, calculate

vie) = [ dySea - )iw)
St is the Feynman propagator of the Dirac field.

6.15. Calculate the Green function in momentum space for a massive vector
field, described by the Lagrangian density

1 L1
E = _ZFNUF'M + §m2AHA” .

F,, =0,A, —0,A, is the field strength.
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6.16. Calculate the Green function of a massless vector field for which the
Lagrangian density is given by

1 1
=_= [ 2
L 4F,L,,F +2)\(6A) .

The second term is known as the gauge fixing term; A is a constant.



7

Canonical quantization of the scalar field

The operators of a complex free scalar field are given by

_ 1 d3k a efik-x T eik~:r
¢(x) = TR m( (k) + 0 (k)e™™) (7.4)
1 A3k

ot (x) = (b(k)e F 4 of (k)elF®) | (7.B)

where a(k) and b(k) are annihilation operators; at(k) and bf(k) creation op-
erators and a(k) = b(k) is valid for a real scalar field. Real scalar fields are
associated to neutral particles, while complex fields describe charged particles.
The fields canonically conjugate to ¢ and ¢' are

oL f oL

== = ¢ == =

™

Equal-time commutation relations take the following form:
[¢(X, t)7 7T<y, t)] = [QST (X7 t)v al (Ya t)] =i (X - y) )
[p(x,1), ¢y, t)] = [p(x, 1), ¢T (v,t)] = [r(x,0),7(y,t)] =0, (7.C)
[r(x,t), 7" (v, )] = [o(x, 1), 7' (y,1)] = 0.
From (7.C) we obtain:
[a(k), a (q)] = [b(k),b'(q)] = 6 (k - q) ,
[a(k), a(q)] = [a' (k), a'(q)] = [a(k),b"(q)] = [ (k),b"(@)) =0,  (7.D)
[b(k), b(a)] = [b' (k), b (@)] = [a(k), b(q)] = [a' (k), b(q)] =0 .
The vacuum |0) is defined by a(k)[0) = 0, b(k)|0) = 0, for all k. A state
a' (k) |0) describes scalar particle with momentum k, b'(k) |0) an antiparticle

with momentum k. Many—particle states are obtained by acting repeatedly
with creation operators on the vacuum state.
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In normal ordering, denoted by : :, the creation operators stand to the left of
all the annihilation operators. For example:

: alaQa;awg = agagalag(u .
The Hamiltonian, linear momentum and angular momentum of a scalar field
are

H= %/ z[(900)* + (Vo)* +m?67]

P —/d3x80¢v¢,

M = / Pa(zh T — 2"T) .
The Feynman propagator of a complex field is defined by
iAp(z —y) = (0| T(4(2)¢' (y)) |0) - (7.E)

Time ordering is defined by
T (6(x)9" () = 0(x0 — y0) ()" (y) + O(yo — 0)8' (y)o(x) .

The transformation rules for a scalar field under Poincaré transformations are
given in Problem 7.20. Problems 7.21, 7.22 and 7.23 present the transforma-
tions of a scalar field under discrete transformations.

7.1. Starting from the canonical commutators

[¢(X7 t)v (b(y, t)] = 15(3) (X - y) )

[6(x,1), oy, t)] = [d(x,1),d(y,1)] =0 ,

derive the following commutation relations for creation and annihilation op-
erators:

la(k), a'(@)] = 6@ (k —q)
la(k), a(q)] = [a'(k),a"(a)] = 0 .
7.2. At t = 0, a real scalar field and its time derivative are given by
pt=0,x)=0, dt=0,x)=c,

where ¢ is a constant. Find the scalar field ¢(¢,x) at an arbitrary moment
t>0.
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7.3. Calculate the energy : H :, momentum : P : and charge : @ : of a complex
scalar field. Compare these results to the results obtained in Problems 2.2, 2.3
and 2.4.

7.4. Prove that the modes

1 . .
g = e iwpt+ik-x ,

2(27r)3wk

are orthonormal with respect to the scalar product

(flg) = / B[ (2)00g" (x) — g™ ()00 f (z)] -

7.5. Show that the vacuum expectation value of the scalar field Hamiltonian
is given by

(0] H |0) = —iﬂm46(3)(0)F(—2) .

As one can see, this expression is the product of two divergent terms. Note
that normal ordering gets rid of this c-number divergent term.

7.6. Calculate the following commutators: (Assume that the scalar field is a
real one except for case (d))

() [P, 6(2)] |
(b) [P*, F(¢(x),n(x))], where F is an arbitrary polynomial function of fields
and momenta,
(c) [H,a'(k)a(q)] ,
(d)[@, P,
( ) [N, H], where N = [ d®ka'(k)a(k) is the particle number operator,
(f) [ d*z[H,¢(x)]e™ P> .

7.7. Prove that e!?¢(z)e™'? = e 9¢(x).

7.8. The angular momentum of a scalar field M,,, is obtained in Problem
5.18. Instead of the classical field, use the corresponding operator. Prove the
following relations:

(a) [ ,um¢(x)] = _i(xnau - xuaﬂ)¢(x) s
(b) [MMWP)\] = i(g)\l/P,u - g)\upu) )

( ) [M;J,VaM ] - i(gp,UMVp + gupMu,o - gupMua - gqup,p) .

7.9. Prove that ¢r(z) = (k|¢(2)|0) satisfies the Klein—Gordon equation.

7.10. Calculate the charges Q% = fd3mj3(:v), where j§ are zero components
of the Noether currents for the symmetries defined in Problems 5.12 and 5.15.

(a) Prove that in both cases the charges satisfy the commutation relations of
the SU(2) algebra.
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(b) Calculate
Q% ¢, Q0] (i=12),
for the symmetry defined in Problem 5.12 and
[Qk7¢i]» (Z: 17273) )
for the symmetry defined in 5.15.

7.11. In Problem 5.19, it is shown that the action of a free massless scalar
field is invariant under dilatations.

(a) Calculate the conserved charge D = [ d3z;° .

(b) Prove that relations p[D, ¢(x)] = idp¢p(x) and p[D,n(x)] = idpm(x) hold.

(c) Calculate the commutator [D, F(¢, )], where F' is an arbitrary analytic
function.

(d) Prove that [D, P#] =iP" .

7.12. If, instead of the field ¢(x), we define the smeared field

bp(x,1) = / Byt y)fx—y)

where f is given by

1 2 2
_ —x“/a
flx) ((127T)3/2e 7

calculate the vacuum expectation value (0| ¢ (¢, x)¢p (¢, x) |0) . Find the result
in the limit of vanishing mass.

7.13. The creation and annihilation operators of the free bosonic string o,
(0<me Z), and o, (0> m € Z), satisfy the commutation relations

[ad,, an] = —Mbpin,09"” .
Show that the operators L, = —1 > ok _ ay,, satisfy
[Lin, Ln) = (m —n)Lypgn -

The operators L,, form the classical Virasora algebra. Upon normal ordering
of the L,/s one can obtain the full algebra (with central charge):

D—-2 .
[Lma Ln] = (m - n)LTn+n + T(ms - m)5m+n,0 .

D is number of scalar fields.

7.14. Calculate the vacuum expectation value

0l {¢(z), ¢(y)}10)

where { , } is the anticommutator. Assume that the scalar field is massless.
Prove that the obtained expression satisfies the Klein—Gordon equation.
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7.15. Calculate
(0] ¢(z1)(z2)d(23)P(24) |0)

for a free scalar field.

7.16. Find
(0l ¢(=)0(y) |0)

in two dimensions, for a massless scalar field.

7.17. Prove the relation

(Oz +m?) (0] T(¢(2)$(y)) |0) = —i6W (z —y) .
7.18. The Lagrangian density of a spinless Schrédinger field 1, is given by

a1

A i
L=y ot 2m

Vel -V = V(r)ply .

(a) Find the equations of motion.

(b) Express the free fields ¢ and 9T in terms of creation and annihilation
operators and find commutation relations between them.

(c) Calculate the Green function

G(zo,%,y0,y) = =1 (0] w(xo,XWT(yo,Y) |0) 0(z0 — o)

and prove that it satisfies the equation

0 1
] = (3) .
(lat + 2mA> G(t,%,0,0) = §(t)0" (x)
(d) Calculate the Green function for one-dimensional particle in the potential

0, x>0
V_{oo, <0’

(e) Show that the free Schrédinger equation is invariant under Galilean trans-
formations, which contain:
- spatial translations ¢’ (¢t,r 4+ €) = ¢ (t,r) ,
- time translations ¢'(t + d,r) = ¢¥(t,r) ,
- spatial rotations ¢'(t,r + 0 x r) = ¢(t,r) ,

"boost” ' (t,1 — vt) = e MVTHMVE/ 204 1)

Without the phase factor in the last transformation rule the Schrédinger
equation will not be invariant, unless m = 0. Consequently this represen-
tation of the Galilean group is projective.

(f) Find the conserved quantities associated with these transformations and
commutations relations between them, i.e. the Galilean algebra.
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7.19. Let d3
f(a) = / TP fpyeive,

2wy,

be a classical function which satisfies the Klein—Gordon equation. Introduce
the operators

a—C/m (p),
P)

A /2wp
where a(p) and a'(p) are annihilation and creation operators for scalar field,
and C is a constant given by

1

\/ f 2wp
A coherent state is defined by
|2) = o127 /2gzal 0) ,

where z is a complex number.

(a) Calculate the following commutators:

(b) Prove the relation

o(p), (a1 = 2

(c¢) Show that the coherent state is an eigenstate of the operator a(p) .
(d) Calculate the standard deviation of a scalar field in the coherent state

Vizl 1 2(2) 1 [2) = (2] 6() [2))?

(e) Find the expectation value of the Hamiltonian in the coherent state,
(| H|z) .

7.20. Under the Poincaré transformation, x+ — z’ = Ax + a, the real scalar
field transforms as follows:

U(A,a)p(z)U (A, a) = ¢(Az +a) |

where U(A,a) is a representation of the Poincaré group in space of the fields.
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(a) Prove the following transformation rules for creation and annihilation op-

erators:
U(A, a)a(k) U~ (A, a) = | 22 exp(—id", k" a,)a(Ak) |
W
U(A, a)a’ (KU1 (A, a) = |22 exp(id”, kK a,)at (AK) .
W
(b) Prove that the transformation rule of the n—particle state |kq,...,ky) is
given by

Wit Wt . “ v v
U(A,a) |k, koy. oo kn) = ,/Helw v(RU k) | ARy, ARy
1 n

(c) Prove that the momentum operator, P* of a scalar field is a vector under
Lorentz transformations:

U(A,0)P*U1(A,0) = APV .
(d) Prove that the commutator [¢(z), #(y)] is invariant with respect to Lorentz
transformations.

7.21. The parity operator of a scalar field is given by

P=exp |-i5 [ @ (a (9009 - 0l (0a(-1)|

where 7, = £1 is the intrinsic parity of the field.

(a) Prove that P commutes with the Hamiltonian.
(b) Prove the relation PM;; P~ = M;;, where M;; is the angular momentum
for scalar field.

7.22. Under time reversal, the scalar field is transformed according to
To(z)T™ ! = n(~t, x)
where 7 is an antiunitary operator, while 7 is a phase.

(a) Prove the relations:
ra(k)r™ = na(-k)
ral (k)77 = n*al (=k) .
(b) Derive the transformation rules for the Hamiltonian and momentum under
the time reversal.

7.23. Charge conjugation for the charged scalar field is defined by
Co(2)C" = neo'(z)
where 7). is a phase factor. Prove that
Q™' =-q,

where @ is the charge operator.
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Canonical quantization of the Dirac field

The operators of a Dirac field are:

blr) = —— Z/d3p 2 (up(p)er(p)e P + v, (p)di(p)e®) | (8.A)

Blr) = —— Z/d3p Eﬁp (- (p)cl(p)e™” + 0. (p)dr(p)e™ ™) . (8.B)

The operators c/.(p) and df(p) are creation operators, while c,.(p),d,(p) are
annihilation operators.
From the Dirac Lagrangian density,

L =Y(iy"9, —m)p ,
one obtains the expressions for the conjugate momenta:

" m—,:%:o.
N )

Particles of spin 1/2 obey Fermi-Dirac statistics. We impose the canonical
equal-time anticommutation relations:

{wa(tv X)7 w;r (t’ Y)} = 611175(3) (X - Y) ) (SC)

{wa(t; %), (8, 3)} = {0l (t, %), ¢{(t,y)} = 0. (8.D)

From this we obtain the corresponding anticommutation relations between
creation and annihilation operators:

{cr(p), cl(@)} = {dv(p),dl(q)} = 6,6 (p—q) . (8.E)

All other anticommutators are zero.

T
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The Fock space of states is obtained as usual, by acting with creation operators
on the vacuum |0). The states cf(p,r)|0), and df(p,r)|0) are the electron
and positron one—particle states, respectively with defined momentum and
polarization.

Normal ordering is defined as in the case scalar field but now the anticommu-
tation relations (8.E) have to be taken into account, e.g.

s e(q)c! (p) == —cl(p)e(a)
s c(@)e(k)cl (p) = ¢ (p)e(a)e(k) -
The Hamiltonian, momentum and angular moment of the Dirac field are:
H= /d?’mz/?[—wv +mp
P= —i/d%z/)TVi/J,

M, = /dSXW(i(xuay —2,0,) + %aww -

The Feynman propagator is given by

iSp(z —y) = (0] T (v(2)9(y)) 0) - (8.F)

Time ordering is defined by

T ((2)(y) = (w0 — yo) (@) (y) — O(yo — w0) ¥ (y)(x) -

Under the Lorentz transformation, ' = Az the operator ¢ (z) transforms
according to:

U(A)ip(2)U~H(A) = S~ H(A)p(Az) . (8.G)

Here U(A) is a unitary operator in spinor representation which generates the
Lorentz transformation.
Parity, t' = t, x’ = —x changes the Dirac field as follows

P(t,x) P~ = you(t, —x) , (8.H)
where P is the appropriate unitary operator.
Time reversal, t' = —t, x’ = x is represented by an antiunitary operator. The
transformation law is given by

T(t, %) = Top(—t,x) . (8.1)

Properties of the matrix 7', are given in Chapter 4. One should not forget that
time reversal includes complex conjugation:

(e..)yrt=cr...r7h.
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e The operator C generates charge conjugation in the space of spinors:
Ctba(0)C™" = (O b} () - (8.9)

Properties of the matrix C' are given in Chapter 4. The charge conjugation
transforms a particle into an antiparticle and vice—versa.
e In this chapter we will very often use the identities:

[AB,C] = A[B,C] +[A,C]B
[AB,C] = A{B,C} — {A,C}B . (8.K)

8.1. Starting from the anticommutation relations (8.E) show that:
i8(z —y) = {¢(2), ¥(y)} = i(in,0" + M)Az — y)
{¢(2),¥(y)} =0,

where the function A(z — y) is to be determined. Prove that for o = yo the
function iS(x — ) becomes 796 (x —y), i.e. the equal-time anticommutation
relations for the Dirac field is obtained.

8.2. Express the following quantities in terms of creation and annihilation
operators:

(a) charge Q = —e [d3z : YT« ,
(b) encray H = [ d*al: g(—iy'0s + m)s ]
¢) momentum P = —i [ d®z : TV : .

)
8.3. (a) Show that i[H, ¢(x)] = %1/)(:17). Comment on this result.
(b) If the Dirac field is quantized according to the Bose-Einstein rather than
Fermi-Dirac statistics, what would be the energy of the field?

8.4. Calculate [H, cl(p)c.(p)]-

8.5. Starting from the transformation law for the classical Dirac field under
Lorentz transformations show that the generators of these transformations
are given by

1
M, =i(z,0, — x,0,) + gouy .

8.6. The angular momentum of the Dirac field is

M, = /d?’m/)T(x) {i(xuay —x,0,) + %JW Y(x) .
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(a) Prove that

My 9(a)] = ~i2,0, = ,0,)0(2) ~ 50,0()

and comment on this result.
(b) Also, prove
[M/wu P, ] = i(gupP,u - gupPu) s

where P, is the four-vector of momentum.

8.7. Show that the helicity of the Dirac field is given by

Z / Ep(—1)"" el (p)er(p) + di(p)d,(P)] -

8.8. Let |p1,71;p2,72) = ¢l (p1)cl, (p2)[0) be a two-particle state. Find the
energy, charge and helicity of this state. Here r; o are helicities of one-particle
states.

8.9. Prove that the charges found in Problem 5.13 satisfy the commutation
relation:

(@, Q") = ieeq

8.10. Find conserved charges for the symmetry in Problem 5.17 and calculate
the commutators:

(a) Q. Q"] _
(b) [Q%, ()], [Q%,vi()], [Q,i(x)] -

8.11. In Problem 5.20 we showed that the action for a massless Dirac field is
invariant under dilatations. Find the conserved charge D = [ d3x75° for this
symmetry and show that the relation

[D, PH] =iP* |
is satisfied.
8.12. Let the Lagrangian density be given by
= iy 9 — gz
where g is a constant.

(a) Derive the expression for the energy-momentum tensor T),,. Find its di-
vergence, 0,/ T"”. Comment on this result.

(b) Calculate the commutator [P°(t), Pi(t)].

(c) Find the four divergence of the angular momentum operator M#**#.

8.13. Consider the current commutator [J,(z), J, (y)] where J,, = 1,1).
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(a) Prove that the commutator given above is Lorentz covariant.
(b) Show that the commutator is equal to zero for space-like interval, i.e. for
(r—y)? <.

8.14. Calculate (0] ¢(x1)¢(22)Y(23)1(24) |0) . The result should be expressed
in terms of vacuum expectation value of two fields.

8.15. Prove that : ¢y e := %[&W“/’y

8.16. Prove that (0| 7'(¢(x)I"(y)) |0) is equal to zero for I' = {v5,v5v.},
while for I = 5,7, one gets the result —4img,, Ar(y — x).

8.17. The Dirac spinor in terms of two Weyl spinors ¢ and x is of the form

_ 14
¥= (—i@x*) '

(a) Show that the Majorana spinor equals

_ X
¢M - <_102X*) .

Vmdm = dmn
O oy = =V Uur
OMYséM = OMsYM
Ouy*sdm = Gy st

VMOuwdM = =Mt -

(b) Prove the identities:

(c) Express the Majorana field operator, 1y = %(wﬂz;c) using creation and
annihilation operators of a Dirac field. Introduce creation and annihilation
operators for Majorana spinors and find corresponding anticomutation re-
lations.

(d) Rewrite the QED Lagrangian density using Majorana spinors.

8.18. Find the transformation laws of the quantities V,,(z) = 9 (z)y,(z) and

A, (x) = Y(x)v50,1(x) under Lorentz and discrete transformations.

8.19. Show that the Lagrangian density

L = ip(z)y" 0,0 (x) + mab(z)(x) |

is invariant under the Lorentz and discrete transformations.

8.20. Show that the quantity T}, (z) = ¥ (z)o,, ¥ (z) transforms as a tensor
under Lorentz transformations. Find its transformation rules under discrete
symmetries.
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Canonical quantization of the electromagnetic
field

The Lagrangian density of the electromagnetic field in the presence of an
exterior current j, is

L= —iF,“,F’“’ — 1A,
From this expression we derive the equations of motion to be:
0, F" = j" = (6,0 — 0,0") A" = j¥ . (9.A)
It is easy to see that the field strength F),, satisfies the identity:
OuFyp+0,F, 4+ 0,F,, =0. (9.B)

Equations (9.A-B) are the Mazwell equations; (9.B) is the so—called, Bianchi
identity and is a kinematical condition.
Electrodynamics is invariant under the gauge transformation

AP AP 4 P A()

where A(z) is an arbitrary function. The gauge symmetry can be fixed by
imposing a ”gauge condition”. The following choices are often convenient:

Lorentz gauge 0,A4* =0,
Coulomb gauge V-A =0,
Time gauge Ag =0,
Axial gauge A5 =0 .

The general solution of the vacuum Maxwell equations (j#* = 0) takes the
form:

d3k —ik-z ik-x
A (z) = % W K)e (K)e %7 4 af (k) e (K)ol ) . (9.0)
where wy, = |k|,6’>f(k) are polarization vectors. The transverse polarization

vectors which satisfy €(k) -k = 0 we denote by €)' (k) and €5 (k). The scalar
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polarization vector is €, = n*, where n* is a unit time-like vector. We can
choose n* = (1,0,0,0). The longitudinal polarization vector, €5 (k) is given
by
(k) — k* — (n - k)nt

(n-k)

Due to gauge symmetry only two polarizations are independent. The polar-
ization vectors satisfy the orthonormality relations:

guver (K)eX, (k) = —dan -

In (9.C) we assumed the polarization vectors to be real valued.
The polarization vectors satisfy the following completeness relations:

3
S gk (k) (k) = g . (9.D)
A=0

From (9.D) follows that the sum over transverse photons is

S KR Kl 4 ki
Zex(k)eg\(k) =—g" — o n)? + - . (9.E)
A=1

In the Lorentz gauge the equal-time commutation relations are:
[A%(t, %), 7 (t,y)] = ig" 6P (x —y)
[A*(t,x), A” (t,y)] =0, (9.F)
[ (t, %), 7" (t,y)] = 0 .

where m¥ = —AY. Creation and annihilation operators of the photon field
satisfy the following commutation relations:

lax(k), al,(@)] = g 0P (k — q) ,
lax(k),ax(q)] =0, (9.G)

[al (k) al, (@)] = 0.
The physical states, |®) satisfy the operator condition

o ASH |B) = 0.

This is the Gupta—Bleuler method of quantization.
In the Coulomb gauge we have

2 3 . .
A(z) = /\Z:; (271)3 j% (ax(k)fz\(k)eﬂk'z + af\(k)e)\(k)elk'””) . (9.H)
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while A° = 0. The equal-time commutation relations are:
) . (3
[A'(t, %), 7 (t,y)] = _lé(li)j (x-vy),
[A'(t,x), A (t,y)] = 0, (9.1)

[ (t, %), 7 (t,y)] = 0.,

where w = E and (5@].()( —y) is the transversal delta function given by

3) _ 1 31 ik (e—y) 5 _ Kikj
5Mj(x —-y) = G /d ke y) (5” e .
Creation and annihilation operators obey
[ax(k), al ()] = G 0@ (k —q) ,
[ax(k), ax (q)] =0, (9.7)

[a} (k). a, (q)] =0 .

The Feynman propagator for the electromagnetic field is given by

D (w —y) = (0] T(A*(z) A (y)) |0) - (9-K)

9.1. Starting from the commutation relations (9.G) prove that
[A(t, %), A" (t,y)] = —ig" 6P (x = y) .
9.2. Find the commutator
iD"(z —y) = [A*(z), A"(y)] ,
in the Lorentz gauge.
9.3. Calculate the commutators between components of the electric and the
magnetic fields: . ‘
[E*(2), B (y)]
[B(x), B (y)] ,
[E*(x), B (y)] -
Also calculate the previous commutators for equal times, z° = /°.

9.4. Prove that [PH, A¥] = —i0M A".
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9.5. Determine the helicity of photons described by polarization vectors
et (ke.) = 271/2(0,1,1,0)T and € (ke.) = 271/2(0,1, —1,0)".

9.6. A photon linearly polarized along the z—axis is moving along the z—
direction with momentum k. Determine the polarization of the photon for
observer S’ moving in the z—direction with velocity v.

9.7. The arbitrary state not containing transversal photons has the form
n

where C,, are constants and
B, — /d3k1 P fr, - ) [ (0l (k0) — ad (ki) [0)

i=1

where f(ki,...,ky) are arbitrary functions. The state |®) is a vacuum.

(a) Prove that ($,|®,) =0 -
(b) Show that (®| A*(x) |P) is a pure gauge.

9.8. Let _ _
prv — g kP E +,k kt
k-k ’
and _ _
kPEY + KV KM
pr = DR
k-k

where k* = (K%, —k).
Calculate: P*VP,,, P\ PL

vo)

P 1 PI¥, giP,,. g" PL,

Pr, PV if k2 = 0.

9.9. The angular momentum of the photon field is defined by J' = 1€ M,
where M% was found in Problem 5.18.

(a) Express J in terms of the potentials in the Coulomb gauge.

(b) Express the spin part of the angular momentum in terms of ay(k), a:[\(k)
and diagonalize it.

(c) Show that the states

al(@)]0) = = (al (q) = ia}(a)) |0) .

V2

are the eigenstates of the helicity operator with the eigenvalues +1.
(d) Calculate the commutator [J!, A™(y, t)].

9.10. Calculate:

(a) (O {E*(x), B (y)} |0)
(b) (O[{B"(x), B/ (y)}0) ,
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(c) (OI{E"(x), E? (y)} |0) -

9.11. Consider the quantization of the electromagnetic field in space between
two parallel square plates located at z = 0 and z = a. The plates are squares
with size of length L. They are perfect conductors.

(a) Find the general solution for the electromagnetic potential inside this ca-
pacitor.

(b) Quantize the electromagnetic field using canonical quantization.

(c) Find the Hamiltonian H and show that the vacuum energy is

d%k = 2
E;LQ/(%)Q [27;\/k%+k§+(rzr) + /K2 4+ k32

(d) Define the quantity
E - E,

L2
which is the difference between the vacuum energies per unit area in the
presence and in the absent of plates. This quantity is divergent and can
be regularized introducing the function

(9.1)

€ =

1, k<A
m={y 154

into the integral; A is a cutoff parameter. Calculate € and show that there
is an attractive force between the plates. This is the Casimir effect.
(e) The energy per unit area, E/L? can be regularized in a different way.

Calculate integral
1
I=[dk——m
/ (k2 + m2)e’

for Rea > 0, and then analitically continue this integral to Re « < 0. Show

that
[ A
1= —gm

Regularize the sum in the previous expression using the Rieman (—function

C(s) = Zn_s .

Calculate the energy and the force per unit area.
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Processes in the lowest order
of perturbation theory

The Wick’s theorem states

T(ABC...YZ)=:{ABC...YZ + ”all contractions”} : . (10.A)

In the case of fermions we have to take care about anticommutation relations,
i.e. every time when we interchange neighboring fermionic operators a minus
sign appears.

The S—matriz is given by

e () 1, 4, o) el
S—HZ:O -] //d 1...d%, T (Hi(x1) - - Hi(zy)) (10.B)

where Hy is the Hamiltonian density of interaction in the interaction pictures.
S—matrix elements have the general form

Se = (21)46™® (pr — p;)JiM ! = (10.C)
fi bt —p 1;[ TVEI;[ VE

where p; and pf are the initial and the final momenta, respectively; iM is the
Feynman amplitude for the process, which will be determined using Feynman
diagrams. The delta function in (10.C) is a consequence of the conservation of
energy and momentum in the process. Normalization factors also appear in the
expression (10.C) and they are different for bosonic and fermionic particles.
In this Chapter we will use so—called box normalization.

The differential cross section for the scattering of two particles into N final
particles is

192 1 5 Vdps
T T 2L (2n)3
=1

do (10.D)

where Ji, is the flux of initial particles:
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The relative velocity vye is given by

in the laboratory frame of reference (particle 2 is at rest), while in the center—
of-mass frame we have

Urel = |p1|

p1 is the momentum of particle 1, and E; o are energies of particles. In ex-
pression (10.D), Vd®p/(27)? is the volume element of phase space.
o Feynman rules for QED:

o Vertex:

= ieyH
o Photon and lepton propagators:
, 19
Dy = HNNANNANY = o
e k k2 + i€’
56(0) i
i = = .
FP D p—m+ie
o External lines: '
) L = u(p, s) initial
a) leptons (i.e. electron): D — (p, s) final
L = v(p, s) initial
b) antileptons (i.e. positron): — 3(p, 5) final
k
VNN = ¢, (k, N) initial
k
h S:
¢) photons: |~ ~ A AN er(k, A) final

o Spinor factor are written from the left to the right along each of the
fermionic lines. The order of writing is important, because it is a ques-
tion of matrix multiplication of the corresponding factors.

o For all loops with momentum &, we must integrate over the momentum:
[ d*k/(2m)*. This corresponds to the addition of quantum mechanical
amplitudes.

o For fermion loops we have to take the trace and multiply it by the
factor —1.
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o If two diagrams differ for an odd number of fermionic interchanges,
then they must differ by a relative minus sign.

10.1. For the process
A(E1, p1) + B(E2,p2) — C(Ey,p1) + D(E, p3)
prove that the differential cross section in the center of mass frame is given
> do 1 P}l
(55).. = @ T BRI rammemlM©

where iM is the Feynman amplitude. Assume that all particles in the process
are fermions.

10.2. Consider the following integral:
d3p d’q 0

where E2 = p? + m? and Eg = q? + m’2. Show that the integral I is Lorentz
invariant. Calculate it in the frame where P = 0.

10.3. If
iM = a(p, )y, (1 —vs5)u(q, s)e"(k, A) |

calculate the sum ,
> IMP
A=1r,s=1

10.4. Using the Wick theorem evaluate:

(a )<0|T(¢>4( ) ( )10},
(b)T(: ¢*() = : ¢'(y) 2)
(©) O T(¥ (= >w<w)w< )¥(9))0) -

10.5. In ¢* theory the interaction Lagrangian density is Li,; = —%qﬁ‘l. Us-
ing the Wick theorem determine the symmetry factor S, for the following
diagrams:

w, (O

1
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(b)

o Xy

Also, check the results using the formula [6]:

S=g ] 2°my,

n=2,3,..

where ¢ is the number of possible permutations of vertices which leave un-
changed the diagram with fixed external lines, o, is the number of vertex
pairs connected by n identical lines, and ( is the number of lines connecting
a vertex with itself.

10.6. In ¢> theory calculate

N
1 /—iA
3(50) [ e 0T ()06 )6 e 0)
10.7. For the QED processes :

(@) upt —eet,

(b)e ut — e ut,

write the expressions for amplitudes using Feynman rules. Calculate <\M|2>
averaging over all initial polarization states and summing over the final polar-
ization states of particles. Calculate the differential cross sections in center—
of-mass system in an ultrarelativistic limit.

10.8. Show that the Feynman amplitude for the Compton scattering is a
gauge invariant quantity.

10.9. Find the differential cross section for the scattering of an electron in the
external electromagnetic field (a, g, k are constants)

(a) A¥(x) = (ae_kz"z7 0, 0, 0),
(b) A¥(z) = (0, 0, 0, Ze~"/9) .

10.10. Calculate the cross section per unit volume for the creation of electron—
positron pairs by the electromagnetic potential

AP = (0, 0, ae™ ™, 0),

where w and a are constants.
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10.11. Find the differential cross section for the scattering of an electron in
the external potential

A" =(0, 0, 0, ae™ ") |

for a theory which is the same as QED except the fact that the vertex iey,, is
replaced by ey, (1 — vs).

10.12. Find the differential cross section for the scattering of a positron in
the external potential

ar=(2,0,0,0,

where g is a constant. The S—matrix element is given by

Si = ie/d4xzﬁf(x)8#wi(x)/l"(x) .

10.13. Calculate the cross section for the scattering of an electron with posi-
tive helicity in the electromagnetic potential

A* = (as®(x), 0, 0, 0)
where a is a constant.

10.14. Calculate the differential cross section for scattering of e~ and a muon
ut

et —eput,
in the center—of-mass system. Assume that initial particles have negative he-
licity, while the spin states of final particles are arbitrary.
10.15. Consider the theory of interaction of a spinor and scalar field:

1, M2, _
L= 5(5@ - 7¢ + P (i7,0" —m)p — g5

Calculate the cross section for the scattering of two fermions in the lowest
order.

10.16. Write the expressions for the Feynman amplitudes for diagrams given
in the figure.
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Renormalization and regularization

e Table of D-dimensional integrals in Minkowski spacetime:

1 i(—1)"r % D
dPk = I'(n—=), (11.A
/ (k2+2p-k—m2+ie)” F(n)(m2+p2)"*% (TL D) ) ( )
kit —i(=1)"7Z D
dPk = “P(n— =), (11.B
/ (k2 +2p-k —m?2 + ie)" I'(n)(m? +p2)"_%p (n 5 ) ( )
Kk i(—1)nr% D
dPk - moV Pl — 2
/ (2 +2p-k—m2+ie)"  I(n)(m2+p2)"—% {p p"I(n 2 )
1 D
- 30 I - F 1) (11.0)
KMk kP —i(=1)"7T D
D — KV pP D(n — =
D
—5(g"P" + g+ g ) (0 A m) (0 — 5 - 1)} : (11.D)

ErEY kPES i(—1)"7P/? [ D
dPk - S At
/ (k2 +2p-k—m2+i"  D(n)(m2+p2)"—% PP I (n 2 )

1
- 5(9””29”17" +g"°p"p” + g"p"p” + g" p"p7 + 9" p p" + 9" p"'p”)

><(p2—|—m2)F(n—§—1)

(g#ugpd + GupGrvo + g/wgpy)(pQ + m2)2f (n—

. D
2

- 2)} . (1LE)

e
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The gamma—function obeys

Den+ =Y (1 +p(n+1) +0(6)) 7 (11.F)

n!

where n € N and

1 1
D=1+z+...4+=—7.
Yt =145+ 4~ =y

The v = 0,5772 is the Euler-Mascheroni constant.
The general expression for Feynman parametrization is given in Problem 11.1.
The most frequently used parameterizations are:

1 ! 1
AB :/O AT —2BE (11.G)

1 1 11—z 1
WZZ/O dx/o CurE-Aerc—ap W

Cutkosky rule for computing discontinuity of any Feynman diagram contains
the following steps:
1. Cut through the diagram in all possible ways such that the cut propagators
can be put on—shell.
2. For each cut, make the replacement

1

e (—2im)6@ (p* = m*)0(p") .

3. Sum the contributions of all possible cuts.

11.1. Prove the following formula (the Feynman parametrization)

1 ! ! S(xr1+...+x,—1)
S ——— T .
M /0 /0 Qo e Ay

11.2. Show that expression (11.A) holds.
11.3. Prove the formula (11.F).

11.4. Regularize the integral

1 1
I=[d%—————
/ k2 (k+p)2 —m?2’

using Pauli—Villars regularization.
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11.5. Compute
kakgk,kykokes
Topuvpo = /deW .

Also, find the divergent part of the previous integral for n = 5. Apply the
dimensional regularization.

11.6. Consider the interacting theory of two scalar fields ¢ and y:
1 1 1 1
L= 5(8@2 - §m2¢2 + §(BX)2 - §M2X2 —go°x -

(a) Find the self-energy of the x particle, —iI1(p?).
(b) Calculate the decay rate of the x particle into two ¢ particles.
(c) Prove that

Im IT(M?) = —MT.

11.7. Consider the theory
1 s Mo g3 Ay
L= 50u0)2 = 5ot = 56" — St
Find the expression for the self-energy and the mass shift dm.

11.8. The Lagrangian density is given by

1 1 2 A
L=-(0,0)+ =(0,7)* - M 52 od — xvor? — Z(o? + 1),
2 2 2 4
where o and 7 are scalar fields, and v? = ’;—; is constant. Classically, 7 field

is massless. Show that it also remains massless when the one-loop corrections
are included.

11.9. Find the divergent part of the diagram

Prove that this diagram cancels with the diagram of the reverse orientation
inside the fermion loop.

11.10. The polarization of vacuum in QED has form
il (q) = =ity — 09w ) T(q%) -

Prove the following expression:

e2 2m? 4m? 4m?
ImH(qQ):—m (1+q2> 1—0(1—) .
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11.11. In scalar electrodynamics two diagrams give contribution to the po-
larization of vacuum. Using dimensional regularization derive the following
expression for the divergent part of the vacuum polarization:
-2
ie“ 1 9
mg(?upu — P Gu) -

11.12. The Lagrangian density for the pseudoscalar Yukawa theory is given
by

1 2 - . A
L= 506 = 50" +Dliud — M — ighrsvs — ot

(a) Find the superficial degree of divergence for this theory and the corre-
sponding divergent amplitudes. Write the bare Lagrangian density as a
sum of the initial Lagrangian density and counterterms. Write out the
Feynman rules in the renormalized theory.

(b) Find the self-energy of the spinor field at one-loop and determine the
corresponding counterterms.

(c¢) Find the self-energy of the scalar field at one-loop and determine the
corresponding counterterms.

(d) Calculate the one-loop vertex correction ¢ and dg.

(e) Calculate the one-loop vertex correction ¢* and JA.

11.13. Consider massless two-dimensional QED, the so—called Schwinger mo-
del.

(a) Calculate the vacuum polarization at one-loop.
(b) Find the full photon propagator and read off the mass of the photon.

11.14. Consider ¢3 theory in six-dimensional spacetime, with the Lagrangian
density given by

1 2m22 g .3
L=3(007 — 50" = 56" —ho .

(a) Determine the superficial divergent amplitudes. Write the renormalized
Lagrangian density and derive the Feynman rules.

(b) Calculate the tadpole one-loop diagram and explain why the contribution
of the tadpole diagrams can be ignored.

(c) Calculate the propagator correction at one—loop order and determine 67
and ém. Use the minimal subtraction (MS) scheme.

(d) Calculate the vertex correction and find dg.

(e) Derive the relations mg = mo(m, g,€) and go = go(m, g, €).
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1

Lorentz and Poincaré symmetries

1.1 The square of the length of a four-vector, x is 22 = guvxtz¥. By substi-

tuting 2" = A* * into the condition 22 = 22 one obtains:

G A p A 2P 2% = goeafa’ . (1.1)

Since (1.1) is valid for any vector x € My, we get A" ,g,, A" = ¢po. The
previous condition can be rewritten in the following form

AN, g 5 = gpe = ATgA =g , (1.2)

and we have obtained the requested expression.

Now, we shall show that the Lorentz transformations form a group. If
A1 and As are Lorentz transformations then their product, A;As is Lorentz
transformation because it satisfies the condition (1.2):

(A1 42)T g(A1Az) = AT (AT gA1) Ay = AT gAa =g .

Thus, we have shown the closure axiom. Multiplication of matrices is generally
an associative operation, so this property is valid for Lorentz matrices A.
Identity matrix I satisfies the condition (1.2) and it is the unit element of the
group. Taking determinant of the expression (1.2) we obtain detA = £1. Since
detA # 0 the inverse element A~ exists for every Lorentz matrix. From (1.2)
we see that the inverse element is given by A~! = g1 A7 g. In the component
notation the previous relation takes the following form:

(Afl)uy = g“p/l"pgm, =AM

1.2 By substituting infinitesimal form of the Lorentz transformation into the
formula (1.2), one gets:

(55 +w"p)gun (65 + w”s) + 0(‘*’2) = Ypo »
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Gpo + wupgm/ég + Wyag;uj(sg + 0(0-)2) = Y9po -
from which follows that
Woo + Wop = 0= wWye = —Wwg, -

Since the parameters of the Lorentz group w,, are antisymmetric only six of
them are independent, so the Lorentz group is six—parameters group. Moreover
the Lorentz group is a Lie group.

1.3 Given relation is in agreement with definitions of the e symbol and
determinant.

1.4 From (1.2) follows that 67 = 5 A*,A,7, so we conclude that 0,7 = §7.
In the same way we have

vper = A" NS A A  apys = det (A ) euvpo = €uwpo

since detA~! = 1 for the proper orthochronous Lorentz transformations. Thus,
Levi-Civita symbol is defined independently of the inertial frame. Note that
the components ¢, ,, are obtained by applying the antisymmetric tensor € on
basis vectors eg, ..., es:

e(en,€r,€p,€5) = €uupo -
The € tensor can be written in the form
e=0°7N0"N0O% 16O,
where @ are basic one-forms.
1.5 The results are given below

P €y = — 840005 + 88587 + 050567 — 848507 — 68587 + 056267

nvpo _ p SO p o
€ €pnys = —2(6505 —6507)
e"P%€,p05 = —603
"€ pe = —24 .

1.6

(a) The matrix X is
20— 23—zl iz
X_(—xl—ix2 x0+x3 )
so detX = (29)% — (x)? = 22. It is not difficult to see that from the
transformation law, X' = SXS f, follows that
detX’ = detSdetXdetS' = detX |

which means that z/2 = z2.
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(b) Multiplying the expression X = x,0* by ¢ and taking trace we obtain
the requested relation. The matrices o* satisfy the following orthogonality
relation tr[gFo¥] = 2gH.

1.7 The result follows from
1 1 T
't = itr(é“)(') = §m”tr(6“Sal,S )= A z¥ .

1.8 An arbitrary Lorentz transformation, which is connected with the unit
element, can be written in the form U(w) = exp (—3M,,w"”), where M,,
are generators. There are three (independent) rotations and three (also in-
dependent) boosts. Rotation around z—axis for angle 3 is represented by
matrix

1 0 0 0 0 0 0 0
[0 cosfs sinf3 0| _ 0O 0 63 0
Alfs) = 0 —sinf3 cosfs 0] I+ 0 -6 0 0
0 0 0 1 0 O 0 1
From the previous expression we conclude that wly = —wjs = 63. The gener-
ator of this transformation is
00 0 O
.dA(6s) .dA(6s3) .0 0 -1 0
My = i——= =—1i =i (1.3)
dw!? w12=0 dbs |g,—o 01 0 O
00 0 O
In the same way we obtain the other two generators:
00 0 O 0 00 O
.10 0 0 -1 .10 0 0 O
Ms=1lg g0 o) Me=llg o0 1 (14)
01 0 O 0 01 O
In this case the relation between the parameters w;; and the angles of rotations

0; around x;—axis is 0; = —%eijkwjk.
The matrix of the boost along x—axis is

chp;  —shp; 0 0 0 —¢1 0 O
_ | —sher shpr 0 O _ —p1 0 00
A =1 o 10|t 0 o o0o0]"
0 0 0 1 0 0 0 0
where wol = —p; = —arc th v;. The corresponding generator is
01 0 O
. dA(p1) . dA(p1) 1 0 0 0
O | T e |, |00 00 (1.5)
0 0 0O
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The other two generators are

0 0 0 1 0 0 1 0
.10 0 0 O .10 0 0 O
Mog==i1g g g o Me2==|1 g ¢ ¢ (1.6)
1 0 0 O 00 0 O
The boost parameters (rapidity) are w,; = —@; = —arc th (v;), where v; is the

velocity of the inertial frame moving along the xz;—axis.

1.10 The multiplication rule is

(A1,a1)(A2,a2) = (A1 A2, Ayag + ay) .
Unit element is (7, 0), while the inverse is (4,a)™! = (471, =47 1a) .
1.11

(a) Since this relation is valid in the defining representation then it is also
valid in any arbitrary representation. By using this relation one gets:

U™HA,0)(1 +ie"P,)U(A,0) = 1 +i(A"H)"e" P, . (1.7)
From the expression (1.7) we obtain

U~H(A,0)P,U(A,0) = (A"H)",P, . (1.8)

The formula (1.8) is transformation law of the momentum P, under
Lorentz transformations; the momentum is a four-vector. By substitut-
ing

U(w,0) = exp (—;Mww’“’) =1- %M,“,w“” + o(w?)

into (1.8) we get

i loa i loa (e} «
(1+ §Mpowp )P.(1— §Mpawp )= (0 —w*)Pa, (1.9)
and then
1w’ (Mye Py, — PuM,p) = = (o Py — 9upPs) - (1.10)

We had to antisymmetrize the right hand side of Equation (1.10) in order
to eliminate antisymmetric parameters w??. Finally, we obtain

(Mo, Pu] = (9o Pp — gpPo) - (1.11)
(b) If we take an infinitesimal transformation A’ = I 4+ w’ then

(ATTAA) = 6+ (AT A7 W"P, (1.12)
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so that
— 1 o 1 — ov
U=1(4,0)(1 - iw'p Mo )U(A,0) =1 — 5MW(A NDEPAT W, L (113)

From the last expression follows

U A, 0) Mo U(A,0) = (A™H)# (A7 M, . (1.14)

p

The last equation is the transformation law of the second rank tensor.
For an infinitesimal Lorentz transformation A*, = 6% +w*, from Equation
(1.14) follows

i, 1 ..
iwu (M, Mo = 5“)[ (GonMpv = 9o Myuo — gov Mo + gouMys)

or
[(Myws Mpo] = i(9opuMup + GovMuo — gpuMue — govMyp) - (1.15)

(c) It is easy to prove that
[P, P)=0. (1.16)

The relations (1.11), (1.15) and (1.16) are the commutation relations of
the Poincaré algebra.

1.12 In the given representation the generator of the rotation around z—axis
is

00 0 00
00 -1 0 0
Mp=i{0 1 0 0 0
00 0 00
00 0 00

The time translation generator has the form

0 00 01
0 00 0O
To=—-i|{0 0 0 0 O
0 00 0O
0 00 0O

The other generators have similar structure and they can be computed easily.
The relations (1.11), (1.15) and (1.16) are fulfilled.

1.13 Under the Poincaré transformation
Y =Ar+arz+izx,
a classical scalar field transforms as follows

¢/ (x + 6x) = d(a) .



72 Solutions

From the last relation we have

¢'(x) = 6(z — 62) = B(x) — 60,0 . (1.17)
Form variation of a scalar field is given by
S0 = @' (x) — p(z) = —02*0,0 . (1.18)
For the Lorentz transformation dz# = w# z¥, and therefore
dop = —wx, 040 = —%w“”(x,,au —x,0,)0 . (1.19)
On the other hand .
806 = =5 M . (1.20)
By comparing two previous results we get that Lorentz’s generators are
M, =i(x,0, — x,0,) . (1.21)

For translations dx* = e* and

dop = —€0,¢0 =i P,op . (1.22)
Hence
P, =1id, . (1.23)
Since
[xuau7 xpaa] = ngx,u,aO' - gauxpau , (124)
and
[x,uawap] = _gp,uau (125)
we get the commutation relations of the Poincaré algebra:
[P,,P,]=0
(Mo, Pu] = i(g, = GupPs)
(M, Mpo| = 1(g0 MVP + 9o Mo — 9puMyo — go Myp) -
1.14
(a) W, P" = Le,,,0 M"PP°PI = 0, since product of an antisymmetric with
a symmetrlc tensor equals zero. Using the same argument, we obtain
Wy, P,]=0.

(b) Using the result of Problem 1.11 we obtain
1
W2 = 2 eupoe ™ M"? P7 Mo Py
1
= 1ewc,ewﬁww (MopP? — 165 Py, + 163 P3) P

1
= 1ewf,(,ewﬂvJ\WPJ\@BPUP7 . (1.26)
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The contraction of two € symbols in the last line of (1.26) has been calcu-
lated in 1.5 so that:

vUpYo vYpYo vUpYo vUpUo v¥pYo

MV M3 P° P,

1
W2 = —1(5%%7 + 008705 + 670585 — 656557 — 655765 — 67606%)

X

1 v v log v o
-1 (2M"? M, ,P* — M"P M, ,P° P, + M"? M, P° P,+
+ M"°M,,P°P,, — M""M,,P°P,)
]' v v o
= —5M PM,,P* + M""M,,P°P, . (1.27)

(c) Using the previous result we have
1
(W2, Mo = *g[M“”MWPQ, Mpo] + [Myua MY P*P), Mpo] . (1.28)

The first commutator in (1.28) we denote by A, while the second one by
B. Using (1.15) we obtain that A = 0; this result is obvious since the P>
and M, M*" are Lorentz scalars. The commutator B is

B = M, M"* (P"[P,, M,,] + [P", M, P,) +
+Mo [MYY, M) P* P, + M0, Mpo | MY P* P, . (1.29)
Using the commutation relations (1.11) and (1.15) we get B = 0. There-

fore, we have

(W2 My,] =0 .

1.15 By using the result of Problem 1.14 (b) and P* |p*, s, o) = p* |p*, s, 0)
we get

1 .
W2 [p=0,m,s,0) =—m? <2MWMW - MOiMOl) |p=0,m,s,0)

1 y
MM Ip = 0,m,5.0)
= —m? ((Mi2)® + (Mi3)* + (M23)*) |[p = 0,m, 5,0)
= -—m2J? lp=0,m,s,0)

= fm2s(s +1)|p=0,m,s,0) ,

because J; = %Gz‘j M1 are the components of the angular momentum tensor.
1.16

(a) Under Lorentz transformations W, transforms according to:
U Y MDWLU(A) = AW, . (1.30)

From Equation (1.30) we have
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1
Mp,uv Wa]wwj = wHVgU,LLWl/ = 7(gap,Wu - gauWu)wuV .

i
3! 2

From the previous expression we easily obtain the requested result.
(b) Using the result of the previous part we have

1 «
Wy, W] = ieuaﬂw[M BPW»WV]

1
= sy (MOUIPY, W] + (M7, W,]P7)

= i€y, WP .
1.17
(a) Applying the result of Problem 1.16 (a) we get

Wy, M? = —2i(W*Ma, + My, W) .

(b) [My,, WEW?Y] = 0. Take care that 6/} = 4.

(c) Using the formula (1.11) we obtain [M?, P,] = 2i(P®M,, + M., P%) .
This result and the result in the first part of this Problem are similar,
since W, and P, are both four-vectors.

(d) [e"P7 My Mg, Mog] = 0.

2 > 0 since the Lorentz transfor-

¥ = pt) the following

1.18 In the case of massive particles, m
mations, A", = 0¥ + w#, leave p* invariant (i.e. A*,p
relation is satisfied:

0 wor wo2  wo3 m 0
wor 0 —wi2 —wis 01 _ [0
Wo2 w12 0 —wa3 o] (o
Wo3 Wiz  Wag 0 0 0

From here follows
w1 = wo2 = woz = 0, wi; #0 .

The corresponding generators are M2, M'3 and M?3 and they are gener-
ators of the spatial rotations. Therefore, for massive particles little group
is SO(3). The little group for the quantum mechanical Lorentz group, i.e.
SL(2, C) group, is SO(3) = SU(2).

For massless particles we have

0 wo1 wo2  wos k 0
wo1 0 —Ww12 —Ww13 0 . 0
Wo2 w12 0 —wa3 0 (U I
wWop3 W13 w23 0 k 0
which gives woz3 = 0, wp1 = wis, wo2 = woz while the parameter wio is

arbitrary. It corresponds to the rotation around z—axis. The generator of this
transformation is M. From the conditions derived above follows that there
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are two independent generators M + M3 and —(M% + M?3). Note that
Wi = (M2 + M)k, Wy = —(M" + M3)k as well as Wy = —M*2k. Then,
using Problem 1.16 (b) we obtain

(W, Wa] =0, [Wo/k,Wi] = —iWa, [Wo/k, Wa] =iW; .

These commutation relations define E(2) algebra. Thus, for massless particles
little group is euclidian group E(2) in two dimensions.

1.19 It is easy to prove that Lorentz transformations, dilatations and SCT
form a group. It is the conformal group, C(1,3). An arbitrary element of this

group is

Uw, €,y €) = eHPae —hMuu +pD e, K

)

where D is generator of dilatation, and K* are four generators for SCT .
Conformal group has 15 parameters. The commutation relations of the algebra
can be evaluated from multiplication rules of the group. Let (4, a, p, ¢) denote
group element. If we start from

(A71,0,0,0)(1,0,0,¢)(A,0,0,0) = (I,0,0, A" c)

for infinitesimal SCT we obtain

UMK U(A) = (A" K,
For infinitesimal Lorentz transformations we get:

(M, Kp] = i(gup K — gupko). (1.31)
From U~1(A,0,0,0)U(I,0,p,0)U(A,0,0,0) = U(I,0,p,0) , follows

[M,.,,D]=0. (1.32)

Starting from

(I,0,p,0)71(1,0,0,¢)(I,0, p,0)z" = (I,0,p,0)"(1,0,0,c)e Pa*
e~ Pxt 4 cle20g2
1+ 2(c-x)e P + c?e2r2?
M + cte Py
1+ 2(c-x)e P + c2e—2r22
= (1,0,0,e"Pc)zt |

= (1,0,p,0)""

we obtain ' '
e PP(1 4 iK¥c,)eP =1 +iKt e fc, ,

for infinitesimal SCT. From the last expression follows

e IPD grelPD — =P K1
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This is the transformation law of SCT generators under dilatation. For infin-

itesimal dilatations we get:
[D, K" = —iK" .

Similar procedure gives us the following commutators:

[Py, D] = —iP, ,
[D,D] =0,
[KWKV} =0,

[P, K] =2i(9 D + My,).

(1.33)

Equations (1.31)—(1.37) together with (1.11), (1.15) and (1.16) are commuta-

tion relations of the conformal algebra.
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The Klein—Gordon equation

2.1 A particular solution of the Klein—-Gordon equation
(@ +m?)e(z) =0, (2.1)

is plane wave,
—ik-x _ e—lEt+1k~x (22)

)

e

where £ and k are energy and momentum respectively. We see that from

ige—ik-x _ Ee—ik-w
ot ’
and

_ive—ik~w _ ke—ik~$

By inserting the solution (2.2) into (2.1) we obtain k? = m? ie. E =
+vk? 4+ m? = +wy. Therefore, the plane wave (2.2) is a solution of the Klein—
Gordon equation if the previous relation is satisfied.

For momentum k there are two independent solutions e
etiwrt+ikx The general solution of (2.1) is

—iwpt+ik-x and
1 d3k
@y | Voo

where a(k) and bf (k) are complex coefficients. In the second term in (2.3) we
make the following change k — —k. After that the formula (2.3) becomes

o(x) = (allgemor=e 4 pt (gellenti) - (2.3)

1 d3k
©2m)372 | 2wy,
where k* = (wg, k). If ¢(z) is a real field then a(k) = b(k).
2.2 Using (2.4) we get

P(z) = (a(k)e 7 +bi (ke ) | (2.4)
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Q= iq/d% <¢*a¢ = ¢a¢*)

ot ot
¢ [ dPxdPkd3K - e
12(277)3 NoTY at(k)e'™* + b(k)e ™)

x (—iwwa()e T 4 iob (1)) — (a(k)e 7 4 b1 (k) )

X (iwk/aT(k’)eik/'m - iwk/b(k’)e*ik/'z)} . (2.5)

By integrating over x in (2.5), we obtain

Q=-1 / kK’ |2 (=l (K)a(K el )16 (k — K)
2 Wik
+ CLT (k)bT (k/)ei(wk+wk/)t6(3) (k + k/> _ b(k)a(k/)e—i(wk+wk/)t6(3) (k + k/)
+ b (K)b(K e e )t5(3) (k — K') + c.c. ) . (2.6)

where c.c. denotes complex conjugation. If in expression (2.6) we integrate
over the momentum k' we obtain

Q=2 [ @k [of (9a(k) + allga (k) - b (kb(k) ~ bV (10] - (2.7

In the result (2.7) we do not take care about ordering of a(k),a’(k) and
b(k), b (k) since they are complex numbers. This will be different in the Chap-
ter 7 where a(k) and b'(k) are going to be operators.

2.3 If we first integrate over x we get

1 [ d*kd®K/ , D
Y o L kK — 2 e i@ o) 5(3) /
H 1 oo (a(k)a(k Y wrwir + k- k' —m*)e #IE§B) (k4 k')

+ af(K)al (K) (wpwp + k - K — m?)el@rten)ts®) (k 4 k')
— a(k)a! (K)(wpwp + k- kK +m?)e i@r—en)t56) (k — k')
— af(K)a(K ) (wrwr + k- K +m?)el@r—@n)tg@) (i — k’)) . (2.8)

Performing integration over momentum k', and using the relation k? + m? =
w,i we obtain

H= % / Pl (o' (K)a(k) + a(k)al (k) - (2.9)

2.4 Solution of this problem is very similar to the solutions of the previous
two. The result is

P= / d*kka' (k)a(k) .

2.5 The four-divergence of the current j* is
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Ot = —5(0,00"9" + 600" — 0,60"0" — ¢'09) .
Using the equations of motion we obtain the requested result d,,j* = 0.
2.6 It is easy to see that
Oui" = =5 (0u00"6" + $06" = 0,00"¢" — 6" 0¢) -
— q(9A 0, 9" + 0§70, A + ¢7A*D9) (2.10)
The equations of motion are

[0 —ig(9,A" + 2410, —igA,A") + m?] ¢*(z) =0, (2.11)

[O+1ig(9, A" + 249, + igA,A") + m?] ¢(z) =0 . (2.12)

If we multiply Equation (2.11) by ¢ and Equation (2.12) by ¢* and then
subtract obtained equations we get

¢0¢™ — ¢*0¢ — 2iq(¢¢" 0, A" + A" 0,0 + A*$D,9") = 0 .
Combining the previous expression and (2.10), one easily obtains
Oujt =0.
2.7 The equation of motion for a scalar particle in a electromagnetic field is
(8, +igA,) (8" + igAM) +m?] ¢(z) =0 . (2.13)

In the region r < a Equation (2.13) becomes

th - iV) (gt - iV) -4+ m2] ¢(z) =0. (2.14)

For stationary states ¢(z) = e 'F*F(r) one gets
[(E+V) —A+m?| F(r)=0. (2.15)
If we assume that a solution of the previous equation is given by

o f0)

r

Q0. ¢) ,

then from (2.15) we get the following two equations:
&f
dr?

1 0 (. 0Q 1 0%Q

ey (2.16)

+[(E+V)?—m?] f=

r
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The particular solutions of (2.17) are spherical harmonics, ¥,,. In the case
I = 0, the corresponding spherical harmonic Yj is a constant. The solution
of (2.16) is

f = Asin(gr) + B cos(qr) , (2.18)
where

C=[(E+V)?-m?>0. (2.19)

Constant B has to be zero since function f(r)/r should not be singular in the
r — 0 limit. In the region r > a (A = 0) the solution is given by

f=Ce ™ 4+ Det | (2.20)

where k> = m? — E2. But, the constant D has to be zero since the wave
function has to be finite in the large r limit. Therefore, the wave function is

sin gr

o =A T <a (2.21)
e—kr
¢>=C——, r>a. (2.22)

At r = a we should apply the continuity conditions: ¢(a) = ¢~(a) and
¢ (a) = ¢4 (a) for the wave function and its first derivative. These boundary
conditions give:

Asin(qa) — Ce % =0, (2.23)

Agcos(qa) + Cke™™ =0 . (2.24)

The homogenous system (2.23-2.24) has non-trivial solutions if and only if its
determinant is equal to zero. Finally, we obtain the condition
tan(qa) 1

T (2.25)

The dispersion relation (2.25) will be analyzed graphically in the case V' < 2m.
Solid line in Fig. 2.1 is function tan(ga)/q while dashed line is

J”(q):—1 !

v sm v

There is only one bound state (in case V' < 2m) if the condition

T 3T
— V(V4+2m) < —.
</ V( +m)_2a

2a

is satisfied.

2.8 The wave equation is
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VVI(V + 2m)

213

VV(em—V)

Fig. 2.1. Graphical solution of the dispersion relation (2.25) for V < 2m

B(x) =0 (2.26)

82 o 2 2 62 9
o (a * quy) “or o
o

It is easy to see that the operators p, = fia% and p, = —ig; commute with
the Hamiltonian, so we can assume that the solution of (2.26) has the following
form

¢ = e~ i(Btkoa—ks2) )y (2.27)
From (2.26) and (2.27) we get
d? 2 2 _ g2 2
<dy2—(kx—|—qu) +E —kz—m><p(y):0. (2.28)

Introducing the new variable £ = k, + ¢By, Equation (2.28) takes the same
form as the Schrodinger equation for the oscillator

21 E2—k2—m?\ _
<d£2‘<qB>2€2+ (aB)? )*”(5)‘0'

Then the energy levels are

E,=+vm2+k+2n+1)¢B, n=0,1,2,... .

Eigenfunctions are

_ 1 - - _ 2 ks + qBy
_ 1/4 iE,t+ikgz+ik.z ,—(ke+qBy)/2qB
¢n($) (qu'B) \/QTMQ € Hn( \/qu ) ’
(2.29)

where H,, are the Hermite polynomials.

2.9 In the region z > 0 the equation of motion is

)
0- QU2 + 2iqUo; + m?| érr(z) =0 . (2.30)



82 Solutions

Substituting ¢;; = Ce 1F1HE= in (2.30), we get

k=+K=4/(E —qUy)% —m?, (2.31)

or
E=2Vk2+m2+qU . (2.32)

For z < 0 the particle is free and the solution is
¢I — AefiEtJripz +BefiEtfipz , (233)

where p = vV E2 — m?2 . The first term in (2.33) is the incident wave, the second
one is the reflected wave. At z = 0 we have to apply the continuity conditions:

¢1(0) = ¢11(0), ¢7(0) = ¢7;(0) .

1 k 1 k
A_20+p)a B_2O—p%? (2.34)

We will separately discuss three different possibilities:

Case 1: E > m + qU,.

For this value of energy the sign in the expressions (2.31) and (2.32) is plus.
The formula for the current has been given in Problem 2.5. The reflection
coefficient is

They give

2

)

R= 7(jr)z _ |B|2 _ ‘pK
(Jin)= AP |p+ K
while the transmission coefficient is T'=1 — R.
Case 2: ' < —m + qUy.
In this case the momentum is negative, k = —K. The reflection coefficient is
different comparing to the previous case:

2

K
PER 1 _R.

p— K

r-|

As we immediately see the reflection coefficient is larger than 1: the potential
is strong enough to create particle-antiparticle pairs. The antiparticles are
moving to the right producing a negative charge current and therefore we
obtain negative transmission coefficient. This is Klein paradox

Case 3: |E — qUy| < m.

We leave to the reader to show that in this case R=1, T'=0.

2.10 For z < 0 and z > 0 a wave function satisfies the free Klein—Gordon
equation, while in the region 0 < z < a the equation is

o)
0 — ¢*UZ + 2iqUy m?| ¢rr(z) =0

a-k

The solution is given by:
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¢I _ Ae—iEt+ipz +Be—iEt—ipz

¢II _ Ce—iEt+ikz + De—iEt—ikz
Grr = Fe PIHPZ (2.35)

)

where k = \/(E — qUp)2 — m? and p = vV E2 — m2. From the continuity con-
ditions follows:

A+B=C+D,
A-B="1c_D,
b

Ceika +De—ika _ Feipa ,

C@*a4<De**a::%Pbma. (2.36)
Thus, one gets:
F 2 16
T:‘Z - Pk P _ k\o2ika|2
|2+E+5+(2—E—;)e |

If (E — qUp)? — m? < 0 the momentum k becomes imaginary, i.e.

k=in=iym2 — (B —qUp)? .

2.11 The Klein—Gordon equation for a particle in the Coulomb potential is

$(x) =0 . (2.37)

By substituting ¢ = e 'ELR(r)Y (6, ¢) in (2.37) and using (2.17) we obtain:

11 42
- R+

l(l+1)—Z2e4R_ Ze*E E? —m?
2m r dr?

2mr? mr R= 2m R

This equation has the same form as the Schrodinger equation for hydrogen
atom. By comparing these equations we get

1
En,l =m

\/1+Z264(nl;)+ (I+3)2— 224

In the nonrelativistic limit the result is

mZ264236m( 1 3>

E, —m=— - 2
m on? “wB\2A+1 8

2.12 The Klein—Gordon equation in the Schrédinger form is

2(%) - (?), o3
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where the Hamiltonian is given by

n=[2 (4 ) (s %))

2.13 The eigenequation, Hp = E¢ in the momentum representation takes
the following form

2oy P 0 0
<2m ) 3m )(O):E<O>. (2.39)
P -2 _m X0 Xo

“2m 2m

The eigenvalues of the Hamiltonian are evaluated easily and they are £ =
tw, = £/p? +m?2.
In order to find nonrelativistic limit we suppose that the solution has the

following form
( 0 > — ( 90 ) efi(m+T)t , (240)
X X0

where T is the kinetic energy of the particle. From (2.38) we get

_L _L
( 2mA+m A2m, )(00>:(m+T)<90> ’ (241)
%m o M X0 X0
ie.
A A
i — —Y0 = T
( 2m —|—m) bo om < (m +T)0 ,
A A
%90 + (2Tn - m) X0 = (T + m)XO . (2‘42)
From the second equation in (2.42) we obtain
A
~——0 24
X0 Am?2 0> ( 3)
in nonrelativistic limit. Using this the first equation in (2.42) becomes
A N?
TOh=————=]6 . 2.44
0 ( 2m 8m5> 0 (2.44)

Also, from (2.43) we see that yo < 0y and x is so called small component.
From the expression (2.44) follows that first relativistic correction of nonrel-
ativistic Hamiltonian is —V*/8m3.

2.14 Velocity operator is

yooH_p (1 1
_6p_m -1 -1/

The eigenvalue of the velocity operator is zero.

2.15 Show that (¢T|Hvy) = (HiT[¢)). The average value is (v) =

3o
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The v—matrices

3.1

(a) In the Dirac representation of y—matrices we have

}
I 0 I 0
o\t _ _ ~0.0.0 _ .0

it _ (O (71'1.7 0 o\ _  0.0.i_ 0.0
()= 0) =~ 0 )=V =v

—0i —0i

where we used the facts that (7°)2 = 1, 4 and +* anticommute, and the
Pauli matrices are hermitian. This relation is true in any representation of
~y—matrices which is obtained by a unitary transformation from the Dirac
representation.

(b) Using the previous result we find

i
ULV = _5('7;/}’1/ - 'YV'Y;L)T

P
= —5(%7,1 — i)

i
= —570(%7“ — YY) Yo

= Y000 -
3.2
(a) Taking the adjoint of 5 we obtain

7 = irdviiag
= 17073707072707Y0Y1Y0Y0Y0 Y0
= in07372M

= —17717273 =75 -
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The property 5 1 = 45 can be proved by using Yo L' = 4y and Vi 1=
—v; = 7". Both of these relations follow from anticommutation relations
{7} =26,

(b) Using the definition of the e symbol we find

i . i
=g 6meo Y = (0 =20 )

= iy%y'?7® = 1.

(c) This is a consequence of (a) result.
(d) In a similar manner, we have:

(157" = Y = 707:7°75 = Y0 957.7° -
3.3
(a) For 1 = 0 we have

{75,7°} = 157 + 7%
= —iv0Y17273%0 — Y0 Y0V1Y2Y3
=im7273 — i3 =0, (3.1)

and similarly for other three cases.
(b) By a straightforward calculation one gets:

1
[J;wv ’75] = 5[7;/71/ - YV '75]

i
=3 Yl v, 15} — v v 3 — v s+ v s 3w)
=0

since {7y, v} =0.

3.4 dd = ata’ vy = %a“a”(yufy,, + %) = g™ aua, = a?

3.5

(a) From the relation {v,, "} = 2y,7" = 26} = 8 it follows that ~,v* = 4.

(B) V" = (20 — 1Y)V = 2% — 4y = —27.

(©) VYo YY" = (2940 — VoY)V = 29P70 + 2747° = 468, where we used
the second part of this problem and (3.A).

(d) By commuting 7,, and v* and making use of the previous result, one gets:

VYA = (287 — v )y A
= 29077y — 4y g™
= —2(29" ="y
= 27777 .
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(e) By using the definition o, —matrices, one obtains:

12 ]' 12 174 174 v
oot = *1(’7*‘7 YuYo = VY VoY — VY Y YY) -

By using parts (a) and (b) of this problem, one gets o, 0" = 12.
(f) Use Problem 3.3 and parts (a) and (b) of this problem.
(g) By direct calculation, one finds

1

Tapruo®? = -5 P yYav8 — TV Vu8 Ve

=YY Va8 + VPV VY8 V)

1
= = (40075 — 4y — 4 + 4gu577) = 0.

i
8
A2V Yyavs + YV A Y8 — VPV Yavs
YV Y Y 5Y0 + VPV Y A Yav8 — VYV VY8 Y
= —é(—SYU’Y“ — 169" + 8H4¥
+16g"" — 16" — 8y"y* 4+ 16g"" + 84+~")

= —2i(y"" = y"") = —4o™.

o Po o05 = —= (VY VY Yav8 — Y VPV Y Y8 Va

(i) Use part (g) of this problem.
(.]) O'/wﬁ)/5o"uy = %(FY/J./-YV - ’Yu%t)’%guy = 750'/w0"uy = 1275.
3.6

(a) By using the trace property tr(A;As...A,) = tr(A24s3... A, A1), Prob-
lem 3.3(a), and (v5)? = 1, it follows that

tr(yy.) = tr(vu7575)
= —tr(¥775)
= —tr((75)* )
= —tr(y,) -
From the previous expression we get tr(y,) = 0.
(b) Taking trace of the relation {~,,7,} = 2g,., we easy obtain the requested

result.
(¢) By applying the basic anticommutation relation (3.A), one gets:

tr (VYo YpYo) = (2900 — VoY) Vo Yo)
= QQW‘EI‘(%%) - trh/u(qup - 7p7u)70]
= 29t (Vo) = 29uptT (Vo) + 2910 tr(707)
— (VYo Yo Vi) -
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From the previous part of this problem and relation tr(y,v.7,7-) =
tr(72YpYoYu), One easily obtains the requested result.

(d) trys = tr(v57070) = —tr(v0Y570), where we used Problem 3.3 (a). Further,
from the trace property and (y9)? = 1 it follows that:

trys = —tr(107075) = —trys
which implies trvys = 0.
(e) Since v4v* = 4, we have

1 «
(YY) = Ztr(%v Ya YY)

1 (o3
= 771 157%)
1 (63
= — 15777
= —gutr(ys) =0.

In the previous calculation we used the trace property and Problem 3.5
(c).

(f) The quantity tr(vs57,7.7,7-) is an antisymmetric tensor with respect to
the indexes (i, v, p, o). Thus, it must be proportional to the Levi-Civita
tensor. The constant of proportionality can be determined by substituting
u=0, vr=1 p=2and c =3.

(g) From (75)% = 1, {75,7.} = 0 and the trace property follows:

tr(dh - .- di2nr1) = tr(V5y581 - dant1)

(—1)*"tr(ysgta - - - fhant175)
—tr(y5y5t1 - - - fhont1)

—tr((;il -~-¢2n+1) .

Hence, tr(d ... dont1) =0 .
(h) tr(dy - - - dhon) = tr(Cd1C~1C -+ - O~ Cha,C~1) , where the matrix C sat-
isfies the relation Cy,C~t = —'yg. Thus,

tr(y - fan) = (1" tr(d] - d3,) = tr(don ) -

(1) tr(vsvu) = —itr(yov1y2737v.) = 0, since it is the trace of odd number of
~y—matrices.

3.7
tr(dida - do) =

4{(a1 - az)[(as - as)(as - ag) — (a3 - as)(as - ag) + (as - ag)(as - as)]
( (as - ag) (

)
—(a1 - a3) [(a2 - as)(as - ag) — (a2 - as) + (a2 - ag)(as - as)]
+(a1 - aq) [(az - a3)(as - as) — (a2 - as)(as - as) + (a2 - ag)(as - as)]
—(ay - as) [(az - a3)(aq - ag) — (az - aq)(ag - ag) + (az - ap)(as - a4)]
+(a1 - ag) [(a2 - az)(as - as) — (a2 - as)(a3 - as) + (a2 - as)(a3 - aq)]} .
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3.8 4[puay — (P DGpv + Potyu + i€appup®q® — Mg
3.9 —2p — 2v5p — 4m — dmrys .

3.10 Expanding the exponential function in series, we find

G =1t (o) + 5 (o) + 5 (5) 4 (32

By substituting (vs¢)? = —a?, (vs¢)® = —a?(y5d),. .. into expression (3.2),
we get

a2 (14 2 a4

R AP R G [ SR

= cos(Va?) + \/% sin(Va2)ysd

e’ys% — (1 _

2

where a* = a,at.

3.11 The fact that the product of any two I'—matrices is again a I" matrix
(modulo +1, +i) can be proved directly. For example, y5001 = —ioas.

Now, we shall prove that I'-matrices are linearly independent. Multiplying
the relation >, c,I" =0 by I}, = (I'°) 7!, we obtain

al’ T+ cal ™I, =0,
a#b

where the b-term is separated. Using the ordering lemma, the last expression
becomes

el + Z canl® =0, (3.3)
d,D4AT

where n € {1, +i}. After taking trace of (3.3) and using the fact that

. 0, I'"#1
wry={§ 71

one obtains ¢, = 0 (¥b). This means that I'—matrices are linearly independent
one.

3.12 Multiplying the equation A = )" coI™* by I}, from the right and sepa-
rating the b—term in the sum, we have
ATy :CbeFb+ZCaFan =cpl + Z Cand.
a#b d,[4£T
Taking the trace of previous relation we obtain the requesting relation.

3.13 The coefficients can be calculated by using the formula obtained in the
previous problem.
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(a) From the traces (which were actually calculated in Problem 3.6):

tr(v,7%7%) =0,
tr (VYo Ve) = HGuwGpo — GupGvo + GuoGup) 5
tr(7u7V7p7075) = —di€upo
tr (Y YpY5) = (Ve Vp0as) =0,

follows Yu Yo Yp = (guugpa — Gup9ov + g;togpu)'}/g + iea;w;ﬂ%’}/(r .
(b) Y5 Vu Vv = GuvYs + %Ea%yaaﬁ )
(€) 0u V5 = €apvp¥™ = 19up V5V + 19up V5 V0 -

3.14 From Problem 3.13 (a), it follows that {v,,0.,} = —2€aup7° 7" -

3.15 By applying the result of Problem 3.13 (a) the trace can be transformed
as follows

(VYo YoYa¥875) = (GuvGps — GupGus + 9usgor)r(Y° Yo Ya¥875)
+ ieéuvptr(fyéf)/a’}/af)ﬁ) .
Using 3.6 (c), (f), we get
tr(’m%%%%’ww) = 41(_9;“/6/)0046 + Gup€roas
— Ypv€uocap + Jap€opvp — JopB€auvp + gaaeﬂuup) .

3.16 Use the solution of Problem 3.13 (b).

3.17 Applying the formulae

[A, BC] = [A, BIC + BIA,C]

and
[AB,C] = A{B,C} - {A,C}B,

as well as the anticommutation relations (3.A), we obtain
Vv Yool = Yl Yo lve — {vus v} ve

+ Vv Yo t = Vod e Vo b
= 20upVu Yo + 290070V — 2900V Ve — 2900V Vo -

From the above result we obtain:

[Uum Upa] = 21(gup0ua + 9uo0vp — GupOve — guagup) .

The matrices %UW are generators of the Lorentz group in the spinor repre-
sentation.

3.18 Let M be a matrix which commutes with all yv—matrices. Using the
Problem 3.11, we can write (I'® # I)
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M = cpI° + Z cal® . (3.4)
a#b
On the other hand, we know that there is always a matrix I'% which anticom-

mute with I'® # 1. Multiplying the expression (3.4) by matrix Iy from the
left, and by I'? from the right, we get:

FaMI* = =T+ ne I . (3.5)
a#b
The matrix M commutes with v, and therefore with I’ 4 so we get
M=—aI"+Y neal™ . (3.6)
a#b

If we now multiply equations (3.4) and (3.6) by I, and take trace of the re-
sulting expressions, we get ¢, = 0. So, each of the coefficients in the expansion
(3.4) is equal to zero except the unit matrix coefficient.

3.19 By applying the Baker-Hausdorff formula

BAcB = A+ (B, Al + 1[ B,[B, All +
we get
UaU' = a+206n—2(n- a)nf§6n+f(a~n)n+~~
_a+z k22k (o nn+221]2kf21k;15n7 (3.7)
since

[Ba-n, '] = n? (B{a?,a'} — {B,a'}a?) = 260",

[Ba - n, [Ba - n, o/]] = —4(a-m)n*,
[Ba-n, [fa-n,[Ba-n,al]]] = —86n
[Ba-n, [fa-n,[Ba-n, [fa-n,a']]]] = 16(a-n)n’ , etc.

On the other hand, we have the following identities (Ba-n)? = —1, (Ba-n)? =
—(Ban), (Ba-n)* =1,... so that

a—l—(U2—I)(a-n)n:a—&-Zﬁn—Z(a-n)n—§ﬂn—|—-~-

k:22k 1)k22k+1

It is clear that the results (3.7) and (3.8) are equal.
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3.20 It is straightforward to show that the y—matrices satisfy the relation

., Vv } = 2g,.,. The connection with Dirac representation yPira¢ is given b,
rY,i ,7 gM ’Y}l‘ g y
YuS = S’yﬁ)imc . (3.9)

This statement is known as the fundamental (Pauli) theorem. If we substitute

S = <((l: Z) , where a, b, ¢, d are 2 x 2 matrices, into (3.9) we find

c d a —b —o'c —o'd bo' —ao®
(Cl b) = (C —d>’ ( cria O'ib ) = (do’l _CO'i> . (310)

The solution of (3.10) is a = —b = ¢ = d = 1. A particular solution for S is
given by
1 /1 -1
=701 1)
The matrices o, are

e\ o 0
Opi = —1( 0 O'i> 5 Uij = Eijk < 0 Jk> 5 (311)

. -1 0
’)/5 = 170717273 = < 0 I> . (312)

E

while
3.21 Matrices
and

have the following properties:
(70)2 - 13 (71)2 = 713 7071 = 7’7170 ’

hence, they satisfy the Clifford algebra (3.A). The matrix 4° is defined by

N <(1) 01> '
tr(y5yH4") is an antisymmetric tensor and it should be proportional to e*:
tr(y°y#") = Ce .
By fixing 4 = 0, v = 1 we obtain® C' = 2. One can easily show that
VAt =y

1 Our sign convention is ! = +1.
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The Dirac equation

4.1 In terms of a and (3 matrices, the Dirac Hamiltonian has the form
Hp = a - p + fm, so that:

(a) [Hp,p | =0, . y , .

(b) [Hp, L] = €9*[a - p + Bm, 27pF] = €¥*al[p!, 27 |p* = —ie*alpk = i(p x
a)’,
[Hp, L% = —iekad (Lip* + p*L?) # 0,

)
) (Hp, 5] = — i [Hp, ¢ 0da¥] = ic¥*pkal = —i(p x @)’

) By applying (b) and (d) we get that this commutator vanishes.
) [HD7 J2] =0, .

g) From (d) we have [Hp, X - p] = —Q‘IP‘eijkpjakpi =0,

h) If vectors n and p are collinear, then the commutator vanishes. In the
opposite case it is not zero.

4.2 The plane wave

= <‘P> eI (4.1)

X
is a particular solution of the Dirac equation,
(178, — m)(a) = 0 . (4.2)

By substituting (4.1) in (4.2) (in the Dirac representation of y—matrices) we

obtain
E-m —-o-p v\
(U~p Em> (X>_O’ 3

where E and p are the energy and momentum of the particle, respectively.
Nontrivial solutions of the homogeneous system (4.3) exist if and only if its
determinant vanishes. This gives the following relation between energy and
momentum: E = +,/p? +m? = +£E,, which tells us that there are solutions
of positive and negative energy as we expected.
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For the positive energy solution, E = E,,, the system (4.3) has the following
form:

(Ep —m)p—(o-p)x =0,

(0P~ (Ep+m)x=0. (4.4)
These relations imply:
o-p
= , 4.5
X= B Tm? (4.5)
or
4 '
u E 5 == = o- 5 46
() (i) 0o
where ¢ is arbitrary. For the negative energy solution, F = —E,,, the system
(4.3) is solved by
¢ —5 x)
u(—FE,, p) = = Eptm . 4.7
e = ()= (7% @)

If we introduce the notation v(p) = uw(—E,, —p) and u(p) = u(E,, p), linearly
independent solutions of Equation (4.2), for fixed p, are given as

u(p)e ", v(p)e??,

where p* = (E,,p). Note the change of sign in the negative energy solu-
tion. The energy and momentum of the solution u(p)e™'?"* are E, and p,
respectively, while for v(p)e’?®, they are —E, and —p. In order to find the
additional degrees of freedom, let us recall that the helicity operator %2 P,
where p = p/|p|, commutes with the Dirac Hamiltonian [see Problem 4.1 (g)].
From the eigenequation

(and a similar equation for x) we obtain

1 153+1) 1 (—ﬁri—iﬁz)
= ~ N 5 = ~ B 4.8
T <p1 + ips T 2T i) \ st (48)

(and similarly for y,., r = 1,2). If we take p = pe,, the basis vectors become

() ()

Then, the basis bispinors are
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ui(p) =Ny a.((1)>1 , u(p) =N, a_<(1))0 ,
B (8> e <11> (4.10)
up) = A, E:me(J = | TN,
(1) ()

where N, = 1/ Eg% is the normalization factor. Do not forget that p = pe,
i.e. p-o = pos. In this case, the bispinors (4.10) form the helicity basis. For
arbitrary momentum p we have to use (4.8) instead of (4.9), if we want to
construct the helicity basis. Although, in that case vectors in (4.10) are also
a base, but not the helicity one. Spinors u and v are normalized according to
(4.D).

General solution of (4.2) is given by

Y= Wi/dg’p\/g (ur(p)cr(p)e‘i”'”‘ +vr(p)d;(p)ei”) - (4.11)

The Dirac spinor (bispinor) 4 contains two SL(2, C) spinors, as is easily seen in
the chiral (Weyl) representation. The Dirac spinor is transformed according
to the (1/2,0) @ (0,1/2) reducible representation of the quantum Lorentz
group (i.e. SL(2, C) group, which is universally covering group for the Lorentz
group).

4.3 The states us(p),vs(p) are eigenstates of the energy operator, i% with
eigenvalues E, and —E,, respectively.

4.4 By using the expressions for the Dirac spinors found in Problem 4.2, we
obtain

> ur(P)ur(p) =

B [ P19] + 020 — (1] + p20}) 2B
2 . f . . ’
™\ B (o] Feaeh)  — TR (o1l + p20}) 5T

where ¢, (r = {1,2}) are given by (4.8). They satisfy the completeness relation
<p1cp1 + 90290; =1. Using also (p - 0)? = p* = E2 —m?, we get

iur(p)ur(p) - L (EP“” —o-p ) _ptm

2m\ o-p —E,+m 2m

The second identity can be shown in a similar manner.

4.5 Using the expressions for the projectors given in Problem 4.4, we see that
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1
A= W(¢2+2m¢+m2) =Ay,

where we have used p? = p? = m?. Similarly, we obtain 42 = A_. Orthogo-
nality of the projectors follows from the identity

#+m)(p—m)=p*—m*=0.

At this stage we apply the Dirac equation in momentum space (4.C). Namely,

Auy(B) = 5+ m)n(p) = 5 (m + m)uy(B) = s (B)
A uy(B) = 5 (p~ m)up(p) = 51— (m — m)uy(p) = 0.

Similarly, one can prove the identities A_v,.(p) =0, Av.(p) = v.(p).
4.6

(a) We can directly prove this property. For example, the z—component of the
vector X is

Tt= (P =) =iyt

DO e

On the other hand, v5707! = i7172737! = i7%93. The corresponding iden-
tities for the y and z—components can be proven in a similar way.
(b) By applying the definition of 3, we have

o 1. .
[217 Z‘J] = _Zglmemhl,ym’,yp,yq}
1ilmqu l.m . pPl~q Pilam ~q
= ="M (VAT A Y A) L (412)
Next step is to expand the commutators in terms of the anticommutators:
. . 1 . .
(21, 2] = =2 (V{1 = {7 AT
+P ™1 =P ) (4.13)
Then, using anticommutation relations (3.A) we get
7 J 1 ilm _jpq mp.l.q lp.m.q mq.pal lg.p.m
(27, 2] = =5 et (g !yt = gy + g™ = g1

(4.14)
The first term in (4.14) has the form

6ilmEqugmp,yl,)/q _ (6ijalq _ 5iq61j)’)/l’yq — _361']' _ ,yj,yi )
Others terms in (4.14) can be transformed in the same way. Finally,

(2%, 29 = 4l — iyl



Chapter 4. The Dirac equation 97
On the other hand,
i¢iik gk — _idkeklmalom _ jai  yind
so that o -
(2 2] = 21k o

We conclude that operators %E are the generators of SU(2) subgroup of

the Lorentz group!
(€) 2= =122 = 1 (30 =17 7=~
4.7 Use the expressions o - py, = (=1)"Ttp, and o - px, = (—1)"x, from
Problem 4.2. For example:

ZP p) = 2'p/\f< o )

p| p| Fotm Pr

—N< 0 a-ﬁ>(E:fmwr>

o - P,
=N<wmwm%)

E,4+m
_(_ r+1 QOT
7( 1) N(E:fmgar)
= (71)T+1ur(p) >

where N is the normalization factor. It is easy to see that the spinors u,(p)
and v,.(p) are not eigenspinors of the operator X - n, unless vectors n and p
are parallel.

[N

4.8 The transformation operator from the rest frame to tglae frame moving
along the z-axis with velocity v, is S(A(ve.)) = e~ 3“3 . By using the
relation wg3 = —p = — arctan(v), we obtain

S0 = o (£) 1-nn (£) (2 %)

LB (L)
2m - Eifm I .
For arbitrary boost, o3p should be replaced by o - p. The operator S(A) is not

unitary one. Since the Lorentz group is noncompact, it does not have finite
dimensional irreducible unitary representations.

4.9 In this case we have
g (s (%) +isin (4) o® 0
o 0 cos (g) +isin (g) o3 )’

! Recall that X% = %ekijaij.
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This operator is unitary because SO(3) is a compact subgroup of the Lorentz
group.

4.10 The Pauli-Lubanski vector is

1

20Vp)i80 = ie’“’p"a,,p&, , (4.15)

1
WH = 56“"”” (iz, 0, — ix,0, + 1

since the product of a symmetric and an antisymmetric tensors vanishes. Then

1
W2(2) = =26 €y p0™ 0507 ()

1 v o v SO o SV
= - (040507 — 89508 + 84,050~

52,8467 + 650450 — 555555) 0P 0y 071 ()

1
T (QJaﬁa(wD — 4aa7crap3p3,y) P

3
= 10Y

= _Zm2¢ 9

where we used identity
Oueot’ = 27,7 + 65

and the results of Problems 1.5 and 3.5.
4.11 Tt is easy to see (Problem 3.16 and the condition s - p = 0) that

"
Wyst 1 vp po gt

= €uvpol st =
m 4m

1
om V50 po s107

i 1 1
= —_— — in? ® = :ti = - .
5,15 (YuYo = Guo ) (Fip7)s 2m75¢16 275#

The previous equation holds on space of plane wave solutions; upper (lower)
sing is related to positive (negative) energy solutions. In the rest frame, the

vector s* becomes (0,n), so § = —n -, and we can use % = % =1° so
that W . .
S =4+ ypyn-y=%-3-n.
m 2 2
where Problem 4.6 has been used.
4.12 Positive energy solutions satisfy

If we choose that polarization vector s* in the rest frame equals (0,n = %)7
according to the formulation of this problem, then in the frame in which
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electron has momentum p, the polarization vector is obtained by applying a

Lorentz boost:
j
m oy 0
A T i nd
m L m(Ep+m)

p-n
(s e )

Ip| Ep
m’ m

C'J»\

I
/N

3|5

For n = p/|p| we get s* = ( n). Using that, we find

TofulB,%5) = s fpu(p, £)

1 |p E
—s ('70 — 2Ly n) (Epvo —p-v)u(p,*s) .
m m m

If we insert (p -~)? = —p? in the previous formula we obtain:

p Y- p
Ys5#u(p, £8) = 15707 Hu(p, +s) = HU(P, +s) . (4.17)

From the expressions (4.16) and (4.17) we get

>.
P

The similar procedure can be done for negative energy solutions. Starting
from

75#”(1’)7 :l:S) = Zl:?](p, :l:S) 3
one gets
.

IT‘pU(p,:lzs) = Fu(p, £s) .

4.13 In the ultrarelativistic limit, m < E,,, the vector s* is given by

SMN<EP P)NP“

m’'m m
Then we have
o, £5) % 35 Lu(p, +5) = e, £5) (1.18)

where we used the Dirac equation pu(p,+s) = mu(p,+s). From (4.18) we
conclude that the helicity operator X - p/|p| is equal to the chirality operator
~5. The eigenequation becomes

75U(p, :I:S) = j:u(p7 :l:S) .
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For v spinors the situation is similar. So, for the particles of high energy (i.e.
neglected mass) helicity and chirality are approximatively equal, while for
massless particles these two quantities exactly are equal.

4.14 The commutator between ;¢ and p is

(Y58, P = V58P — Psf
= 75 (#p + P¥)
= ¥55"p"{ Vs W}
=2s5-py5 =0.

From (y5§)? = —s? = 1 it follows that eigenvalues of the operator v5# are +1.
Then the eigen projectors are

S(ds) = 1 i;f’# .

4.15 The average value of X - n in state
E,+m ) —ip
=4/ o pr 4.1
¥(z) 2m (Epfm@> ¢ (4.19)

[Pl (2)T - nip(z)

is

= T (o)
m (o - o-n)(o-
= E’;gp <¢T0'~n<p+ al Z;i +m))(2 pw) . (4.20)
Since
(0 -A)(o - B)=A -B+i(AxB) o (4.21)
it follows that
(o -p)(o-n)(o-p) = |p|*(n303 — ng0y — nyo1) . (4.22)

By substituting (4.22) into (4.20) we get:

1
Son)=——
= G
E,+m . « . "
—L——— (nslal® + (n1 +in2)b*a + (n1 — ina)a*b — ng|b|?)
o8,
E,—m 9 . * . * 2
+ o (nslal® + (=n1 + ing)a*b — (n1 + in2)b*a — nglb|?) | .
P

In the nonrelativistic limit we obtain

nslal? + (n1 + in2)b*a + (n1 — ing)a*b — n3|b|?

( )= © Al 1 b2
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4.16 In the rest frame a spinor takes the following form <<‘0> e~ where

5a(3)-3(2).

The last condition becomes
cosf —isind a a
(isin@ cos@)(b)(b) ’ (4.23)
where we put ¢ = (Z) . From the last expression we obtain

0
([ cos§
©= (isinﬁ) . (4.24)

In the rest frame the Dirac spinor takes the form

 satisfies

[}
Cos 3

...
ISIH§ e_jmt
0
0

Yo = (4.25)

Applying the boost along z—axis, we obtain

P(x) = S(—pe:)ho (4.26)

where S is given in Problem 4.8. Note a minus sign appearing in S(—pe,)!
After a simple calculation, we obtain

cos §
E,+m isin ¢ i
= 2 ip-x

¥(z) 5 o [ cost e (4.27)

Eptm ising

The mean value of the operator 1754 is

1 1 [ dPayplysfy
= =t 4.28
(37) = 3 Tt (1.25)

where the vector s* is obtained from (0,n) by the Lorentz boost along the
z—axis. The components of vector s* are (see Problem 4.12)

_np _ ., (mpp
So = m ’S_n—’—m(Eerm)'

In our case we have
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E
st = (p cos#,0,sinf, =2 cos 9) .
m m

Thus, in the Dirac representation of y-—matrices, v5# is given by

Vs = (S o sl ) : (4.29)

sl —s-o
and finally
%COSQ —isin® — L cosf 0
v E

isinf —=2cosf 0 —L2 cosf
= m m 4.30
Vst L cosd 0 —% cos isin®@ ( )

0 % cos —isin@ % cos

By substituting (4.30) and (4.27) in the formula (4.28), we obtain:

<;’Ys#> = % :

as we expected, because ¥(x) is the eigenstate of the operator %75;4, with

i 1
eigenvalue 3.

4.17 The Dirac Hamiltonian can be rewritten in terms of y—matrices so that
[Hp,75] = [v77 - p +7"m, 5] = 2mry s

Thus, the operator 75 is a constant of motion in the case of massless Dirac
particle. Its eigenvalues and eigen projectors are +1, Xy = %(1 =+ v5), respec-
tively. The operator 75 is known as the chirality operator.

4.18 By multiplying the Dirac equation from the left by 75, we obtain (i@ +
m)ys¥ = 0. By adding and subtracting the previous equations and the Dirac
equation, we get

1@¢L - me = 07
i —mypr, = 0.
4.19

(a) The system of equations can be rewritten as the Dirac equation. The Dirac

spinor takes form
_ (¥ >
1/} < ,(/)R ’

0 ot
g

are y—matrices (see Problem 3.20).

while
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(b) In order to be covariant, these equations have to have the following form
00, g (") = miy (') (4.31)

{4004, (2') = M (+') (432)
in the primed frame (2’ = Ax). If we assume that the new spinors take
the form ¥ (z') = Spy(x) and Y (2') = Sryr(z), where Si, and Sy are
nonsingular 2 x 2 matrices, Equations (4.31) and (4.32) become

iUMSRA#Va,ﬂ/)R({E) = mSLQZJL(ﬁ) 5 (433)

i&“SLA#”auz/;L(x) = mSRwR(JS) . (434)

By multiplying Equation (4.33) by Sgl from left, and (4.34) by Sgl also
from left we obtain

iS; ot SR ALY O,0R (7)) = myr () (4.35)
i1Sg' o4 S1 A, 9, (x) = mir(z) . (4.36)
The system of equations is covariant if the conditions
SglerSy = A5,
S ot Sg = A0

hold. The solution for matrices Sy, and Sg is given as

1 o 1 oo
St = exp <2<piaZ + ;9k0k> ~1+ icpial + %Gkak , (4.37)
S Lot + 10,08 ) ~ 1= Loi0i + Lopot (4.38)
= eX — =i — ~1l—=p; - . .
R = €XP 2<P a 2 kO 290 g 2 kO

The parameters 6; and ¢; were defined in Problem 1.8. Boost along the
xr—axis is defined by :

St, = cosh (%) + o1 sinh (%) (4.39)
Sr = cosh (%) — o1 sinh (%) . (4.40)

Note that 91, and g transform in the same way under rotations, but dif-
ferently under boosts. The left vr,, and right g spinors transform under
(%,0) and (0, %) irreducible representation of the Lorentz group respec-
tively.
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4.20 First note that
[Hp, K] = [a-p, B(Z - L)] + [ - p, B + m[6, B(Z - L)] . (4.41)
The first term in the expression (4.41) is
[a-p,B(E-L)]=pla-p,X-L]+[a-p,f%-L
= —%e’””pe’”ﬂﬁ (pi{ai,a”}apxjpl —p'a™{a, ap}xjpl—i—
+ a™aPal[pt, 27 p! — QOzia”ozppio:jpl) .
Using the relations {a’,a/} = 2§;; and [z%, p] = id;;, we obtain
[a-p,B(Z L) = —%ﬂ (4a'p"a"p' — do’platp'—
—iadaladp! + 3ialpt — 20l alpialpt + 2aialo¢jpixjpl)
1

=ip (Qai lxipl —2ix-p — ajaialpixjp — aialajpixjpl) ,

where we used a’a’a’ = —aJ. By substituting p’az/ = z7p* —i6¥ into the last
line of previous formula, we have

[a-p, (% - L)] = 26(cx - p) - (4.42)

The second term in (4.41) is —25(a - p), while the third term vanishes. Thus,

[Hp, K] =0.
4.21 From (3.E) we have
(1) (p1 — p2)uu(p2) = S(p1)(17* —~79")(p1 — p2)uu(p2)
= SaD)[A G~ o) + (1 — ) u(p2)
= SaD0) [ —m) + (m — ) u(p2)

By using v#p1 = 2p' — p1y" and poy* = 2ph — v* P2 we obtain
u(p1)o (p1 — p2)yu(p2) = 2mu(p1)y"u(p2) — (p1 + p2)"a(p1)u(p2)

where we used that u(p) and @(p) satisfy the Dirac equation. The last expres-
sion is the requested identity. The second identity can be proven similarly.

4.23 1t is easy to see that

YaVu V8 = 29apV8 — 29a8Vu + 29u8Ya — V8 Vi Va - (4.43)

From (4.43) we have
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w(p2)pr1yupeu(pr) = w(p2)2m(p1 + p2)u — (2p1 - P2 + mz)%]U(Pl) , (4.44)

where we used the Dirac equation (4.C). The first term in (4.44) can be
transformed by using the Gordon identity (Problem 4.21)

u(p2)p1yupou(pr) = w(p2)[—2p1 - p2 + 3m° |y u(p1) — 2mit(p2)o,., ¢ u(p:)
7-_L(p2) {(q2 + m2)7u - Qimguyq”} u(pl)' (4'45)

From the last expression we can make the following identifications: F; =
¢> +m? and Fy = —2im.

4.24 By using u(p) = pu(p)/m and
{’Ym%} =0 )

we have 1 .
a(p)ysu(p) = Eﬂ(p)wﬁwp) = —Eﬂ(p)ﬁ%u(p) :

By applying the Dirac equation (3.C) we obtain

u(p)ysu(p) = —u(p)r5u(p) -
Thus @(p)ysu(p) = 0. By using the Gordon identity (for ¢ = 0) it finally
follows that

a(p)(1 = 7s)u(p) = %N .

| —

4.25 F1 = —iq2, F2 = —21m, Fg = —2m.
4.26 By applying the operator (i + m) to the Dirac equation we obtain

(i@ +m)(ip —m)p = —(A+m?)Y =0 .

4.27 The probability density is p(x) = ¥f(2)y(x). By using the expression
for the wave function from Problem 4.2, we easily get p = % The current
density is j = ¥y¢ = B41p, where the Gordon identity (for 4 = i) has been
applied. Finally j = 2.

m

4.28 The position operator in the Heisenberg picture satisfies the following

equation
dI‘H

dt
In order to integrate the last equation we have to find the Dirac matrices in
the Heisenberg picture

= —i[I‘H,H] = OH.

o =eMae ™ =3 @[H, H,...[Ha]..] .

Since
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[H,a] =2(p — aH) , (4.46)
[H7 [Hv OLH = 722(p - aH)H ) (447)
[H,[H,[H, «a]]] = 2*(p — aH)H? ,etc. (4.48)
we get
. 2 . 3
oy =a+ (aH —p) (—21t+(2;t,)H—(2;)H2+...>
_ P P\ _oitm
=5+ (a H) e 2itH (4.49)
Then, equation
dry _ p P\ —oum
==t (a=F)e (4.50)

implies
. . 1y
rH:r+Bt—1<af£> 2—r+1(a73> Q—e 2iHE

The integration constant is determined using the condition ry(t = 0) = r.
As we see ”the motion of particle” is a superposition of classical uniform and
rapid oscillatory motions.

4.29 We should calculate the coefficients ¢,.(p) and d(p) in the expansion

¥0X) = o D / d3p\/?p (v (P)ur (D) + 7 (p)v (P)eP) .

(4.51)
If we multiply this expression by uf(q)e™'9* from left and integrate over x,

we get
1 —iq-x
er(a) = oy [ [ Erl(@uo.xe

where we applied the relations

ul (p)us(p) = vl (p)vs(p) = %5 vH(=p)us(p) = ul(—p)vs(p) =0 .
(4.52)
These relations can be obtained from (4.D) by using the Gordon identity.
Similarly for d coefficients we get

:10) = oy g [ el .00

Carrying out the integrations, we find
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1 E,+m
aP) = G\l T2m,
0,

c2(p) =
X 1 1 _
dl(p) = (27_(_ 3/2 \/m(px +lpy) s

1

)
%(p) = (2m)3/2 2E,,(E,,+m)p o (453)

The wave function at time ¢ > 0 is
1 3 m —ip-x * ip-x
#e) = Gy 2 [ € B @ ) e () ) (454

where the coefficients ¢, (p) and d’(p) are given in (4.53).
4.30 In this case the coefficients ¢, (p) and d(p) in expansion (4.51) are:

d? 3/4 E,+m _ 22
Cl(p)_<7r) 50
P

CQ(p) =0 5

a2\ ¥4 1 -
d#< = —_— —e_d p /2 T +i 5

0= () e e )
o 3/4
1 2_2

d5(p) = (d> — pe P 2

T 2E,(E, +m)

4.31 The equation for spin 1/2 particle in the electromagnetic field has the
following form

[iv*(0, —ieA,) —m]yp =0. (4.55)
If we assume that a wave function for z > 0 has the form
b = (;‘(’) o it (4.56)

then (4.55) becomes

E-—-m-V —03q v\
(Forn=v e (oo s

The system of equations (4.57) has a nontrivial solution if and only if

E=V++¢@+m?. (4.58)

The wave function? is

2 From the boundary conditions it follows that there is no spin flip.
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1
'(/JI =a 0 1 e—iEt—i—ipz
pbo3
(E+m) (0>
1
iy 0 N [e®m, 2 <o, (4.59)
—Ppo3
(E+m) (O)
1
wll = d 0 <1> eiiEtJriqZ, z > 0 3
993

Etrm—V) \ o
where p = vV E% — m?2. The terms proportional to the coefficient a, b and d
in (4.59) are the initial v;,, reflected ¢, and transmitted wave ;. Since the
Dirac equation is the first order equation, the continuity condition is satisfied
for the wave function only. The condition ¢7(0) = ¢77(0) gives

a+b=d, (4.60)
a—b=rd, (4.61)
where r = Efj:fv %. Now, we will consider three cases:

1. If |[E — V| < m, the momentum ¢ is imaginary, ¢ = ik so that the wave
function exponentially decreases in the region z > 0, as is the case in nonrela-
tivistic quantum mechanics. The transmitted, reflected and incident currents
are:

jr :itr'}/gwtrez :O; (462)
_ 2p
. 3 9
r — Yr €z — — b 2 4.63
Jr =y tre E+m\ e (4.63)
_ 2p
.in: in 3 in€z — 2 z - 4.64
Jin = Yin7 Yime E+m\al e (4.64)

Since ji; = 0 the transmission coefficient is zero. The reflection coefficient is

G | p(E+m—V)—ik(E+m)|

R=—= : =1. 4.65
Jin p(E+m7V) +1‘V‘:(E+m) ( )
2. If V < E — m, the momentum ¢ is real. The currents are:
2q 2
jir = ———|d|"e, 4.66
o = e (466)
. 2p 2
r— — b z 9 467
o= e (167)
2
jin = —2—lal%. . (4.68)

E+m
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The transmission coefficient is
2

d

- (117’;)2 , (4.69)

roin
Jin

while the reflection coefficient is

R—_jr—<1_r>2. (4.70)

_jin B 1+7

3. If E4+m < V, the momentum g is real, which implies that the wave function
in region z > 0 becomes oscillating. This is caused by the fact that there are
two parts of electron spectrum separated by a gap, whose width is equal to 2m.
The expressions for the coefficients of reflection and transmission are the same
as in the second case. But in this case, the coefficient of reflection is greater
then 1, while T' < 0. The described effect is known as the Klein paradox. The
explanation of this paradox is given in Problem 2.9.

4.32 The solution of the Dirac equation is

1
w[ — 0 1 elP?
pbo3
(E+m) (O)
1
+B 0 1 e P* . 2<0,
—Ppos3
(E+m) (0)
1
Yrir=0C 0 1 el?*
qo3
(E+m—V) (0)
1
+ D 0 1 e ia® 0<z<a,
w7tz (o)
1
v =F 0 1 e*, z>a,
po3
#25 (o)

where p = VE2 —m? and ¢ = /(F — V)2 —m?2. From the boundary con-
ditions ¥7(0) = ¢;7(0) and ¥rr(a) = rrr(a), we obtain the transmission

coefficient
|r|?

|(1 + r)2e—iqa _ (1 _ r>2€iqa|2 ’

T=|F?=16

_ g9 FE+m
where r = P Ermev"

equal to one if E = %

It is easy to show that the transmission coefficient is
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4.33

(a) The wave function is

B

Bl

= e 2 < —a
wl ko ( B ) 3 )

(E+m) B’
C

/

Vi1 vos (C) el (4.71)

E+tm+v) \ ¢’
D

! .
+ e 97 —a < :
von D a<z<a
Erm+V) \ D!
F

U

—RKRZ
= e z>a
Vrrr s ( F > ) )

(E+m) \ F'

where kK = vVm? — E? and ¢ = \/(E + V)2 — m2. Since there is no spin

flip, we can take B’ = ¢/ = D’ = F’ = 0. From the boundary conditions
Yr(—a) = ¥rr(—a) and ¥yr(a) = rrr(a), it follows that

e Re B — g~iqacy =+ ele p
e MF = e C + e D
—ire "B =¢71C' — e'9°D

ire " F =¢'9C — 71D |

where r = gEEffim"’v By combining previous equations we obtain
e "(B — F) = 2isin(qa)(D — C)
ire”"*(B — F) = 2cos(qa)(D — C)
e "(B+ F) =2cos(qa)(D+ C)
re " (B + F) = 2sin(ga)(D + C) .

Further, we will distinguish two classes of solutions: odd and even. If B = F
and C = D, the third and the fourth equations give the following dispersion

relation:

tan(ga) KkE+m+V

an(qa) = - ————
q q E+m

These solutions satisfy the following property: ¥’ (z) = vt (—z) = ¥(2);
thus they are even. On the other hand, if B = —F and C = —D, the
dispersion relation is
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EE-I—m—FV

cot(ga) = Fim

This class of solutions satisfy ¢'(z) = vt (—2z) = —¢(2), and therefore
they are odd.

(b) The dispersion relations are transcendental equations and they cannot be
solved analytically. We can analyze them graphically.
For even solutions, the dispersion relation has the form

qtan(ga) = f(q) , (4.72)

where

m + q2+m2
m+@E+m2—V'’

and its graphical solution is given in Fig. 4.1.

f(Q):\/2V ?+m?—q? =V

gl

Fig. 4.1. Graphical solution of Equation (4.72) for even states (V < 2m)

In the case of odd solutions, the dispersion relation

qcot(qa) = —f(q) (4.73)

is shown in Fig. 4.2. From these figures we see that the spectrum of electron
bound states will contain N states if the condition

(N -1 N
A A 9 o7
52 <VV(V42m) < 5
is satisfied. It is easy to see that if NV = 1 then this solution is even.
(c) Graphical solutions for odd and even part of spectrum are given in Fig.
4.3 and Fig. 4.4.
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— 3

Fig. 4.2. Graphical solution of Equation (4.73) for odd states (V < 2m)

V(V +2m)

Fig. 4.3. Graphical solution for odd states (V' > 2m)

V(V +2m)

Fig. 4.4. Graphical solution for even states (V' > 2m)
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4.34 The Dirac equation in this case has following form

0 0 0 0
) .1 s c 2 : .3 _ —
{17 g + iy <6$c 1eBy) + iy ay + iy 5 m} v=0. (4.74)

A particular solution of (4.74) is

_ —iEt+tipgr+ip. 2 @(y) >
=e . 4.75
v (x(y) (475)
By substituting (4.75) in (4.74) we obtain
( E—m (eBypm)alpzawiog(ﬁ,) <¢) 3
(pe — eBy)o1 +pz03—102d% —E—-m X)
(4.76)
From the second equation in (4.76), follows
W)= 5 +pos — eByos —ioas- ) 9l0) @)
Xy T Eim D201 T P03 — €bYyo, lazdy P\, .

and plugging it into the first equation of (4.76), we get

d2
<dy? — (ps —eBy)* + E* —m® — p? — 6303) =0, (4.78)

where we used the following identity
005 = 51']' + ieijko'k .

By introducing new variable £ = p, — eBy, Equation (4.78) becomes the
Schrodinger equation for a linear oscillator (parameters M, w and € ), where

1 2M6_E2—m2—p§¥65’

MW= ae - (eB)?

We assumed that the spinor ¢ is an eigenstate of 03/2, i.e.

1 1
— =+-—p.
203<P B 2
The energy eigenvalues are
Epp. =\/m2+p2+eB+ (2n+1)eB, (4.79)

where n =0,1,2,...
4.35 Acting by (i@ + eA + m) on (if + eA — m)y(z) = 0, we get

O —iey"v"0,A, — 2ieAr0, — A2 +m? =0.
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On the other hand, one can show that

fgcrm,F’“’ =ie(9, A" —~v*4"0,A,) .

The requested result can be obtained by combining these expressions.

1/} — (i) efimt

(ip + eA —m)y(z) = 0,

we obtain the following equations:

4.36 By substituting

in the Dirac equation

0
(iat +eA0> p=co-(p+eA)x,

(igt +2mc® + eAO) X=co-(p+eA)p.

In the case A = 0, the second equation yields:

1 i Jp  eAp
X 2me by 2mc? P ot 2mc? Py

Combining this relation with the first equation, we obtain

dp
i~ = H'
lat ®
where
2 4
| P p € .
=g, — o= gosa T paa BB = Ad)

€ .

The operator H' is not the Hamiltonian, since it is not hermitian. This is
related to the fact that ¢y is not the probability density. Actually, the prob-
ability density should be taken in the following form:

p=1=plo—xTx

2 2
— ot p v
- (1+4m%2)@+0(62> '

We introduce the new wave function

2
p
%:<1+W>¢.
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Then, the new Hamiltonian is given by

2 2
p / p
H=|1+——= |H (l1-—= ) .
( * 8m202) ( 8m202)

After that, we obtain

2 4
P P e e
H=—"—-¢cAg— ——— - —5AAg+ ——0 - (E .
om 07 sm32 T sm22 0 + am22? (B xP)
In the case A # 0, the Hamiltonian is
(p+eA)? € p*
H=PT" 4+ *6.B-_P
2m edo + ome’ 8m3c2
e
" gmea Mt graae (B (phed)).

4.37 First, we are going to show that V,(z) is a real quantity:
Vi =Vl = ()
= ¢yl (¥17%)1
= 91709,/
= &Vuw
=V,. (4.80)

Under proper orthochronous Lorentz transformations, V,, is transformed in
the following way:

Vi(z') = 9/ (@ )y (@) = 9T (@) 705~ 1uS(z)

where we used the fact that 7S~ = ST~,. Using S1v,8 = A,/ v, we obtain
V(@) = AV, (z). So, the quantity V,, is a Lorentz four-vector.
Under parity we have

Vu(t7 X) - V;:(tv _X) = &(tv X)’YOIY#’YOZZ}(L X) .
This implies
Vé(t,X) = Vb(t7 _X)a ‘/;;/(t7x) = _‘/;(ta _X) .

As we know, under charge conjugation the spinors transform according to:

=7C . (4.81)
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Then, we can find the transformation law for V,:
Vi — _wTC'Y;LC_%LT = @%WT =Vu.

The following formulae Cy,C~' = =41, C = —C~' have been used (Prove
the last one).

For time reversal we have ¢(xz) — ¢'(—t, x)
satisfies Ty, T~ = 4** = 4l and TT = T~}

Ty*(t,x), where matrix T
T = —T*. Tt is easy to see

that B -
’l/)(l‘) - d/(*tax) = wT(taX)T70 .
Then
VE(t,x) — T Ty T*
_ wTT’YOT_lT’}/HT_l’Iﬂ*
= 47T ()Y
= (¥Tyy0y)"
= ity (4.82)
Therefore,

VO/(_t7X) = Vo(t,X), Vil(_tvx) = _Vi(tvx) .
4.38 The quantity A* transforms under Lorentz transformations in the fol-
lowing way:
AM(2') = A (a)y” ST S (@)
= detA A" p(x)y 59 (z) = detA A" AV (x) |

where we used

1
4!
1
4

S7lysS = — eWPUSP17“55’717”55717”53717"5

ﬂwpa/l#aAVBAU’yApéva’Vﬂ’Y’Y’Yé

i
= —papodetd 497y 7y
= detA 5 .

The charge conjugation changes the sign of A*. The parity changes the sign

of the time component, but does not change the sign of spatial components.
The effect of time reversal is exactly opposite.

4.39 The quantity iv”@uw transforms as a scalar under Lorentz transfor-
mations. The parity does not change it. The action of the charge conjugation
yields (0,4)y*4, while the time reversal produces —(0,1)y"1.

4.40 By transposing the Dirac equation,
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u(p,s)(p—m) =0,
and using C~1y*C = —(y*)T, one gets the requested result.

4.41 Let us assume that there are two different matrices C’ and C”,
which both satisfy the relation Cy#*C~t = —(y*)T. Then from C"~, 0"~ =
C'v, 0’71 follows that [C"~1C",~,] = 0, whereupon (see Problem 3.18) the
requested relation follows.

4.42 We directly obtain:
(a)

<
—
&\
~
Il

O O O

Momentum is inverted under parity. Time reversal transforms the wave
function into

0
Pe(t, x) = —iNp Eﬂm((l))

and we see that spin and the direction of the momentum are inverted.
(d) The wave function for S’ observer is

el(—Et—pz) ,

where

4.43 P:'}/O:(? é),C:in'yozi(gO (;2).

4.44 Multiplying the equation
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?urgj) = (_1)T+1ur(p) ) (483)
Pl
by 7o from left, we obtain

ELP) () = (1)) (1.8

since You,(p) = u,(—p). From (4.84) we see that the helicity is inverted.
Under the time reversal, the wave function of the Dirac particle (4.6) becomes

Q/Jt(tvx) = 17173w:(_tvx)
o2 .
= —N < UZ(G*f)) *> el(iE;Dtip'x)

Ey,+m
2, %
o )
= —N( (U.p)UT? *> el(—Ept—px) , (4.85)
- Ey,+m T
where we used 020 = —o0? in the second step. From the last expression, we
conclude that the momentum changes its direction, i.e. p — —p. Prove that
020t = ipy and 0?3 = —ip;. Now, we consider the case r = 1 (the other

case r = 2 is similar). From (4.85) it follows that

Vit x) = —U\/( ey o )e“—Evt—P"‘) : (4.86)
E,+m 2
By applying |( o on (4.86), we see that the helicity is unchanged. The same

result can be obtained by complex conjugation and multiplication of Equation
(4.83) from left by iy'+3. You can prove the same for v spinors.

4.45 The transformed Hamiltonian is
’ m .
H =a-p|cos(2pf) — —sin(2pf) | + mp (cos(2p9) = sm(2p9)) ,
p m

where p = |p|. In order to have even form of the Hamiltonian, the coefficient
multiplying a - p has to be zero. This is satisfied if tan(2pf) = p/m .

4.47 First prove that:

E, —|—m Ba-p

a-p .
. 0) —
sin(pf) BB, )

U = cos(pf) +

hence

o — E —|—m Ba-p Ep—i—m_ ba-p
e m 2E, 2B, (B, tm))

From the well known identity [x, f(p)] = iV f(p) we get two auxiliary results:
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E,+m i E, m E,+m
x =—-y/7=5——=P+ X,
2E, 2\ 2(E, +m) E3 2E,

o bap _ ifa e p)CBtm) p
\/QEP(EP +m) \/QEP(EP +m) 2\&(Ep(Ep +m))3/2 Ep
fo - p

= F
2B, (Ep +m)
Using these formulae we get

. P ; P(Ba-p) . Ba . ofx-p)
2E,(Ep, +m) 2EXE,+m) 2E, 2E,(E,+m)’

XpwWw = X —

The last expression can be rewritten in the form

MW:x+ipwap)g%ﬁgi Y xp
2E2(E, +m) 2E, 2E,(E,+m)’

The Foldy-Wouthuysen transformation does not change the momentum, so
that

[xllg‘Wapi?W} =io* .
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Classical fields and symmetries

5.1 We apply the definition of functional derivative (5.A).

(a) From

0F, = 9,06 = /d‘*y(@uc?aﬁ)ﬁ(‘” (y—a)=— /d4y525(4) (y — 2)50(y)

we have

OF,[¢(2)]
— o — ¥ (y — )
69(y) WOy — )
(b) The first functional derivative of the action with respect to ¢ is
5 _ o, 0V
6¢(x) 99
Then
08 > o?V
0 —— | = —-0dp(x) — ———do(x
(5o = 9400
= /d4y {_Dy(g(‘l) (x —y)—
0*V
- Wz — ] ) .
Hence,
528 0%V
— = 0,y —2) - —————0W(z—y) .
s 0 T dswaety” Y
5.2 In this problem we use the Euler-Lagrange equations of motion (5.B).
(a) First note that 59767 = m?A” and 8(%%4/,) = —20°P A% + \g”? (0,,A*) so that

the equations of motion are given by

(A — 2)8,07 A% — m2AP =0 .



122 Solutions

(b) The derivative of the Lagrangian density with respect to 0,4, is

oL 1 OF 1
- = pv T BV — _ MV (§OSP _ SOSP\ — _ J0p
sy~ 2 aAy = gl s — sy = —Fr

In the last step we used the fact that F},, is an antisymmetric tensor, i.e.
F,o = —F,,. The Euler-Lagrange equations of motion are

0e F7P +m?AP =0 .

By using the definition of field strength F'*? the Euler-Lagrange equations
become
(620 — 0,0 + m?*6L) A” =0 .

(c) (@+m?)¢ = —Ag®.
(d) The equations of motion are:

—0AP 4+ 0,07 A% = —ie[p(0° " + e AP@P*) — ¢* (0" — ieAPP)] ,
O¢* + 2ieAPD,¢* +ie¢*d,A? — 2 A%¢* + m?¢* =0,
O¢ — 2ieA0,¢ — iegd, AP — 2 A%p +m?¢p =0 .
(e) The equations are:
(i7" 0 — m)e = igystoe , (V" Tp +m) = ~igPys6 |
0¢ +m*¢ = A\o® — igdys1) -
5.3 The variation of the action is

[e%S) L
5S = /_ N dt /0 dz (9,00" (5¢) — m*¢5¢)

:/_OC dt/o d2[0,(9"$66) — (O + m?)$d]

L t=o00 o 8¢ =L
= /0 dx&ﬂb&ﬁ oo - ‘/_OO dt@&@ﬁ 0
00 L
—/ dt/ dz(0¢ +m?¢)do
—0o0 0

where we integrated by parts. As the first term vanishes, from Hamiltonian
principe one obtains the equation of motion

O +m*)p=0,
and the boundary conditions:

do(t,x =0) =dp(t,x = L) =0, (Dirichlet boundary conditions)
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or
¢ (t,x=0)=¢'(t,» =L) =0, (Neumann boundary conditions),

where prime denote the partial derivative with respect to z. Here, we see that
beside the equation of motion we get the boundary conditions in order to elim-
inate the surface term. Let us mention that the mixed boundary conditions
can be imposed.

5.4 In order to show that the change £ — £+ 0, F"(¢,) does not change the
equations of motion, we have to prove that

6/Qd4x8”F“(¢r) =0.

Applying the Gauss theorem we get

oF,
Oy

since the variation of fields on the boundary is equal to zero.

§ | d*x0,F*(¢,) = dXHSF :7{ dx* 5, =0,
n o9

o

5.5 Add to the Lagrangian density the term 7%811((;56‘“417). Note that it does
not have the form as in Problem 5.4, because here the function F* depends
on the field derivatives. However,

) / d*z0,(¢p0"¢) = 7{ dXH5(¢0,0) = 7{ dXH (50,0 + $30,¢) -
2 o082 o0

The first term is zero since d¢|gn = 0 . If we take that the boundary is at
infinity ( r — 00), the second term is also zero because the fields tend to zero
at infinity.

5.6 Use the similar reasoning as in the previous problem.

5.7 The equation of motion for the vector field was derived in Problem 5.2
(b). Acting by 9, on this equation we obtain m29,A4” = 0 . Since m # 0, we
conclude that 9,47 =0 .

5.8 The field strength tensor, F),, is invariant under the gauge transforma-
tions. From this, it follows that the Lagrangian is also invariant. The condition
0, A" = 0 does not follow from the equations of motion, but by using gauge
symmetry we can transform the potential so that it satisfies this condition.
This condition is called the Lorentz gauge.

5.9 Firstly, show that

oL

1
— OURPT — GTRPY _ PRI ZaP*o%h,
DOty 0 0 0 + 59 0

1
+ 597 h+ gD — g7 .
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The equations of motion are
Ohpe — 0%0shpa — 0%0phoa + 0,0,
+ 95000, R — g0k = 0.

In order to prove gauge invariance of the action show that the Lagrangian
density is changed up to four-divergence term.

5.11 This transformation is an internal one, so it is enough to prove the
invariance of the Lagrangian density. The transformation law for the kinetic
term is

S1001) + (962 — 5[@6)? + (965)7
= %[(8% cos ) — D¢y sin 0)? + (O sin O + Oy cos 0)?)

= S[061)? + (2027

Similarly, we can prove that the other two terms are invariant. The infinites-
imal variations of the fields ¢; are d¢1 = —0¢o and d¢s = O¢1, so that

oL

Ju = (0 ) 0 = 0(p10,2 — P20,01) -

The parameter ¢ can be dropped out since it is a constant. The charge corre-
sponding to the SO(2) symmetry is Q@ = [ d3z(¢1d2 — da¢1) .

5.12 Under the SU(2) transformations, the fields are transformed accord-
ing to ¢’ = 27" ¢ , where 7% (a = 1,2,3) are the Pauli matrices. For an
infinitesimal transformation we obtain

i * i *__a na
6¢1 = iT{ljgagﬁj, 5@51 = — d)]Tﬂe
The Noether current is determined by
_ oL oL
W= o) " aana)

- 59@( @i Tigb5 — i Tij “¢j) )

From the previous relation (8 are constant independent parameters) it follows
that the conserved currents are:

jZ ( s z]¢] o] ij #¢j) :

The charges are

Qa = _%/ (80¢z zg(b.] (bz 2]80¢]> :
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5.13 The currents and charges are
-a 1~ a a 1 3.7 a
Ju = 5%%%% , Q= 5 Az T

The equations of motion are (iy*9,, —m)y; = 0 and qui(i’y“gﬂ +m) =0. The
current conversation law, d,j** = 0 can be proved easily:

20,5 = (a“?zi)’}/quj'l/)j + 77/;7;7“7{; L = imd—)ﬂfjwj + 1/;,;7'%(fim¢j) =0,
where we used the equations of motion. The Noether theorem is valid on—shell.

5.14

(a) The phase invariance is the U(1) symmetry, where ¢ — ¢/ = e%) and
) — ' = e~1%) . The Noether current is Ju = &’yuw, while the charge is
given by Q = —e [ d32¢Te). Note that the current does not have additional
indices since U(1) is a one-parameter group.

() ju = (0% 0ud — ¢0,0%) .  Q =1q [ P®x(¢*0o¢ — pIo¢*) .

5.15 The equations of motion are (O + m?)¢; = 0. The expression ¢'¢ is

invariant under SO(3) transformations, hence the Lagrangian density has the

same symmetry. The generators of SO(3) group are

00 0 0 0 i 0 —i 0
Jt=10 0 —-i|, J?°=[0 0 o), =i 0 0 (5.1)
0 i 0 -1 0 0 0 0 0

Note that we can write
(J%)ig = —ieni; -

Under SO(3) transformations, the infinitesimal variations of the fields are
0p; = i(Jk)iij(;Sj = €101 ¢; and the Noether current is

) oL

= aea)
= €kij 00,00k
=—-0-(¢px0,09).

The parameters of rotations 6y, are arbitrary and therefore the currents
B e Ol
Tk €kij ¢,7 oi

are also conserved.

5.16 First, derive the following formula €' = cos a.+i7s sin . The transfor-
mation law for the Dirac Lagrangian density under the chiral transformation
is given by
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L — ple 5y (iy,0" — m)e' 5
= (cos® a + sin” )iy, 0" — mip(cos a + ivs sina)y
= iy, 0" — mip(cos2a + ivys sin 2a) .

From the previous expression we can conclude that the Lagrangian density
is invariant only for massless fermions. The Noether current is j, = ¥v,vs5%.
Prove that d,j* is proportional to the mass m of the field.

5.17 The current is given by

or oL or Y
|, = @ v, v, —
T L T TS R T A SRR T P

1_-
= —eabcabﬁuﬂ'“ﬂc — EWWMQ“T{;% .
The final result has the form
. 1-
ju=mx0,m+ §W7#TW .

5.18

(a) For translations, we have dz# = e, while the total variations of the fields
equal zero. The Noether current is

oL 0o,
ny o Nz
T 78@”@) oz, Lgh” . (5.2)

The index v in (5.2) comes from the group of translations. For a real scalar
field, from (5.2) we obtain

T = 0,00, ¢ — % [(08)* = m*¢*] gy - (5.3)
The conserved charges are the Hamiltonian (for v = 0),
H = /d?’xTOO = %/d% [(009)* + (V¢)* + m?¢?] | (5.4)
and the momentum (for v = i)
P = / d327% = / d320000' ¢ . (5.5)
For the Dirac field the energy—momentum tensor is given by
THY = ipy" 0% — Lg™ .

The Hamiltonian and momentum are given by
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H= [ @oil-in¥ +ml (5.6)
P= —i/d%wW . (5.7)

For electromagnetic field the energy—momentum tensor is

g __OL 04,
9(0,A,) Oz,

— Lg"
from which we obtain
1
TH = —F"9" A, + ZF2gW : (5.8)
For the Lorentz transformations éz” = w"”z, and
5 =000 = —iaupwz/;7 A, =wlA,

The Noether currents for scalar, spinor and electromagnetic field are

Jp =2 Tpp — 2, T ],

. 1- v
Ju = [5¢7ﬂ‘7up¢ + 2,1, — 2, Ty |w”” (5.9)
I = [FupAv — FuAp + (20 Tpp — 2p 1) .

Dropping the parameters of the Lorentz transformations w””, the con-

served currents have the form M,,,, and they are given by the expression
in square brackets in (5.9). The angular-momentum is M,, = [ d3zMo,,,.

(b) As we see, the energy-—momentum tensors for Dirac and electromagnetic

fields are not symmetric. To find the symmetrized energy—-momentum ten-
sors we employ the procedure given in the problem. For the Dirac field we
have

Xpuw = i(—%,ﬂ,ww + Y0 + VY0 up1)
= ézﬁ(ﬁlguwp — 49, + TV Ve — VoW V)V -
Using (4.43) we find
0 X = = 300 Tats = 0 — SO
1PN+ g5 DT + T

The symmetrized energy-momentum tensor for Dirac field is
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T;w = i(’(/;’)’uap,w + ﬁwaﬂﬁ - au’@z]%/w - 81/1;’7/11/1) -
i

- guu(§auqﬂyyw - %/‘Lﬁw - m"/jw) .

Similarly we determine the symmetrized energy—momentum tensor for the
electromagnetic field. From transformation rule of the electromagnetic po-
tential with respect to Lorentz transformations

5Aa=wa5A5£ w#V(IHV)QﬁA’B,

1
2
follows that

(Luv)ap = Gua9vs = GupYva -

Then y**¥ = F*? A” and the new energy—momentum tensor is
~ 1
TH = —FMF" + ZF2g“” : (5.10)

If we introduce the electric and magnetic fields: F* = —E' F;; =
feijkBk, then the components of energy—momentum tensor are:

~ . 1 . .
7% = —FY%F% + Z(2F0iFO’ + F;;FY)

1
=E? + Z(_2E2 + 2B?)
1

- §(132 +B?),
TOi _ _FO_]F’L]

= ¢/ E/B*

= (ExB)", (5.11)
o o . . 1
TV = BB + MM BB + o (B? — B?)dy;

=—(E'E’ + B'B? — §;;Ty) .

From the expression (5.11) we conclude that Too T, —Tij are the energy

density of electromagnetic field, the Poynting vector, and the components
of the Maxwell stress tensor.

5.19 The variation of form is defined by do¢(x) = ¢'(z) — ¢(x). From
do¢ = d¢p — Oppdzt,

where 0¢ = ¢/(z’) — ¢(z) is the total variation of a field, it follows that the
infinitesimal form variation of ¢ is

506 = plo(a) + 2" 9,.6) - (5.12)
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The induced change of the action is

S/—Szl/d‘lxl [(8/¢/)2_m2¢/2(x/)} —%/d‘lx [(8¢)2—m2¢52(a@)} .

2
(5.13)
The transformed volume of integration is given by
d*z’ = |J|d*z = det(e *I)d*x = e~ **d*x . (5.14)
The field derivative is changed according to the following rule:
o’ oz¥ 0 9
au(]S(l') - 8$/N = ax/M 6‘TV (epqS) =€ p3ﬂ¢ . (515)
Thus, the change of the action is
1
S -8 = 3 /d4xe_4” [e4p(8¢)2 — m262p¢2(x)]
1
-5 [ @002 - mPea)]
1
= imQ(l - e72p)/d4:cq52(x) .
For an infinitesimal dilatation (p < 1), the variation of the action is
08 = mZp/d4x¢)2(x) . (5.16)

From (5.16) it is clear that the theory of massless scalar field is invariant under
dilatations.
The conserved current is

G = — P — 2V O Dy + Lat . (5.17)

By calculating J,,j* one obtains that d,j* is proportional to the mass m.

5.20 From
d*s’ = e *d*z ~ (1 — 4p)d*z (5.18)
and - - -
P (@) (2') = Py B & (1 + dp) Py Oy (5.19)

it follows that this transformation leaves the action unchanged. The Noether
current is j* = —%iz/ry“w —ix¥Yy* o, + aH L.
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Green functions

6.1 The Green function of the Klein-Gordon equation satisfies the equation
Oz +m*) Az —y) = =6W(z —y) . (6.1)
Fourier transformations of the Green function and the d-function in (6.1) gives

1
)

~ . 1 :
/ Ak A(k)e™*@=y) — @) / dtke R E=Y) 0 (6.2)
s

(Oz + m2)

From (6.2) follows

" 1 1
Alk) = 7 TRk —m?

Then, the Green function is defined by

d*k 1 k(g

The integral (6.3) is divergent, since the integrand has the poles in ky = Fwy.
We shall modify the contour of integration to make the integral (6.3) conver-
gent. It is clear that we have to give the physical reasons for this modification
of integral. The poles can be evaded in four different ways. The first one is
from the upper side (Fig. 6.1). The exponential term in (6.3) for large energy
ko behaves as e(IU_yO)Ika, therefore the contour for xy > yo has to be closed
from the lower side (Imkg < 0), while in the case xg < yo we will close the
integration contour on the upper side. By applying the Cauchy theorem we
get

1 .
Al —y) = - / Pkel* *=¥)2ri(Res,, + Res_,, )0z — %) . (6.4)

(27)
From (6.4) follows
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: 3
AR=—@33/%35”*”@*M”ﬂ”—éww“ﬂwmﬁ—w» (65)
m Wi

Agr(z —y) is the retarded Green function. The solution of the inhomogeneous
equation (0 + m?)¢ = J is

M@=—/¥Mmeﬂw+%y (6.6)

where ¢q is a solution of homogeneous equation. From the expressions (6.5)
and (6.6) (because of §—function), we conclude that we integrate over y° from
—o00 to V. The value of the field ¢ at time x( is determined by the source
J at earlier times. For this reason this function is called the retarded Green
function.

Im kg
Lo < Yo

/Nl BV
Wk Wk JRekq
To > Yo

Fig. 6.1. The integration contour for the retarded boundary conditions

Im kg
Lo < Yo

—W Wi
N N Re ko
To > Yo

Fig. 6.2. The integration contour for the advanced boundary conditions

By evading poles as in Fig. 6.2 we get the so-called advanced Green function

: 3
Ay — (21>3 /;1 keik(xfy)(efiwk(ngyo) —een@ =190 — 20 . (6.7)
™ Wik

The advanced Green function contributes nontrivially to the field ¢(z) for
Yo > xg. If we evade poles as in Fig. 6.3, we get the Feynman propagator:
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Im kg
Lo < Yo
Wk Re kg
Lo > Yo

Fig. 6.3. The integration contour which defined the Feynman propagator

Im kg
‘io < Yo
Wk Re kg
To > Yo

Fig. 6.4. The integration contour for the Dyson Green function

i

Ap = sy [ @O [Res L, 000 = o) — Res,, 00" ~ 1)
i N S
[ e [ e ) (68)

—|—eiwk(m0*y0)9(y0 - 3:0)} .

We can conclude that positive (negative) energy solutions propagate forward
(backward) in spacetime. This is what we need in the relativistic quantum
physics in contrast to the classical theory (for example in classical electrody-
namics), where all physically relevant information is contained in the retarded
Green function. Dyson Green function is obtained by evading poles as in Fig.
6.4. This Green function can be evaluated in a way similar to the previous
three cases. It is recommended to do this calculation as an exercise.

6.2 From (6.5) and (6.8) it follows that (we take y = 0)

A — A = _41 d?’ik i(wrt+k-x) 6.9
rl@) = dnle) = s [ e , (69)

since 0(t) + 6(—t) = 1. By applying (O + m?) on (6.9) we get
(O+ m?)[Ap(x) — Ar(x)] = 0.
6.3

I= /d4k6(k2 —m?)0(ko) f (k)
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_ / AUko (K2 — w2)B(ko) £ (k)
= /d3kdk0i [0(ko — wk) 4 0 (ko + wi)] O(ko) f (k)
= [ s

ka

kg:wk

From this calculation it is clear that the expression d®k/(2wy) is a Lorentz
invariant measure.

6.5 Let us take zy < 0. The integral over the contour in Fig. 6.5 vanishes
since there are no poles within the contour of integration. So, we get

—wE—p Wk —p R
P A R e A )
-R ¢, J-wtp Jof Jurtp JCr

(6.10)

Im kg
Cr ko
c, cr
Wk Wk Re k'()

Fig. 6.5. The integration contour that defined the principal-part propagator

The integral along the half—circle, Cr tends to zero for large R, which can
be seen if we take that limit in the integrand. If in the integral fc* we take
P

ko = wi + pe'?, it becomes

0
. i 1
N I TG T R — 6.11
/cj /7r 1e 06 + 2w, ¥ ( )
By taking p — 0 in (6.11) we get
LU R 6.12
/ =g (6.12)
In the same way we can show that
— i iwkTo 6.13
/ =g (6.13)

From (6.10), (6.12) and (6.13) we get (for 29 < 0)
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: 3
- 17T d k ik-x

Alz) = @t | 2 [emiwnto — glwkTo] (—g). (6.14)

The case xg > 0 is analogous to the previous one. The result is

: 3
- 17T d k ik-x

Alz) = ~ant | [eTiwno — glWrTo] f(g) . (6.15)

By comparing equations (6.14) and (6.15) with the expressions for Ar and
Aa we obtain

Al) = 3 (An(e) + Ba(e))
6.6

i &3k , :
A _ ikex( —iwpt _ Jiwgt 6.16
(z) (2m)3 ) 2wy (e ) ( )
i d’k
Ay(z) = ——elllexFwrt) 6.17
@) =¥ [ e (617)
6.7 By using the expression for A obtained in Problem 6.6 we get
i Bk, . .
080) =~ gy [ e X e 0 (618)
™ Kk

since the integrand is an odd function of k. The second identity can be proven
easily.

6.8 By applying the operator (0 + m?) to the expression (6.16) we get

i dsk i(—w X i(w X
(D+m2)A(IE) = *(QT)?) / m(fw;%+k2+m2) e( wttkex) e( Ktk ):| s
from which follows that (0 + m?)A(z) =0, as k? = m?.
6.9 For m =0 from (6.8) it follows that
i &3k
A — _ = B ikex
Plm=o ()3 | 2k

i oo s
= —— k sin 0dkdO
2(2@2/0 / -

x [t eos D) g s ] (6.19)

[efikzoe(xO) n eikzoo(ixO)}

where in the second line we integrated over the polar angle (. Integration over
0 gives

1 o : .
- - dk —ik(t—r) _ —ik(t+r) 0(t
m=0 2(271’)27“ /0 [(e € )0(1)

H(eiktr) _ eik(tfr))g(_t)} ) (6.20)

Ap(2)]
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Now, we shall consider separately two cases: t > 0 and ¢ < 0. In the first
one, t > 0 the second term in the integrand of (6.20) is zero. The first part
of the integrand has bad behavior for large k. We regularize it by making
substitution t — ¢ — ie, where ¢ — 0% . In this way we ensure convergence of
this integral. Then from (6.20) it follows that

i 1 1
Af|m—o = - 6.21
Flm=0 2(27)2r (t—r—ie t+r—ie) (6:21)

i 1 i 1
= = . 6.22
(2m)2 2 —r2 —ie  (2m)2 2% —ie (6:22)

By applying the formula

1 1 .
e P; Find(z), (6.23)
in expression (6.22) we get
1 i 1
A meo= ——0(2%) + —P— . .24
P (@) [m=o 4 (27) + 472" x2 (6.24)

For the case t < 0 one also obtains the expression (6.24); this is left as an
exercise.

6.10 We shall start from (6.5) and use spherical coordinates. Integration over
angles 6 and ¢ leads to

_ 1 - —ik(t—r) _ Gik(t4r) _ o—ik(t4r) | ik(t—r)
Ag(z) = S2n)er /0 dk [e e e +e ] o(t) .
(6.25)

The change of variable ¥’ = —k in the third and the fourth integral in expres-
sion (6.25) gives

Ap(r) = — 5o (2;)% / h dk(e kT — k() g(¢) (6.26)

— 00

Note the change of the lower integration limit in the expression (6.26). From
(6.26) follows

A,y (@) = ——— [8(t — 1) — 8(t + )] 0(2) . (6.27)

47r

The second term in (6.27) has a "wrong” sign but it is irrelevant as this term
vanishes (¢t > 0 and r > 0). By changing this minus into a plus in (6.27) we
finally obtain:

AR|7n:O (1‘) = 7%5(t2 - rz)ﬂ(t) - 7%5(I2)0(t) . (628)

The case of advanced Green function is left for an exercise.
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6.11 In the Problem 6.1, we modified the the contour of integration according
to the boundary conditions, while the poles were not moved. Sometimes it is
useful to do the opposite, i.e. to move the poles and to integrate over the real
ko—axis. For the retarded Green function this can be done by changing

kE* —m? — k* —m? + inko
in the propagator denominator, where 7 is a small positive number. Therefore,
d4k e—ik~(x—y)
A —y) = . 6.29
r(z=y) / (1Y% k2 — m2 + inko (6.29)

Now the poles of the integrand in (6.29) are kg = twy, —in/2. From (6.6) and
(6.29) we have

—ik-x
_ 9 4 € ikot 3¢,5(3) —iky
=— d*k———7 1/ d ovo [ d%y§ .
¢R($) (271_)4 / k2 — m?2 +177k0 / Yo / y (y)e
(6.30)
First in (6.30) we shall integrate over yo, then over y and finally over ko; this

gives
ik-x
g 3, ©
x) = d°k——— . 6.31

¢R( ) (271_)3 / k2 + m2 ( )
In order to compute this three-dimensional momentum integral we introduce
spherical coordinates; also we take x = re,. The angular integrations give (in
one integral use the change k' = —k )

g [ kdk g,
onla) =~ L e (6.32)
Imky  |ko
RC]{TO
—im
Fig. 6.6.

The integral in (6.32) has the poles at kg = +im. The integration contour is
given in Fig. 6.6. By applying the Cauchy theorem in (6.32) we obtain:

dr(z) = Lo (6.33)

~ drr

which is the requested result.
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6.12 Apply ip — m on S(x).

6.13 The Fourier transformation of the equation (id—m)S(z—y) = 6 (z—y)
leads to

(i —m) (2;)4 /d4p5’(p)e_ip'(””_y) = (2711_)4 /d4pe_ip‘($_y) . (6.34)

From (6.34) follows
_ p+m

S(p) P

Therefore, the Green function is given by

)_/ d*p p+m
V) @iy - pr - m?

The poles of the integrand in (6.35) are pp = £E, = £+/p? +m?2. The
propagator is

1 ip-(x— P’ P M i e
g o) — d3pelP(x y)/ dp 22 T2 TP —ipo(zo—yo)
F(z —y) (2m)* / pe o Po p(z) — Eg € )
(6.36)

where the integration contour Cr is defined in Problem 6.1. Applying the
Cauchy theorem we get

i APp
e [P

[(EM’O +piy +m)e PP EoTvIg (20 — yo)+

S(x — e P (@=y) (6.35)

+H(=Ep° + iy’ +m)el P romm0lg(yo — xo)}

i 3 .
ICOE /SEpp {(1“? m)e” PG g — yo)—

—(p — m)e? TVIG(y — xo)} : (6.37)

The advanced Green function can be found in the same way. The result is

i d’p ip(x— i —i -
S\ 1) = G /2E,,ep( v) {(Eﬂo  piy 4 m)e—iEr(mo—y0) _

_(_EPVO +pi’7i + m)eiEp@o*yo)} g(yo _ xO) . (638)

For simplicity we take y = 0 in (6.37) and (6.38). We have

i &P ipx—pye 0 i
Se =S =~ | GEe B (B i’ m) (Oeo) +(—20)
: d3 . )
_ 1 pel(P'X*Epwo)(Ep,yO +p7,’yl +m) . (639)

2n)3 | 2B,
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Thus,

i d®p . .
— Sy =——— [ —(E,"° +p'v; e 6.40
S = 5 (2m)3 / 2Ep( p1 P m)e ( )

By applying i@ — m on (6.40) we get (i) — m)(Sr — Sa) = 0, since

(-+m)(p—m) = p* — m® = 0.

6.14 The integration along the curve CF is equivalent to the integration along
the real py—axis if we make the replacement p?> — m? — p? — m?2 + ie, where €
is a small positive number in the propagator denominator. The simple poles
are po = =L, F ie. So we get

1
3 pt+m e~ ip(z—y) iay [ 0
/dpo /d e S 6(yo)e 0
0
After the integration over the variables yy and y we get
1
g 3 PHM ipozo—px) s(3) 0
== [ dpgd’p———5——e \PoToTPX)§ — 6.41
vle) = - [dmd'p P -a) ] ©a
0
Integration over the momentum p is simple and it gives
1
_ 9 gax [T gy P00 =AY M i, [ O 6.42
w(w) = g [ apy BT o | (6.2
0
Employing the Cauchy theorem we find that
i iq-x iE.x
W(@) = — 52V [(~Epyo — q -y + m)eFem0g(~aq)
2E,
1
i 0
+(Eo —q- vy +m)e Fa0(z)] 0] (6.43)
0
which finally gives:
_ _i iq-x
—E,+m E,+m
x| etFa®o 0 0(—x0) + e Famo 0 O(xo)| .(6.44)
a3 q3

q1 +1ig2 q1 +ig2
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6.15 The equation for the free massive vector field A, is given by
(9°°0 — 070 +m?g*7)A, =0 . (6.45)
The Green function (it is in fact the inverse kinetic operator) is defined by
(9770 = 007 + m*¢"")oGop(x —y) = 6@ (z — ) . (6.46)

If we introduce

1 . -
oy = d*ke R E=VG (K
G (2m)* / € Gov(k)
in (6.46), we get
(—k>g"" + kPk7 +m?g"7) G, = OF) . (6.47)

We shall assume that the solution of (6.47) has the form G,, = Ak?g,, +
Bkyks, where A and B are scalars, i.e. they depend on k2 and m?2. Inserting
the solution into (6.47), after comparing of the appropriate coefficients, we

get
1 1

—kt 4+ k2m?2 7 m?(m? — k2)

The final result takes the following form

1 kuk,
GMV = m <_gMV + 7:12 ) . (648)

6.16 Use the same procedure as in the previous problem. The result is

. g T4+
G = =2+ =Lk
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Canonical quantization of the scalar field

7.1 Starting from the expressions for scalar field ¢ and its canonical momen-
tum ™ = ¢,

_ d3k a —ik-x a’[ ik-x
¢—/’2@ﬂ%%[&k Taf (]
. d3k
o=i | Tl

—a(k)e ™7 +af (k)] |

we have
1 T 3/2 .
/d?’xaﬁ(z)e*‘k x_ (2 23%/, [a(k)e w4 T (—K')ew!] | (7.1)

/dgxé(x)e_ik,‘x = 1(271')3/2\ / % [aT(—k’)ei“’k’t — a(k')e_iwk/t] . (7.2)

From (7.1) and (7.2) it follows that

1

CLT(k) - (27_‘_)3/2 m/

By using the expressions (7.3) and (7.4), we find:

a(k) =
d3xe~ 1’”’ wm( ) — 1¢;(z)] . (7.4)

i 1

2(2m)3 \Jfwpwr
w[b(z), 6(y)])

_ 11 /d3xei(wk—wk/)t+i(k’—k)'x(wk + wir)

2(2m)3 fwrwrr
= 6Ok -K). (7.5)

[a(l) ol (k)] = Py ek (g o(), )]+
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In the previous formula, we used the equal-time commutation relations for
real scalar field (7.C) i.e. we took! z° = y°. We can do this because the
creation and annihilation operators are time independent. This can be proved
directly:
da(k) 1 1 .
— d3 elk~:r 22 _|_v2 2 )
" CEENeT / x [iwie +1V2¢ — im*¢)

After two partial integrations in the second term we get

da(k) i 1 / 3 ik 2 2 2
= d°xe'™® -k — .
at @ v ) X L m] o
The dispersion relation, wi = m? + k? gives da(k)/dt = 0. It is clear that
af(k) is also time independent.
Similarly, we can prove that:

[a(k), a(k")] = [a' (k),a’ ()] =0 .

7.2 In this problem, ¢(z) is a classical field, so that a(k) and a'(k) are the
coefficients rather then operators. We can calculate them from the expressions
(7.3) and (7.4) inserting ¢(t = 0,x) = 0 and ¢(t = 0,x) = ¢

1 1 3 a—ikx:
a(k) = (277)3/2\/%/(1 xe 1C
= < (2m)3%®) (k) .

g

Then, the scalar field is
c
t = —si t) .
Blt,%) = < sin(m)

Generally, if we know a field and its normal derivative on some space-like
surface o, then the field at an arbitrary point is given by

o(y) = / (B(@)07 Az — y) — Aly — 2)0,(x)JdS" |

Solve this problem using the previous theorem.

7.3 The results are:

CH:= / *kwy, [af (k)a(k) + b (k)b(k)] (7.6)
Q:=¢q / @’k [af (k)a(k) — bT (k)b(k)] , (7.7)
P:= / d’kk [af (k)a(k) + b' (k)b(k)] . (7.8)

! This will be done in the forthcoming problems, too.
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7.4 (up,uy) =8B (k —p), (up,u}) = 0.
7.5 From (2.9), we have

1 110) = 5 [ @k (0] (@ (9a(k) + al9a’ ()0
= % / d*kwy, (0] a(k)a’ (k) |0)
% [ 1 (590) = (0l (K)a1o) o)
5<3> / PkVK? + m?
= 276®)(0) /0 kR e

By change of variable k = m+/%, the last integral becomes Euler’s beta function

(0] H0) = wm*6® (O)B(%, —-2) = —WTm45(3)(O)F(—2) .

7.6 Use the formulae from Problem 7.3 and the commutation relations (7.D).

(a) Direct calculation yields

31431/ , »
[P, 9] = (2771)3/2 d\/l% Kt [ T(k)a(k),a(k)e " +af (K )e™* ‘"”]
3
( 1)3/2 \;1% ( a(k)e—ik-m+af(k)eikm)
= —id"¢ . (7.9)

The same result can be obtained if we start from the transformation law
of the field ¢ under translations (see Problem 7.20):

oz +e) =e“Po(x)e ™ = ¢(x) + ie" [Py, d(2)] + o(€?) . (7.10)
On the other hand, we have
d(x +€) = ¢p(x) + €0 + o(€?) . (7.11)

From (7.11) and (7.10) the result (7.9) comes.
(b) First, we calculate the commutator [P*, ¢™(z)]:

[PH, " (x Zqﬁ’“ [P gl Tt

k=1

= ¢F (=i g)e"F

= —i0rg"
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In the same way one can prove that
[P*, 7" (x)] = —io"n™ .
As a consequence,

[Py ¢" ()7 ()] = =10, (¢" ()7 (2)) -

An arbitrary analytical function F(¢, ) can be expanded in series as

F(o,m) = Z Crmo™m™ .

7.7 From the Baker—Hausdorff relation follows
iQ g i@ ; i2
g™ = ¢ +i[Q, 9] + Q. [Q. gl + ... . (7.12)
The first commutator in the previous expansion is given by

Q6] = ig / Lylot (1) () — 6@)m(w), 6(x)]
= —q/d3y5(3)(x -y)o(y) = —qp(x) .

Then
[Q,1Q.¢]l = (-9)*¢ . [Q,1Q.[Q.¢lll = (—a)°¢ ... (7.13)
Finally, o
el Qpe ¢ = (1 —ig+ % +.. ) ¢ =e"1g . (7.14)

7.8 The angular momentum of a scalar field has the form
MM = / Px(z" T — 2T .
(a) By inserting the previous formula in the commutator, we have
M 0(0)] = [ EY10,(306 — g0,) ~ (60,6 — 90,0). (@) . (7.15)

The following equal-time commutators can be easily evaluated:
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[L(y), p(x)] = —i6P) (x — y)(y) ,
[7(y)0.0(y), d(x)] = —10,60P (x — y) — 16,07 ()0 (x — y) .

By substituting these expressions in (7.15) and performing integration, we
get

My, d(x)] =i(2,0, — 2,0,)p(x) . (7.16)

The same result can be obtained if we start from the transformation law
for the field ¢(x) under Lorentz transformations,

ez M g(g)emsem M — g4~ (w)a) .
(b) We first calculate the commutator [M,,,, Pyl:
(M,,.,, Py] = /dsx[x#Toy — 2, Top, Po
_ / A (2, Tov, Po) — 20 [Top, Po))
_; / & (2,000, — 1,00,
i / dx (~2, 0T, + 2,0T",)
- i/dgx (9uiT", — 90 T",)
= i/dgx (T — 9u0TS, — Ty + 90, T5,)

= —i(guo Py — guoFy) - (7.17)

In (7.17), we used the results of Problem 7.6 (b), the continuity equation
0,T* = 0 and integrated by parts. In the case A\ = i we can use of a
partial integration. The result is [M,,, P;] = —i(¢9:p, P, — giv Py). Thus,

[Muy,P)\] = i(g)\l,P# — g)\upu) . (718)

(c) Let us calculate firstly the commutator [M;;, My).
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M, Mut) = [ @xdy [wi6(0)056(2) - 2,0()r0(0),
ud()A(y) — udly >8k¢<y)]
= [ @y (vanld(@0s0(a). )10 (0))-

[ d(2)0;6(2). H(4) 9kt )]
—2y[P(2) 0 (), 6(y) ()]
+apld(@)0i0(@) dWASW)]) . (1.19)

Applying the equal-time commutation relations, we obtain?

(M, M) =3 [ @y [ (9)016(0)0
~ dWo@)} ) 6D (x ~y)
— ziy ($(@)0k(y)05 — d);0(2)0]) 6O (x — )
— 20 (3)016(w)0F — d()Dro (@)} ) 6@ (x — y)
+ 20 ($@)0d ()07 — dy)Dro(0)0 ) 6P (x ~y)] -
If we use the relation
05,0 (x —y) = =04,6®) (x — y)
we obtain
M;j, My] = / d’xd’y
[mm(mmawwwamw—y»—am@wmwwaw—y>
iy (S@)06(y)Y5D (x — ¥) = d()9;6(2) 056D (x — y)
i (S@)d ()5 (x — ¥) = b()D(@)97 8D (x ~ y)
sy ()00 y) - Horo @0tV (x - y) |

 —

By performing partial integrations in the last expression, we obtain

2 We have used the following notation:

e O om0
O = s O = 5.
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(Mg M) = =i [ d3x[gjk<xl¢3<z>ai¢<:c>  nd(@)Aid(x))

+gi(zkd()0;0(x) — 2;¢(2)Opd())
+gik(2;0(x)0p(x) — 119(2)D;0(x))

+gj1(i(2)Op(x) — 2d(2)Didp(x))
= (gjxMa + g1iMjx — gix Mj1 — g1 Mix) - (7.20)

The next two commutators [M;;, Mox], [Mo;, Mok] can be evaluated in the
same way. Do this explicitly, please.

7.10
(a) The commutator is given by
Q@ = -1 [ @xdyryeh,
x (00105 (2) = 6120352, 6 (0)on (v) — 81 )n(y)] -

Recall that as the charges are time-independent we can work with the
equal-time commutators and we have

@@=~ [ @x (8l ro - ol 70)
b] = 2ietere, we get
[Qa, Qb] _ i€abCQC )

The second case is similar to the previous one:

By using [7%, 7

[Qi)Qj] = eimnequ/d3x/d3y[¢,,L(x)q5n(x),gzﬁp(y)(;'ﬁq(y)]

= i/d3x(7eimn€jnq¢m(y{§q + fimnejpmd)pqgn)

i/d3x(5ij¢m<i>m — i — 0ijbmbm + $id;)
= i/d3x(¢i¢5j — ;0i)

- ieijkekmn /d3x¢m¢n

= i€ Qk -

As in the first part of this problem, we used the equal-time commutation
relations and the formula for appropriate product of two three—dimensional
€ symbols.
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(b) The commutator between the charges Q* and the field ¢,, can be found
similarly:

Q% bm(a)] = —» / Pyra (8 ()65 () — 6] (1) (1), bm ()]
=i /dg 161 (), ém(@)]65 (v)
—% ) [ A58 y)3imdsw)
2 m_y¢]( ) .

In the same way, we find:

Q00 ()] = 376

The previous two results can be rewritten in the form
[eaQav ¢m(x)] = i5o¢m(5€) >
ama ot Lot
[09Q%, ¢, (2)] = 10y, (2) -

In the case of SO(3) symmetry, the calculation is the same as above. The
result is

(Qks P ()] = i€kmij(z) -
7.11 The dilatation current is

= g — 3V O D, + Lt |
(a) The dilatation generator is
- [t (b b0 + a2~ 000'0))
(b) The commutator between the generator D and the field ¢(z) is given by
D.o(w)] = - [ xfola)n(z) + a'n()r6(x)
¥ 2472 (2) — La00,0(2)'0(x), O(y)]
- [ @x(ola)lr(a), o) + 2°n(a) (), (o)
+ 2'[r(2), 6()]0id(x)) -

By using the commutation relations (7.C), we have
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p[D, ¢(y)] = ip(¢(y) +y 7 (y) + y'0i¢)
=1ip(¢(y) + y"0ud(y)) = 1006 .

In the same way, we obtain:
p[D,7(x)] = ip(2m + z"0,m) = idom .
(c) By applying the previous result, we easily get

p[D, $°] = p([D, ¢l¢ + ¢[D, ¢])
i((600)¢ + ddo0) = ido(9?) ,

and generally
pID, "] = ido(6°) -
Similarly, one can show that

p[D, 7] = ido(7?) .

An arbitrary analytic function can be expanded in the following form

F(¢a ﬂ-) = Z Cabqsaﬂ-b )

ab

so that

p|D, F| prcab , ¢ b
*chab , 87" + ¢°[D, %)

:1zcab do( ¢a)7r "‘d’a%(ﬂb))

a,b
= 1dy (Z cab¢a7rb)
a,b
= 6o F

(d) We first consider the case p = i:
[D, P1] = / d*x[D, 70" ¢]
_ /d3x (x[D,9¢] + [D,m)0'6) .

By using part (b) of this problem, we obtain
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[D, P'] = i/d3x (27 + 200pm + 270;m)0'
+ w(20'¢ + 20w + 270'0;0)] . (7.21)
The second term in this expression is transformed in the following way
1

/ d3x2°0,0F p0'p = — / d3x2°0%$0,0' ¢ = -5 / d®x0" (2°0, 0" ¢) ,

where we used the Klein-Gordon equation, ym = —9°9;¢ and then per-
formed a partial integration. Thus, we conclude that the second term can
be dropped as a surface term. The expression f A>x7m200%7 is also a surface
term. Similarly, one can show that

/ d*x27 9,70 ¢ = —3 / d3xrdie — / dPxxi10;0%¢ .
Inserting these results in the formula (7.21) we obtain
[D, P'] = iP" .

The commutator [D, P°] = iP? can be calculated in the same way.

7.12 In the expression for the vacuum expectation value, express the fields
¢ in terms of the creation and annihilations operators. From four terms,
only one, which is proportional to (0] a(k)a' (k') |0) = §®) (k — k), is nonzero.
Then, we have

d3k 2 o, 2
(0 65 (£, %) (£, %) |0) = (ajﬂ)g@ / ( / Pye o)/ +1k.<x-y>>

2wk
Calculating the Poisson integral in this formula, we obtain

d3k 2 2
(0] ¢ (t)ps(t) [0) = ﬁ Tke_k 02

L[ Kk e
@m)? Jo VET+m? '

By the change of variable k2 = ¢, the last integral becomes

1 o d 2
0105(0)050)10) = 55 [ ﬁ“% /2

m2 m2a?
= 16m2° " [Kl(

m2a? m2a?®

)_KO( 4 ) )

(7.22)

where K, (z) are modified Bessel functions of the third kind (MacDonald
functions). Using the asymptotic expansions:
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b

Kl((E) =

SH

Ko(z) = —(log(z/2) + 0,5772)

for z < 1, we obtain in the limit m — 0

(0] 65 (1) (1) [0) = —

4dm2q2

7.13 Express the operators L,, and L,, in terms of o and use the commu-
tation relations.

7.14 After a very simple calculation, we find that

i 1 > (g0 a0
0 0) — i o dk —ek ( ik(y’ —a"” —|x—y]|)
O 0(e): 600} 10) = gy pemsrlime | ke (e
— b2t x—yl) 4 gik(2? =y = [x—y])
_ eik(wO—y°+|x—y|>) . (7.23)

The integrals in the previous expression are regularized by introducing ¢ as
a regularization parameter. At the end we have to take the limit € — 0. The

result is
1 1

(01 {6(@). 6} 0) =~ 55 =

7.15 The vacuum expectation value (¢(z)d(y)) is given by

(p(x)(y)) = (¢* ()0~ (1))

&’k d’q i(q-y—k-2) 5(3)
- 3/2 3/2 € 0 (k —q)
(2m)3/2/ 2wy, (2m)3/2 /2w,
3
L [ YK iy
(27T)3 ka

where we split the field ¢ into positive and negative energy parts, ¢ = ¢+ +o¢~.
If we do the same in the vacuum expectation value of four scalar fields, we
see that only two terms remain:

The first term in the last expression is

_ _ ! d3q;
(6" (@0)6" wa)o(aa)o~(w) = ] / e (malal)

X el(*lh'11*Q2'w2+qg'13+q4}'$4) ,
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where a; = a(q;). Using the relation
<a1a2a§al> = <a1(5(3) (@2 —qs) + agaz)aD
=66 (q2 — Cl3)5(3) (qi —aqs4) + <a1a§(6(3)(q2 —qu) — a£a2)>

= 6@ (q2 — a3)6® (a1 — ) + 6P (a1 — a3)6¥ (a2 — q4) ,

we obtain

3 3
(6 (@00 (@2)0 (22)07(00) = s [ Gk ke i)

2w1 2wo

3 3
( 1)6 / d’qu d q2e_iQ2‘($2—$4)_i(11'(151—153)
2T 2w1 2ws

(p(x2)d(x3)) (¢(x1)P(x4))
(d(21)9(23)) (P(22)¢(24)) -

The following result can be derived in the same way:

(T (21)9 (22)0" (23)9™ (x4)) = (G(21)d(22)) ($(25)p(4)) -
By adding two last expressions, we get
(D(x1)(22)p(w3)P(24)) = (P(x1)P(23)) (d(w2)P(24))

+ (p(w1)(24)) (P(22)(23)) +
+ (p(z1)9(22)) (P(73)(74)) -

This result is a special case of Wick’ s theorem.

+
= 1,‘3
+ I3

7.16 Scalar field in two dimensional spacetime can be represented as
o dk T -
x) = ——— a(k)e P 4 o (k)elFn®" | |
o) = [ ot (k)es"]
so that

° dk ;
Ole)oly) = 3= [ el (7.25)

If we introduce the notation yg — x9 = 7, y — ¢ = r, the previous integral
becomes
T ar k

Denoting the integral in (7.26) by I and introducing the regularization para-
meter €, we get:

aﬁ _ Lhme—m/ dkefek (elk(Tf’l‘) + elk(‘r+r))
or 4m 0

(B()6 (1)) = — /0 ok (ei’“(T*T)+ei’“<T+T)) : (7.26)

1 T
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From (7.27), it follows that
1 22 1 (x—y)
=——Jog—— = ——log ——2~
(¢(2)d(y)) = -~ log 2 me
where p is an integration constant which has the dimension of length.

7.17 By taking partial derivative of the expression (0| T(¢(z)¢(y))|0) with
respect to xg, we get:

O (0] T(D(2)9(y)) [0) = 6(z0 — o) (O] [¢(x), (y)] |0) +
+ 0(z0 — o) (0 9, 0(2)$(y) [0) + 0(yo — 20) (0] (y)Dzy P(2) 0) -

The first term is equal to zero as a consequence of the equal-time commutation
relation. By taking second order partial derivative with respect to zg, we get:

92 (0| T(p(x)p(y)) [0) = 6(° — y°)[m (), (y)]
+ 0(z” — y°) (0] D20 ()b (y) |0) +
+ 60(y° — 2°) (0] ¢(y) D20 B() 0) .

In the first term, we use the equal-time commutation relation, and finally get
the result

P20 (01 T($()(y)) [0) = —i6W (z —y) +
+0(z° = 4") (0] 0 é(2)6(y) [0) +
+0(y° — 2°) {0 $(y) o 6(x) [0)

which implies

Oz +m?) (0] T(¢(2)$(y)) [0) = =16 (z — y) +
+0(x0 — yo) (0] (B +m?)()$(y) [0) +
+0(yo — @0) (01 6(y) (O + m?)e(x) |0) .

The last two terms vanish since the field ¢ satisfies the Klein—-Gordon equation.
Therefore,

(B +m?) (O] T($(2)8(y)) [0) = 16 (z — ) . (7.28)
7.18
(a) Applying the variational principle to the given action leads to the equa-
tions:
o 1
o (1,
Yot ( 2m * V(r)) v
8’(/; 1 +
i (= A
ot ( 2m + V(r)> v

The first of these equations is the Schrodinger equation, the second one is
its conjugation equation.
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(b) A particular solution of the free Schrédinger equation is a plane wave
e iBrtHikr where By = k?/2m so that the general solution is

3
Y(t,r) =/(2(1)13{/2a(k)e_iE’“t’Lik"r . (7.29)

The negative energy solutions are not present in previous expression since
E), > 0 in nonrelativistic quantum mechanics. The field 9 is

Pi(t,r) = / dgikaT(k)eiEkt*ik'r (7.30)
’ (2m)3/2 ) '
In the quantum theory these classical fields are replaced by operators in
the Hilbert space. The field conjugate to 1 is
oL —ipt
o

The equal-time commutation relations are

[W(t,x), ¢ (t,y)] =P (x—y) ,

ot %), (8, 3)] = [0 (8,%), 91 (2,5)] = 0. (7.31)
From the relations (7.29) and (7.30) follows
1 ipe [ it
a(k) = WeE't/d3x¢(t,x)e k
1

af(k) = (27T)3/2(3_iE’“t/d?’m/ff(t,x)eik'x .

From (7.31) and previous relations one easily gets the commutation rela-
tions:
[a(k). a’(p)] = 0¥ (p ~ k) | (7.32)
[a(k),a(p)] = [a'(k),a'(p)] =0 . (7.33)
(c) Substituting (7.29) and (7.30) into the expression for the Green function
one obtains

G(z0,%,%0,y) = —i(0] w(xoyx)wf(yoJ) 0) 0(z0 — yo)

_ (21 E /dgkd3pe—i(Ekx0—k‘X—EpyO'HC"Y)
T

x (0 a(k)a'(p) |0) O(x0 — o)

— *(21)3 /dskd‘gpe*i(Ekwo*k'X*Epyﬂﬂ"Y)
Yy

x 66 (P —k)0(xo — yo)

= ABhe— 5 (@ —y")+ik-(x— V(0 — yo)
!

3/2 i;?(xfy)? 0( )
e2@o—vo) O(xg — .
27r1 (2o — Yo) 0~ Yo
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2 .
up = \/;sm(k‘x) ,

hence the (nonrelativistic) field operators are

)= \/5/00 dka(k)e‘i%tsin(kaﬁ) , (7.34)
™ Jo

Vi = ﬂ JARCICEE Y (7.35)

We shall leave to the reader to prove that

(d) The eigenfunctions are

m V2T fey? i (oty)2
_ e2@o-v0) — e2@o-vo) | f(zg — o) -
27i(zo — yo)

(7.36)
Generally, if the eigenfunctions of the Hamiltonian are u,(x) the Green
function is

G(z0,%,40,y) = =i Y _ e Fr@=v)y, ()ur (y)0(zo —yo) - (7.37)

G(x07$7y03y) =-i (

(e) The invariance of the Schrédinger equation can be proven directly. We
leave that to reader.

(f) In order to find the conserved charges we should calculate only time com-
ponents of the conserved currents. For the spatial translations the time
component of the current is

oL
= e

= —iloe = —ip' Vi - €. (7.38)

The conserved charge is the linear momentum

P=- / d3xpT(iV)y . (7.39)
The Hamiltonian .
H = / dgwa(—%)Aw (7.40)
is generator of time translations. The angular momentum
J= —i/d?’wa(x x V)i (7.41)
is generator of rotations. Under Galilean boosts we have §z; = —wv;t, d¢ =

—imv - x) so that
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jo=v-jo=mv-xtpTep 4+ ivt)TVip. (7.42)

Consequently, the boost generator is
G= / dExpt (mx +itV)y . (7.43)

The commutation relations can be found using the commutation relations
(7.31). Let us start with [P;, G,]:

[P, G,] =1 / BxdPy [T ()0 (y), ¥l () (ma; + itd; ) (z)]

——im [ Exdy (61 )I000), v ()2 (0)

+ [ (), o (@) (2)]0i (y))

= —im/d3x(—6iz/ﬁ;z:j¢(x) - Iﬂ/ﬁaﬂb)

= —iMd;; , (7.44)
where M =m [ d3x1pTep is the mass operator. It appears since the rep-
resentation is projective. We have two possibilities either to enlarge the
Galilean algebra with this operator or to add a superselection rule which

forbids superposition of particles of different masses.
In the similar manner the other commutation relations can be obtained:

(G, Gj] = [H,P] = [H,J] =0
(i, J;] = i€ T
[Ji, G4] = i€, Gk
[Ji, Pj] = i€iju P
[H,G;] = —iP; .
The Galilean algebra can also be derived from the Poincaré algebra [23].
7.19

(a) By using the first commutation relation in (7.D), we get

3 ~
1=c [ L9 (up).al @) fl0)

f(p) - (7.45)

The second commutator can be evaluated in the same way. The result is
1 -

mf*(p) ~ (7.46)

[af (), a] = ~C
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(b) Using (7.45), we have
1 -

a(p)(ah)" = C\/mf(p)(af)"f1 +ala(p)(a’)" . (7.47)
By repeating this procedure n times, we get
ap)(ah)" = C——nf(p)(@)" "+ (@)ap) . (745)
Wp

Hence,

nf(p) (ah)1 . (7.49)

[a(p), (a')"] = C ey

(c) This calculation is straightforward:

n=0

= fo)zlz) . (7.50)

(d) By using the previous relation and the property (z|z) = 1, we have
d3p

(2| &]2) :/W
B C/ (%d‘“’p (Zf(p)e‘ip‘“ +2°f (p)eip'x)

(2] a(p) |2) 7% + (2] a' (p) |2) €77)

)3/22‘%
C
= Gnp (zf (@) + 2" f*(2)) . (7.51)
In the same manner we have
2 d’p d’q (pta)e
G101 = [ Gy e, (Clot@ata) ) e

+ (z|al (q)a(p) |2) eilTP)=
+ (z]at(p)a(@) |2) @@ ¢ (2] ot (p)al(q) |2) ei(q+p).1>

d’p d3q . _
2 , ;
= [ i, e, (W@

+ F(0) (@) |2 P
+ PO (@)2 P 4 F(p) f(q) (24) %007

2

~ G (F@)+ @) (7.52)
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Hence,
(A¢)2 =0. (7.53)

(e) Tt is easy to see that

Gl 1) =l [ @plfw)l (754)
7.20
(a) By substituting the expression for ¢ in the relation
U(A,a)p(x)U~ (A, a) = ¢(Az + a)

we obtain

4’k —ikx | ot ika\ r7—1
/WU(/LG) (a(k)e +a'(k)e )U (A, a)

d3k/ , k(A Nk (A
:/W (a(k )e_l ( I+a)+aT(k )el ( x+a)) . (7.55)

In the integral on the right hand side we make the changing of variables
k™A = kY. In Problem 6.3, we proved that d’k/(2wy) is a Lorentz
invariant measure, so that

d3k/ o W' d3k
vV ka/ o 2 Wik ’
By performing the inverse Fourier transformation, we obtain the requested

result.
(b) It is easy to see that
U(A,a) [k, ka) = U(A,a)a’ (k1)U (A, a)U(4,a) - -
- U(Aya)a’ (k,)U (A, a) [0)

B e B oian AP, (kY +. k)
wkl ... wkn

(¢) From the expressions (7.6) and (7.8) and the first part of this problem, we
have

Aky,. .. Aky)

U(A)PrUH(A) = / kb U (A)a' (k)a(k)U =1 (A)

_ / PR EE G (Ak)a(AR)
Wk

= A / dAPKEYal (K )a (k)
= AU#PU b

where we made the change of variables k* = A #k’” in the integral.
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(d) First, you should prove the following formulae:
U(A)[é(x), sIU™H(4) = [¢(Ax), p(Az)] |

[¢(x), p(y)] = 1A(z —y) .

From the integral expression for the function A(x — y) (Problem 6.6),
it follows that A(Az — Ay) = A(x — y), i.e. it is a relativistic covariant
quantity.

7.21

(a) In Problem 7.3, we obtained the Hamiltonian
H= / d*kwpal (k)a(k) .

The Backer—Hausdorff relation reads

PHP ' =e¢“He ™ = H+[A H| + %[A, (A, H]] + ... (7.56)

where A = —Z [ d3q (a'(q)a(q) — mpa’(q)a(—q)) . The first commutator
in this expression is

[A, H] = —ignp/dgkwk (aT(k)a(—k) - aT(—k)a(k)) .

By changing k — —k in the second term, we get [A, H] = 0. It is clear
that the other commutators in (7.56) also vanish, hence

[P,H|=0.
(b) Starting from Problem 7.8, we obtain the requested result.
7.22 7Pt~ '=-P, tHT '=H

7.23 The first step is to show that C¢'C~! = 5’¢, CrC~' = p.r' and
Crn'Ccl= NeT.
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Canonical quantization of the Dirac field

8.1 If we use the anticommutation relation (8.E) the anticommutator iS,(z—
y) = {Wa(z),¥p(y)}, where a,b=1,...,4 are Dirac indices, becomes

{ta(@), Pu(y)} = pdiq arsé ®(p-aq)

x (ua<p,r>ab<q, s)e“q‘y*’”)

+ va(p,7)0s(q, s)e_i(q'y_p'”)) )

Applying the solution of Problem 4.4 we have

3
iSap = ﬁ/gE {(ﬁﬁ-m) pe P @Y L (h—m) et (”_y)} . (81

The last expression can be easily transformed into the following form

3
{va(x), Vs(y)} = (V"0 +m)ab(21) /;lE [e*ip'(m*y)feip'(“”*y)] . (8.2)

From (8.2) we see that A(x — y) is given by

i d3p . .
ANMr —1) = —— | =2 |g=ip(@—y) _ip(z—y)|
@=9) =G / °F, [e ¢ }

The function A(z —y) was defined in Problem 6.6. In the special case zo = yp
we shall make change p — —p in the second term of expression (8.1) and
obtain

{wa(l')7l/;b(y)}|I0:yo = (’Yo)ab/ (gjrl;g eip~(x—y) = (Wo)ab(s(g) (X - y) . (83)
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8.2
(a) Substituting (8.A,B) in the expression for charge () we obtain
Q=-c [@x:vty
= —62/d3pf )es(p)ul (p)us(p)
+ 1 dr(p)dl(p) : vl (P)vs(p) + cl(P)dl(~p)ul (P)vs (—p)e !
+d,(p)cs(—p)v](p)us(—p)e” #5r!] (8.4)
From (4.52) and (8.4) we get
Q- —62/d3 — dl(p)d,(p)) - (8.5)

(b) As 1 satisfy the Dirac equation, (—iv%d; +m)1 = iy9dp1 the Hamiltonian
is

H:i/di”xzwaowz

ngpdg / / 1p T

+Mmm<m&meu%mxmq 0ty ()] ()t -

= Z/dSPEp ct(p)er(p) + di(p)d,(p)) - (8.6)

P = Z/d3pp cf (p) +dL(p)d,(p)) - (8.7)

8.3
(a) It is easy to see that

[H, ] = Z (27:)3/2 / d*pdiqE, \/Eﬁq
x [cl(p)er(p) + di(p)dr(p), cs(q)us(q)e ™™ + df(q)vs(q)e'?™]
= Z W /dSPdSQEp \/W(srs(s(g) (p - q)
x (~c (@ 74 gl (), (@)e )

- Z/ 2m) 3/2 —cr(P)ur(p)e " + d(p)vr(p)e””)

— _17

ot '’
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where we have used:

[cl(p)er(p), cs(@)] = —{cl(p), cs(q) }er(p)
- *57"55(3) (p - q)cr(p) )

and the similar expression for d—operators.
(b) If we had used commutation relations instead of anticommutation rela-
tions in the quantization process we would have obtained:

H= Z:/dSpEp (Ci(p)cr(p) - dl(p)dr(p)) :

From here we conclude that the energy spectrum would have been un-
bounded from below, which is physically unacceptable.

8.4

[RﬂMMMF};ﬂ%&@mM@+@@%@d@mw1

=3 [ @, (@@ o) o)

+ cl(p)[cl(a)es(a), er(p)]
=Y [ @ar, (el e o)
- {Cl (Q), CI (p)}cs (CI) P

cr(P)
+ cl(p)(cl(a){es(a). cr(P)} — {cl(q), cr(p)}es(q)))
= B, (cl(p)er(p) — cl(p)er(p)) =0

8.5 The form variation of a spinor field is
dotp = 69 — 0x* 0 =

i
= *ZWWUW@Z’ — whx, 0,0

1 .
— iwlw <xuay — 2,0, — ;O’,“,> P .

On the other hand we have dg1p) = —%uﬂ“’MWw . Comparing these results we
conclude that the generators are given by

1
M,, =i(z,0, — 2,0,) + 30w -

8.6
(a) Applying the formula [AB,C] = A{B,C} — {A, C} B we obtain
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Mo @) = [ @ [0} (1000, = 1.0+ o) el

= [ @yt v (10,0, - 10, + 3o ) 0lo)

be

= —[1(],‘,uay — x,,@u) + %auy]acwC(gj) ’

where we have used anticommutation relations (8.C,D). This result is a
consequence of Lorentz symmetry.

(b) Substituting the expressions for angular momentum and momentum of the
Dirac field we get

[M,,, P, =1i / d*xd’y
. 1
<ot (100, 200+ o) ) )]
ab
First we suppose that all indices are the spatial: p =¢,v = j, p = k. Then,

My, Py] =i / d3xd®y

1

X (d}l(w) { (i(xz‘aj —2;0;) + QUz‘j)ab Py (), ¢l(y)} Nnte(y)

- W) )} (i, — 2,00 + 5 ) )

= i/d?’xd‘?’y

< (vt (160 2,00 + 5oi) 90x = y)orvn(o)

ab

~ UL x = )b (16005 — 0 + oy ) wne))
ab

where we used the equal-time anticommutation relations (8.C,D). The
integration over y leads to

[Mij, Py) =i / dPx (igjkw*aﬂzj —igiw*aﬂb) 7
or
(M, Py) = i(gxP; — ginFj)-

Now we take up = 0, v = ¢, and p = k, i.e. we calculate the commutator
[Mo;, Pi]. In order to do it first we are going to compute anticommutator

{0,010(x), ¥ (y) }Hao—yo -
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Taking partial derivative of (8.1) with respect to xo and substituting z° =
y° we get
i

{8m0¢a($>7 ’(Z}b(y)}'l’o:yo = m

+ (Ep70 -—P-7- m)abe_ip‘(x_y)]

i D (x—
= (27)3 /dSP(P"Y - m)abelp( ¥)

= 'yabvx(;(s) (x—y)— im0 (x—-y).

Then
[Mo;, P] =i / d’xd’y
(v { (ste00s = 220 + Gon ) uto). )| 2uvto)
- G000} (3200 = 20) + o) (o))

N i/ a*xd’y (izgp! (2)970 (x — y)Ohto(y)

— izl () (y70 Ve — lm’Yo)ac5( )(X —¥)he(y)
+ 1/)3(17) (U z)ab(s(3 (x - )8161/71)(9)
)

— iz (y)0Y6®) (x — y) ()
+ iz ()06 (x — y)dot ()

U 0) 2 (015D (x ywb(x))

N | =

DN =

i / P (—izitb Ty 00V — maa odhds — b 00e)
=i / a*x (igintp ' 00tp + 290 (17°00 + vV — m)op) .

The second term in the last line vanishes since v satisfies the Dirac equa-
tion. Then we get
[Mo;, P] = igirPo -

The remaining commutators [My;, Py] and [M;;, Py] can be computed in

the same way.

R

8.7 The helicity operator is

/d3 sz . (8.8)
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Inserting expressions for fields ¢ and wT in the previous formula and using
the fact that u,.(p) and v,.(p) are eigenspinors of X - p/|p| with eigenvalues
(—=1)"*L and (—1)", respectively (see Problem 4.7) we get

Ppd3q—nt
Sp = 27r/ Z/ PR, B,

r,s=1

x [ch@es(p)(=1)* Ll (@)u, (p)e@ P
(P

+CT((1)d( )(=1)*ul(a)v
dr(@)es(p)(—1)* ol (@)us (p)e (@ HP)

— dl(p)d:(@)(~1) v (@, (p)e P (8.9)

Je! i(g+p)-=

Performing the x integration and applying orthogonality relations (4.52) one
gets that the second and the third term in the expression (8.9) vanish. Finally,
integration over the momentum q gives

Z / &*p(=1)"* (cf(p)er(p) + dl(p)dr(p)) - (8.10)

Let us emphasize that we have used the expansion of the fields with respect
to helicity basis.

8.8 The two-particle state given in the problem is eigenstate of the operators
H, @, and S,,. Using the explicit form of the Hamiltonian from Problem 8.2
we have

Hel, (p1)el, (p2) [0) = 3 / EpE, (¢ (p)cs(p)

+ di(p)d-(p)) ¢f, (P1)c],(P2)[0) . (8.11)

Let us calculate the first term in the previous expression. Commuting ¢, (p)
to the right we get

cl(p)er(p)ef, (p1)cl, (p2) |0) = 6, 0P (p — pl)(::«(p)Clt (p2) [0)
— cl(p)cl, (p1)er ()], (p2) 0) . (8.12)

Repeating once more we get

cl(p)er(p)ef, (p1)el, (p2) 0) = 6,,,6® (p — p1)ey(p)el, (p2) [0)
— cl(p)el, (P1)3rr, 0@ (P — P2) 0) . (8.13)

It is easy to see that

d}(p)d,(p)c}, (p1)cl, (p2)0) =0 . (8.14)
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Inserting (8.13) and (8.14) in (8.11) and integrating over momentum p we
obtain

Hel, (p1)el, (p2) |0) = (Ep, + By, ), (p1)cl, (p2) [0) (8.15)

Similar as before we have:

Qcl, (p1)cl, (p2) 0) = —2ec], (p1)c], (p2) [0) | (8.16)

for charge and

Sp f, (P1)el, (p2) [0)
1 T T
= 5 ()T (=) o, (p1)el, (p2) [0) (8.17)
for helicity. To summarize: energy, charge and helicity of the two—particle state
|P1,71; P2, 72) are

Ep +Ep,, —2e, = ((-1)"F 4 (=1)) (8.18)

N | =

respectively.

8.9 The commutator is

@@ = § [ Exeyrs vl @0, vl w)n)

— i/d3xd3nyjT;?l(¢g(x)¢l(y)§jk - qp’i(y)wj(x)(;ﬂ)(;(S) (x—y)

1 a a

1 /dSX(Q/szTijTgbﬂl —Q/J;Tngngzﬁ/’j)
1

=1 [ @it ol

_ %Eabc/d3X1/}TTcw — ieachC )

The generators Q¢ satisfy the commutation relations of SU(2) algebra as we
expected.

8.10 The charges are

. 1
Q= / d3xjb = / dBx(ePerint + Wb w;) . (8.19)

97 ]

(a) The commutator is

Q".Q = / dBxddy (abeete! [79(z)n (), 7% (y)r? (1)

b e
TijT

+ 2 e W (2)@;(z), WL(@/)%(@/H)
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= /d3xd3y (e“bcedef (10®) (x — y)oda®(z)nf (y)
— 16 (x — y)§* i (y) 7 (@)

e
b T T 50 () (03] () (0) — 0] () 2) )

= /d3x (1(7'767717 — 7P7¢) + ;ebEdWTTd&D>

. 1
—_ iebed/ddx <eadc7:ra7.rc + 2Q7T7'd@>
— jebedyd |
(b) The results are
Q7 (&) = —ieen(x)

[Qby%(x)] = _%¢n(l‘) »
b

[Qbﬂzl(x)] = —an(l‘)%i .

8.11 The conserved charge for dilatation is
3 , _
D= /d3xj0 = —i/d3x (21#“# + xipT o — x%yﬂajw) . (8.20)
Let us find the commutator between the operator D and momentum P°

0.7 = [ @xty ([l + o' @00(). o1 1) vi)
= [2% (@)Y 050(2), ¥ ()W (y)]) -

We decompose the previous expression on three commutators. The first one
is

W (@)w(x), 1 ()0 ()] = W] (2)a (), 6] ()]0 (y)
+ ) () [ (2)0a (@), O (y)]
= 9} (@) {va (@), ¥} () }0" s (y)
— i () {¥l (), 0 (y) }a(z) |

where we have dropped the vanishing terms. The anticommutation relations
(8.C-D) give the following result

Wl (@)Y (), ¥ (y)0")(y)] = ¢T ()0 (y)s® (x — y)
— i () ()00 (x — y) . (8.21)

The remaining commutators can be calculated in the same way. The result is:

5

—~ o~
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W1 (2)050(x), ¥ ()0 (y)] = ¥ (2)0")(y)07 6@ (x — y)
— T (y)0;1p(2)050P (x —y) ,  (8.22)

[P()7? 00(x), 0T ()0 (y)] = ()7 0" (y) 976 (x — y)
— DY ()00 P (x —y) . (8.23)
Inserting (8.21), (8.22) and (8.23) in (8.21) and applying
P (x—y) = -0 (x—y), (8.24)
we get
[D, P'] = — / dExypolyp = iP? . (8.25)
Similarly one can show that
[D, P%] =iP° . (8.26)
8.12

(a) Using the expression (5.G) the energy—momentum tensor is
Taﬁ = i@%ﬁﬂw - gaﬁ(i&@w - 99521;1?) :

Taking derivative of the previous expression we get

aaTaﬁ = QQ‘TBJ]@D 5
where we have used the equations of motion:

I@w - ngw =0 )

10, 09" + gz®h =0 .
The result 0*T, 3 # 0 shows that there is no translation symmetry in the
theory. As a consequence, the energy and momentum are not conserved in

this theory.
(b) From the expression for the four-momentum (5.6) we have

1W®=/¥M4%@W+WWW,

Pit) =i / d3xep '

SO
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[PO(t), P'( / / d*xd®y
< ([0 207 0,(8,), 0 (4.3)(E )]
+ iga® (.30 (t ), ¢ (1. ¥)0 ()]

/ / d*xd’y
% (007 Yapltha (b X008, %), 0L (4, 3)0 et ¥)
o+ iga® 9 W (8,30 (8,30, v (£ 9)0 (1. Y)]) -

The commutators in the previous expression can be found in the same way
as in the previous problem

[P°(1), P()] = / A3 (=897 0l — I 0,00
+ igz? (Y'Y + (9'h)Y))
/ Px (=0, (P 0) + gD (Fu)))

= —2ig / Bxziy

where we dropped the surface terms.
(c) It is easy to show that 9, M*"* = 0, which is a consequence of the Lorentz
symmetry of the Lagrangian density.

8.13

(a) Under the Lorentz transformation the commutator [J#(x), J"(y)] trans-
forms in the following way

TN (), I ()] (4)

= U (M) [a ()7 ih(), e (y) Veqta(y)] U (A) (8.27)
= [Utha(2)U 8 Uty () U, Ut (y)U ™ 92, Utba(y) U]

Taking the adjoint of (8.G) and multiplying by 7" we obtain
U(A)d(x)U~H(A) = (A2)S(4) . (8.28)
By using (8.G), last expression and S™1y#S = A% 4V in (8.27) we get
U (2), U (A) = A S AL (A2), J7(Ay)] . (3.29)

From the last result we see that the commutator [J#(z), J¥(y)] is a covari-
ant quantity.
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(b) Using the fact that the commutator is a Lorentz tensor we calculate it in
the frame where 2% =y = ¢, x # y. We get

[Ju(t, %), Ju(t,)]
= (WOVu)ab('YO'yu)c ['(/)T (t X)'(/)b(t X)

’(/J (t’ 1pd(t Yy ]
= (VoY) ab (V0w )ea (V] (£, x) {1 (2, x), ]
x)) .

c(tay)}wd(tvy)
— it y) {0l (t.%), alt, y) Y, x

Using the anticommutation relation (8.D) in (8.30) gives

[ (t, %), Ju(t,y)]
= (Y(t, X708t y) — Dt y) 1070t %)) 03 (x — )

(8.30)

Since x # y then §()(x —y) = 0 and the commutator is equal to zero in
the special frame we have chosen. Because of the covariance it follows that
it is equal to zero for (x — y)? < 0. Therefore, microcausality principle is
valid.

8.14 First show that

3

(Va(@)P(y)) = (2;)3 /;Epp(gwrm)abeip'(zy) , (8.31)
3

(Ya(x)n(y)) = (271r>3 /SEpp(ﬁ—m)bae—iP'@—y) . (8.32)

If in the expression (g (21)1y(z2)¢c(23)1a(24)), we substitute the expan-
sions (8.A-B), we obtain

4
- = (H/ e )
= 6
T1,..0,T4 (27T) 3 Epi
x (<dlc2d§,cz> DiqUgpUscllgge’ PP PRt pa ra kP
+ <d1d£03021> ﬂlav2bu3cﬂ4dei(7m'11+p2'mzfp3'$3+p4'$4)) )

where the vanishing terms are discarded. Also, we use the abbreviations:

diy = dy, (p1),u1 = ur, (pP1), etc.

Applying the expressions for projectors to positive and negative energy solu-
tions from Problem 4.4 and using

(dreadlel) = =0r,r,8rr,0 (P2 = P3)6 (2 — Pa)
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<d1d£630j1> = 6T17‘26T37"45(3) (pl - P2)§(3) (p3 - p4)
we have
(Va(z1)6(22)e(x3)a(x4))
1 d3p,d® . .
_ / P1d"p2 (b1 — m)ea (o + m)bdeﬂm'($17w3)71p2'(12714)

(2m)° ) AEp, Ep,
1 d3p1d3p3 —ip1-(z1—22)—ip3- (w3 —x4)
+ (21)° / iE, E,, (P1 — m)pa(P3 + m)cae :

By using (8.31) and (8.32) the last expression takes the form
(tha(21)p(z2) Ve (23)a(24)) = — (Yal21)Ve(x3)) (Vo(22)pa(za))
+ (Ya(@1)¥p(22)) (Ve(x3)Valzs)) -
The previous formula is special case of the Wick theorem.

8.15 Substituting (8.A-B) in the commutator we obtain

1 - 1 m _
319741 = g3 2 [ ateda s o) usa)

Using the anticommutation relations (8.E) we obtain
L2 © Jy/
S Y =yt~

- 2(217r)3 /dgpﬁ (@r(p)ur(p) + v (P)vr(P))

where we have used the Gordon identities (Problem 4.21) in addition. The
requested result follows after applying the orthogonality relations (4.D).

8.16 Let us first prove that

(O] T (Ya(2)¢5(y)) |0) = =iSFpa(y — ) -

Using the definition of time ordering and the expressions (8.31) and (8.32) we
obtain
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3
O Tl (0))10) = s [ 57 [0 = muae™ = 0(ap o)

— (B4 m)pae? @V (y, — xo)] . (8.34)

With a help of Problem 6.13 we see that right hand side of the expression
(8.34) is —iSppe(y — =) and we have

O T((2) () [0) = Lap (O] T(Ya ()96 (y)) 0)

= _iFabSFba(y - .13)
= —itr[['Sp(y — 2)]

) dip e Ply—2)
_ _1/ e I

Using the identities from the Problems 3.6(b),(d),(e) and (i) we obtain

tr [(p +m)ys] = tr[(p +m)ysyul = 0, tr[(p +m)yumn] = 4mgp -

From here the requested result follows.
8.17

(a) In the Weyl representation for y—matrices the charge conjugate spinor is

¢CZC¢T
oy 0 0 1 o
"o —on/\1 0/ \ —igay
_ X
o (—i@(p*) ’

The condition ¢y = ¥§, gives ¢ = x.
(b) If
_ X _ ¥
1/)M — <IO'2X*) and ¢M - (10_290*) )

— .ot .

Yudy = —ix o2p* +ix"o2p
= *i02abX:SOZ + i024abXaPb
= —iUZbaSOZX:; + i02b0aPbXa

LT . -
= —ip gax* +ip" oax = dutonr -

then

In the last expression we used that ¢ and y are Grassmann variables. The
other identities can be proved in the same way. For the second one the
following identity is useful: ooty = +7.



174 Solutions

(¢) The Majorana field operator is

i(wwc)

- f
fz< D) D), )i

&

The annihilation and creation operators can easily be read off:

i i
o(p)td.(p) _ ¢(p)+d,(p)
— =, bypr) ="

V2 V2

The anticommutation relations are derived from (8.E):
{ba(p.7). by (@, 9)} = 6.0 (p — ) ,

{bM(p,?“),bM(q, )}* {bM(pv )ﬂ ( )}*0
(d) The Dirac spinor is ¢p = 11 + itp where 14 2 are Majorana spinors. The
Lagrangian density is
L =ip1Ph1 + itha Dby — m(P11p1 + Pata) + ie(ih1 Ahy — o Arpy)
8.18 Under Lorentz transformations the operator V,(z) = v(z)7,%(z) trans-
forms in the following way:
U(A)Vu(x)U_l(A) = U(N)g(x)UH (4 )’mU(/l)i/J(x)U_l(/l)
$(Az)S(A)y,S™HAP(Az) = AV, (Ax)

(8.35)

Ym

bm (pv T) =

since Sv,S! = A”,v,. The other operator A,(z) = ¥(2)y50,¢(z) trans-
forms as
U(A) A (2)U~H(A) = UM ()T~ (A)y50,U (A)(x)U " (A)
= p(Az)y50,9(Ax) |

where we used well known relation Sv55~! = 75 (see Problem 4.38). Since
Oy = A?,0,, we have

U(N)A,(x)UHA) = AP, A (Ax) . (8.36)
Under parity vector V,, transforms as follows:

Vul(z) — PV#(x)P_l =9l (¢, =X)Yu0%(t, —%)

— %(t7_x)7 for M:O

B _Vvi(tv _X)a for H = (

= V“(t7 _X) )
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since
Py(z) P~ = (PY(x) P~ = (q0t(t, —x)) 10 = 97 (¢, —x) .
In the similar way we get

PA,(2)P™" = —(t, —x)v50,(t, —x)
_ { —1h(t, —x)y501(t, —x), for p =10

¢(t7 _X)’Y5az/’w(tﬂ _X)v for = i
= —AM(t,—x) .

From 71 (t,x)7~! = T4(—t,x), where T is an antiunitary operator of time
reversal follows

Tt x)7 ! =Tt x)7 g = T (4, x) T
From the previous expressions we get
V(b x) ! = (4, )T (07, T (~4,%) (8.37)
With a help of T, T~ = v"* we get
V@)t = Dt X)y (%) = VE(~4,%) . (8.38)

We would suggest to reader to prove the previous result by taking 7' = iy!'~3.
The identity

') ity =20, (8.39)
has to be shown. Under time reversal the operator A,(z) transforms as

AL (2)T7 = —h(—t,x) 50" P (—t,x) = —AF(—t,x) . (8.40)

From Ci,(z)C~1 = (C'yOT)abwg(x) follows C1),C~1 = —,C;." , where C is

a unitary charge conjugation operator while C' is a matrix. It is easy to see

CVHCT = —pC' v Cratda
= ¢c(7u)3d1;d
= V(") actba
= —tpavh e
—_yn

The minus sign in the forth line of the previous calculation appears since
the fields ¢ and ¢ anticommute. An infinity constant is ignored. Compare
this result with result of Problem 4.37. In the similar way result CA#C’1 =
Dbyt is derived.

8.19 The Dirac Lagrangian density transforms as
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UA)...U A,
with respect to Lorentz transformations. Therefore, we have:

U(A)L()UH(A)
= iU (M) (2)U™H ()" 8,U (A (x)U ™ (A) = mU (A)ih(a)p(x)U ™ (4)
= i(Ax) S0, S 1 h(Ax) — mip(Ax)SS~ p(Ax)
= i(ATHA D (Ax)y” 48,0, (Az) — (Az)y(Ax)
= itp(Ax)y" 0, (Ax) — mip(Az)y(Az)
= L(Ax) .

Under the parity £ transforms as follows

PLP™! =il (t, =)0 0,7 0 (t, —x) —
- mi’(ﬂ 7X)¢(t7 7X) .
From _
Y08, = 7078 +1°4'0; = 47",
we get
PL(t,x)P™' = L(t,—x) .

The transformation rules under time reversal and charge conjugation in the
previous problem were found using the general properties of matrices T and
C'. Here, we use explicit expressions for them. Starting from

)t x)7 ! =iy y(—t,x) (8.41)
we obtain
Tt x)7 = Tyl (8, x) T g
= —ip" (=, %) (+*)T (v (?°)*
= —ih(—t,x)y>yt .
Further,
TLr = —ip(—t, )y () PO (1, %)
— m(—t, %)y 'Y (%)
Applying

the anticommutation relation among y—matrices and introducing derivatives
with respect to new coordinates t' = —t, x’ = x instead of the old ones gives
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T‘CT_l = ML(_ta X)’}/#a;ﬂﬁ(—t, X) - mqﬁ(—t, XW(‘@ X)
= L(—t,x) .
The transformation law for field ¥ under charge conjugation

CyaC™" = i(v%)art}
induces -
CaC ™" = 1 (¥*1")pa -
Then Lagrangian density transforms as

CLE™ = —ipe(V* 71"y Ot + by (v* "7 )bathl, -
Since
V020, = (=700 + v' 01 — ¥?02 + ¥*03)70
then the kinetic term becomes
—ithe [-700 + 7' 0 — 7?02 +7°05)] , Ya -
In the Dirac representation of y—matrices the following relations are satisfied:
O)T=1" T ==, AT=7, ()=,
and the kinetic term is
e (V') cadutba = =10, e -

As in the previous problem we anticommute the fields 1) and v, and ignore
the infinity constant 6(>)(0). At the end we obtain

CLCT = —id v ep — mapy) |

which is the starting Lagrangian density up to four divergence.

8.20 From
S(N)o,, STHA) = AP, A7 o, (8.42)

follows
UMNT,, U (A) = A°,A7,T,,(Az) , (8.43)

and therefore T),, is a second rank tensor. Under parity the transformation
rule is:
PTOi(t,X)P_l = —Toz'(t, —X) 5

PT;;(t,x)P~' = T;;(t,—x) .

Charge conjugation act on a T}, tensor according to

CT(2)C ™t = =T (2) . (8.44)
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In order to confirm the previous result you should to prove that
C 1o, C=—(ou)" . (8.45)

The identity
To, T =—(")*, (8.46)

can be derived easily. Consequently,
TTOi(t, X)T71 = Tol'(ft, X) s

TTij(t,x)771 =—T;;(—t,x) .
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Canonical quantization of the electromagnetic
field

9.1 The commutator is

) dPkdPq )
[AH(t,x), A (t,y)] Z )’ / wqei(k)ex(q)

X, /\/ 2, /WEWq
> ( a}\, 1(k~x—01~y)

~ a0, ax (@)oY

Using the commutation relations (9.G) as well as orthogonality relations (9.D)
we obtain

" v _ W/ 31 (ke (x—y) | oik-(y—x)
(A48 (1,5), A (0.3)] = =55 50" [ @l (0 k60
= fig’“’é(g) x—-y).

9.2 Using the commutation relations (9.G) and the completeness relation
(9.D) we get

1 [k .
DUV [ AM v — kv —ik-(z—y) _ ik (z—y)
DM = [A"(x), A" (y)] = —g (27r)3/2|k| (e o ). ()

In order to calculate the integral (9.1) we shall use spherical coordinates (using
notation xg —yo =t,|x —y| =7r)

1 o0 T
iDMY (¢ — 1) = —ghV X
iD*(x —y) g 2(27r)2/0 k;dk;/o dfsind

(e—i(kt—kr cosf) ei(k‘t—kr cos 0))

X

1 1
2(2m)2% ir

—g

/ dk (efilct(eikr o efikr) + eikt(efikr o eikr))
0
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11 /= —ikt+ikr _  —ikt—ikr
:_g,u,l/ . dk(el+17_el 17)

2(2m)2ir J_o
1
_ )
9" (6t —r)—=48(t+r))
1
=ig"" —e(t)6(t* —r?) , (9.2)
2
where
1, ¢>0
e(t):{—l, t<0 .
0, t=0

The previous result in terms of x and y coordinates has the form

iD" (x —y) = —ig""D(z — y)

— W;(g e — |x — — 5(xo — _
0" e =y 0 ~ 10 b= y1) = a0 — o + x — ¥)

i

2T

g e(zo — yo)5(4)(($ - y)Q) .

9.3 Both the electric and magnetic fields are gauge invariants. The simplest
way to calculate the commutators is in the Lorentz gauge. The first commu-
tator is

(B (x), B (y)] = 9,0)[A° (), A°(y)] + R0, [A" (), A (y)] ,  (9:3)

where we used relation between the electric field and the electromagnetic

potential:
0A
E=-vA" - — .
ot
Using Problem 9.2 we get

[E'(x), B (y)] = 1(8,0) — 6,;0009)D(x —y) .

The commutator between the components of the magnetic field is:
[B(x), B! (y)] = ™'/ 04, [Al (), A" (y)]
= i I™PTOY D(x — y)
= i(§¥ kM — §m 5RO Y D(x — )
=i(—0Y A+ 8707)D(x —y) .
In the similar way one can get

[E'(2), B (y)] = i€ 0§05 D(x — y) -

Now, consider the equal-time commutators i.e. take that 20 = y°. First show
that
Opo D(x — )| go=yo = —5®) (x-y),
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20D (x — y)|z0=yo =0,
a;D(l‘ - y)|w0:y0 =0,
a;:aiD(x - y)‘mo:yo =0,
05 D( — y)laor—yp = — 025D (x — y) |

The easiest way to prove the previous formulae is to start with the integral
expression for D—function:

i Ak .
Dix) — — k(o) _ gika=9))
(2) (zw)3/2|k (e ¢ )

The results for the equal-time commutators are:

[El(x)v Ej(y)HmO:yO =0,
[Bi(x)aBj(y)”x“=y° =0 5
[EX(2), B (y)]]a0—yo = —ie7* 076 (x —y) .

9.4 We shall first calculate the commutator between the Hamiltonian and
the electromagnetic potential A”(x):

[H, A (z)] = f% / dBy[rin, + VAPV A,, A (z))]

—5 [ @5 @) ), A7) + 1 0), A @)l 0)
= =5 [ @y = y) () (-i)g — g7 w)

= ir"(x)

= —i0°A4" .

The commutator between three—momentum of electromagnetic field and elec-
tromagnetic potential can be calculated in the similar manner

[P, A% ()] = — / Py[A°(y)0 A, (y), A”(2)]
S / Bys® (x — y)d' 4,(y)
= —i@iA”(x) .

9.5 The helicity of the state e’{ i)(k) is determined under the rotation for
angle 6 about k/|k| = e,—axis. Namely,
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€ = A(0)ex
1 0 0 0 0
[0 cosf sinf 0 1/v2
| 0 —sind cosf 0 +i/v2
0 0 0 1 0

0

wio | 1/V2

| i/v2
0

= eileéi .

From the last line we can read off that helicity is A = £1. Polarization of these
photons is circular.

9.6 The four-momentum of the photon for observer S’ is

y -6y 0 0 k ky
I __ AR LV _B’Y Y 00 0 _ _kﬁ’}/
R = AR R = 0 0 1 0 0] 0
0 0 0 1 k k

Under the Lorentz transformation the polarization vector e (k) transforms as
et (k') = A e (k) —ia(KK*" .

The second term comes from the gauge transformation of the electromagnetic
potential; a(x’) is an arbitrary function of the momentum. This term can be
easily obtained by substituting

3 I_ !
A/HZE/H(]C/)Q ik"-x ,

and o
A(z') = ae™ ¥

in the gauge transformation rule
AP = A" L 9P A(])

If we choose the function a = i8/k we get

Note that the vector € is orthogonal to the photon direction of motion k'/k’.
This was a condition to determine the function a(k’). Thus, the polarization
of photon is transversal for both observers.



Chapter 9. Canonical quantization of the electromagnetic field 183

9.7

(a) In the first step use the commutation relations (9.G) to derive the expres-
sion:
a5 (k) — ao(k), ay(a) — ag(a)] = 0.
From the previous result it is not hard to show that (@, |®,) = d,0.
(b) There are only two terms in the expression (@| A* |¢) which are not equal
to zero:

(D] A |®) = CC1 (Do| A" |P1) + CoCT (1| A Do)
It is easy to see that
1 d*k
s | !

By applying the relation

(o] A [1) = — K)e ik (ego)(k) ety (k)) .

m n kH
oy () + €5y (k) = 77 »

we get
(D] A" |B) = 0" A |

where A is given by

A= fk)e FT — CoCf £ (k)™ ) .

I / a3k tere
@32 ) kK

9.8 The quantities defined in this problem are projectors on massless states
with the helicities £1 and 0. Let us first calculate PP, | :

kPR 4+ kYRR ky kg + ko kK,
k-k k-k

ny
PL vol

— I
_PUJ_’

since k - k = 0. The other expressions can be evaluated in the same way. The

results are:
pwp,, = PH PH 4 Pf” =g
v o )

9" P =2, ¢"Py,=2, P,P{"=0.
9.9

(a) The components of the angular momentum M?% were calculated in Prob-
lem 5.18 using the Nether technique. It follows that (in the Coulomb gauge)

Jl = ¢l / d3x (Ain n xiAkaﬂ‘Ak) .
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(b) The spin part of the angular momentum is
S = ¢l /dngin .

By substituting the explicit expression for the electromagnetic potential
we get

Sl — %elij Z/d?)k <—€§\(k)6§\/(—k)a)\(k)a)\,(_k)e—inkt_
AN

— k) (k) : ax(k)ay (k) : +e} (k)b (K)ay (k)ax (k) +
+ ei(k)ef\,(—k)a;(k)aj\,(—k)em“”“t) .

The first and the last term are symmetric under the change of indices 7 and
J, so that the multiplication by the antisymmetric € symbol give vanishing
contribution. Then:

S= 13" [ k(e ®) x x®) (ahKaw () - 0} Ken()

AN

By using €;(k) x ea2(k) = k/|k| we get

S=i / d3k|l;| (a;(k)al(k) - a}(k)ag(m) .

By using the operators a4 (k) which were defined in the problem, the spin
S becomes diagonal

+

S = / d3k|11z (al(k)aJr(k) fa_(k)a_(k)) :

From the previous result we conclude that the operator

A= / 4’k (al(k)mr(k) —al(k)a—(k)) ;

is the helicity.
(¢) By applying the commutation relations (9.J) we get

lay (k), ax(q)] = —6@) (k —q) ,

from which we have
T T
Aay (q)]0) = [A,a;(q)]]0)
— = [ &5 (- @l (9 0)

= +a. (q)[0) .
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(d) The commutator between the angular momentum and the electromagnetic
potential is:

[J', A™(t,x)] = € /d3y [Aj(ty),Am(t,x)} Al(t,y) +
y'[A"(t,y), A" (t,x)] VA" (L y)
= —ie" /d?’y%nm( —y) (0n; A (L y) +y' & A™(L,y))

kE™E™
d3kelk x—y) <5nm _ k2>

(%A (t y) +y AL y)) - (94)

d3

The term which contains k™k™ / k? is equal to zero:

/d3 /d3 " ikt ) (A5, +y' 97 A™)

= / d’y / A’k (A%6,; +y' 07 A™) %(i%eiﬂx—y)) . (9.5)

Integrating by parts in (9.5) we get that it vanishes. Then from (9.4)
follows o
[J' AT (t,x)] =i A" +i(r x V)'A™

9.10 The electric field is

—ik-x f ik-x
(K)e 7 — a) (k)™ )

/\/WZMW ) (@

while the magnetic field is given by

(k) —ik-x _a;<k)eik-x) )

B = /\/T%kszEA (

(a) The vacuum expectation value of the anticommutator between the electric
and the magnetic field is

(O{E™(x), B"(y )}|0> = (O E™(2)B"(y) [0) + (0] B" (y) E™ (x) |0)
_/ d3kd3 Z Z m > ( ))n
- 2(2m)3 kg £t L 1wk6 q Ex\q

< ({0l ax(i)al, (@) 0) 7% 1 (0] ax (q)a (k) [0) =)

= /d3k3 D e k)(k x ex(k)” (e—ik'@—y) + eik“—y)) : (9.6)
A=1

By using
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2 .
Z emljkiejA (k)ev'(k) = enimpi
A=1
the formula (9.6) becomes

3
<O| {Em(x),B"(y)} |0> _ / 2212:)3 enimpi (efik“(xfy) + eik.(x,y)> .

The result can be rewritten in the following form:

9 3
OB (@), BA @)} o) = 9 5 0 / 2( o

27)3w,
x (e—ih(z—y) + eik-(m—y))
1 ; o2 1
=———eI" : . 9.7
o2 Dxodai (x —y)? (0.7)
The integral in the first line was calculated in Problem 7.14.
(b) As before,
, , Pk & , ,
B* B’ = | —/—— k k) (k k))’
OB @B W0 = [ g 3k i) tex k)

% (efuv(mfy) Hik.(%y)) .

Since
(k x ex(k))'(k x ex(k)) = emmePIE kP (K)ed (k)
A=1
_ 6iﬂmEj'pnk?ﬂkp
= (K%' — k') .
we have

3
OB @) B W) = [ g (26— ki8)

% (e—ik~(x—y> n eik~<w—y>)

1 0? i 1
=———|=—— A ) — .
272 <6$181’3 > (x —y)?

(c) This expectation value can be obtained in the same way as the previous
ones. The result is

1 0? 0?

OB @) B0 =~ (~ 500+ 57 ) e

(z—y)

. (98
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9.11

(a) The vector potential A can be decomposed into parallel and normal com-
ponents:
A=A, + A” .

The normal component of the vector potential is along the z—axis, while
A is parallel to the plates. In the Coulomb gauge (A° = 0, divA = 0)

the electric field is
O0A

ot
Since the plates are ideal conductors, the parallel component of the electric
field and the normal component of magnetic field vanish on the plates, i.e.

8A|| . 8AH

m'mo ot

=0, (9.9)

z=a
BZ‘Z:O = Bz|z:a =0. (910)

The vector potential A satisfies the equation

32
(2 -a)a0.

If we assume that a particular solution of this equation has the following

form
A = F(t,z,y)(Z1(2)e1 + Z2(2)ea + Z3(z)es) , (9.11)
then we get:
d*Z;
4$;+@&:0 (9.12)

and 0> 9* o
2
<8t2 S 022 Ay? * k3> F=0. (9.13)

The solution of the first equation is
Z; = a;sin(ksz) + b; cos(ksz) .
The boundary conditions (9.9-9.10) give by = by =0 and ks = nw/a (n =

0,1,2,...). A particular solution for the function F is F' = e~ witikietikzy
Inserting it into (9.13) we obtain

2
w::twk,n:j:\/k%—l—k%—i— (n—ﬂ) .
a

From the Coulomb gauge condition follows that as = 0 and

ia1k1 + ia2k2 - Ebg =0
a
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for (n # 0); obviously there are two independent states of polarization,
unless n = 0. For n = 0 polarization vector is e3, and there is only one
mode. Thus, a particular solution is

A = F (¢ sin(nrz/a) + bs cos(nwz/a)) |

where €| belongs to the zy—plane. Then, the general solution reads:

§ Cl>\ kla k’g, —lwg, nt+ikix+ikay

A= Z/ o m
x (sin(nmz/a)e)(k,n, )\) + cos(nmz/a)es) +
+ al (k1. ka2, n)e
X (sin(nmwz/a)
&k 1
T 2wy
a' (ky, ky)elnt=ihaaikay]e, (9.14)

where w, = /k? + k3.

(b) The canonical commutation relations have the following form

iwk, nt—ikiz—ikay

€)(k,n,A) + cos(nmz/a)e;)| +

[a(kl , k2)efiwkt+ik:11‘+ik72y +

[ax(k1, ko, n), al, (K, ko, m)] = Spman (ks — k)8 (ko — kb)
[a(ky, ka), af (K1, ko)) = 6(k1 — k1)3(ka — K3)
while the other commutators vanish. The Hamiltonian is given by
0o 1 2
H— /d2k S s Dolah (b, a mhan (k. o, m)
n=1 A=1

+ ax(k1, ka, n)ai\(kh ko, m)]
1
+ 5/dzkwk[aT(kl,kz)a(kl,kg) + a(ky, ko)a® (k1 ko)) . (9.15)

(c) The energy of the ground state |0} is

(0] H 0} = ZZ/ko wion (0] ax (b, iz, m)al (K1, iz, ) [0)

n=1A=1

+ /d%wk (0| a(ky, ko)a' (K1, k) |0)

= Z /d kwp 26 /d2kwk5 2(0

Since
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dzdy . 24
5(2)(0) :/(271_)26 kiz+ikay

L2
k=0 B (2m)?

we have

L? 2 - \/2 2 nm 2 2 2
_2(27T)2/dk<2; B+ () + i) . 916

(d) The vacuum energy of the same part of space in the absence of the plates

is given by
Y Ry TN R
_/L2d2k/ \/k2+k2 m)
Then € is

kdk mr mr
6:5/0 k+221/k2 o —2/ dny /K2 + ]

The last integral can be rewritten as follows

2

eW/Oodu<\/ﬂ+2i\/u+n2Z/Oodn\/qunQ) . (9.18)
0 ot 0

8a3

where a new variable u = a?k? /w2 was introduced. After the regularization
€ takes the form

= (VL 23 i,

8a3

—Q/OOdm/ujLn?f(ﬁ“zW)) : (9.19)

0

and becomes finite. If we define a new function

Fo) = [ dw/urp P

0

€ becomes

€= 83< +QZF —2/ dnF(n ) (9.20)

To calculate the previous expression we will use the Euler-Maclaurin for-
mula:
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i Fn) /OOO dnF(n) + ~F(0) = —%BQF’(O) o)+,

2 4!
Bs, By, ... are Bernouli numbers and they are defined by
y — Y
= B,~— .
ev —1 Vz:;) V!
Consequently,
w2 1 1
€= (—2!3217’(0) - IB4F”’(0) +.. ) . (9.21)
It is easy to get F’(0) =0, F"’(0) = —4. Then the vacuum energy per unit
surface is
2
€= ——— .
720a3
From the expression for the energy we can derive the force:
f=do
~ da 240a*

If a = 1pm and L = lem the force is 1078 N. The vacuum energy of the
electromagnetic field between the two conducting plates produces a weak
attractive force between them. This effect was measured in 1958.

(e) The integral I can be found in [9]:

°  kdk
If27r/0 7(162—&—7712)@
Ma-1) 1
_ Lla—1) . (9.22)

1/ a2k i 1 +2§: 1

4 m L

2272 ) @ap =t WP T e (m?
3

|
|
—_
N | —
5|
N
T
&
=
(V]
%
~
(V]
+
N
IS
(]2
S
w
~—

n=1
7T2 > 3
n=1
From "
—1)*"B,
(1 —py= ED B
n

follows that ((—3) = 1/120 since By = —1/30. Finally, we get the same

result as before
E 2

2 72003 °
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Processes in the lowest order of the
perturbation theory

10.1 The transition probability is

omAMBMCMp

Sal2 = (2 85(4) / o _
‘ ﬁ‘ ( 7T) [ (p1+p2 D1 pQ)} V4E1E2E1Eé

IM|?. (10.1)
The square of the four-dimensional delta function is

[5(4)(pf —p))® = §® (pr — pi)5(4) (0)

1 .
= & (pp — 1 3
et 0 fLox [

= (%4 W (pe —py) (10.2)

vlN

where: p; = p1 + p2 and pr = p| + p, are initial and final four-momentum
respectively. The differential cross section (10.D) is

ISP 1 vidipydipg

do = 10.3
77T 3. @) (10.3)
The current density flux, in the center—of-mass frame is
- Ip1|(E1 + Es)
Jin| = ==t 10.4
[l = Iys] = B (10.4)

By substituting (10.1), (10.2 ) and (10.4) into (10.3) the following formula is
obtained

1
17 = (5o 0(FL + By = Fi = E»)6®) (p] + ph — p1 — p2)| M|
mampmcmp 3.7 137
y o 10.5
(B + E2) B Ey|pa| PP 1

By integrating over pj we get



192 Solutions

do 1
o W/5(\/P’12+mc+\/291 +mp — By — Ep)| MP?

% mampmecmp p1 dp1
(Er+ E9)ENEy p1

where the fact that we are doing calculations in the center—of-mass frame
have been used. By applying formula

/dxg(x)5(f($)) - Jg’((?ﬂ ‘f( )=0

(10.6)

the requested result is obtained.

10.2 Four—dimensional delta function and integration measure are Lorentz
invariant quantities (Problem 6.3) so is the given integral. In the inertial frame
in which P = 0 the integral becomes

1 d*p d3q
== (3) _ po
4/\/p2+ e =5 (p+ @)d(E, + B, - P") . (10.7)

By integrating over q in (10.7) and introducing spherical coordinates we obtain

oo
1
I:w/ de\/p mQ\/p2+m/26(\/p2+m2+\/p2+m’2—P0).

By applying the formula (10.6) one gets

1 (m2 —m2 — p02)2
) 4P?

—m'?Z .

I =

10.3 The Feynman amplitude, iM is a complex number so that

(iM)* = (i/\/l)T = (W(p, 1)y (1 — y5)ula, s)) € (k,\)
u'(a,5)(1 = 75)77,7°7 %’ (p, 7)€ (k, A)
- ’U,(q, )(1 + V5)7Mu(p7 T)eu* (k7 >‘) )

where identities from Problems 3.1 and 3.3 are used. The average value of the
squared amplitude is (a, b, ... are Dirac’s indices)

2

SO TIMPE =D (P (1 = v5)lavun (@, )
A=1r,s=1 A= =1
q,8)[(1 + v5)v)eaua(p, 7)€" (k, A)e”™ (k, A)

> ua(p,r)ia(p, r)) (1 = 75)]ab

X

A=1

Zm@mm@)m%muzwmmww.
1
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By applying expression for the projection operator into positive-energy solu-
tions (Problem 4.4) we have

22: 2 IMlz(IHm) [ (X = 75)]ab

A=1r,s=1

d+m 2
X( ) 1—‘,—75’)’,,ch6“ V*k)\)
A=1

2

X tr [(15 +m)yu(l = 75) (g +m)(1+75)7] -

Using the facts that 5 anticommutes with v# matrices and that (y5)? = 1
the last expression becomes

By applying the corresponding traces form Problem 3.6 one obtains

)

2
tr[;é—l—m*y#l—ysg% Ze” e (k, A) .
A=1

>3 i -

17r,5=1

2
[Put + Poau — P Q)G + i€avpua®p”]

=
m
2
x ) et (k, N)e(k, A) (10.8)

>
—

To sum over the photon polarizations is reduced to replacement
2
D ek, e (k, A) — —g™ (10.9)
A=1

in the expression (10.8) because the other two terms in (9.E) do not give any
contribution. The result is 4p - ¢/m?2.

10.4 In the first part of the Problem we shall apply Wick’s theorem for bosons
and in the second part we shall make use of the Wick’s theorem for fermions.

(a) It is clear that all normal-ordered terms fall off, because their vacuum
expectation value is equal to zero. Thus the only remaining terms are
those with four contractions. If we contract one ¢(z) with one ¢(y) four
times we shall get ((0] T'(¢(x)é(y)) |0))*. This can be done in 4! = 24 ways.
The next possibility is to make two contractions between fields ¢(z) and
@(y). One field ¢(x) can be contracted in 4 ways with one of the ¢(y)’s
The next ¢(z) can be contracted in three ways with one of the remaining
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@(y)’s . The obtained result has to be multiplied by 6, because this is
the number of ways in which two fields ¢(z) can be chosen from the four
possible. Thus, there are 4 - 3 - 6 = 72 possible contractions of this type.
There are three mutual contractions between two fields ¢(x), the similar
is obtained for fields ¢(y), so the corresponding coefficient is 9. Thus,

0T (¢*(x)¢*(y)) [0)) = 24((0| T(¢(x)(y)) |0))*
+ 72(0| T(¢(x)p(2)) 10) (O] T(¢(y) () [0) ({0 T(p(2)¢(y)) |0))?
+9((0] T(¢(x)(x)) [0))* (O] T(d(y)(v)) [0))
= 24(iAp(z — y))* + T2(14p (z — 2))idr(y — ) ((Ap(z — y))?
+ 9(iAr (z — 2))* (148 (y — y))* .

The last expression can be represented by the following diagram:

i

+9- x Y

(b) Here, the equal-time contractions are forbidden. The result is

T(: ¢*(x) == ¢*(y) 1) = 16 : ¢ (2)9° () : iAp(x — y)
+72: 6% ()% (y) : (1Ar(z —y))?
+ 96 : ¢(x)9(y) : (1Ap(z —y))°
+ 24(1Ap(z —y))* . (10.10)

(¢) By applying Wick’s theorem for fermions one obtains

(0] T((x)y ()P (y) ¥ (y)) 10)

= iSp(z — 2)iSr(y — y) — iSr(z — y)iSF(y — ) .
10.5

(a) The given diagram is obtained from the expression

_E d4y <O‘T(gb($1)¢($2)¢4(y)) |0> ’

where ¢(z1) is to be contracted with one ¢(y) (there are four ways to do
this) and ¢(x3) with one of the remaining three ¢(y)’s. The symmetry
factor is %4 3= % This result can be easily checked by using the formula

given in the problem, where g =1, =01 =1.



Chapter 10. Processes in the lowest order of the perturbation theory 195

(b) This diagram is one of the terms in the

3 (-51) [ atmdten 01T @)oo )6t 0a)) 0)

where ¢(z1) is contracted with one of the four ¢(y1)’s (there are four ways
to do this); ¢(x2) with one of the remaining ¢(y;) fields (there are three
ways to do this). It is necessary to make two more contractions between
o¢(y1) and ¢(y2) which can be done in 4 - 3 = 12 ways. Thus we have:

2
1 1 1
“l_91— [ = .3.4.3 =2
S 2.2!(4!)4343 1

so the symmetry factor is S = 4. The same result is obtained by plugging
g=1,as =11 [ =1 into the formula given in the problem.

(¢) In order to get this diagram it is necessary to make the following contrac-
tions in this third-order expression:

. 3
Y (—j,) [ttt yadtys (01 T(6(1)0(w2)0 1) (1)) [0)

(10.11)
¢(x1) with one of the four ¢(y1)’s (four ways); ¢(z2) with one of the
remaining ¢(y1) fields (three ways); two ¢(y1) fields with four ¢(y2) fields
(4-2 = 8 ways); the remaining ¢(y;) field with ¢(ys3) fields (4 ways); three
contractions between three ¢(y2)’s and three ¢(ys) fields (3 -2 = 6 ways).
Finally, one has to divide the obtained expression by two, because of the
symmetry ys <> y3. By combining all the factors we have:

3
1 /1 11
5_1:3!3'<4') 1342430 5= (10.12)

so S = 12. This result can be checked by applying the formula given in
the problem: g =2, n=3, a3 =1, 8=0.

10.6 The result is
1 /—iA 2 4 4 3 3
5 (?)') /d y1d y2 (O] T(d(21)p(22) 9" (y1)$° (y2)) [0) =
B /d4y1d4yz(—i>\)2 [;AF(M —y1)idr (22 = 12) 14k (11 = 2))°
+ %iAF(xl — 22)(1Ar (11 — 32))?

1. . . .

+ glAF(-Tl — 22)iAr(y1 — 11)iAr (Y2 — ¥2)iAr(y1 — ¥2)
1. . . .

+ §1AF($1 — 11)iAr(z2 — 11)iAr (Y1 — ¥2)iAr (Y2 — ¥2)

1. . . .
+ ZlAF(l'l —y1)iAr (22 — y2)idAr(y1 — y1)iAr (Y2 — ¥2) (10.13)
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which can be represented by the following diagram:
s O
1 1
+2 2 +4 1 yl y2 2

T, T
1 5
Y

Y Y%

The coefficient 3 in the first term (10.13) can be obtained in the following
way: contraction ¢(x1) with ¢(y;1) can be done in three ways, as well as the
contraction ¢(xa) with ¢(y2). Two contractions ¢(y;) with ¢(ys) can be done
in two ways. The obtained result has to be multiplied by 2! which comes from
the interchange y;-vertices with ys-vertices, because, for instance, we could
contract ¢(x1) with ¢(y2) instead of ¢(y1). Thus, the overall coefficient is

13-3-2 1
9. 10.14
273031 2 (10.14)

In the second and third term there is no additional multiplying by 2 which
comes from the y; <> 1o interchange!

10.7

(a) Diagram for this process is represented in Fig. 10.1.

q1 q2
p1+ P2
P1 D2

Fig. 10.1. The three-level Feynman diagram for the scattering = (p1) + pu " (p2) —
e (q1) +e*(q2)

The Feynman amplitude is given by the following expression

s 2

ie
M= (s, s)u(pr, (e, (s, o) |
(p1 + p2)? +ie (P2, )7 u(p1, r)u(a )'7u (q2,$")

hence
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et 1 2 2
MPy= - —— Va (P2, s)V up(P1, T
(IM[?) L i)t T§WSZ/:1 (P2, 5)Vgpus(P1,7)
X 7:LC(qlv r/)('Vu)chd(qQ, s/)ﬂﬁ (pla T)’Ygfvf (an S)
X 69(q27sl)(7V)ghuh(q17rl)
4
e
= v ,8)0q(p2,5)) V"
4(]71 +p2)4 2( f(p2 ) (p2 ))’yab
xS (up(pr,)ie(p1. 1)) (1¥)es

T

x Z (uh(qh r’)ﬂc((h, ’I"/)) (’Y;L)cd

r!

X Z (vd(qz7 S/)T)g(q% S/)) (’VV)gh :

s/
By performing matrix multiplying in the preceding expression we obtain
two traces (Problem 4.4)

et 1
4(p1 + p2)* 16mZm2
x tr[(p2 — mu)y" (b +mu)y”] -

By applying corresponding identities from Problem 3.6 we get

et 1
4(p1 + p2)*t mgm3,
x [pips + phpy — (p1 - p2)g"” — mig™] .

<|M|2> = tr[(gl + mE)'V#(qQ - me)'yu]

<|M|2> = [Q1pq2u + @2uq1v — (q1 : 112)9uu - mgg,uu]

After multiplying and reducing the preceding expression one obtains

4
e
M?) = 2 . . +2 . .
(IM[*) 4(p1+p2)4mzm3[ (P2 - @1)(p1 - g2) +2(p2 - q2)(p1 - ¢1)
+ 2mZ(p1 - pa) + 2mi (g1 - @2) + 4mim?] (10.15)

In the center—of-mass frame the four-momenta are

p1=(£,0,0,p),
p2 = (E,0,0,-p),
q1 = (E',qsin6,0,qcos0) ,
q2 = (B, —gqsin 6,0, —qcos ) ,
where p and ¢ are intensities of the corresponding three-momenta vectors.

After simple scalar product computations in (10.15) one gets:

4
e
(M%) = W [2((EE")* + mimi)(l + cos? )

+ 2(E*m? + E”m,)(1 — cos® ) —m? —m,] . (10.16)
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In the high energy limit (p &~ E) expression (10.16) becomes

et

16m2m? (

(IM?) = 14 cos?9) . (10.17)
Using the previous expression and Problem 10.1 the differential cross sec-
tion is

do et

42~ 256n2E?
(b) We shall discuss just the main results. From the diagram

(14 cos?6) .

P2 a2

P1—Dp2
p1 q

Fig. 10.2. The Feynman diagram for the scattering e™ (p1) + ut(q1) — e~ (p2) +
1" (g2) in the lowest order

the amplitude is

iM= a(DQ,TQ)(ie“Y”)U(phﬁ)( —pe v(qi, s1)(iev”)v(az, s2) -

p1 — p2)? + e
The squared Feynman amplitude module (averaged over spin states of the
initial particles and summed over spin states of the final particles) is:

(IMJ?) = & . tr [(P2 + me)y" (P1 + me)7”]
4(p1 — p2)* 16m2m? ¢ ¢

tr (1 — m;t)Vﬂ(gQ - mu)’YV]

64

" 2(p1 — pa)tm2m? [(p2 - @1)(P1 - 2) + (P1 - 1) (P2 - ¢2)

— mZ(p1-p2) — ml(q1 - q2) + 2mZm?] .

X

Finally in the center—of-mass frame (in the high energy limit) we have:

et cos §)2
(IM]?) = 4+ (1 +cosh) (10.18)

~ 8m2Zm? (1 —cos6)?

The differential cross section in the center—of—mass frame is:

do et 4+ (1+cosh)?
d  12872E2 (1 — cosf)?

(10.19)

Note that for § ~ 0 differential cross section diverges. This is a consequence
of the fact that for these angles the prevailing contribution in the expres-
sion for iM comes from the virtual photon (this contribution is actually
divergent because k% = (p; — p2)? =~ 0).
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10.8 The Compton scattering is the process e~y — e~ . In the lowest order
contribution to this scattering is given by the following two diagrams:

p/ k/ p/ k/
k 14 k
so that the Feynman amplitude is
. _ . . i(p+Fk+ .
iM = a(p, 5/)(167#)(5”(1(’7 )\I)M(wry Yeu (k, Nu(p, s) +
_ . ip—F+m) . .
) 1w 06 0) o e € W (o)
2 k(1 oo [+ m)y”
= —iee;, (K, N)e, (k, Nu(p', s') [ DR —m2 +
1@ -k +m)y”
+ (]g]é_ ]f;? — %2 } u(p, s) . (10.20)

As we see the Feynman amplitude has the following form
IM =iM*e (K, N )e,(k, A)
In order to prove the gauge invariance of M it is enough to show that
MMk, = iM“”k; =0. (10.21)

First we prove that iM*k, = 0. In the second term in (10.20) we will use
p—k' =p — k. Hence

Y+ k+m)y” N V(@ =k +m)yt

. By s 2.1 I
iM ie“u(p’,s") T —m? Wk —m?

u(p,s) .
(10.22)
The numerators can be also simplified using:

(# +m)y ulp) = (V'pu +m)y ulp) = (29" — """ )puu(p) + my"u(p)
= 2p"u(p) — 7" (¥ — m)u(p) = 2p"u(p),

and similarly
a(p' )y (P +m) = 2p"u(p’) . (10.23)

After performing these two simplifications iM*"k, becomes



200 Solutions

n v Q¥ _ AV n QyHpV
M, = —iehu(p', ) {7 Fy” +29"p vk 4 20Mp }u(p’s)

2p -k —2p - K
o [YHEE+29Rp -k —KPyH 4 29Mp -k
1€'U,|: Zpk‘ _2pk/ U(p,S):Oa

where we used p* = m?* and k* = 0. The second condition iM*k/, = 0 can
be proved in the same way.

10.9 The initial state, [i) = ¢ (p;,7) |0) is the electron with momentum p; and
polarization r, while the final state in the process is the electron with momen-
tum py and polarization s, i. e. |f) = ¢’ (p, s)|0). The transition amplitude
matrix element is:

Sh =i [ dta {1 ay(o) i) A" (a) (10.24)

where 1 and 1 are field operators and A is a classical electromagnetic field.

(a) From (10.24) one obtains

(10.25)
Because of
/d3xe—k2x2+i(pi_pf)‘x _ (%)3/2 e—(Pi—Pf)2/4k72
k )
we have
m m T\ 3/2
Sg =1 oRvd 7(7) 2m6(E; — E
fi lea\/;\/EfT 12 o ( ¢)
_(pi—pp)?
X e 4k2 ﬂ(pﬁS)’you(pi,T) . (1026)

Delta function which appears in the transition amplitude (10.26) indicates
on the energy conservation law, which is satisfied because potential A*
does not depend on time. As three—space is inhomogeneous (the potential
depends on x), the three-momentum is not conserved. The average value
of the squared transition amplitude is obtained from (10.26)

1 e2m2a? T3
2nTo(E; — Ef) | —
(156°) = 3 a5, 2nTO(Es = B1) ()
(Pi—P )2 2
X e e Z lu(pt, 8)you(pi, 7)|? . (10.27)

r,s=1

Because of
(a(pfv S)WOU(ph ’I"))* = ﬂ(ph T)’YOU(Pfa S) )
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we have:

M

2
Z a(pr, 8)v0u(Pi,7)* = ) (ua(Pr, 5)s(pr; 5)) he

ﬁ
I
-

(ue(Pi, 7)Ua(Pis 7)) V4

E

Il
i

T

gt + ()

1
= 3 (EiLt +pi-pr + m?) . (10.28)

By plugging (10.28) into (10.27) one obtains

2.2 3
2y 4T (1) TS(E — E
US6F%) = vag gy () TOE = Fo)
(pi—pp)?
X e m? (E;Er + |pi||pt| cos @ +m?) . (10.29)

By substituting (10.29) into the expression for the differential cross section,

|Sﬁ‘2 VEi Vd3pf

do =

T |pi| (2m)® °
one gets
e?a’m
do = TR (E\Ef + |pi||p¢| cos 0 + m?)
—cosf
X exp <—|pi|2kz) d(Fs — )||p |dEfdQ
The Ei—integration gives
do 620,27'( 2ﬂ

0= 8 (Ei2+|p|2cose+m ) ~Ip

(b) This problem is analogous to the previous one, so we shall discuss only the
main steps. The transition amplitude is:

2iegm 2T _ 3
m)0( By — By) ——u(ps, $)v u(pi, T) ,
vVEE 2 )q“m% (ps, )7 u(pi, 7)

where g = py — pi. The next step is to calculate the squared amplitude:

Sk =—

3 latorohuton i = ooyl )+ m)y

1
= (2p1pf+pl pr —m?)

ﬁ(EiEf + |pil|pt| cos 6 — m2) .
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The average value of the squared transition amplitude is:

16m3e2¢T 1
(I0°) = Vop
V2E;E; (q2+7)

a2

0(Ef — E;)(E;E + |pi||pe| cos  — m?) .

The differential cross section is:
do 5, (E? —m?)(1 + cos0)
as? (;7+2(E27m2)(17c059))2 '

10.10 The initial state is vacuum |0), while the final state is

) = ¢ (p1,7)d (pa,s) |0) .

The transition amplitude is

e 4 3 .3 m m
Sg = V/d m;/d qid Q2,/qu ,/qu (0] d(p2, s)c(p1,7)

x (¢ (a1,")d (dz, 8")a(dr, 7' )" A (2)o(gz, )0+ 1) j0)

where we have dropped the vanishing terms. After reducing the last expression
one obtains

ma
S = i d4 U ) Y
h=leg ElEQ/ @ u(p1,7)720(P2, 5)

= je(2m)t — 4

VVELE,
X U(p1,7)720(P2; 5)5(3) (P1 + P2)d(E1 + B2 —w) .

ol(P2tp1)-w  —iwt

The average value of the squared transition amplitude is

<|Sﬁ|2> = (27T)4TV5(3) (p1+P2)0(E1 + By —w)

e2a?
X mtr[@l +m)ya(p2 — m)y2]
2 2
= (27r)4T5(3)(p1 +p2)d(E1 + By —w) <
VE{Es

X (E1Ey + |p1||p2| — 2|p1]|p2|sin? @ cos? ¢ + m?) |
since the four-momenta are:
pY = (E1,p1sinf cos ¢, py sinf sin ¢, py cosb) |
ph = (E2, —p2sinf cos ¢, —po sin 0 sin ¢, —py cos §) .
The differential cross section is:

(|Sa]*) Vd3p, Vd®ps

o= G @
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By integrating over ps and p; one obtains the scattering cross section (per

unit volume)
e?a® Jw?
=_— 2m2)/ =— —m?2 .
0= (w® 4 2m*) L m

10.11 The transition amplitude is

ieam 1 . X 2.2
Sqg = — ——1u(ps, s 1 —~v5)u(ps,r) [ dize iPretivreg=kx"
fi v \/m (Pf )73( 75) (P1 )/

By integrating over t and x we get

I . m m_ w32 _(eipp)?
= _ — 4k
=N BV BV (k;2> ¢

x 210 (E; — Ef)u(pe, $)y3(1 — v5)u(pi, r) -

The average value of the squared transition amplitude is:

2022 3 _(o-pp)?
2y _ cam o T\ B 2
(IS5) = fag g 27 TO(E — Br) (33 ) e (IMP)
where
2
1
(IMP?) = B Z [a(pr, $)v3(1 — vs)u(ps, 7))
r,s=1
11
= L[+ m)s(1 = 0) (o m) (1 7))

1
=z 203} + pi - py)
The differential cross section is:

do  e%a’rm 1002 .

— = E? 12 cos ) e 5z IPil (1 —cos0)

dQ 4]€6 ( 1 + ‘pl| )
10.12 We shall present the expression for the transition amplitude and final
result for the differential cross section only:

m
VE;E;
do  e*g?E*(E? + m? — p? cosf)

an = 2|p|*(1 — cos )2
10.13 The transition amplitude Sy is

Se = iea\/VWEi\/ VﬂEfa(Pf»Sf)'You(pi»Si)/d4$5(3)(X)e_i(pi_pf)'w

GW%@W)(S(E — Ex)u(ps, 1)y u(pi, si)

Sg =ie o(pi, $)v(ps, ) /d%(iEf)ie—i(pa—pf)-z 7

]

=ie
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where s; i s¢ are initial and final electron polarizations. In order to calculate
|S5|? it is necessary to compute squared spin-part of the amplitude. Since

_ 1+vgp+m
u(p.s)i(p,s) = TP

we have

0t st) B, ) = 55t [+ 2500+ m)r0(1 -+ 3581) (6 + )l

= ﬁ (trlpeyopivo) + mtr(l]
— tr[feperodiine) + m trlfeodinel) (10.30)

where we have kept only the nonvanishing traces. The components of momenta
and polarization vectors are:

Pt = (£:,0,0,|pi]) ,
Py = (E, [pt|sinf cos ¢, |p¢|sin 0'sin ¢, [pt| cos 0) ,
s = (|py]/m, 0,0, i /m),
st = (|pg|/m, (Eg/m) sin 0 cos ¢, (Er/m) sin 0 sin ¢, (Eg/m) cos0) .
The traces in the sum (10.30) are:

tr[#epevodivine] = —4m? cos ,

trl=4,
k2 E?
trl#evofine] =4 (mQ + 5 008 9) ;

tr[pevopivo) = 4(E* + k? cos0)
where F; = Fy = E while k = |p;| = |p¢|- By summing all the terms we get

|a(pt, st)7 u(pi, 81)|° = E—Zcosz 0 (10.31)
Pf, st )Y Pi, Si = m2 B . .

The differential cross section for the scattering is computed in the usual way.

The result is: 5

do e“a® o, o

?E cos“(6/2) .

de 4
10.14 The amplitude for this process is (see Fig. 10.2)
ie?

iM = S5 u(p2, 1)y u2(P1)v2(q1)vuv(a2, )

where subscript 2 in v and v spinors indicates that these are negative helicity
particles. The squared Feynman amplitude module is
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e

(IM*) = mtr[(% +me) v (1 +me)(1 = vs561) 0]

X tr(gr — mu) (1 = y582)vu(d2 — mu)v"]

where we have summed over polarization states of the final particles in the
process. Here s; and sp are polarization vectors of the initial electron and
muon which are going to be evaluated later. By applying corresponding iden-
tities from Problem 3.6 and corresponding expression for contractions of two
€ symbols from Problem 1.5 we get

e

(IMP) = 5 (2 - @) (p1 - @2) + (P2 - @2) (1 - 1) —

- mﬁ(pz p1) —mi(q - q2) + 2m§mi +

+ memy, ((s1-82)(P2 - q2) — (51 82) (P2 q1)—

— (s1-52)(p1-q2) + (s1-52)(p1 - 1) —

— (s1-q2)(s2 - p2) + (s1-q1)(s2 - p2) +

+ (s1-q2)(s2-p1) — (s1-q1)(s2-p1))] - (10.32)

Since m,, ~ 200m,. we will neglect the electron mass. In the center-of-mass
frame four momenta are

pllt = (anaovp) 9
qij = (Elao70a _p) )
ph = (E, psinf cos ¢, psinfsin ¢, pcos ) ,

gy = (E',—psinf cos ¢, —psin O sin ¢, —p cos ) .

Polarization vectors s; and s are

E
Slf = (ﬁaovov 7) )
El
s = (2 0,0,-=) .
my my

After finding scalar products between four-vectors in (10.32) and reducing the
obtained expression one gets

e

(M) = [(EE’+p2)2 — 2p*(m2 + m?,) sin® <§)

4,9
32m2m2p sin”(5)
0
+ (EE' + p? cos 0)* + p? <4p2 sin? (2) + EFE'sin? 9)] , (10.33)
hence the differential cross section is

do et )
- = EE/ + 2\2 2 2 2 + 2 . 9 <)
A2 12872(E + E')2p*sin®(6/2) {( ) p”(mg +m;,)sin 5

+ (EE' + p*cos0)? + p? <4p2 sin? (Z) + EE'sin? 0)} . (10.34)
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10.15 The interaction Hamiltonian is
Hin = g/d?’xl/;%iﬁ(? ;

where the field operators are written in the interaction picture. In the lowest
("tree-level”) order of the perturbation theory the transition amplitude is:

S5 = =(—ig)? <p’k’|/d4xd4yT{: (V1599)e = (Vr590)y 2} [Pk) . (10.35)

2
b@)lp.r) = | g u e
p
(.1l (@) = | [ r)e”
p

from the expression (10.35) we conclude that there are four ways to make
contractions which correspond to the given process. In that way we obtain
(note that there are two couples containing two identical terms)

Because of

2

— ™
RN

x [~ s yysulk, s)a(p', v su(p, r)e

Sh /d4:rd4yiAF(:r —v)
(p'—p)-y+i(k —k)-z

+ a(p', 7 )ysulk, )k, ' )ysu(p, r)e® PV HE =Rl (10.36)

The minus sign in the first term is a consequence of the Wick theorem for
fermions. After integrating the last expression and having in mind that

i e~ig(z—y)
iAp(z —y) = d*
1 F(m y) (271')4/ qu —M2+i€ 9
one obtains
. (2m)tg*m? 5@

Sg =1 "+K —-p—k
i EnEE " p=h)
1 — —
| il )’ hsulpy ) -
1

ﬂ(p/a rl)75u(k7 S)a(klv 31)'75“(P7 T)

(P — k)2 M2 tie

Feynman diagrams for the scattering are represented in the figure.
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The squared amplitude is
Bl AV3E, B, E| E}
(k- K)(p-p) = (k- K)m? = (p-pym? +m!
((p —p)* — M?)?
LK) (kP = (p-K)m? = (k- p)m? + m?
((pf —k)? — M?)?
1
-3 sRe[(k-K)(p-p')

The squared amplitude per unit time as viewed from the center—of-mass frame

is:

(196*)  g*(em)*W @' +K —p—k) pft

T AV3E?
y (1 — cos 6)? (1 + cos6)?
(2|p|2(cosf — 1) — M2)2 ~ (2|p|?>(cosf + 1) + M?)2
.
sin_ 0 . (10.37)

T 2lpP(cosd — 1) — M2)(2|p|2(cos + 1) + M?)

where By = Fy = E{ = E} = E are the energies of the initial and final
particles. All four fermions carry the momenta of the identical intensity |p].
In the high energy limit from (10.37) one obtains

(196%) _ 3¢"@m)'6W W + K —p—k) (10.38)

T 16V3E?

The total cross section for the scattering is

B |Sﬁ| VE Vd3p) Vd3p),
’T / / 2lp| (27)2 (2m)?
39% 6(2E — 2F’) dE1d$2,
472 16F 2F;
3g%
64w E?
10.16 By direct application of the Feynman rules we obtain the expression for
the corresponding amplitudes. In the following expressions we drop external

lines.
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Solutions

m- I

k
m-__ S 9
W

p

i) // d4l~c d4 ( - k1m+1€70

1
ﬁ—}é—q—m—i—le%]ﬂ—}é—m—i—ie

y 1 1
’Y’Lk;Q—!—iqu—i—ie

iM= p—gq p+k
q P k
d*p 1
— 3:3 t v
6% [ et [
1 " 1
X
p+E—m+ie ﬁ—m—f—le}

-6 [ 5 (" =i =
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o P 1 1
7 ]é—g—m—i—ie’y”q?—i—ie

B ///d4k;1 d4q d*k
B 4 (2m)*

»YIL

X

{ ]bl—&—g m+ie ! ¢j m + ie
g/”‘p gUV

(p—q)? +ie(p—q)?+ie

X

1 1
t 7 P
. r(k—mﬂe” ¢—¢+k—m+iﬂ>

af
g 1 s 1 3
X tr
p? + ie (1.61—#}61—m+ie7 }{:1—m+ie7

=" [ ges e e

. _ _ . uv _ig'/P —i po

k D p+q

(b)

—iM =
p+q—Fk

d*p d%q 1
g (N4 o
= 1)) /<2w>4 2" [ﬁ—k—mﬂe”
y 1 , 1 )
Prd—F-—motic prd-mtic
1 g
w pa
x ﬁ—m—kie’y } q? +ie
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(1)

iM:p—k‘1—]€2 p

ke p— k1 ks

_—164 d4p r 1 " 1
= (i) /(27r)4t [;ﬁ-;él—mmﬂ b—F—Fo—mtic

1 1
x ~° P v
T —mtie! pm+iﬁ}
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Renormalization and regularization

11.1 In order to prove the Feynman formula we shall use mathematical
induction. For n = 2 we have

1 1
1
I, = d dxad 1)
2 /0 1'1‘/0 T2 (-'171 + X9 )[$1A1 +I2A2]2
! 1
= dzx
A 1[.’1?1141 +(1—LL‘1)A2]2
1
= . 11.1
e (11.1)
By taking n-th derivative of (11.1) we get the useful identity
1 1 1 nynfl
= d dyd 1) . 11.2
AB" /0 ‘T/O yo(w +y )[xA + yBJr+1 (11.2)

Now we shall assume that the Feynman formula is valid for n = k and show
that it holds for n =k + 1

1
Ay Ap A

(k—1)!
[ZlAl + ...+ Zk.Ak]kAk._,_l

1
= / dzy..dzgd(z1 + ... + 2 — 1)
0

1
= dzy..dzpdy k' 6(z1 + ... + 2 — 1)
0
ykfl
X . 11.3
Y21 AL+ o+ yze Ay + (L — y) Ao (11.3)

By using substitution x1 = yz1, ...,k = yzi, xx+1 = 1 —y and a well known
property of the J—function

we obtain
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1
— = [ dzq...dzdz ey +...+x +x —1
A Ao / 1 rdrpi1 0(21 k+ Tpr1 — 1)
k!

X )
[£1A1 + ... + Tpp1 Apgr]FTT

(11.4)

which concludes the proof.
11.2 By introducing a new variable ¢ = k + p, the integral I becomes
I= / dPq ! (11.5)
(> —m? —p? +ie)" '

If we do a Wick rotation to the Euclidian space, ¢° = iq%7 q = qg, the integral
I becomes

1
I=i/[d" : 11.6
/ ® g mr i .
The contour of the integration along the real axis can be rotated to the imagi-
nary axis without passing through the poles. Transition from Minkowski space
to Euclidian space is so-called Wick rotation.

The relation between the Cartesian and the spherical coordinates in the
D dimensional space is

x1 =7rsinfp_osinfp_3...sinf;sing ,

To =rsinfp_osinfp_3...sinfhy cos ¢ ,

r3 =rsinfp_ssinfp_s3...sinfy cos by ,

rp =rcosfp_s ,
where 0 < ¢ < 2w, 0 < 61,...,0p_o < m. The volume element, dVp is

D—2
dVp =rP~drde [] (sin6p)™do,, -
1

Therefore

o] D—-1
! (11.7)
0

; D=2 .x
I=——27 / dé,,, (sinb,, m/
a2 L[ a0 (sindn)

If we use [9]

dr———5——5—.
" m2 1 p2)n

™ [ (mr
[ = a2

and

)

[T
€T = 11b
o (@4 M)" 2M—"% I'(a)
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we obtain

2
I(n)  (m?+p2)n=%
11.3 As we know, the Gamma—function is defined by

I= i(—1)"w§r(n_ z) !

I(z) = /OOO dte t*~ 1 . (11.8)

(From the property I'(z) = I'(z + 1)/z follows that

EO |
I'(z)y=r 1 11.
() =TG+n+ 1) ][ (11.9)
k=0
By using the definition of number e, the integral (11.8) becomes
I'(z) = lim dt #7111 —t/n)" .
n—oo 0
By introducing a new variable, t/n = z the last integral is
1
I'(z) = lim nz/ de 2*7 (1 — z)"
n—oo 0
= lim n’B(n+1,2)
e L DIG)
n—oo  I'ln4+z+1)
. T+
= lim n
n—oo  z(z+1)...(z+n)
1 1
= — lim n* , 11.10
where we used (11.9).
Euler-Mascheroni constant, -y is defined by
. 1 1 1
y=lm (1+=+=-4+...+——=1nn ] .
Then ) )
e 7 = lim nfe *(tztota) (11.11)

From (11.10) and (11.11) follows
1 o7 e*/m

F(Z):e%;gu%'

By taking the logarithm of the previous formula we get
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Inl'(z)=—yz—Inz+ Z (— —In(1+ —))
n=1
Hence
dinI'(z) I'(2) 1 /1 1
- — =~ = - — . 11.12
(=) dz I'(2) 7 z+kz::1 k k+z ( )
For z = n from the previous expression we get
Y(n) = e (11.13)
n)=—vy gzttt —7- .

Expanding I'(1 + €) according the Taylor formula we obtain

I'l4+e)=T1)+el"(1)+...
=1—ve+o(e) . (11.14)

By using (11.9) and the previous expression we have
I'(l+e)
ele—=1)...(e—n)

(=D"( = ey +o(e))
nle(l—e)(1—€/2)...(1 —¢/n)

= (_nl!)n (1_7) <1+6(1+;+...+i)>+0(6)

I'(-n+¢€) =

— (—nl!)” (1_74-1—4—;-1-...4-711—1-0(6))
_ (’nll)” (1 +n+1) +0(e)> . (11.15)

11.4 By applying the Feynman parametrization (11.G), the integral becomes

f:/old“’/d““m’

where A = p?(2? — x) + m%x . By making change of variable [ = k + px and
going to Euclidian space (I° =il%, 1=1g) we get

1
1
I =i Nge—s .
1/0 dx/dlE[l%JrA]Q

In order to compute the integral we introduce spherical coordinates. The an-
gular integration can be done immediately
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1 27 T T e’ 3

l
I=i/ d d df; sin dfsy si 29‘/ﬂ dlg——E——
/ / ¢/0 / SRS R (R VE

1 0o 1
1
) 212 s 2 2 e}
=i dx digly——— =im dz |In(lg + A -1 .
/0 /0 EE(Z%+A)Q /0 [ (Ig )16 }
The previous integral diverges logarithmically. Performing the Pauli—Villars

regularization the propagator 1/k? in the integral I becomes

11 1
R kA

where A is a large parameter. A contribution of the second term in the previous
expression to the integral is

1
Iy = i7r2/ dz [In(Ig + AQ)|3° — 1]
0
where we introduced
Ay = A +p*(2® —z) +2(m? — A?).

By subtracting these two results we get

1 2 2 2 2 2
. A2+ p?(z® — x) + x(m® — A?)
I—1,=ir? | dzl
A ”/0 “( PP(a? —2) + mPz

! A%(1 —x)
=ir? [ dxl )
o [ (g )

11.5 The integrand is symmetric with respect to any two indices and therefore
Ioguvpo is of the form

Lopuvpe = Cl9ap(9uv9po + GupGvo + GuoJup)
+ 9au(9pv9po + 98pGve + 980 9up)
+ 9av(98uIpe + 98pIuc + 950 9up)
+ 9ap(98u9ve + 96vGpo + 980 Gup)
+ Jao (gﬁugup + 98v9up + gﬁpg/w)} )

where C'is a constant. In order to determine C we will compute the contraction
9P g g% Lo g po - 1t is easy to get

gaﬁguygpo‘[a,@p,l/pa = C(D3 + 6D2 + SD) .
On the other hand

dPk dPk
af pv po _ —1i
g7 g"" g* Iaﬁqua'_/(k2)n73 _ili% W

I'in-3-2) D
. s 1\n—3,.2 2 2\3—n+=
= lim i(=1)" I'(n—23) Gy

)



216 Solutions

where p is a infrared parameter. Comparing these results we get

1

= ——————— lim 7F(n—3—%)
D3 +6D2+ 8D u—o0

¢ I'(n—3)

i(—l)”737r2 ( 2)37n+% .

Specially, for n = 5 the divergent part of the integral I,g,. 0 is

in?
Iaﬁuupoldiv = @[gaﬁ(gm/gpo + Gup9vo + guagup)

+ ga#(gﬁl/gpcr + 98p9vo + gﬁogup)
+ gal/(gﬁugpn + 93p9pc + gﬂogup)
+ gozp(gﬁuguo + 9Bv9uc + gﬁaguu)
+ 9o (98u9vp + 980 Gup + 9809ur) -
11.6 In D-dimensional space the interaction term takes the form —gu¢/?x¢?.

(a) The self-energy of the y particle is determined by the diagram

k+p
,,5, ,5,,
k
from which we read
dPk 1 1

—iIl(p?) = 29%/ (11.16)

2m)P k2 —m?2+i0 (k +p)2 —m2 +i0

By introducing the Feynman parametrization (11.G) and integrating over
the momentum k we get:

: 2 9 1 2 2 —1)—i
iH(pQ)lg(fy/ delg P x(x—1) 1O>
0

812 \ € 4 p?
ig? [2 1 m?

_ 9 s
gnz |e 7 47

_ /01 dzln (1+:ix(x 1) 10)} : (11.17)

As we know from the complex analysis the logarithm function, w = In z
has a branch cut along the positive x—axis which starts at the branch point
z = 0. This branch cut is necessary if we want that branches of logarithm
function to be single valued and holomorphic functions. Let us find the
branch point for function

In[1+ %m(m -1 .

It is the smallest value of p? for which the argument of logarithm function
vanishes:
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2
p 2 —
1+W(Z’ —$)—0,

ie.
op? 5 22 —1
it RS i
Ox (22 —x)?

from which we get x = % The point p? = 4m?, which is step energy for the
decay x — 2¢, is the branch point. A branch cut starts at this point and
goes along r—axis in the positive direction to the infinity. Let us introduce
the following notation

=0,

2 1 2
g p .
I:W ; dxln<1—|—mzx(x—1)—16> .

We shall calculate first this integral in the case p?> > 4m?. For X > 0 we
have
log[—X —1i0] =log | X| — i .
The zeroes of 1+ %x(m —1) are
1+,/1- 422
T =
’ 2

For z1 < < x5 the expression X is negative, otherwise it is positive.

Then
2 1 2
g p
I:W{/O dxln(l—I—TrLQJc(Jc—l))

1 P2
+ / dzln <1 + @x(x - 1))

N /w dz In <—1 - %x(m - 1)) —im(zg — xl)} . (11.18)

1

By doing partial integration we have
I= % [:U In (1 + fl—zx(x — 1)> zl — %22 /Ou31 dg:1 +pm2((2;; : i))/m2
+zln <1 + %x(m - 1)> l -~ f:;/: da- —|—pm2((2x€:1m)/m2
o (_1 - arte- 1)) . o / g +px2((i€ = B/mz
— im(wy — 31)] . (11.19)

Combining the terms in the previous formula we get
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2 1
. z(2z — 1
-2 [—17r(w2—m1)—:12/0 dg— 22— 1) } . (11.20)

14 p*(2? —x)/m?

The integral in the previous formula can be simplified by introducing the
new variable t = 2z — 1. The result is (see [9])

.9 4m? —
r=—id 1-
8T p2 47T2 _ 4m?

p2

For 0 < p? < 4m? we get [9]

| 4m2 [ 2
-1+ p%—larcsin 4:;2]

The final result for the vacuum polarization, —ilIl(p?) is

;-9
472

1 2 m?

4m2 1 arcs
= — larcsin 4 /
471'2 \/

for 0 < p? < 4m? and

9 5 5 1 1 4m?2
ig . 4dm 4m - 2
(") = 82 1\/1 P B \/1 P . dm?

144/1— e

where

for p? > 4m?2.
(b) In the lowest order of the perturbation theory the transition amplitude is
given by

St = —ig / d' (py, pa| x(2)6(2)é(x) | M, p = 0)

1 1 1
- 45(4) () 0y —9%
(@m0 P = 1 p2)\/2VM\/2VE1\/2VE2( 2

where p1,2 are the momenta of the decay products. Also we take that x
particle is in the rest. The decay rate is

|S¢:? V2d3p1d®ps

I =
d T (2m)6

By integrating over the momentum py we get:
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2

B 4g 1 ™ ™
= Gy /dE PE gzt (M 2E)/0 d9/0 do ,

and the space angle integration gives 27 (not 47, because the final particles
are identical). The final result is given by:

9> M

= 2 .
4w M?

—m

(c) The imaginary part of IT(p?) can be read off the part (a):

2 4 2
Imll(p?) = _571 /1— %9@2 —4m?) . (11.22)

This result also can be obtain using Cutkosky rule. The expression (11.16)
can be rewritten in the following form

—iIl(p?) = 292/ Ak ! ! . (11.23)
(27m)* (—k)2 — m2 +i0 (k + p)2 — m2 + 10

The discontinuity of the amplitude
Disc IT(p?) = II(p? + ie) — II(p* — ie) ,
is obtained by making the substitution

1

e~ (CEMIV 7 - m?)e0")

in the expression (11.23). Since I1(p?) is a Lorentz scalar we shall take
that p* = (pg,p = 0) i.e. we shall calculate it in the rest frame of the
particle x. In this way we obtain

DisclT (p?) = 2ig*(—2in)? / (;1;;5(4)% —m?)

W ((k +p)? — m?)0(—ko)0 (ko + po)

X

1
= gﬂz d4k:—6(l~co + wi)d (ko + po — wi)
__lg /d3k75( 0722”’6). (11.24)
- 8n2 wi

By performing the integration over the momentum k we get

) 4 2
Disc IT(p?) = —% 1-— piz .

Since
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1
ImII(p?) = §Disc I(p?) ,
i

we again obtain the result (11.22). From the expressions for I" and IT(M?)
we immediately see that the relation which was given in problem is valid.
This relation is a consequence of the optic theorem.

11.7 In D = 4 — e dimensional spacetime the dimension of a scalar field is
D/2 — 1, while the dimensions of the coupling constants are the same as in
four dimensions: [A] = 0, [g] = 1. The dimension of the Lagrangian density
must be [£] = D, so it is given by

guc/?
3!

_>\/f 4

3
(b T )

1 2 m22
5—5(3;@) —7¢ -

where we introduced the parameter p which has the dimension of mass. The
self—energy is determined by diagrams shown in Fig. 11.1.

k k—p

,gz, p p

p p k

Fig. 11.1. The one-loop contribution to the self-energy of ¢ field

The contribution of the first one is

, i [ APk
T eoP

By applying the formula (11.A) we get

ixm? [ 4rp? </2 €
Ly = AT F(—l 7) ,
11T T2 ( m? ) +

which, using (11.F), gives

iAm? € drrp? 2
- =—=(1+=1 -+1-
12 327T2< +2n<m2)+o(e)> (64— 7+0(e))

The second integral is

cimyp) = O [R i

2 @2m)P k2 —m2 (k—p)2 —m?2 "~

By using the Feynman parametrization formula (11.G) the last expression
becomes
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/ /de 1
—2k~px+p2x—m2]2 .

The integration over the momentum £ gives

—iXs(p) =

. i 1 ey [ .
—iX5(p) = cp P ———— T (5)/ dz (m? — p*x + p*a?)~/?
0

9 (47)2—</2
B 192(471_#2)6/2 2
- (F o)

X

[1 - ;/01 dz <1nm2 +1In(1 + %x(w - 1)))}

Finally, the integration over the Feynman parameter z gives (for p? < 4m?)

/ 4 2 [ p
-2 e 1 arcsin ]
The self-energy of the particle is

—1¥(p) = —iZ1(p) —iZ2(p) .

*—’y+2+ln

—122( ) % l

The mass shift is dm? = X (m?) = X1 (m?) + Xa(m?) .
11.8 The vertices in this theory are shown in Fig. 11.2.

’
’
’
’
’
’
’
\
\
\
\
\
\
\

\\\\ ///
iA iA i\
x —_ —_— _ - _

4 4 N 2
Fig. 11.2. Vertices in c—model

The self-energy of the 7 particle is determined by the diagrams given in
Fig. 11.3. The full line depict the 7 field, while the dashed line depict o.

The first diagram is one of the terms in the second order of the perturbation
theory

%(—i)\v)22/dx1dx2 O] T(r(y1)m(y2) 0> (21) o (x2) 7% (22)) [0) ,  (11.25)
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P p

Fig. 11.3. The one-loop correction to the 7 propagator

so that

i D i
i) (p7) = 6(—ivA)? / (d u

—m2 2mP k2 —m?

The symmetry factor of this diagram is 6, since one 7 field can be contracted
to m field from wwo-vertex in two ways, while oo contraction in the vertex
ooo can be done in 3 ways. Other diagrams are:

D
Li%(p )\/dk 1

2m)D k2 —m?2

202 \2 dPk 1
. 2\
—123(p7) = —mg/m)DkQ )
dPk 1
. 2\
_124(1) )_3)‘/ (27T)Dﬁ )

dPk 1 1
—E 2 :4A2 2/
i%5(p7) v (2m)P k2 —m?2 (k + p)?

Note that only the last diagram depends on the momentum p. The renormal-
ized mass is determined by m% = X(0) . It is easy to see that

dPk 1 1
_ix — 4)\2 2/ -
i25(0) A (2m)D k2 —m?2 k2

B 4)\202/ Pk (1 1
 om? 2m)P \ k2 -—m2 k2)

By summing all diagrams we obtain

X(0) = 31(0) + 22(0) + X3(0) + X4(0) + X5(0) =0,
so mg = 0.

11.9 The amplitude for the diagram
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is

M= 63/ (de ah (f = pr+my" (k4 e m? (B m)] g o)

2m)P ((k = p1)* = m?)((k + p2)? = m?)(k? —m?)
By applying the Feynman parametrization (11.H) we get

1
((k = p1)? =m?)((k + p2)* —m?)(k* — m?)

1—x
1
d
/ I/ k2 —m? + (p3 + 2k - p2)x + (p] — 2k - p1)2]3
1—x
1
=2 dz/ dz ,
/0 0 [(k +pox — p12)? — AP

where we introduce the notation

A= (pow — p12)® — p3x — piz +m?

The numerator of the integrand in (11.26) is

tr[y*(k — P+ m)y" (k + P2 + m)y?(k + m)]
= e[y (J+ A+ m)y"(J+ B+ m) (I + ¢+ m)] (11.27)
where
l=k+px—pi1z,
A=piz—px—p1,
B =piz—px+p2,
C=piz—par .

Since the trace of the odd number of y—matrices is zero, (11.27) becomes

tr[y" (J+ A+ m)y” (I + B+ m)y’ (I + ¢+ m)]
= tr[y" P+ el D+ ey Y By )+
+ [y BY O + s A+ e AR+
+ tr[y* A B+ eyt A B+ mP ey ] +
+ mPtr[y" AP+ mPtryia ] +
+ mPtryHe” By?] + mPtriy ) + mPtr[gyia ] . (11.28)
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To calculate the integral (11.26) we make substitution of variable & — [. Terms
in (11.28) which contain odd number of momenta [ after integration vanish.
The terms which are proportional to m? as well as the term proportional to
tr[y* Ay” ByP ()] are finite, and therefore we consider only the remaining terms.
The first of the divergent integrals is

1w dPlL 21 (IrCP — ghrC - 1+ 1PCH)
= 8¢? / da:/ dz/ { @~ A) -

guvcp — ghrCY + ngcu
(12— A)3 ’

since
e[y L] = 2ty L) — Py e
By integrating over [ (using (11.C)) we get
1-z
—(Mm /dx/ dz [1= 5 A+o(e?)]
x (1 %WOP —gC 4 g

iMy

The divergent part of this integral is

.3 1 1—x
iMilaw =55 [ do dz(g""CP — g"*C” + g"PC") .
2m2e J, o

The other two integrals can be evaluated in the same way. The final result is

. ie3 [1 v » .,
iMlaiy = Dy {6 (9" (p1 = p2)” + g"*(p1 — p2)” +g" (p1 — p2)"') +
1 v 17 14
+ 5 (9" (P +p2)” + 9" (p2 = p1)” = 97 (pr +p2)")] -

The diagram where the orientation in the loop is opposite is shown in the
following figure.

The amplitude is the same as in (11.26) except that the trace in (11.26) should
be replaced by

tr[y? (= = P2 +m)" (b — f + m)y (—f +m)] .
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By putting C~'C in the previous expression, where matrix C is the charge
conjugation matrix (4.K), we get

tr[CyPCTIC(=F — po + m)CICHC™IC
x (p1 — F+m)CTrCyOIC(—F +m)C).

By using (4.K) we have

tr[y? (= = p2 +m)" (P — f + m)y* (= + m)]
= (=)t (k + m)y" (f — o+ m)y” (k + p2 +m)]
from which the we get the requested result. The statement is valid for all

diagrams of this type with the odd number of vertices and this is called the
Furry theorem.

11.10 The vacuum polarization in QED is

—i _ 2 [ A [+ m)y(F A+ d £ )]
1(q) = / @ (R =) (kT g —m?) (11.29)

From the Ward identity we know that this expression has the following form
—ill(q) = —(quq — ¢ g (¢%) -

By multiplying the previous expression by g#*” and using (11.29) we get
. 1. .
IH(q2> = _@lgu Hp,l/
B _4e2/ Ak =2k (k+q) +4m?
o 3¢2 ) (2m) (B2 - m?)((k+ )2 —m?)

(11.30)

Discontinuity in the expression IT(g?) can be calculated by applying the
Cutkosky rule. Then

Disc I1(¢%) = ?;22(2;)4(%)2 /d4k(4m2 — 2k - (k+q)6@W (k2 —m?)
x 3 ((k+ q)* —m*)0(—ko)8 (ko + o). (11.31)
By using )
(z* —a®) = m(é(az —a)+d(z+a))

and taking ¢ = (qo, 0) we get

. 16ir2e? 1
Disc I1(¢%) = “T3Z @ /d4k:(4m2 —2k-(k+4q))
1
x —= (ko + wk)d(ko + go — wk) - (11.32)

2
dw;,
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Integration over kg gives

din%e? 1 1
Disc IT(q?) = — = ——— /d3k(2m2 + 2q0w) — (g0 — 2wr) . (11.33)

3¢ (2m) p

Since d*k = |k|wydwy, sin #dpdfd we have

ie? > 2m? + 2
Disc IT(¢%) = — - / dwkw\/w% —m2§(qo — 2wy) . (11.34)

3mq? Wk

Integration over wy, gives

2 2 2 4m?2
Disc I1(¢?) = & (1 + ;Z) 1- 0(g? — 4m?) . (11.35)

Finally

1
ImII(q? + ie) = gDisc I (p?)

2 4 2
. <1+ m) 1- " g(? — 4m?) . (11.36)

The Feynman rules are standard except that for every closed photon loop
we have an extra factor 1/2. The photon self-energy is determined by the
diagrams:

k k
\. o f\/\/ W
ANNTNANN S
D p P+ k
The first one is
dPk i

(1) o 2
_IH}(U/) = 216 gMV/Wm .
By applying (11.A) and (11.F) we obtain:
ie?
4m2e

—iﬂﬁ) =— m?g,, + fin. part . (11.37)

The second diagram is
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oy APk (2k+p)u(2k +p)y
_1H£2V) = 62/ (271-)D (k2 — m2)((k‘ +p)2 — mg) .

By using the Feynman parametrization in the previous integral we get

o /1 d$/ APk 4kuk, + 2kups + 2k,pu + PPy
wr 0 2m)P  [k? + 2zk - p+ p?z — m?)?

Applying the formulae (11.A-C) it follows that :

:,2.D/2 ol . 1
_~H(2):1€7'r /d F<7> o .
e (2m)? Jo ) 2/ (m? 4 p?a? —pzx)s/2( v z+ 1)pup
— 2 I (g — 1)
pv (mz + p2x2 _ p2x)5/2_1 )

which is equal to

52 2
L2y e 2 9 4m
_1H£LU) = 1672 <3€(p“py —-p gwj) + egm,> + fin. part . (1138)
Adding the divergent parts of the expressions (11.37) and (11.38) we get the
requested result. Note that the terms proportional to m? cancel. So, the final
result is gauge invariant, as expected.

11.12

(a) Let us introduce the following notation:
Ny— the number of external fermionic lines
Ny— the number of external scalar lines
Py— the number of internal fermionic lines
P,— the number of internal scalar lines
V3— the number of ¥y51)¢ vertices
V,— the number of ¢* vertices
L— the number of loops.
Then the superficial degree of divergence for a diagram is

D=4L - 2P, — P; .
On the other hand, L can be expressed as
L=P,+P—(V-1),

since it is a number of independent internal momenta. By combining the
previous formulae with
2V3 = Ny + 2Py ,

‘/3+4V4:N8+2PS7

we get
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Fig. 11.4. Superficially divergent diagrams in the Yukawa theory

D:4—NS—ng.

Superficially divergent amplitudes are shown in Fig. 11.4.
The first diagram is the vacuum one and it can be ignored; the second and
fifth are equal to zero. The bare Lagrangian density is

Lo = %(3%)2—m?gﬁbg-ﬂzo(i%aﬂ—Mo)%—igo?ﬁo%%(ﬁo—%éﬁé - (11.39)
If we rescale the fields as
b0 =Zs0=\1+0250,
Yo =\ Zy = 1+ 0Zy0

and introduce a new set of variables:
Z¢m(2J =m? + om?
ZyMy =M+ oM

ZyNZgg0 = 1'*(g + 89)
Z200 = (A + 63

the bare Lagrangian density becomes

2 2
AL L R PR T Y,
(A4 0A)puc

4l

Lo = 31+ 67,)(09)

— (M + 0M)ip — (g + 09) " *instpg — ¢
The Feynman rules are given in the Fig. 11.5

(b) The one-loop fermionic propagator correction is represented in Fig. 11.6.
The first diagram is

dPk 1 pP—k+M
—ix = —q%u° .
122(p) = =91 /(%)D K2 —m2+i0 " (p—k)2— M2+i0
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\\/ — R i(Pp6Zy — OM)
! (1"1’5/1/6/2
ST =4 —ioAuf
X —iAp

e

e/2
i
i

————— Q®----- ip?6Zy — i6m? 7ogK

Fig. 11.5. Feynman rules in renormalized Yukawa theory

PN
’

4, ‘448%447

Fig. 11.6. The one-loop correction to fermionic propagator

Since ys¢vs = —¢ and (75)? = 1 we have

. g Pkt M
—1220) = —50p /de(kQ—m2+10)((p—k)2—M2+10)

2, €

- (2m)P —px)? — A+1i0)?2
1
g ,u6 . € x—1)+M
o™ T (5)/0 W20 )

where A = M2z +m?(1 — x) — p*x + p?2?. Since

pe 1 oves2 L ( € 2 )
2D7rD/2_167r2(47T'u) = 1622 1—|—21n(47r,u)+... ,

we have
520) =~ [Py voto)] [ ariar s @1 Sm 2
AT =N 0 . v 2n4ﬂ'u2
;2
ig 1
— M- - fin. . 11.41
(0~ L)+t part (1L41)

The full one-loop correction to the fermionic propagator is

s 2
9 (M- %;6) —i6M +16Zyp + fin. part .

—ip) = - 8m2e

From the renormalization conditions:
D(p=M) =0,
dX

Wt = 0, (11.42)
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follows that
2

g
02y = BT + fin. part ,
M
oM = —‘ZW% + fin. part . (11.43)

(¢) The one-loop correction to the scalar propagator is represented in Fig.
11.7.

Fig. 11.7. The one-loop correction to the scalar propagator

The first diagram is

=

—ill (p*) = — g%uc [ p, s+ M)s(p+ f+ M)

(nD (k2 — M2 +10)((p + k)2 — M2 +10)
_ P / / tr[(—f+ M)(Pp+F + M)]

(2m)P k:2+2k: pxr — M? + p2x)?
€ 2 2
_gu/dx/de (=k-p—k*+ M?) ,
2m)P k2 + 2k - pr — M? + p2z)2

where we use the Feynman parametrization formula (11.G). Introducing a
new variable [ = k + pz we further have

le 2M2 A2
1 2 —
L) /dx/ 12— A+i0)2
_ e A
~4r? d:c (1 21 471'/,62)

(012 52 = ) =7+ o)+

X
D 2 2., 2,2

+ 2( 147+ o0(e))(M?* + p*(z° — x))
.2 2

_9 (P 2

=53 (2—M>+ﬁn. part ,

where A = M? + p?(2? — z). The second diagram is

.)\ 2

> + fin. part . (11.44)

_1H2

Summing, we obtain
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—'n(2)—192 P2 ) N 7 i6m? 4 part (11.45)
ill (p =57 (3 16m2e i0Z4p° —iom n.par .

Using the renormalization conditions:

I(p> =m?) =0

dil
d7pQ p2em? = 0 y (1146)
we get
g2
02y = e + fin. part
Am2 272
sm? =2 90 | fin. part . (11.47)

T 1672 272
(d) The amplitude of the diagram

is

iMs = (ig)3 /2 dPk Y5k + o + M)ys(F+ M)vs
Mz = (ig)°p /( D (k+q)2 — 2)(k:2 M2)((k — p)2 — m2)

g [ o Mk M~ R
L | [ O

A [ 0o [ a far
= d d d¥l——m—
<2 A Sl (12— )3

where

A=22@F +22p* + (1 — 2)M? — 2¢* + 2m? — p®2 — 2x2q - p

and
N=M?*—(l—2q+2p)*+ Mg — §(J — of + zp) .

In the previous formulae we introduced a variable | = k + xq — zp. As we
are interested to find only the divergent part of iMs, it is useful to note
that only /?-term in the numerator of the integrand is divergent. So, by
using (11.C) we get:
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3 3 2 le 1 11—z l2
3,¢/2(4 _

_ g (2

= 9.2 V5 ( v+ ) / dz

1—x
X/ dz(l—elnA2> )

3,,€/2

8m2e

Finally

iMg=— ~5 + fin. part . (11.48)

The vertex correction is

NN e

so, from
5 ) 3,,€/2
Vs = (g%/ﬂ + 89751 % — g2 T i part) ‘ = g7
42=0
follows
e
0g = SrZc + fin. part .

(e) Let us first calculate the following diagram

L
’

e Ak

P2 P4
/x’/ D1 \\\ k4
7 k2 N

Since we have to find the divergent part of this diagram we can put that
the external momenta are equal to zero. Then,

dPp tr[ys(p+ M)]*
2m)P (p? — M)
(11.49)

iMy(ky = ko =ks =ks =0) = —94/126/ (

Since
(b + M)ys(p+ M) = (—=p+ M)(p+ M) = M* - p?

we have
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dPp 1
. o o _ _ _ 4 2e
Mt =k =y =k =0 = i [ G o

_ (2 N (e, M
4r2 \ e 2 Arwpu?

s 4 €
= Y 4 fn part . (11.50)
2m2e

The previous result should be multiplied by a factor 6 as there are six
diagrams of this type.
The complete four vertex is

) . ) Gigtpe  3iA2puc
_ _ € _ € _ ﬁ .
W ( A =10 2m2e 1672¢ + . part s=4m?2 t=u=0
= —i\, (11.51)
and finally
)\2
oA = 3" 5 + fin. part . (11.52)

S w2 16m2e
11.13 In this problem dimension of spacetime is D = 2 — .

(a) The polarization of vacuum is given by:

Py tel(d — Prdn
il ) = (P () | (gw)%? : sz@%)@ L

(11.53)

In D-dimensional space trace identities necessary to calculate the previous
expression read:

tr(vuve) = f(D) g,
tr(’)/,u'YV'Yp'YU) = f(D)(g,uugpa — GupGvo + guagpu) ,

where f(D) is any analytical function which satisfies the condition f(2) =
2. Instead of f(D) we will write 2 as we did in the previous problems (of
course, there f(D) =4). The Feynman parametrization gives

) 262 1 .
*IH/W(p):W ; dz [ d¥q

o 2ap40 — PG — Ppdv — Pvdu + (P Q)G
(¢> —2p - qz + p?x)? '

(11.54)
By using (11.A-C) in (11.54) we obtain
9527 D/2 2p b
ST, = -2 ‘/ Sy AT+ )
(2m)D (—p2z + p2z2)L+e/2 2

1 Guv (s
2 (—p2$+p2$2 6/2 2
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2,2
— Guv LP F(
w (—p2x + p2a?)l+e/?
2—c¢ 1 €
_ (=
2 (—pPx + pAa?)/? (2)>
_ ITPuPv

€
14—
+2)

€
I'l+ -
(—p*x + p2a?)t+e/2 1+3)
2
prx €

v Irl+-)| .

T 9u (—p2z + p222)Lte/2 (1+ 2)]

From the previous expression (for D — 2 i.e. ¢ — 0) we obtain

—iIl,,(p) = —i(pppy — P* 9y ) I (p°)
ie?
=——

2
p— (Pupv — P 9ur) »

(11.55)
from which we see that the polarization of vacuum is a finite quantity.

(b) The full photon propagator is obtained by summing the diagrams in the
Figure

ANNNN +WC>W+W+W

: —iguv —19up 1 2 po

D = po

1Dy (p) p2+io+p2+io[pg
TR0

PP IT (p?) =7 4
DuPv ipupy
;2 Y1+ H(p®) + I (p°) +...) — 2~

_ i(g;w - p;}gy )

PP - (p?) +10)

p

(11.56)
were we discarded the ip,p,/ pt-term in the last line since the propagator

is coupled to a conserved current. Then the photon propagator is

. (g — Bulr)
iD,,(p) = — T eé) . (11.57)
Photon mass is e/+/T.

11.14 The dimension of spacetime is D = 6 — e.

(a) The renormalized Lagrangian density is

Eren =L + Lct )
where

(11.58)
1 2 €/2
L=3(09)" - m?cz? - —g’;! ¢* — hu=%¢ (11.59)
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1 § 2 6/25
Lo = 502(96)° - %dﬂ K 5 963 — u=<%5he . (11.60)
By introducing new quantities
Z=1+467, (11.61)
miZ =m? +om? (11.62)
902 = (g + dg)u? (11.63)
hoZ'? = (h+ dh)u~</? | (11.64)

and rescaling the field, ¢g = vV Z¢, the renormalized Lagrangian density
becomes )
_ 1 2 Mg 2 90,3
ACren - 5(8¢0) - 7¢0 - §¢0 - hOd)O .

The quantities with index 0 are called bare. The Feynman rules are given
in Figure 11.8.

Y —igp/? \T/ —idgus/?

—e  —ihps/? —® —idhus/?

—®— ip?d,; — i6m>

i
p2—m?2+ie

Fig. 11.8. Feynman rules in ¢ theory

Superficially divergent amplitudes are:

—0
_Q_

Y

Fig. 11.9. Divergent amplitudes in ¢> theory

(b) The tadpole diagram in one-loop order is shown in the following fihure .
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—e+ —() + —

The second term is
o / dPk i
I ] emP R —m2 110

'glue/2 7TD/2 ( - E)
(27T)D (mQ)—2+e/2 2

o4 —e)2 2
igm®u 2 AT 3
= —-— — 1 - —
12873 <e+n(m2)+2 7)
igm4u—s/2
64m3e

+ fin. part ,

and it does not depend on momentum. Summing all diagrams we get

igm4‘u76/2

iH = —ihu=/? - e i6hp /2 + fin. part . (11.65)
Hence,
4
gm
oh = ~6dnte + fin. part . (11.66)

Finite part in the previous expression can be chosen so that H = 0 and
we can ignore all diagrams which contain tadpoles.
(¢) The full one-loop propagator is shown in Fig. 11.10.

k
e\
ot v\ T %

Fig. 11.10. The one-loop propagator in ¢® theory

The second diagram is

) _ (ig)zlf de i2
Tl =7 / (27)P (k2 — m2 +i0)((k — p)2 — m2 4 i0)

:g2,ue/1dx/ dPE 1
2 Jo (2m)P (k2 — 2k - px + p?x — m? +i0)2

;2
ig 2
= — — 1 —
1983 <6 + 7—|—0(e))

X

/01 dz(m? + p*z(z — 1)) (1 _ gln mZ+p2$(ml))

4mp?

i 2 2
- 76:7]'(‘36 (m2 - 776) + fin. part . (11.67)
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Propagator correction is

342

2
. L p . .
—II(p*) = —64‘(;36 (m2 ~ % ) +ip*0Z — i6m? + fin. part . (11.68)

From the condition —ill(p?) = finite we get

2
g
07 = ———— +fin. t 11.69
3Rdmde | PAT, ( )
, m2g2
om* = T + fin. part . (11.70)

In MS scheme the finite parts in (11.69) and (11.70) are zero.
(d) The vertex correction is given in the Fig 11.11.

p3
/£\ i k e k + ”
Dp1 k P2
Fig. 11.11. Vertex correction in ¢* theory

The second diagram is

, o [ APk i’
i = (~ig)’ /(%)D (k2 —m2)((k + p2)2 —m2)((k — p1)2 — m?)

(11.71)
By applying (11.H) and integrating over the momentum k we get
D/2 1—z
i = = (o) 5 / dx/
X 2 _ 2 2 2Ve/2
(m —pzx—p12+p2w +p Z)e
o ig*u? (2 ‘w
- 26 emr3— 96—€3—¢c/2 €
m2 — p2x —
x (1 S P i 122+p2x +p12 > . (1172)
2 1%

From the last formula we find that the divergent part of iI" is given by

€/2
lg H
. 11.73
64m3e ( )

The full one-loop vertex in the renormalized theory is
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iV = —ig/f/2 — i(Sg,ue/2 +il" .

In minimal subtraction scheme dg is
__g
64m3e

(e) From (11.61), (11.69) and (11.70) follows

0g = (11.74)

2

__9
38473e ’

2 2 2
2 2 g m-g

= 1—

™= Mo ( 3847r36) * 6473e
5m292
2 0

_ : 11.76
mp + 384m3e ( )

Z=1 (11.75)

in the one-loop order. Similarly, from (11.69) and (11.74) we have

g9+ 0g)u/?
go = ( Z3/)2 (11.77)
2 2
gt (19 4+ 9 _ 11.
i < 64m3e * 25673 (11.78)
c 3¢
= gu/? (1 - 2567T36> . (11.79)

The last expression is important for calculation of the 3 function.
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