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Preface

Molecular materials have been known since the 1960’s to show semiconducting
properties, but the past decade has seen an unprecedented level of activity. This has
been driven both by scientific advance, and also by the prospects for new technolo-
gies based on large-area deposition of thin-film organic semiconductors. Molecular
semiconductors have come of age, and those active in the field now need access to
a modern account of the semiconductor physics and engineering that underpins the
emerging applications of these materials including light-emitting diodes for displays,
photovoltaic diodes, and electro-optical modulators.

The necessity of bringing together realisable technology, which is primarily the
process of thin-film deposition of semiconductor films, with useful semiconductor
properties still intact often produces a complex physical system. In particular, dis-
order is inevitably present in these structures, and one of the central issues, which must
determine the limitations for useful applications, is the way in which disorder modifies
electronic structure. At its most simple, disorder in molecular materials is much less
damaging to semiconducting properties than is the case in inorganic semiconductors.
Deviation from perfect crystalline order in inorganic semiconductors generally pro-
duces broken chemical bonds which produce ‘non-bonding’ energy levels within the
semiconductor gap, and this is particularly important at interfaces. However, disorder
in molecular materials can often be accommodated without the breaking of chemical
bonds, so that surfaces or interfaces can also, in this sense, remain chemically intact.
In this situation, working semiconductor devices, such as LEDs, can operate when
made from very disordered layers of molecular semiconductor. However, more care-
ful examination of the role of disorder is required, because it affects electronic charge
transport very strongly, and the understanding of how this controls device operation
is of great importance.

André Moliton has written the book that provides students and researchers in this
field with the broad perspective that is now needed. He provides a very clear picture of
the way in which molecular semiconductors derive their semiconducting properties,
and he develops the description of their electronic transport and optical properties
which derive from the molecular characteristics of these materials, such as weak
delocalisation of electron states, and local vibration coupling, leading to polaron
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formation. His account is particularly useful in bringing his knowledge from the
field of inorganic disordered semiconductors, such as amorphous silicon, to provide
a useful model for understanding of the role of disorder here. The integration of this
with the operation of semiconductor device structures provides the main theme for
the later part of this book, and many students will find this particularly useful.

In summary, I commend this book for bringing together with great clarity: the
framework of traditional semiconductor science, the new physics which comes with
molecular semiconductors, and the complexities associated with real semiconductor
device fabrication, particularly disorder. It will be much appreciated by both experts
and students alike.

Sir Richard Friend

Cavendish Professor of Physics
Cambridge

November 2002
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Introduction: the origin and applications
of optoelectronic properties of molecules
and polymers

During the second half of the twentieth century, an upheaval in industrialised societies
has been brought about by the application of the properties of certain solids to elec-
tronic and optical fields. Solids recognised as semiconductors have caused the greater
part of this change. Even while the band theory for silicon was incomplete [fis 88],
radio valves were being replaced by transistors at the end of the 1950s. The electronic
industry then benefited from developments in solid state theories, which yielded a
more thorough understanding of properties specific to semiconductors. Simultane-
ously, innovative techniques, such as wafer technology, permitted miniaturisation of
electronic components. Their ‘integration’ into circuits gave the computer revolution,
which we are still witnessing. Central to this technology is the mobility that electrons
display in perfect crystals—around 10* cm? V=!s71,

There remains a large number of devices for which this rate of commutation and
response time is no where as near important. This can be found in a wide range of
display technologies, for example in standard video technology where an image is
replaced once every 1 /25th of a second, and also in photovoltaic systems, in which the
goal is to separate and collect photogenerated charges without paying any particular
attention to the duration of processes brought into play. In such systems, the desire
for the properties which crystalline semiconductors do not have is very much in
evidence. It includes the need for mechanical flexibility and low cost fabrication of
devices covering large surface areas. After having equipped the American satellite
Vanguard with solar cells made from crystalline silicon to provide power for its radio,
research was initiated into amorphous silicon to fulfil these design requirements. The
initial conquest of space was then followed by the use of satellites which, with their
total of hundreds of thousands of solar cells, now allow communication by telephone
and television between continents.

In reality, the development of amorphous silicon was troubled by the long thought
theory that amorphous semiconductors could not be doped. The theory at the time
was based on the *8-N’ rule (N is the number of electrons in the outer layer of a given
atom), which was applied to glass-like materials and supposed that each atom was
surrounded by 8-N close neighbours. All electrons could then be thought of being
‘engaged’ either in bonds between neighbouring atoms, or in ‘isolated pair’ orbitals.
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This would disallow the possibility of having free carriers coming from incomplete
bonds. However, amorphous silicon is not a glass in proper terms and it does not
always follow the 8-N rule. For example, phosphorus atoms which often exhibit a
co-ordination number of 3, and are thus not electronically active as ascribed by the
8-N rule, can take on a co-ordination number of 4, just as in the crystalline form. The
5th phosphorus electron does not therefore remain on the phosphorus atom, but falls
into a dangling silicon bond site—a bond characteristic of the amorphous state and
associated with a state localised within the so-called mobility gap. The Fermi level,
initially situated more or less at the centre of the gap is displaced towards the bottom
of the conduction band (Ec) by a quantity AEE, which is of the order of Np /N(Er)
where Np denotes the electron density coming from the donor phosphorus atoms and
N(EF) represents the state density function for states close to the Fermi level. With a
low value of N(Eg), which can be realised by saturating the dangling silicon bonds
with hydrogen, the displacement of the Fermi level can become significant and, in
consequence, the doping effect becomes all important.

Even though the properties of amorphous semiconductors such as hydrogenated
silicon (a-Si:H) are well understood [com 85], their use remains relatively limited.
This is because of two factors. The first is that the properties of these materials
are inferior to those of crystalline silicon—for examples, they exhibit mobilities of
the order of 1cm?V~!s~! and, in photovoltaic cells, have efficiencies of around
14 % against 24 % for the crystalline material. Secondly, their manufacture remains
difficult and expensive, as they require techniques involving deposition under vacuum
or chemical reactions in the vapour phase and the use of high temperatures. In 1999,
photovoltaic cells fabricated using amorphous silicon accounted for only 12 % of
total production. All things are not bright for crystalline silicon though. This material
remains expensive, and the photovoltaic industry requires cheaper material from a
pathway which does not involve the costly wastes associated with selecting the best
parts of silicon ingots usually fabricated for the electronics industry.

Against this background, the possibility that organic materials, which might be
facile to manipulate and relatively cheap to obtain, has always held a certain interest.
A serious brake on their use though has been the poor understanding of the origins
of their electronic and optical properties. In addition, as much as for amorphous
inorganic semiconductors, it has taken considerable time to master their n- and p-
type doping, an absolute necessity for their use in devices. In contrast to inorganic
semiconductors, organic semiconductors are not atomic solids: they are w-conjugated
materials in which the transport mechanisms vary considerably from those classically
derived for solids. And even more so than in inorganic materials, the roles of defaults
such as traps and structural inhomogeneities play an essential role in determining the
transport and interstitial and non-substitutional doping phenomena.

Polymers which have conjugated double bonds yielding m-conjugation present
two particular advantages. They exhibit good electronic transport properties—with a
facile delocalisation of electrons—and good optical properties. The energy separation
between - and m*-bands (which resemble, respectively, valence and conduction
bands for solid state physicists), is typically around 1.5 to 3 eV, a value ideal for the
optical domain. It is worth noting that polymers such as polyethylene, which contain
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only single o-bonds, exhibit high resisitivities due to the localisation of electrons
around o-bonds. Due to transitions between o- and o*-bands of the order of 5 eV, the
properties of these materials lie beyond the optical domain.

Certain m-conjugated materials have been studied throughout the 20th century.
Anthracene is a particularly good example [pop 821, as quantum theories developed for
this material allowed an interpretation of its numerous physical properties. The large
size of the crystals obtained necessitated extremely elevated tensions to study their
electroluminescence, arresting initial developments. Similarly, linear polyacetylenes,
first prepared in 1968 [ber 68], were only available as black powders, a near impractical
form for characterising. The fabrication of organic materials in thin films permitted a
development of the number of derived applications. Over the last few decades, decisive
developments have occurred: the preparation of polyacetylene in film form, realised
in 1977 by A. MacDiarmid and H. Shirakawa which gained them and the physicist
A. Heeger the Noble prize for chemistry in 2000; and the improved understanding of
transport and doping properties of n-conjugated materials [su 79 and bré 82b]. The
insertion of these materials into devices such as electroluminescent diodes made sure
of their important position in the optoelectronics industry of the 21st century. There
are notable articles which come from this period and include for ‘small molecules’
that published in 1987 on Alg3 [tan 87], and for m-conjugated polymers that published
in 1990 on poly(phenylene vinylene) (PPV) [bur O1].

Nearly a century after the initial discovery of photoconductivity in anthracene in
1906 by Pocchetino, we have realised the ‘dream’ of optoelectronic and electronic
technology based on thousands and even millions [pop 82] of organic molecules and
polymers. All this has been made possible by synthetic organic chemistry. As will
be detailed in this book, it is now possible to adjust the optical gap and thus the
absorption and emission wavelengths of materials simply, for example, by adjusting
organic, molecular chain lengths. These organic materials have exhibited not only
photoconductivity and electroluminescence but also triboelectric properties, metal-
like conductivity, superconductivity, photovoltaic effects, optical and non-linear
effects and even charge stocking and emission.

Elaborated theories have demonstrated that the electronic and optical properties of
organic solids are intimately tied, just as for inorganic materials. These theories are
based on interpretations of the quantum mechanics and the macroscopic environment,
including effects caused by impurities and defaults, of the molecules. Quasi-particles,
such as polarons and excitons, introduced through the understanding of inorganic
structures, are also useful in explaining electronic and optical behaviours of organic
materials, although they present particularities specific to the organic media such as
non-negligible electron-lattice interactions.

This book aims to bring together the practically indispensable knowledge required
to understand the properties specific to organic devices which chemists, physicists
and specialists in electronics are now proposing. Accordingly, after discussing con-
cepts used for well organised solids, notably for one-dimensional systems, we detail
the concepts used for localised levels in disordered materials (initially developed for
amorphous inorganic solids). The first approximations to real organic materials are
then made [mol 91 and mol 96], which have recently been further developed by
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Reghu Menon, Yoon, Moses and Heeger [men 98]. After having passed by the
requisite step of determining energy levels in ‘perfect’ molecular and macromolecular
systems, the effect of quasi-particles are introduced. The importance of the latter type
of particles is stressed, as their role in the interpretation of transport or doping mech-
anisms and in optical processes is singularly important. The role of excitons—here
an electronic excitation in an organic solid—is detailed, and thus the transfer mech-
anism of an excitation between two interfaces is studied. The role of aggregates in
solid matrices is also explored with respect to understanding charge injection, resistive
media and the problems encountered at interfaces.

Technological developments are discussed in the second part of this book. The
practicalities of fabricating devices using dry etching techniques with ion beams for
example are presented. This information is supplemented by descriptions of the opto-
electronic characterisations which can be performed. With the exception of the brief
Appendix A-11, which is more a catalogue of the most important organic materials,
the organic synthesis of these materials is not touched upon, and the reader in search
of this information can look to some excellent reviews such as [bar 00a, den 00 and
kra 98]. Another reason is of course that organic synthesis does not make up part of
the competencies of the author!

The devices based on organic materials that are covered are those which, for the
present time, monopolise the attention of many researchers in the fields of their
application. Included are the domains of visualisation, photon-electron conversion
(photovoltaics) and electro-optical modulation which essentially concerns commu-
nications. These domains are often interdependent: we have already mentioned that
communication satellites often require the use of photovoltaic cells. Indeed the inser-
tion of such cells into portable telephones and computers would often resolve problems
associated with the lifetimes of batteries.

We can imagine that the properties of these materials has been treated at different
scales:

Molecular Mesoscopic scale Macroscopic
scale A.es0scopIC scale scale

micelles, vesicles

At the scale of the Solid molecular materials

o membranes
individual molecule / \
Molecular films: . )
monolayers Electronic Photonic
Molecular electronics (and Langmuir-Blodgett
(for example, using films) (magnets, ferroelectrics,
nano-tubes) superconductors)

The macroscopic scale is the oldest area of study and the closest to the realm of
applications. And it is in this area that this book attempts to place active, w-conjugated
materials which can serve as:

conductors or semiconductors of electricity;

electroluminescent emitters;

‘converters’ of light into electricity; and

optically active devices, and in particular, second-order non-linear devices.
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More precisely, we will encounter the use of organic materials in the following
components:

e light emitting devices, or rather, organic light emitting devices (OLEDs) or
polymer light emitting devices (PLEDs). The whole of Chapter 10 is dedicated
to the various uses of these LEDs in displays and includes details on one of the
first organic screens developed for commercial use in portable telephones. Many
industrial groups own prototypes of this sort of component (see the conclusion of
Chapter 10). Lasing diodes, diodes which emit white light or infra-red are also
presented along with their applications;

e photovoltaic cells, where we will detail the originality of the organic based
structures currently under development and based on interpenetrating networks
of donor and acceptor molecules. While organic materials posses the advan-
tage of increasing electron mobilities with temperature, they present—for the
meantime—problems of stability; and

e clectro-optical modulators (of phase or amplitude) where the problems of handling
and fabrication into devices and the choice of appropriate materials is discussed.
The high resistance of certain polymers, such as polyimides, to oxygen and humid-
ity does leave open the possibility of fabricating low cost devices which could
be installed without precaution, perhaps underground, in both commercial and
domestic environments.

This book was written with the desire to make it ‘self-supporting’ so that the reader
would not find it necessary to turn to numerous, specialised publications and manuals.
Appendices which give further details have been added and consist of ‘aide-mémoires’
and supplementary information, and can give answers to albeit less fundamental but
just as important questions. These Appendices may be of particular use to readers
more used to books on physics, electronics, physical-chemistry and chemistry.

This manual is destined to be used by students following their first degree, but was
especially written for Masters and PhD students. It should give a solid introduction
to the optoelectronics of organic solids to researchers and engineers who wish to be
more involved in the field, and I have no doubt that they will be passionate follows
of a technology undergoing full expansion.
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Part One

Concepts: electronic and optical processes in
organic solids



I

Band and electronic structures in regular
1-dimensional media

I An introduction to approximations of weak and strong bonds

Historically, the relatively simple theory of free electrons moving within the confines
of a flat-bottomed well, the walls coinciding with physical limits, has been used to
understand the conduction of electrons in metals. Classically, in a 3 dimensional
system a potential box is used as detailed in [kit 96] or [ash 76].

To more fully describe the electrical properties of metals, semiconductors and
insulators, however, increasingly elaborate models are required which take into
account precise interactions between electrons and their environments.

Depending on the nature of the bonding in the solid, two different approaches
may be used.

1 Materials with weak bonds

The potential box model can be refined by imposing on electrons a potential generated
by aregularly spaced crystal lattice, in which the Coulombic potential varies inversely
to the radius (1/r) of each electron from an ion at any lattice node. In Figure I-1,
the row of atoms along axis Ox with periodic spacing a, the lattice constant, has
electrons in an orbitals radius R (Figure I-1-a). A 1-dimensional representation of the
potential energy of electrons is given in Figure I-1-b, with the condition that a <2R.
Admittedly, in using the term ‘potential energy’ rather than ‘potential’, we fall into a
slight linguistic error, however the term ‘potential energy’ is widely used in material
physics and quantum mechanics.

When an electron moves towards any nucleus in the lattice, the potential it
undergoes varies according to the direction defined by line Ox, which runs through
the nuclei. Changes in potential with respect to Ox have no actual physical meaning
as conducting electrons are actually situated on the outer layers of atoms. In using
line D, however, which does not pass through lattice nuclei, the electron to nucleus
distance no longer tends to zero and potentials going to finite values can be resolved.
In addition, with the superposition of two potential curves, due to a <2R, the barrier
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Figure I-1, Weak bonds: (a) atomic orbitals (s type with radius R) in a regular lattice of peri-
odicity a obeying the condition a < 2R; and (b) 1-dimensional representation of the resulting
potential energy (thick line) observed by electrons.

which exists mid-way between two adjacent nods is lowered, and thus, for a solid, a
potential with periodic fluctuations can be resolved. The initial representation using a
flat-bottomed well—which implied that electrons are free electrons—is now replaced
by a wavy-bottomed well and to a first approximation in 1-dimension (i.e. r = x), the
potential is now defined by V(x) = wqcos %a’-‘x. As a decreases below 2R, wq also
decreases and with it perturbations due to the crystal lattice. In reality, treatment of
this problem by the method of perturbation becomes increasingly plausible as the
value of a decreases with respect to 2R. An approximation for a half-free electron,
according to the Hamiltonian 1%t order of approximation, HD = Wg COS 27“)(, is an
improvement upon that of a free electron (which ignores HM). As an electron delo-
calised within a metallic lattice has a low value of wo, the theory developed for weak
bonds can also be applied to bonds within metals.

2 Materials with strong bonds

The way in which strong bonds are treated closely resembles a chemist’s point of
view, as the properties of a solid are derived from orbitals of constituent atoms and
the chemical bonding can be specified using a linear combination of atomic orbitals.
This reasoning is moreover acceptable when the electrons under consideration are
attached closely to bonding atoms, as approximations of strong bonds are justifiable
when a > 2R is obeyed (Figure 1-2-a).

An approximation can therefore be made for covalent solids in which valence elec-
trons ensuring bonding are localised between two atoms (for bonding states in more
detail, see Appendix A). However, if we study potential curves using Ox, we obtain
a function which diverges when electrons are close to nuclei. While discontinuity
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Figure I-2. Strong bonds: (a) atomic orbitals (s type with radius R) in a regular lattice (lattice
constant a) obeying the condition a > 2R; and (b) 1-dimensional representation of the resulting
potential energy (thick line) observed by electrons.

is removed when line D is used relative to valence electrons, two scenarios may be
envisaged:

Ifa > 2R, very deep potential wells appear because there is practically no overlap
between potentials generated by adjacent nuclei. Taking this argument to its limit,
if a chain of N atoms and N valence electrons is formed with sufficiently long
bonds to make N electrons independent in N deep, independent potential wells,
the energy levels (Ejoc in Figure 1-2) are degenerated N times, are all identical and
therefore indiscernible from one another.

If a > 2R, the decreasing gap between atoms induces a slight overlap of poten-
tials, generated by adjacent nuclei, and potential wells, therefore, are no longer
independent. Subsequently, degeneration occurs in which the electrons of one
bond interact with those of neighbouring bonds to break-up energy level bands.
It should be noted though that the potential wells are, however, considerably
deeper than those found for weak bonds (a < 2R), so much so that electrons
remain considerably more in the locality of each atom to which they are attached.
We should also note that, unlike for weak bonds, simple treatment using the
perturbation method is no longer possible due to the considerable depth of the
wells.

Most of the remainder of this chapter will detail the determination of energy levels

and bands in 1-D for strong bonds. Beforehand though, and by way of comparison,
we will consider the origin of energy bands due to weak bonds.
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IT Band Structure in weak bonds

1 Prior result for zero order approximation

While the description of weak bonds corresponds essentially to that of metallic bonds,
it would be more appropriate to outline reasons for the origin of potential bands
in which electrons are found, as represented in Figure I-3 which follows on from
Figure I-1.

Initially we should remember that for free electrons (zero order approximation)
potentials correspond to that of a flat-bottomed well (horizontal line joining nodes in
Figure 1-3). For this system where the potential (or potential energy) V = V0 =0,
the amplitude in Schrédinger’s wave equation is expressed as AYY + zh—g‘E\IJO =0.
By favouring real solutions and assuring the propagation of a wave associated with an

electron by using K2 = é—TE we have ¥ = Aeka; elsewhere, the curve E = f(k) is

2
obtained from E = E° = ;l—mk2.
We have seen that lattice effects result in a perturbed periodic potential. From this
the first term of a developing Fourier series allows an approximation to be made:

21
vavl = W(X) = wWgCcos —X.
a

The function of the wave is itself perturbed and takes on the form of a Bloch function
Le. Yx(x) = dfou(x) = eikxu(x), in which u(x) is a periodic function based on the
lattice constant a. The reason for this is that the wavefunction must remain unchanged
while undergoing translations of modulus a (T,) which imposes u(x) = u(x + a): cf.
remarks in Appendix A-2, Part IV,

2 Physical origin of forbidden bands

Figure I-4 shows a regular chain of atoms and two incident rays. Incident rays are
reflected by lattice atoms and constructive interference occurs when the difference
in step (A) between two waves is equal to the ray wavelength multiplied by a whole
number.

In a 1-D system, the difference A of parallel waves 1 and 2 after reflectionis A =
2a, however, incident waves undergoing maximum reflection will have wavelength
A, such that A = 2a = n A,. In addition, we should note that if the vector modulus

Potential energy

: Ly O A
(spatial origin taken 4 |
from lattice node).
. H \% - \'tl 0

w(x) = wpcos 2t x| . ¢ ;
a - > $

o V s N e N — X

Figure I-3. Potential energy curve w(x) = wg cos %x showing wg < 0.
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(1)
—~ i (2)

Figure 1-4. Bragg reflection for a 1-D.

ofawaveisk = 2%‘, incident waves with k = k, = i—: = n undergo the maximum
reflection, according to Bragg’s condition.

Using the zero order approximation, the amplitude of an incident wave associated
with an electron in a weak bond is only slightly perturbed such that ﬂf‘lz = Aelt*,

The time dependent incident wave is therefore written as [\llg(x, ) ]ine. =
Ael®*=90 and is expressed as an incident wave progressing in the direction x > 0.

Whenk = k; exactly, the reflected wave tends towards x < Qand [\IJEn (X, Def. =
Aeitknxtot)

When stationary waves are formed from the superposition of incident and
reflected waves, for which k =k, = n7, both symmetric and asymmetric solu-
tions are formed ie. Wtn cos(“,T“x)e_i‘”l and ¥ sin(%x)e'i“", respectively.

Concerning electrons fulfilling k =k, = n for these two wavefunctions there

are two corresponding probable electron densities: p* = W W r cos("2x) and
pT =V sinz(“,T“x).

For any single given value of ky, the probable electron densities p*, p~, and p
for electrons respectively described by stationary waves W and W™ and the progres-
sive wave [Wy, (x, t})] = Ae!kox=ob are shown in Figure I-5. The progressive wave
corresponds to p = constant, and when k = k;, can ouly exist by neglecting any
reflections due to the lattice with spatial period a. With the zero order approximation,
V = V0 = 0; when V # Vo, this type of wave can only exist when k # k.

In Figure I-5, we can see that:

— p displays the highest concentration of electrons close to nuclei in a configuration
which corresponds to the lowest average energy w* (the small distance between
electron and nuclei results in a high modulus of negative Coulombic energy);

p(x)

- 47 = constant

a nuclei

Figure I-5. Electron densities p1, p~ and p associated, respectively, with stationary waves
Wt W™ and a progressive wave.
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— p~ shows a maximum concentration of electrons mid-way between nuclei in
a configuration’ associated with the highest energy w™ (high average electron-
nucleus distances result in low Coulombic potential moduli);

— at p = constant, where there is an equal distribution of electrons associated with
an intermediate electron-nucleus distance, the configuration corresponds to an
intermediate energy, which approximates to that of a free electron.

Finally, two different energy values are generated by two physical solutions, W
and W, for the same value k; of k(k =k, = n%), and this dispersion, or degen-
eration, of energy values is represented in Figure -6, in which E = f(k). The ‘gap’
Eg = w~ — w™ is a forbidden band because, at the same value of k = ky, there is a
discontinuous change from values of energy wt to w™.

3 Simple estimation of the size of the forbidden band

The wavefunctions W+ and W™, normalised for a segment L = Na, corresponding to
a 1-D chain of N 4+ 1 & N atoms, are such that:

L=Na ) T
+ 2 _ + _ | = had

/O WrE)Pdx=1 or W (x)—\/:cos(ax),
L=Na 2 T
— 2 _ - _ s b

/0 " X)|dx=1 or W (x)_\/:sm(ax).

E A

0]

T 2n '
a a k

Figure I-6. Curve E = f (k). The zero order approximation, corresponding to perturbation

potential w(x) = 0, results in energy E0 = %.Thus lattice-electron interaction is considered
negligible, just as for a flat-bottomed well.

Through waves associated with electrons at atoms in a regular chain ,the lattice results in two
solutions for energy for each value k =k, = n%, with wT < w™ as detailed in Section I1-2.
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The gap in energy, equal to Eg = w~ — wt = —(w' — w™) gives us:

Eg = —((¥H[w(x)|¥+) — (W7 |w(x)|¥7)

2wy L 2n 2 T . oT
= —— cos| —x [cos —X — sin —x] dx
L Jp a a a

2 L 2
= il cos? (—nx> dx.
L 0 a

As wo must remain negative, the potential energy curve goes through a minimum
at the nuclei where the origin is placed, as shown in Figure I-3, and we obtain a
positive value for Eg = —wy.

As Eg = |wpl, stronger electron-lattice interactions, and an increasing wq, result
in a larger forbidden band.

IIT Floquet’s theorem: wavefunctions for strong bonds

1 Form of the resulting potential

Figure I-7 represents an infinite chain of atoms spaced distance a apart with a > 2R.

As the atoms are numbered . .. (0), (1), (2),...(s — 1) and the origin is at the
nucleus (0), the distance between the nucleus of atom s from the origin is r; = s.a.

Using the layout shown above, the potential generated by atom (s) at a point
in space located by T, or v¢(T), is the same as that generated by atom (0) at point
', similarly denoted vo(7'). In giving T; = sd, and using Ty +7 =T, we obtain
vs(T) = vo(T') = vo(T — Ty). In addition to the potential generated by atom (s), any
electron placed at T will undergo a potential v (T) = vo(T — fs_|) resulting from
neighbouring atoms (s — 1), and so on for other atoms. We can therefore sum the
resulting potential in terms of T over an infinite chain:

s=+o0c §=+00
V(=) v(®)= )Y v(f-F). (1

T T

.

AN
LY

T, =(s-1)a ! T

T(s-2) —
]| o o / — (2) [ (s-1) /(s)
-

r

' -}
@-

NUAND,

~sa

L

a

v

Figure I-7. Atoms in a [-D infinite chain.
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We can now note that the resulting potential, V(T), is periodic with respect to a,
and that symmetry imposed by an infinite chain results in a potential in T which is
the same if calculated using ¥ — @, ...,T — sa, ... and so on. We can therefore write,
independent of s being positive or negative

V(F) = V(f — &) = V(F — s3). )

As the potential V(T), in which is placed each electron, is a periodic function,
the corresponding wavefunction is a Bloch function. We shall use these results to
establish Floquet’s theorem in Section 3.

2 The form of the wavefunction

As shown in Figure I-8, if a valence electron on a nucleus s is not influenced by
the presence of neighbouring nuclei, as the atoms are far apart, then the potential at
an electron at T is reduced to vs(T) = vo(F — T5), and therefore V(T) ~ vo(T — ).
Subsequently, the obtained wavefunction corresponds to that of a lone atom s with
atomic wavefunction Y¢(T).

If the atoms are moved close enough together, an electron placed in t will be
influenced by more than one and its wavefunction cotresponds to a molecular orbital
derived using the LCAO method (see Appendix A-1). That is:

P(F) =Y esthis(),

in which {r5(T) is the wavefunction of an electron from atom s at T.

We can thus see that the form of the solution chosen for a wavefunction is identical
to that followed by the potential in which an electron is placed.

By the reasoning developed above for an electron and the potential to which it is
subject, the wavefunction s(T) relative to an electron positioned at f from an atom
s is identical to that of the same electron placed at ¥’ on an atom (0):

Ws(T) = Yo(r), orwith I =T+, Us(T) = Yo(T = Ts).
We can thus write, in a manner similar to that for the potential:

+o0

() = )Y cabo(F—T) 3)

§=—00

(s-1 () (s+1)

€

LN AN LN
NN AN

Figure 1-8. System of effectively independent atoms.
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3 Floquet’s theorem: effect of potential periodicity on wavefunction form
For an electron at T belonging to an infinite, regular chain, the wavefunction can be

written:

— 1in the form of a linear combination,

+o00

Y(E) =) co(f—T), 3)

§S=—0C

corresponding to Hiickel’s wavefunction representation;
— orin the form of a Bloch function, under which the electron is subject to a periodic
potential (see Part II-1), and

P (r) = e*u(r)  with u(r) = u(r +a). 4)
Initially, the Bloch form applied to a wavefunction calculated in T + @ results in:
(P +8) = K F D07+ 5) = KeWu(F) = ey (7) (5)

Using Hiickel’s expression (3) to develop s (T) as described in eqn (5), we obtain
a first expression for g (T + a):

kG +8) = eNloglo(F) + oo (F— )+ +ebo(F—sDL. (6)
Directly performing a Hiickel type representation of Y (T + a) yields:
Y (T +23) = coPo(T +a) +cYo(T+a —a) + -+ csPo(T +ad — sd)
toepbo(f+a—[s+1a)+---. @
If we identify term by term through (6) and (7) we obtain:
ecoo(F) = (). or ¢ = coeltd

Mo Yo (F—d) = coPo(F+d—28)], or ¢ =cpe™
Mo (F — s3)] = cop 1 Wo(F+3a —[s+ 1]a), or cep1 = cee'*@

We therefore have, as a general rule:
Co = Cs_]elka — Cs—2elk‘2a —_ .= Coeik~sa — C()eik'r“ (8)

We are thus brought to the final form of the wavefunction, or Floquet’s theorem,
which can be written in two equivalent ways (using the notation ¥(r) = Y (T)):

Y(E) = 3 ealis(F), with ey = e N0 Y(F) = (7)) = e Y M) )

or.
+00

oo
Y@= ) ebo(f—T)=co ) e Nyo(F—F), withFy=si.  (10)

$=—00 §=—0C
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IV A study on energy
1 Defining equations (withx =r:1-D)

We shall consider a specific atom s and its neighbours. The resulting potential, around
this atom, is V(x) as described by the dotted curve in Figure [-9. Alternatively, if
the atoms are sufficiently spaced out to be considered independent, the equivalent
potential would be Up(x). Figure 1-9 represents Up(x), generated in terms of x by
atom s, which is the same potential Ug(x + a) generated by atom (s + 1) at (x + a).
This results in Ug(x) = Up(x + a), in which Uy is periodic due to there being isolated
atoms in the chain.

Equally, we can see that for x € |r; — 5,1y + §| we have V(x) ~ Up(x).

When W(x) = V(x) — Ug(x), for ry— 5§ <x <1+ 5, W(x) is small; in
addition, as V(x) < Up(x) and now W(x) < 0.

Detailing the Schrodinger wave equation:

— for an electron described by the wavefunction Wy (x) and placed in the result-
ing potential V(x), in which Wy (x) and V(x) take into account effects from
neighbouring atoms:

h2
EWy(x) = —EAllfk(X) + V)P (x); (11)

— or for an electron belonging to an isolated atom s: the wavefunction of an electron
positioned in terms of x from the isolated atom is W¢(x) = Wo(x — sa), while the

A

Potential
Energy

V.

Figure 1-9. The function W(x) = V(x) — Ug(x).
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potential is Up(x) = Up(x — sa). Noting that its energy is Eg, we now have

h2
Eodo(x —sa) = —EEAIIIO(X —sa) + Up(x)Wo(x — sa). (12)

Multiplying the two parts of eqn (12) by coe!*™s (with ry = sa), and integrating
over s:

) K2 .
Ep XS: coe g (x — 1) = ~5m A |:XS: coe™ g (x — rs)]
+Up(x) Y ™ go(x — o).

Taking into account eqn (10), this can be rewritten as:

52
EoWk (x) = —%Allfk(X) + Up () (x). (13)

In taking the difference [eqn (11) — eqn (13)], we obtain:
(E — Eg)Wy (x) = [V(x) — Up(x)] W (x) (14)
And the potential, V(x), if periodic, gives V(x) = V(x — 15) and thus:
Wix) = [V(x) — Up(x)] = [V(X — ;) — Up(x — 15)] = W(x —15). (15)

We should note that W(x — r,) is a function with period a, and is consequently
independent of s even though the parameter can be brought into or taken out of the
integral sum.

Developing eqn (14) gives Wi (x) according to Floquet’s eqn (10):

(E — Eg) Wk (x) = co »_ e* ™ W(x = ro(x — o). (16)

2 Calculation of energy for a chain of N atoms

We can directly obtain the following equation by multiplying eqn (16) by Wy (x) and
integrating over a range of N atoms from 0 to (N — 1):

(E — Eo) (001 (0)) = co ) _ ™ / VEOW(x = r)bo(x — 1) dx. (17)

With eqn (10), we obtain

s=N—1 t=N-1

(OO ) = leo” Y Y TR (x = r) o(x — ).

s=0 t=0
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As (Yo(x—r5)[Yo(x — 1)) = 8L (with 8, = 1if s =, 8! = 0if s £ 1),

s=N—1 t=N-1 s=N-1
(W OIB)) = leo* Y Y g = oo Y e ®TR = g PN
s=0 t=0 s=0

Normalisation of the function Wi (x): (¥ (x)| ¥ (x)) = 1 = |col?. N, gives

1
= —. 18
o 7 (18)

From eqn (17) we can deduce that with W (x) =cj >, e ikn Yo (x—1p),
(E —Ep) = lcof* Y e Y e / Y5 (x = OW(x — i) po(x — 15) dx,
S t
and through eqn (18),

1 .
E-Eo=g ; elk(s-va / U(x — ta)W(x — sa)Po(x — sa) dx.

The latter can also be written:

E=Eo+ % > TR U (x — @)W —sa)lo(x —sa)).  (19)
s,t

Using Hiickel’s approximations, which assume couplings only with first
neighbours:

(Po(x — ta)|W(x — sa)|Wo(x — sa)) = (Ye|Ws)

—a fors =t(witha > 0as W < 0)
=1 Pfors=t+1
0 for all others.
(20)

(As W < 0, we also have B > 0, if orbitals ¥; and W are of the same sign: cf.
Appendix 1, Section IV).

Given the approximation, the integration of energy in eqn (19) over s from sy = 0
tosn—1 = N — 1) yields:

1 e eran
E=Eo+ g [Z elK OV [W g, ) + Zeﬂ“ﬁl D (s |[W [ W5, )

Fot Zeik“N*l—”awaWww_l>] @h
t
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Each term between the square brackets has N terms, as s takes on N values, and
therefore each term yields the same contribution, in the form:

Zeik(sj"—t)ahbtlwmjsj) — eik(o)a(—oc) +eik(*‘|)a(_6) +eik(+1)a(_6)
t

Sj:t Si:lfl Sj:H—l
= —q — Beﬂka _ Belka

Finally, the term inside the square brackets of eqn (21) is equal to N[—a —
Be~ika _ Beika] and thus E can be expressed as:

) ) ika —ika
E=Ey—a— Be_lka _ Belka =Ey— [a + 26 (#)]
= Eg — [0 + 2B coska].

This can be rewritten as:

|E=Eg—a—2Bcoska | (22)

Figure I-10 shows a graphical representation of the energy dispersion curve E =
f(k). The amplitude of variation in E, with respect to k, is equal to 4. Appropriately,
allowed bands increase in size with higher values of B due to strong interactions
between electrons on neighbouring atoms.

i T | M
-T/a -m/2a 0 n/2a n/a

Figure I-10. Energy dispersion curve for E = f(k), within Hiickel and strong bond
approximations.
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3 Additional comments: physical significance of terms (E¢ — o) and B;
simple calculation of E; and the appearance of allowed and forbidden
bands in strong bonds.

a Physical significance of terms (E¢ — ) and B

From eqn (12), EgWo(x —sa) = ~%A¢o(x —sa) + Ug(X)ro(x — sa), and with
eqn (20) we obtain:

hZ
Eo = (Yo(x —sa)| — EEA + Up(0)|dro(x — sa))(12")

—a = (Po(x—sa)|W(x—sa)|¥o(x—sa)) (one of Hiickel conditions in eqn (20))

so with W(x — sa) = W(X) (eqn (15) gives periodicity W):

2
Eoy—a= <\lfo(x —sa)| — ;—mA + Up(x) + W(x)[bo(x — Sa)>
. h2
= <¢S(X)I - 2—A + Up(x) + W(X)I\bs(X)> ,or:
m
h2
(Eo—a) = <\I!s(X)I - ﬁA + V(x)|x1;5(x)>, as V(x) = Up(x) + W(x). (23)

From the terms within brackets we can now say that:

— Ey represents the energy of an electron situated on a given atom s subject to a
potential, Ugp(x), resulting from the given atom;

— and —a represents the energy of an electron situated on a given atom s subject to
a potential, W(x), resulting from that given atom and its neighbours;

— the term (Eg — a) = E;, represents the energy of an electron situated on a given
atom s subject to a general potential, Ug(x) and W(x), resulting, respectively, from
that given atom and its neighbours, as shown in Figure I-11.

From eqn (20) we have seen that —B = (Yo(x — ta)|W(x — sa)|yo(x —sa)) =
(Ure|W | Pg), with s = t + 1. This term corresponds to the coupling energy of an elec-
tron, at given atom s, with electrons at adjacent atoms (t) and such thatt =s 1,
which are in the same orbital. This coupling is brought about by the intermediate
perturbation potential (W(x)) resulting from neighbouring atoms which gives rise to
an increase in degeneration, shown in zone II of Figure I-11, corresponding to the
allowed energy bands in Figure I-10.

As lattice atoms are brought together and a decreases the perturbation W increases
and the permitted band increases in size as shown in zone II of Figure I-12.

Elsewhere [Ngu 94], the term —p can be seen as the energy of the electron
population associated with the covering integral (ro(x — ta)[{o(x — sa)).
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>

decreasing

Eq+2pB

E,= (W|H : ;
0 (\I’I |‘V> Increasing degeneration
by coupling (allowed band)
Degenerated energy levels of E,-2B
electrons in state Y and belonging to
neighbouring, independent atoms Coupling effect (B) between electrons of
(without coupling). the same electronic state (y) belonging
to adjacent atoms.
1 11
< @ > < & >

Figure I-11. Scheme of coupling effect between electrons in the same electroni state. In zone
II, the interaction between atoms increases, and a decreases, with f(a).

»

Gap between atoms ./AEE)W +2pY
(a decreases)
(Allowed band)
’ Y \d
E0W= <\V‘H‘\y> EO -2p Y
Eg Forbidden
band
A
E)’+2p" ——
9 _ E/ ¢_ 2 o
Ey”= (0| Hlo) 0 % (Allowed band)
A

No coupling of 2 degenerated levels,
corresponding to states ¥ and @

of each atom with independent
neighbours.

Coupling effect of adjacent atoms each
with two, different electronic states y and ¢
(for example B° =(p,[WIp.)).

< > <« >

Figure I-12. Scheme to first approximation of formation of a forbidden band from electrons
with different states of ¥ and .

b Comment on simplified energy calculation

With H = —%A + V(x) we have following eqn (23)

(Eo — ) = Ej = (Us(x)[H]Y(x)).

Often the term (Eg — a) = E6 is noted as —a as it can be obtained by a more direct
calculation, which inconveniently also hides certain physical realities.
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Thus, the following can be written:
Y TN H )
(kM) _ 5
(Ui} DD IR AT
S t

E=Ek) =

By using the relationship (5| ;) = 84 and considering that Hiickel approximations
can be given as

Hgs = (Us|H| s} = —a = Coulomb integral = negative constant, given the origin to
be the energies of an electron at infinity (cf. p. 58 of [Ngu 54]);

Hg = (Ws|H[¥¢) = —P for s # t with s and t as adjacent neighbours (—f < 0, is
the resonance integral between electrons s and t); and as the double integration is
equivalent it can be ignored, saving a not inconsiderable amount of time and tedium,
we can directly derive

E =E(k) = —a — Be*® — e = —q — 2B cos(k.a).
In this latest Hiickel approximation:

— first, the term Hgs = —a is identical to the term Ej = Eg — a of Part IV-2

-— second, the term Hy = —P for s = t &£ 1, can be written as:
h?.
Hg = (Ys[H[Yt) = <1l!s _EA + V(x) 1|1t>

h2
———A +Up(x) + W(x)
2m

= <¢s m)

= Eo(Ys¥e) + (Us|Wibe) = (Us[Widn).

in which the initial value of —f is found, as proposed in Section IV-2.

¢ Conditions for the appearance of allowed and forbidden bands

For a forbidden band to appear within a system (zone II of Figure I-12), at least two
distinct band levels (zone I of Figure I-11), need to disintegrate. It is here that we
realise that each atom in a chain presents two distinct orbitals, ¥ and ¢, such that

Egy = (YH| )| and ESP = {@pH|o)| (see Figure I-12). For crystals in which electrons
from different states, type p or s for example, are made to interact, or for crystals
made up of different types of atoms (see Section V-1 below), or even crystals which
exhibit dissymmetry (see Section V-2 below), a band gap (Eg) may appear.

As schematised in Zone II of Figure I-12, when atoms move closer, the degenera-
tion of each level initially results in allowed bands which remain close to the original
band level. As a becomes sufficiently small, and breakdown increases, the degener-
ate levels mix (shown at point M in Figure I-12) and a forbidden band results. This
phenomenon will be detailed further in Chapter 2 using the example of carbon in
3-dimensions.
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V 1-D crystal and the distorted chain

1 AB type crystal

Taking a 1-D crystal formed of alternating A and B type atoms, separated by distance
a, with a total of 2n = N A or B atoms as described in Figure I-13, we can easily see
that the repeat unit is 2a.

For electrons on atoms A and B, with corresponding wavefunctions ¢4 et ¢, we
shall call their respective energy levels Ex and Eg. This scenario can be equated in
a manner similar to that shown in eqn (11), with the exception that here there are
two equations, each specific to atom A or B. By using a linear combination of atomic
orbitals, with N pairs of A and B atoms, the proper states can be determined using

N/2

) = Z(\’kjWAj) + kil o)),

=1

and by following Floquet’s theorem, vy; = ay exp(ik2ja) and ng; = by exp(ik2ja).
In going further with the hypothesis that there is a slight superposition of adjacent
neighbouring orbitals,

(aileaj) = 3 = (eBilep)) and  (@ailgg)) =0

and we obtain a wavefunction for which normalisation can be performed using |ax |> +
by |* = 1):
N/2
) = N7V2 Y " exp(ik2ja) axloaj) + bile;)]-
=1

The equation, in proper values, is H| k) = Ey [k ), with

——A +ZVAJ +ZVBJ,

in which the potentials V4j and Vg; are defined for a lone atom. Multiplication of
the last equation by |@aj) and then by |@g;), gives rise to two types of equations
which can be made compatible by use of a second degree equation (see [Sap 90] for
further details of this procedure). From these, we obtain two solutions for the energy,
E~ and E*, of which the difference AE = E™ — E~ corresponds to the forbidden
band and the result is shown schematically in Figure I-14. When k = 0, the curve E~
corresponding to the lowest energy band represents the bonding orbital Wy , while the
highest energy band represents the anti-bonding orbital W4 and is shown by curve E*.

Al Bl A2 B2 Ai / ,_?J ~ An-l En- 1 An Bn
4 o —O .77 O—@—O0—@ c—e—=0
ety

Figure I-13. Alternating chain of n pairs of A and B atoms, with n varying from 1 to N/2.
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E A

State ¥,

State ¥,

Figure I-14. Dispersion curve E = f(k) of diatomic system AB.

2 The distorted chain
a Representation

In contrast to an alternating chain, in a distorted chain each atom (A) is u = i%‘
apart, resulting in the distribution shown in Figure I-15.

While the repeat unit is 2a, as A and A’ are identical, E = E,/. Figure I-16
details the bands obtained. For comparison, the dashed line describes E(k) for an
undistorted chain with repeat unit length a, while the continuous line describes E(k)
for the distorted chain with repeat unit length 2a. The distortion provokes a gap Eg
with k = £m/2a.

b Conditions required for calculating a distorted chain

Only by considering the energies Egefor and Erejax can it be seen if a chain will undergo
deformation. The former term is the energy necessary to produce a deformation
between two atoms, and the latter the relaxation energy gained following the opening
of a band gap.

u

g&ao;a@ k@—//—@c o0 —60—0
. A
—g

Pk "':“=‘al/2r'}‘j§a1/2 A A AL A Ay
éli .1" Q'Z J . @ o
e *—°

Al ‘

iyl .

ata d—ay

Figure I-15. Distorted chain of identical atoms A and A’ separated by alternating short and
long bonds.
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1

Figure I-16. Dispersion curves E = f(k) for a distorted crystal (continuous line) and undis-

torted (dashed line). In supposing: (¢4 ]|H|<ij) = —PB and ((ij|H|<pA_/) = —f», we obtain
J= j

[Ben 91]: AE(y — yr/22) = Eg = 2(B1 — B2). In addition, supposing that By and By are of

the form —B; = —B +au and —Br = —B — au (with a > 0 [Caz 96]), we finally obtain

Eg = 4a |ul.

— Egefor - this is the energy due to changing from a structure with regular spac-
ing (a) to a structure with repetition unit of 2a, consisting of alternating long
(a + ap) and short links (a — a;). Egefor can be described by Egefor = lNkC|2u|2 =
2keNu?, in which N is the number of atoms of type A or A’ and |2ul is the stretch-
ing or contraction modulus of the ‘spring” which mechanically joins two atoms
together. In addition, we can note that for two atoms harmonically coupled by an
elastic force f. of constant ke, fo = —ke(2u);if 2u > 0, fo < 0 and is therefore an
attractive force.

— Erelax corresponds to the reduction in the electronic energy of a system going from
the filled energy band of a system with period a (of energy E) to that with period 2a
(denoted E™). Figure I-16 shows the approximate value of Erel4x, corresponding
to the reduction in energy of the most energetic electrons which are suscept-
ible to participating in conduction bands. Section VI-3 details a more rigorous
determination of Eejax.

If AE = Egefor — Erelax < 0, i.e. the energy gained by relaxation is greater
than that required for deformation, there is a reduction in energy and the system

is stable when the value of deformation, ug, is such that [%] = 0. Following
u=uy

dimerisation, or rather the generation of alternating bond lengths, a gap is formed
with = +7/2a which is termed the Peierls metal-insulator transition.
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VI Density function and its application, the metal insulator
transition and calculation of Ejax

1 State density functions

The density function of each state can be calculated with respect to the dimension of
energy, or the dimension of the space reciprocal (k).

a Definition of state density functions

The state density function within energy space, denoted as Z(E), is such that Z(E)
dE represents the number of electronic states within a unit volume, each described
by a wavefunction and having energy between E and E + dE. For a 1-D system,
L = 1. In the same manner, when considering a unit volume defined by k, the state
density function is described by n(k) such that n(k)dk represents the number of
electronic states for which the vector k is between k and k + d_1)< The corresponding
Figure I-17 shows that k, which can be negative or positive (privileged solutions for
wavefunctions may equally propagate in negative or positive values of k), in 1-D,
should give:
Z(E)dE = 2n(k) dk

By way of explication, in terms of space energy the interval dE corresponds, ink space,

to an interval of 2.dk which is situated between k and k + dk. This correspondence
can be seen more clearly though using Figure 1-17-b by reducing the 2D model to the
1D model; once the ky axis is considered only, we can see that there are two intervals
dk (dotted line with ky).

b Determining state density functions

In evaluating n(k) we note that in reciprocal space, electrons are divided between
cells of size Ak = gL’l which corresponds to the quantification of space in k obtained

(a) Al (b)

. — ———» L +dk
k +dk

Figure 1-17. Relationship between energy space E and space k with E = R2k2 /2m: (a) 1D;
and (b) 2D.



1 Band and electronic structures in regular 1-dimensional media 23

from the periodic limit condition (PLC), or Born-Von Karman condition, which is
such that for a network of length L. = Na, {rk(x) = Uk (x + L). With
Pi(x) = e®*u(x)
= Yx(x + L)
— eik(X+L)u(X +L)

asu(x) =u(x+a)=u(x+2a) =...ux+ L),

= el = |, or KL = 2mtn, with whole values of n.

The difference between two consecutive values of k obtained for An =1 is thus
Ak = %" as detailed in Figure 1-18-a. This interval corresponds, on average, to the
electronic function Y (x), in other terms an actual state. We should note, however,
that there are two functions corresponding to two values of k taken at the extremities
of the interval, but each of these functions is shared with this adjacent interval, giving
on average one function per Ak. Interestingly enough though, on taking electron spin
into account, which allows two functions ¢k+ (x) and {, (x) for the same state k, over
an interval Ak, we can place two electronic states, i.e.: n(k). Ak = n(k). (%)
2, = nk) = %; (for L # 1, the number of orbitals is N(k) = L.n(k) = %).
2 1

ST

L=1 "

From Z(E) dE = 2n(k) dk, we can deduce that Z(E) =

dk
When considering a linear chain of N atoms, we can use eqn (22) of Section IV:

dE 1 1
E =Ep — a — 2B cos ka, ord— = 2Pa sin ka, in which: Z(E) = —

k nfa sinka’
With 5
E—-E
sin®(ka) = 1 — cos’(ka) = 1 — T tote .
28
we obtain: | |
Z(E)=— X .
T[Ba 1 E+a—-E 2
26
@ te )

a4

E;-20-28 i
Ak =2m/L. i
1 g’ ' —»
k i -
- =Z(E).L
e -m2a 0 m2a  -ma N N(E) = Z(E)

B

Figure 1-18. (a) Dispersion curve E = f(k); and (b) density curve of states for a chain of N
atoms.
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For a complete chain, or length L. = Na, the number of orbitals is defined by

1
| _(E+e2—Eo 2
28
_ON 1

ENG T

N(E) =LZ({E)=NaZ() = % X

a graphical representation is shown in Figure I-18.

2 Filling up zones and the Peierls insulator-metal transition
a Filling up an undistorted zone

For an undistorted chain of N atoms of length L = Na and N electrons in a single
quantum orbital, the number of unit cells of dimension 2nt/L = 27/Na that we can
fit into a Brillouin zone, of size 27 /a, is 227%";‘3 = N (situated betweenk = —x/a and
k = m/a). However, on taking spin into account, 2 electrons can be placed into each
cell and therefore, over the whole zone or chain we can place 2N electrons. As the
system liberates only N electrons, the zone shown by the dashed line in Figure I-16

is half full and electrons there can move easily: the system is metallic in nature.

b The insulator—metal transition

When distortion is energetically favoured, as detailed by the curve E = f(k) in
Figure I-16 which corresponds to a distorted crystal, the zone has the dimension
1t/a (as it cannot go beyond k = —m/2a and k = m/2a). For the distributed N elec-
trons there are only N/2 cells available. In other words, the zone has been completely
filled, and because there are no free places electrons cannot move about, as detailed by
the interior of the curve E~ = f(k) in Figure I-16. This change of state, from metallic
to insulator, is known as the Peierls transition.

¢ Fermi level wave vector and the position of Ex

If each atom liberates a single electron into a particular state on a chain of N atoms
separated by period a, we can determine the wave vector k¢ at absolute zero for
electrons at the highest energy level, otherwise called the Fermi level, which divides
filled from empty states.

At absolute zero, the Fermi-Dirac splitting function F(E) = 1 while E < Er (and
F(E) = 0 while E > Ep) and the number of electrons (N) for a chain of atoms of a
certain length (L) can be calculated by utilising the functions of orbital density Z(E)



1 Band and electronic structures in regular 1-dimensional media 25

or n(k) which are such that:

+o0 Ef EE
N :f F(E)N(E)dE =/ N(E)dE 2/ L.Z(E)dE
E Emin

min Emin

+o0 +kE +kg
N= f Nk)F(k)dk = / N(k)dk = f L.n(k).dk

—00 —kg -k]:

SR Na . n
= Na.— dk = —.(2kg). in which kg = —.
—kp s m 2a

Figure I-18-a shows that, for the undistorted chain, the energy Ef, for kg = 5 is
such that Ep = Eg — a. For a distorted chain, in which there are always N electrons
freed by N atoms, kr = 5 is retained; the Fermi level and midway between occupied
and empty levels at 0 K is thus situated in the middle of the gap Eg, as shown in
Figure I-16.

3 Principle of the calculation of E 54 for a distorted chain

In Section V-2-b, it was shown how E|5x corresponded to the difference in energy
of N electrons on to an undistorted chain (Eqq) and the encrgy of the same electrons
on a distorted chain (Eq) i.e. Egelax = Eng — Eqd.

Figure 1-16 shows the approximate estimation of Ejac determined by realising
that:

— the undistorted chain, as described by the dashed curve E = f(k) in Figure I-16,
electrons participating in conduction are the most energetic and are within Eg for
k=kr = % situated at the intersection of the energy and O k axes; and

— for the distorted chain, the zone between — 7 and 5 is only just full so that the
most energetic electrons, which participate in conduction, are at the highest point
of the band indicated by E~, otherwise written Eo — 204

Erclax as shown in Figure I-16 therefore shows the difference in energy of conducting
electrons in undistorted and deformed chains. In going further, a more rigorous esti-
mation than Ere1;x = Eng — Eg can be made using electrons in both calculations (of
Eng and Eg) which fill cells between —kg and +kg in k space. Thus:

+kp +7/2a .
E,g = / E(ON(K)dk = / E(k)=dk,
—kp —m/2a T

with E(k) = Eg — o — 2B cos ka(E(k) for undistorted chain).

Again, the energy Eg of a distorted system is given by Eg = fj;/;aa E™ (k)%dk,
in which E™ (k) is the energy function of a distorted system, as traced in Figure 1-16.
More detailed calculations can be found elsewhere [pei 55}.
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VII Practical example: calculation of wavefunction energy
levels, orbital density function and band filling for a regular
chain of atoms

Here the example is of a chain in 1-D (along x) consisting of N atoms regularly spaced
by distance a and of length L, such that L. = Na. Specifically, we will be looking at a
closed or cyclic chain which has N = 8 (Figure I-19).

1 Limits of variation in k

The domain in which k can vary can be obtained by periodic limit conditions (PLC),
otherwise known as the Born-Von Karmen conditions. These conditions indicate that
for a cyclic chain the probability of finding an electron at a co-ordinate point X is
unique and does not depend on the number of times the electron has gone around the
chain. This can be expressed as {r(x) = {r(x + L). Given that the chain is periodic, the
wavefunction can be written as a Bloch function in the form { (x) = e®*u(x) with
u(x) such that u(x) = u(x + L). The PLCs applied to the Bloch function brings us, as
shown in Part V1-1-b, to e’ = 1. As | = ¢!2P™ and L = Na, we now have: k = kp =
2n % (with p equal to zero or a positive or negative integers: p = 0, £1, £2, £3, .. ).
Note that by using eqn (22), E = Eg — a — 2B coska = Eg — o — 28 cos kpa.

The representation can be restricted to a single period as the curve E(k) is periodic.
Identical solutions for energy would result from other periods. We obtain the so-called
reduced zones for E (k has period such that —m < ka < 7; withk =k, —% <kp <
% (a reduction of Brillouin’s first zone). As k, = 27[%, —g <p< g as N takes on
successive integer values.

2 Representation of energy and the orbital density function using N = 8

We have just seen that the limits in variation of k;, = 27 % can be reduced to — 7 <
kp < 1.

AsN =8and k, = %p, the successive values of k;, (with —% <p=< %, orp e
[—4, -3,...0,...3,4])are thus:

K n 3z T b4 n ® 3N T
P™ 2’ 42’ 2a° 4a’ "4a’2a4a’a’
8=0 1
7 2
6 3
5 4

Figure I-19. Representation of a cyclic chain with N = 8.
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m _3n

a 4da a a
ky ks ks, k) ko ki k kg Ky

Number of
Z
states (c) (E)

Figure I-20. Representation for N = 8 of: (a) E = f (kp); (b) Z(E); and (c) number of states.

The expression for energy from eqn (22) is now E = Eg — a — 28 coskpa = Eg —
o — 2B cos 7p.

E = f(kp) and Z(E) = g(E) are represented in Figures I-20-a and 1-20-b.

Only one of the shared and adjacent states in k_4 = —7 and k4 = 7 needs to
be compatibilised. It is also important to note that, in contrast to the middle bands
(k-2 and kj), the highest (k_3, k3, k4) and the lowest (k_{, ki, ko) bands are well
‘packed’ due to the cosine form of the energy curve—flattened at top and bottom
and near-vertical around the ‘waist’—from which they are derived. With increasing
N, the phenomenon becomes ever more exaggerated, to the extent that Figure 1-20
would become overly complex; with an increasing value of N, and therefore also kp,
the resulting energy levels would be very tight in both the highest and lowest part
of the band. This qualitatively explains the form of Z(E). In addition, the peak limit
can be drawn for this function from the point at which the curve E = f(k) reaches
a tangential horizontal. As Figure I-20-b shows, the orbital density is highest at the
extremes and least dense in the middle of the band. Thankfully, while with increasing
N the diagrams and functions become more and more complicated, the system shown
here is a sufficiently simple example!

3 Wavefunction forms for bonding and antibonding states

With k = k, and N = 8, the wavefunction of eqn (10) can be written:
xlykp (xX) =c¢g Z?:o exp(ikpta)Po(x — ta), with ¢y = 1/«/ﬁ following normalisation.
We can look at a representation of the function Yrg(x — ta) = Y (x) for s states
(in which the wavefunctions ¢ have quantum number 1 = 0, such that Jro(x — ta) =
Y(x) can be written as Y((X) = @4 (x) given that g4 = AR, j—9(x) = Ce™™*; cf.
Section I of Appendix A-1).
Comment: in eqn (10) we could have summed over index t, which counts the
number of atoms in a chain, in place of s which is reserved for type s orbitals i.e. for
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the state s characterised by 1 = 0. Also, t = 0 = 8 as these two values of t represent
ring closure, as detailed in Figure I-19.

a Atoms without interaction (for N = 8).

By way of introduction, Figure 1-21 shows the general form of the wavefunction
relative to the s states of a chain of 8 non-interacting atoms.

b Representation of the function Yk, (with N = 8) for low (bonding) and high
(antibonding) bands

a-Low band states: p =10

When p = 0, k, = 0 and exp(i kpta) = 1, whatever value taken by t, we have (to
the order of coefficient ¢g):

Yke = @s1 + @2 + @53 + Qsa + @55 + @56 + P57 + $s820

A representation is shown in Figure 1-22.

A
Wi

Dso 9 ) D3 D4 Dss D56 @7 Osg =0y

v »>
] L=Nd
< >
Figure 1-21. Wavefunction of the s state for a chain of non-interacting atoms (N = 8).
f‘l’ko
Ps0 P51 ) Ps3 P4 Pss Ps6 Ps7 Peg=Ps0
#X
]
! L=Nd
< >

Figure 1-22. Representation of Y.
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B-High band states: p = 4.
Asky = %, successive values of t through ksta = wt and exp(jmt) = cos(mt) are
given in the table below:

t 0=28 1 2 3 4 5 6 7
kata=7t O=4xn T 27n 3n  4m S5n 6w T
cos(mt) 1 -1 1 —1 1 -1 1 -1

Also kg = % = 2a and the representation of {ry, are presented in Figure [-23.

¢ Bonding and anti-bonding states

All atoms are in phase and all coefficients exp(i kgta) are equal to 1 for the lowest
band states, as shown in Figure I-22. The resulting wavefunction Wyg exhibits no
nodes as the probable electron density is the same between all atoms, explaining why
this state gives rise to the strongest bonding. As energy increases, k;, increases and
the number of nodes in the wavefunction also increase. This can be seen in Figure 2
in Appendix A-2, in which the real part of the wavefunction yry; corresponding to kj
is shown. In the middle of the band, at which k; = %, the states are neither bonding
nor anti-bonding. This is shown in detail in Appendix A-2, Figure 3 for the real part
of Yi2. However, for the highest level states, at the highest part of the band (k4 = %
and ksa = 7), successive values of exp(jmt) = cos(mt) alternate between —1 and 1
creating nodes midway between atoms (Figure 1-23). At these points the probability
of electron presence is zero as they are distributed in an anti-bonding combination
giving rise to an anti-bonding bond.

As shown in Figure [-24, the bonding states (Wyo, W1, Wx_1) are lower in
energy and more stable than the anti-bonding states (Wy4, Wy3, Wx_3). However,
the energy levels corresponding to Wy, and Wy, are identical (as k, = —k_p, we
have cos kpa = cos[k_pal, as Eyp = Ex-p); these two functions are indeed associ-
ated in both senses of wave propagation due to the chain of atoms being a closed

hg=2a
A(pSZ P53 .(954 Qs Dge Py (RSS =g

4— exp(ikyta)

Figure I-23. Representation of 1y, .
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WYk, "
Eo+2p Antibonding
Vi, Vi, —/—— Eg - 2Bcos(ksa) y states
increasing
Ey={0y|H : , energy)
o= {oulH]ow) (=Y Vo, =——= F;-2ooskp)

Bonding states
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Wi, Vi, L E; - 2Bcos(k;a) (decreasing
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Ivv\ -2
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Figure I-24. Levels and states of energy for a chain of 8 atoms.

Level degenerated 8
times corresponding
to 8 functions Qg

witht=1,2...8=0

ring. Just as for a free electron, we can make an appeal to physical solutions using
cosines (Re{exp[ikpta]})—shown in Figures 2 and 3 of Appendix A-2—and using
sine (Im{explikyta]}). These two types of solutions can be derived by using linear
combinations (respectively, addition and subtraction) of Wy, and Wy .

If, unlike in this example, the chain is not cyclic, then solutions of the form
sin(If]’t—fl) can be obtained and used as coefficients for developing linear combinations
of atomic orbitals (see, for example p. 41 of reference [Sut 93]). And indeed, we can
see in this example that the interaction of neighbouring atoms results in an increased
degeneration, giving 8 levels, each associated with a function of Wy;,. The degeneration
is only partial as the two functions Wyp, and Wk, correspond to the same energy level.
It is worth realising though that each function of Wy, gives rise to two additional
functions, Wyp+ and Wyp. If each atom contributes only one electron to a bond, and
for N atoms there are N electrons, then for our 8 atoms there are 8 electrons contributed
which are spread throughout the available energy levels. And it is for this reason that
only the 8 lowest states permitted are occupied, as shown in Figure [-24. As the
permitted band is only half-full, a conducting state is obtained if the span between
the highest bonding level and the lowest anti-bonding level is small (i.e. N is large).
As we have seen, following Peierls transition, transitions from metallic to insulating
states can occur.

4 Generalisation regarding atomic chain states

In this Section VII, we have taken as example the s states, envisaging that they alone
interact in a chain of atoms. In fact, the results we have obtained here can be extended
to other states (most notably p states). Further details on the more common systems
are shown in Appendix A-2.

VHI Conclusion

The energy levels in a periodic network are determined by the extent to which the
orbitals overlap, which is in turn controlled by the lattice constant a, on which the
potential due to atoms is dependent, and the radius (R) of the outer atomic orbitals.
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When orbitals overlap sufficiently, such that they loose their individual iden-
tities (weak bonds with a < 2R), the semi-free model of electrons is particularly
appropriate. To a zero order approximation, which assumes that the electron cloud
is delocalised throughout a network, solutions for the wavefunction of form s =
A et % are obtained, the & appearing because of degeneration caused by the elec-
tronic wave being directed in one sense or the other. Alternatively, solutions of the
form {r; = cos(kx) or /s = sin(kx), obtained from linear combination of the two
exponential solutions, can be used.

For an electronic wave with a large wavelength, or in other terms k = 27t/ is
low, electrons are only weakly effected by the potential (V) generated by a chain of
nuclei. In Figure 1-25 we can see that changes in V provoke negligible change in the
evolution of the wavefunctions which have energy closely approximating to that of
a free electron (E = 7?k?/2m) and the probabilities of electron presence can, at the
very limit (A — 00), be considered a constant throughout the network (i.e. density
p = constant in Figure I-5). However, when X is small, k comes close to the values
expressed by k = ==1/a and the functions Vs, and Vs tend towards functions |+ and
¥~ (Section II-2), which exhibit an evolution closely following changes in V and the
probable electron presence becomes centred between or on atoms (Figure I-5). The
two functions are very different, as indicated by the resulting presence probabilities,
and correspond to two different energy levels which are separated by a “band gap” of
energy AE = Eg (see Figure 1-6).

A more ‘chemical’ representation can be given for strong bonds which are con-
structed from linear combination of atomic orbitals (LCAO), however, the space
between the atoms remains important, in that each component orbital has an indi-
vidual identity resulting from local variations in the periodic potential. If combining
orbitals are all of one type, the resulting energy develops in the form of a permitted
band of height 4B where P represents the coupling between adjacent atoms.

If only s orbitals are considered, the lowest band states correspond to bonds formed
of bonding atomic orbitals, while the highest to anti-bonding orbitals (see Figure 1-26
in which there is one s electron per atom). The resulting amplitude of the wavefunction
is modulated by the exponential term exp(ikyta); when p = 0, the wavelength tends
towards infinity (and therefore there are no nodal points within the bonding state).

Y YYYY

Figure 1-25. Wave functions i and { for large X.
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1 isolated 2 atoms 4 atoms N atoms
atom
antibonding
orbitals
A
E, T —1
bonding
] orbitals

Figure I-26. Energy levels, without a band gap, formed by s electrons given by atoms in a
chain.

However, when k = w/a, we have A = 2a and the atomic orbitals of two adjacent
atoms are of opposite phase and the nodal points between them exhibit antibonding
behaviour. This can be compared with Appendix A-2 (Parts I and II, respectively) in
which the characteristic behaviour of o—s bonds and n—p bonds are discussed.

For N atoms, N levels are realised, including N/2 bonding levels. As 2 electrons
can be placed into each level (taking spin into account), the N electrons will fill the
N/2 bonding levels, s electrons going into ¢ orbitals and p electrons going into n
orbitals, leaving the N/2 anti-bonding levels empty. Can we also reiterate that for a
given band, of size 48, the higher the value of N, the more closely packed will be the
resulting levels.

We will see that the 1-D model we have treated in this chapter can be extended
to 3-dimensions in which the size and height of permitted bands are related to the
co-ordination number, or rather number of bonds, of a given atom.

We can also see that, as shown in Figure I-16, if bonds between atoms in a 1-D chain
are alternating, then a central band gap is formed. Elsewhere, when different types
of states are involved, a gap in the energy can occur due to the difference in energies
of those orbitals, as shown in Figure I-12. Moreover, when different orbitals—for
example s and p type—mix, bonding and anti-bonding orbitals are formed, and the
difference in energy bands corresponds to the energy of the formed band gap. We will
look at this problem in 3-D, including the formation of hybrid orbitals—for example
sp°—in Chapter 2.



II

Electron and band structure in regular
or disordered 3-dimensional environments:
localised and delocalised states

I Introduction

Calculations based on 3-D environments, using weak bonding approximations, follow
much the same line as the studies made in 1-D. The dispersion curve E = f(k) can be
traced depending on the different directions under consideration (ky, ky and k; for a
cubic crystal). If these directions are not equivalent, and have a forbidden energy for
which the value is direction dependent, then the resulting energy gap in the material
is of the form.

Eg = (Ec)min — (Ev)max in whicb (Ec)min corresponds to the minimum con-
duction band (CB) for all directions k considered, and (Ey)max corresponds to the
maximum valence band (VB) over all directions.

This approximation for the weak bond is, in fact, only applicable to metals. In this
Chapter, we shall look at the electronic bands found within 3-D organic solids and
see that their intrinsic semiconducting or insulating character can only be realised by
considering strong bonding. We shall also consider 3-D regularly networked solids,
considering each node an atom which contributes to the electronic properties of the
material, via:

(i) a single, s-state electron, and using as example the cubic network to determine
the height of the permitted band, otherwise known as the VB.

(ii) hybridised electrons using the specific example of diamond, in which each carbon
atom is at the centre of a tetrahedron and has sp® hybridised bonding states (as
detailed in Appendix A-1, Section II-2); the generation of the band structure
and the forbidden band, which separates bands corresponding to bonding and
anti-bonding states, will be described.

Finally, we will look at amorphous materials.
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II Going from 1-D to 3-D: band structure of networked atoms
with single, participating s-orbitals (including simple cubic and
face centred systems)

1 3-D General expression of permitted energy

To simplify eqn (22) in Chapter I, which relates the energy of a strongly bonded
electron in 1-D, we can rewrite it as

E=Ey—a—p ) e@ o)

t=-1,+1

The sum is for one atom and its two closest neighbours. On considering more than
one dimension though, a simple way of writing eqn (1) is

E:Eo—a—BZe_if(a:“, )
m

in which ap, represents the vectors joining the reference atom with its m closest neigh-
bours. In the case of a cubic lattice, as shown in Figure 1I-1, the closest neighbouring
atoms have vector ay, components:

(£a,0,0) inthe x axis
(0, £a,0) inthey axis
(0,0, 4+a) in the z axis

The energy thus takes the form E = Eg — a — 2B[coskya + coskya + cosk,a], in
which ky, ky, k; are the components of k in the 3 directions Ox, Oy, Oz.

In the centre of the zone, k = kg = 0 (orky = ky = k, = 0); the energy is minimal
and equal to:

E =Ep —a — 6 = E(ko) (3)
In the neighbourhood of the central zone, k ~ kg ~ 0, or ky = ky =k, =0,
coskyar1— @ (ditto for ky and k,), and the energy can thus be written as

E = Eg—a ~ 68 + pa’(k? + k? +k2)
= E(ko) + pk’a’. 4)

A

A 4

|

Figure II-1. Geometry of cubic lattice structure.
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We can now compare eqn (4) with that obtained by a Mac Laurin development of E

using ko:
By = Egg + (— ko (2] + &Ko (82E) (5)
(k) = Eko) 0 ak K 2 ak2 ko ’

As in the centre of the zone, we now have a tangential horizontal (to be compared

with Figure 1-10), (g—f)ko = 0 and the mass can be effectively defined by

hZ
m* = , (6)

32E
k2

so that we can obtain from eqn (5), when k ~ kg = O:

h? 5
Ex) = Exy + m(k —ko)”. 7N

Again, in the neighbourhood of the central zone, where kg & 0, we now have
2

2m*
Comment: The mass m of an electron can be related in the fundamental dynamic
equation Fr = q(Egppl + Eint) = my with Egppi which is the empirically applied
field and y is the acceleration undertaken by the electron. The internal field (Ejnr)
which is derived from the internal potential generated by the nucleus is not well
known and the effective mass m* is defined by the relationship Fex; = qEapp1 = m*y.
Eqn (6) is obtained by calculating the work of the external force (see Appendix A-2,
Section IV-2).

Ewx = Ex,) + k2. (7

2 Expressions for effective mass, band size and mobility
The identification of coefficients k" (n = 0 and n = 2) of eqns (4) and (7) yields:

E(k()) = Eg - - 6ﬁ
I} h 8
Ba’ = , or m*:—l—. ®)
2m* 2pa?
The size of the band can be deduced from the amplitude of the variation in energy
in the first Brillouin zone (described, for 1-D, as the variation in k zone in Figure I-10):

— whenky, =ky =k, =0: E = E(kg) = Ep —a — 6f; and
— whenky =ky =k, = J:E=E(J) =Eo —a + 6p.

The amplitude in the variation (48 in 1-D) of E, which is the depth of the perm1tted
band, changes in 3-D to

AE:E(E) — E(ky) =B = 128 ©)

The result given for a simple cubic network can be generalised by introducing
a co-ordination number Z, which denotes the number of closest neighbours, and in
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our example it is equal to 6 as made evident in Figure II-1. Eqn (9) can thus be
rewritten as
B =278. (10)

Interestingly enough, when mobility is expressed in the form p = %, the intro-
duction of B derived from eqn (10) (B = B/2Z) in eqn (8) gives: m* = BE:ZZ. Interms
of W, we have
qua’B
A
We can thus conclude that semiconductors have narrow permitted bands as AE = B
is small. There is weak coupling between atoms as, following eqn (10), § is also small;
in other words, semiconductors display low mobilities.

W= (11

IIT 3-D covalent crystal from a molecular model: sp> hybrid
states at nodal atoms

1 General notes

We will now look at the case of diamond, a material made up of a regular network of sp*
hybridised carbon atoms. In Appendix A-1, the spatial geometry of bonded carbon is
detailed. The bonds are equally spaced when sp> hybridisation occurs and the orbitals
can be expressed using 4 functions |V >, ¥ >, |W3; >, |W4 > as calculated in
Appendix A-1, Section III. To follow the formation of the different electronic states
and energy levels in diamond, we will sequentially study each step as shown in
Figure II-2, by:

a Isolating carbon atoms

Looking at Figure II-2-a and Figure II-2-b, zone (1), we see that the orbitals of isolated
carbon atoms, with electronic configuration 1s? 2s2 2p?, are characterised by having
two levels, Eg and E;,. Note that in Figure II-3, the atoms C, C/, C" and so on, are
assumed to be well separated.

As we bring the C', C”, C"”, C"" closer to the reference atom C, s and p bands
form following the superposition of wavefunctions. For example, s-orbitals give
rise to bonding and antibonding combinations which tend downwards and upwards,
respectively. This is detailed further in Appendix A-2, Section I-2.

b s And p band hybridisation at the critical point M of Figure II-2(a)

When hybridisation of s and p states is energetically favoured, sp> states on atom
C, described by functions Wi, W), W3 and Wy, are obtained (see Appendix A-1,
Section II-2). In the same way, hybrid states of the atom C’ are represented by the
functions W}, ¥,, W} and ¥, and so on, for the other C atoms.
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Figure II-2. (a) Band formation due to closing C atoms; (b) evolution in electronic energy
levels through successive couplings.

Taking all states together, as shown in zone 2 of Figure II-2(b), and represented by
the functions W¥;)i=12,3.4 W{)i=1,2,3,4 and so on, equivalent to 4N states for a system
containing N atoms, we have energy Eqp3 = Ej . Ep can be calculated relatively simply
using, for example

Ep = (W |H|W)
1 1
= E(S + ¢2p, + ¢2p, + (92pz)|H|§(S + Q2p, + 92p, + ¢2p,)

{(S[HIS) + (¢x[Hlgx) + (¢y[Hlgy) + (¢|H[@)}

N N

{Es + 3E,},
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(--:n

Figure II-3. Relative locations of atoms and available sp> couplings.

with
En = (W2 [H|W)) = (W3|H|W3) = (Wy|H|Wy) = (W HW)) = --- = .

E, and Ej, respectively, represent the energy levels of 2p and 2s states shown in
Figure II-2-b. Thus

1 1
Ep — En = Ep — J{E; + 3B} = (B — E). (12)

¢ Type A couplings between neighbouring C atoms, as detailed in Figure I1-4

Here we consider only couplings (1), (2), (3) and (4), otherwise noted as C — C’,
C-C", C=C",C—C", assuming that interactions that could result from other
bonds are negligible. The bonding and anti-bonding states appear as shown in zone 3
in Figure II-2-b. This is detailed, qualitatively, in Section 2 just below.

d Supplementary effects resulting from type B couplings between molecular
orbitals, as shown in Figure 1I-4

Type B couplings are those between (1) and (2), between (2) and (3) and so on,
and result in the appearance of energy bands as shown in zone 4 of Figure 1I-2-b. A
quantitative approach is detailed in Section 3 below.

2 Independent bonds: formation of molecular orbitals

Zone (3) in Figure 11I-2 (b) shows the states which appear following coupling of two
sp> hybridised orbitals, for example, of C and C'. For this atomic coupling, ® solutions
can be given in the form of a linear combination of each atom’s orbitals. As orbital
|W) is for atom C, and orbital |¥') is for C’, we now have & = ¢c|W¥) + ¢/|¥').



II Electron and band structure 39

C//
\Pz//

B: Coupling
(2) /\between bonds
\{13111 \'P3 l}",

c” (3) C (1) ,)(/
w | A
4 T

277
¥y
C///I

Figure II-4. Representation of successive A and B couplings by projecting plan view of
Figure III-3.

On using line (1) in Figure II-4 to indicate the bonding between 2 C atoms, the
resulting molecular orbital (&) can be bonding or anti-bonding (see Appendix A-1);

1
Q. = —2(|‘1’1)+I\V1))

5

1
Dia = —=(|¥1) — W)
\/E 1

By taking into account pairs belonging to each carbon atom, and assuming them
to be independent, the molecular orbitals which appear about our reference atom C
are, in addition to & and &4

(13)

1 1
o= T=(19) + 95 and Gan = —=(10) - W)

V2

1 " 1 "
O3 = ﬁ(”’” + W) and P3a = ﬁ“%) —1¥3)

1 1" 1 "
by = 75(|\1/2> +[9,") and Pgp = E(I\Ifﬁ — )

The energy levels Ep and Ep are, respectively, associated with bonding and anti-

bonding states. They have the same form as that determined in Appendix A-1, that is:
EL =E; — B and
/ (14)

Note that E(’) = H;; = (¥;|H|W;} = E, = E;p3 and that the coupling parameter
between two atoms under consideration is —f = Hjy = (\Ili|H|lIJi’ ).

Comment For N atoms in a crystal, the number of bonds of type @1 is 2N as each
carbon atom presents 4 possible bonds each containing 2 electrons, and each shared
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between 2 atoms. However, the actual number of valence electrons per atom is 4,
resulting from 2s22p? — 2t*, in which t represents hybrid states, and therefore the
fundamental state carries 4N electrons, which can also be written as 2 x 2N (the
number of electrons per bond multiplied by the number of bonds). All bonding bonds
are therefore full when the symmetrically numbered anti-bonding bonds, ®4, are
empty.

3 Coupling of molecular orbitals and band formation

For a crystal containing N atoms, following the reasoning of Section 2, the energy
level E;, (and E4) is degenerate 2N times, corresponding to 2N bonding orbitals.
We will now look at the effect of coupling between different molecular bonds on the
degeneration of energy levels.

a Effect of coupling energy between hybrid orbitals on the same carbon atom

The coupling energy between two hybrid atoms is of the form: (¥ |H|W¥2) = —A.In
terms of either Wy and W, (given in Appendix A-1, Section II-2-c):

1 1
—A:<§(S+X+Y+Z|H|§(S—X—Y+Z)>

1 1
= (B —Ep ~ By + Ep) = (B — Bp).

We can see that the effect is not zero and that we should therefore expect, for a
covalently bonded 3-D crystal, a non-zero coupling effect between molecular orbitals
bonding two adjacent atoms.

b Coupling effects between neighbouring bonding orbitals
within a crystal matrix

The coupling within the crystal matrix, shown as B in Figure II-4, corresponds to
the form

1 1
V2 V2

Ignoring coupling integrals between non-adjacent electrons, as for example
(W] [H|¥,) ~ 0, results in:

(‘1>1LIH|¢2L)=< (1%1) + W) )H] (|‘1’2)+|‘IJ’2/))>-

1 11 A
O | H|Py) = - (W HIW) = = x = (Bs —Ep) = ——. 15
(DL [H|DaL) 2(1||2) 2X4(s p) 3 (15)
On modifying energy levels of type Er, coupling of molecular bonds results in
an increased degeneration to the level of Ef, = E;, — B.
By analogy to the 1-D system looked at in Chapter 1, wavefunctions of the crystal
must be written in the form of a linear combination of either bonding orbitals, &1, or
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of anti-bonding orbitals, ® . These functions, which are characteristic of a regular
network, should also satisfy Bloch’s theorem and are thus of the form:

[0k () = co 3" e 10,6~ 7)
(DR ()) =0 e [0pG -7

These are the Bloch sums for bonding and anti-bonding orbitals, and are for
electrons delocalised throughout a whole crystal network in 3-D. They are similar to
the wavefunctions used in 1-D to verify Floquet’s theory (eqn (10) of Chapter I).

In the same way as that observed for s-orbitals in a 1-D system (Chapter 1) and
in a 3-D system (Section II-1 of this Chapter), the functions result in a fragmentation
of Er. and E4 levels, as shown in going from zone 3 to zone 4 in Figure II-2. We thus
obtain 2N {dDIl;(F)) functions. Having taken into account 4N spin functions we now
have a full band of bonding states, justifying the term “Highest Occupied Molecular
Orbital” (HOMO), otherwise known as the valence band by physicists. The band
of anti-bonding states though is empty and is known as the “Lowest Unoccupied
Molecular Orbital”, or for physicists, the conducting band. The pair of bands are
separated by what is known as the “band gap” of height Eg.

Quantitatively, we have seen in Section II of this Chapter that for s-orbitals char-
acterised by a coupling parameter —B = {({rs|H|Ps+1)), the size of the formed bands
is equal to 278 (eqn (10) of Section ). In the case of Figure 1I-4 treated here, the
co-ordination number (Z) equals 4 and the coupling parameter, (®p [H| o) = — %.
The size of the HOMO and LUMO bands is therefore, following eqn (10), B = 2.4.
% = 4A (zone (4) of Figure II-2-b). In addition, the height of the band gap can be
calculated directly from Figure II-2-b using Eg = 28 — 4A. The values of § and A
depend on the network and size of atoms. With diamond having a band gap of around
5.4 eV, it is more of an insulator than a semiconductor. On descending down through
column IV of the periodic table, moving from carbon, through silicon to germanium,
the size of the atoms increases and the size of the permitted bands also increases to the
order of ca. 4A. With each successive increase in atom size, the band gap diminishes:
C,54¢eV;Si, 1.1eV; and Ge, 0.7¢eV.

IV Band theory limits and the origin of levels and bands
from localised states

1 Influence of defaults on evolution of band structure and the
introduction of ‘localised levels’

Figure II-5 continues on from Figure II-2-b by considering the origin of the VB and
CB for a perfectly ordered system of tetrahedral carbon atoms. As we have seen, the
initial s>p? configuration gives rise to 4 sp° type molecular orbitals. And each one of
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Figure II-5. Origin of localised levels associated with dangling bonds of tetrahedral carbon.

these leads to the formation of a bonding o-orbital and an anti-bonding o*-orbital. In
going from single molecules to the solid state, the combination of sp® orbitals leads
to the rupture of o- and anti-bonding o*-orbitals into valence and conduction bands,
respectively.

Because of the finite size of a real crystal, however, at the surfaces faults occur
as each carbon atom is bonded to 3 rather than 4 carbon atoms. This results in one
incomplete sp® bond, or “dangling” bond, which contains one electron and, intrinsi-
cally, is electrically neutral. The single electron is situated at the level Eqp3, even if
the localised level associated with the electron is Ej o, and is in the middle of the
band gap, given the permitted bands allowed (Figure II-5).

Other faults can give rise to similar levels in a real crystal: vacated sites (gener-
ated during the preparation of the crystal); and dangling bonds induced by physical
treatment, such as irradiation or ion implantation which, breaks bonds as the crystal
is traversed.

The presence of structural faults, caused by dangling bonds, can create disorder,
for example fluctuations in bonding angles, and result in an opening of levels and the
formation of a default band. The exact positioning of the bands relies on relaxation
phenomena which occur in the solid following fault formation, and whether they
result from valence or conduction bands.

In Figure II-5, the lower band, near the middle of the band gap, corresponds to
a dangling bond containing one electron. It is therefore a donor type band which is
neutral and in an occupied state. The upper band, near the middle of the band gap, cor-
responds to the same fauit but has a different charge i.e. has received an extra electron,
and is an acceptor band which would be neutral if it were empty (see page 344 of [Ell
90]). The energy difference between these two types of faults, of which one is neutral
when it is full, the other neutral when it is empty, corresponds to the Hubbard correla-
tion energy (U), for which U = (q2 /4meper o), in which ry; designates the average
distance between two electrons on the same site over all possible configurations.We
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will now go on to try and detail the effects resulting from these electronic repulsions
which up until now have been treated as negligible.

2 The effects of electronic repulsions, Hubbard’s bands and the
insulator-metal transition

In band theory, until now, we have considered that each electron existed in an average
potential resulting from a collection of atoms and other electrons. In the case of alkali
metals (L1, Na, K. . .}, which have one free electron per atom, the transfer of an electron
from one atom to its neighbour through a conduction band occurs via electronic levels
situated just above the Fermi level (Er) and the energy utilised is extremely small, of
the order of a fraction of a meV.

a The model

In utilising Hubbard’s model and theories, we can consider that the only important
electronic repulsions are those which occur between two electrons which are on the
same site (the same atom in a series of alkali metal atoms). The repulsion energy, or
Hubbard energy, can be evaluated to ascertain if it is significant for certain materials
and can even help indicate the origin of certain metal-insulator transitions. As before,
we will use the same chain of alkali metals as shown in Figure II-6-a to evaluate
the problem, although we will assume that overlapping between atoms is poor and
the transport of electrons from one atom to the next requires a great deal of energy.
Movement of an electron thus generates a supplementary repulsive energy which can
be estimated by:

— calculating the ionisation energy required (I,) to separate an electron from the
atom A to which it is attached which subsequently becomes A, (this change is
shown in going from Figure I1-6-a to Figure 11-6-b); and

Figure I1-6. Highlighting electronic repulsions in a chain of atoms with s-orbitals,
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— calculating the energy recovered, or the electron affinity (x) when the free
electron is placed on the independent, adjacent atom A, which subsequently
becomes Aj.

The total energy thus required, equivalent to the repulsive energy, is Uy = I — x.

ForhydrogenI, = 13.6eV and x = 0.8 ¢V, and thus Uy = 12.8 €V, showing how
Uy can attain a relatively high value of several eV.

Elsewhere, Mott showed how the repulsive energy can be calculated using 11
[Mot 79], which represents the distance between two electrons on the same site or
atom, and \(r) which is the wavefunction corresponding to the value proposed at the
end of the preceding Section 1.

2

e

Un = f / e 2 [ (e2) P dr .
4‘1‘[80r12

Practically speaking, this energy is particularly important with respect to transition

metal oxides, such as NiO, for which electron transport occurs via d-orbitals and can

be written as:
NiZ* + Ni** — Ni** + Nit

For a chain of alkali metals, however, the same electron transfer, via s-orbitals, is
written:
Cs+Cs —> Cst +Cs™

In Figure II-6, A] = A} = Cs while A; = Cs™ and Ay = Cs™. On removing the
arrows in Figure II-6, which represent the division of electrons throughout a chain of
atoms, we can consider that for NiO, A| = A} = Ni**, A| = Ni** and A, = Ni™.
Placing an electron on a Ni%*, to form a NiT ion, would require the energy given
by Ug = I — x if the Nit and Ni** ions, at positions Aj and A; in Figure II-6-b,
respectively, are sufficiently far apart. The transported electron can be assumed to
pass through a free state, that is its energy E, at the level n — oo tends towards 0, as
do the successive energies I, and —,, as previously described.

Energy levels of isolated ions can be represented in terms of —I, (the energy
of an orbital which looses an electron, i.e. Ni** or Aj) and —Y (the energy of a
supplementary electron situated on Nit or A;). When the ions are well separated, as
shown in the far left part of Figure II-7, each energy level is separated by Uy = I, — x
which appears as a band gap between the upper and lower levels, the former having
received an electron, the latter having lost one.

On bringing the ions closer to one another, as described in going from the left
to right side of Figure II-7, transport by charge carriers becomes possible via the
permitted bands which start to form. These newly formed discrete bands give rise to
permitted bands (Hubbard’s bands), upper level bands of electrons (in which Nit can
be found) and lower level bands containing holes (in which Ni3* resides).

As the size (B) of the bands grows with increasing proximity of atoms, the dif-
ference Uy — B decreases and eventually disappears when B reaches Uy. Beyond
this value—obtained when the atoms are close enough to each other—the upper and
lower Hubbard bands overlap and the band gap is removed; this point is also known
as the Mott-Hubbard transition from an insulator to metallic state.



II Electron and band structure 45

E
0 A
ﬂk
-X
Electrons in upper Hubbard’s
X Nit, 1 band -
Ip i - P
UH T\_ ----------- -
Hq’les in lowe; I\-Hlbbar\d’s band
Yoo l
!
|
|
i

|
B= B

I =
Insulator l Un Metal
|

Figure II-7. Evolution of Hubbard bands as a function of band size (B). B = 0 for atoms far
apart but when B = Up, the band gap Uy — B disappears to give a metal-insulator transition.

b Charge transfer complexes

Charge transfer complexes (CTCs) are materials in which the effective correlation
energy is high [And 92]. If the effective energy (Uegr) is defined as the difference
between the electronic repulsion energy for a site occupied by two electrons (U,)
and the electronic repulsion energy between two electrons on adjacent sites (Uj) Le.
Uegr = Ug — Uy, then for a CTC the energy Uy corresponds to Ugg.

For a system with N sites:

— if we can assume that U is negligible, each site can be occupied by two electrons
(spin up, 71, and spin down, |). In addition, as in Figure II-8-a, if the system is
half filled by N electrons then the material is metallic;

— if the system is one in which U is high, we can place only one electron per
site. Again, if the system carries N electrons (i.e. p = 1, in which p designates
the number of electrons per site) then all energy levels are occupied and the
band is full as shown in Figure II-8-b. Only B inter-band transitions are allowed,
demanding a high energy of activation (E, ), and the system, in other words, is an
insulator (Mott insulator) or semiconductor. For example, the complex HMTTF-
TCNQPFy, in regular columns, has p = 1, E; = 0.21 eV with a room temperature
conductivity ort = 1074Q~'em™!; and

— once again, if the system is one in which Ugsr is high and we can only place one
electron per site but p < 1 because bonds at the interior of each column are not
fully occupied, both A intra- and B inter-band transitions are possible with the
former requiring, respectively, low and high activation energies. This is shown in
Figure II-8-c. As an example, TTF+0-5° — TCNQ 0% displays a metallic character
with p = 0.59 and ogr = 10°Q Tem ™.
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Figure II-8. Electron transport with respect to electronic structure. Upper parts of the Figures
represent band schemes and lower parts represent electron positions (e = occupied state, o =
empty state).

¢ The Mott transition from insulator to metal: estimation of critical factors

Different theories have been elaborated to establish, in a quantitative manner, the
parameters surrounding transitions from insulator to metallic states. The Thomas-
Fermi screened potential can be used [Ell 98], [Sut 93] and the basis of theoretical
developments, including the application of magnetism, can be followed up else-
where [Zup 91]. We will limit ourselves here to saying that this transition can
result from competition between localisation effects, themselves resulting from elec-
tron Fermi kinetic energies (Er) and the electrostatic energies to which they are
subject.

In order to take into account environmental effects and polarisation, two elements
must be considered: the permittivity of the medium under study (eo€;) (g, being the
relative permittivity of the material); and the active length (a*) of the electrostatic
potential, which takes on the form e? /4mepe; K a*. K| is a constant which accounts for
the present-day incomplete knowledge of interaction distances, which can be written
simply as K;ja*. It should be noted that a* must take on the same form as the first Bohr
orbit (ag), that is ag = [goh?]/[mme?]. To obtain a* from ag, £9 needs once again to be
replaced by go¢;, to take into account the effect of the interaction between network and
electron thus changing the latter mass from m to m* so that a* = [e;goh?]/[tm*e?]
or a* = gag(m/m*).
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As Ep = (72/2m*)(3n%n)>? = (Kph*n?/3)/(4w*m*), in which n is the electron
concentration (page 171 of [Mooser 93]) and K a constant, the condition required
to reach the metallic state can be written: (h>n*/3),_../(4n*m*) > Ce?/(4mege a*),
in which C is, as yet, an unresolved constant resulting from the introduction of the

aforementioned constants K; and K5. The relationship is thus based on n, at which
point the transition occurs. Therefore, we should have a*nf & > C(e’m*n) / (e0ech?),
either in terms of the expressions a* and ag, as in (a*ng/ 3)2 > C, or expressed as
a*ncl/ 3 > D, in which D = C!/2, Experimentally, the constant D is normally found
to be around 8 times the value of n. (it has been shown that D ~ 0.26) and thus the
criteria for the transition is:

(a*nl/*)? > 0.26. (16)

Physically speaking, this criterion means that all materials can become metal-
lic if they are sufficiently compressed so that the electron density reaches the value
n¢. The corresponding metal-insulator transition (M-I transition, which also occurs
at n = n.) is called the Mott transition and originates from localisation of elec-
trons through electrostatic interactions, not from any material disorder. We shall
see in the following Section 3 how disorder alone can result in the Anderson
transition.

d n-Conjugated polymers

Polymers conjugated by m-orbitals are, in principle, not subject to Mott transitions
as transfers from one site to another in the same chain have f integral values which
are too high (typically of the order of 48 = 10eV for polyacetylene), well above
electron-electron interaction energies (U, below 1 eV for polyacetylene). Figure [1-8-a
therefore sufficiently describes these materials, although they do display insulating
characteristics, which in the case of polyacetylene results from a Peierls distortion
due to electron-phonon interactions which open the band gap (Figure 11-9).

3 Effect of geometrical disorder and Anderson localisation
a Introduction

The effect of geometrical disorder has for the most part been studied within theories

on amorphous semiconductors developed by Mott and Davies [Mot 71, Mot 79 and

Mot 93], and discussed—in French—by Zuppiroli [Zup 91] and Moliton [Mol 91].
The theory is based on two fundamental ideas:

— the first was taken from the work of loffe and Regel [lof 60] who observed that
there was no great discontinuity in the electronic properties of semi-metallic or
vitreous materials when going from solid to liquid states. It was concluded that
electronic properties of a materials cannot be only due to long range order, as was
proposed by Bloch for properties of crystals, but are also determined by atomic
and short range properties in which the average free path of an electron is inter-
atomic. It is worth noting also, that even though a material may be amorphous,
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Figure I1-9. (a) Characteristics of n-conjugated polymers, with the example of polyacetylene
under a Peierls transition, verifying that U « 48, in contrast with (b) Mott insulators for which
U > 4B (and possible for CTCs).

this does not exclude it from having bands. For example, glass, which is a non-
crystalline material, is transparent in the visible region of light (~1.5 — 3eV),
that is to say that while absorption of photons with energy below 3 eV does not
occur, glass does actually have a band gap of at least greater than 3 eV; and

— the second rests on the evidence given by Anderson [And 58] for a material
without long range order that nevertheless have localised states with permitted
energy bands for electrons. This theoretical model comes from observations made
on certain amorphous semiconductors in which charge carriers cannot move.

b Limits to the applicability of band theory and Ioffe Regel conditions

Bloch functions, i.e. Yk (r), can be used to describe electron wavefunctions in perfectly
crystalline materials. The electronic states are delocalised and spread out over space,
as denoted by |y (r)|%. Because of perfect delocalisation, the average free mean path
of an electron can be considered infinite. It is only when studying a real crystal that
the average free path of an electron takes on significance because of effects due to
quasi-imperfections caused by vibrations, called phonons, and imperfections caused
for example by doping agents and impurities which perturb the regularity of potential
throughout the network. It is only when these electron scattering effects, which limit
the free path of electrons are considered, that the statistical average term £ of the free
path length of an electron between two successive collisions can be introduced. In
addition, there are two terms to note: “lattice scattering” which indicates collisions
due to the material network and for a similar effect caused by ionised impurities, the
term “impurity scattering” is used.

On disordering a lattice by introducing vibrations and/or impurities, £ appears
and takes on a decreasing value as disorder increases. If there is a low amount of
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impurities, then local levels appear, most notably in the forbidden band (FB), but if
the number of impurities increases, the localised levels grow to form impurity bands
which can reach a size AEe, close to that of the valence band (VB), the conduction
band (CB) and the FB introduced in Bloch’s theory. Bloch’s theory though looses
all semblance of reality when values of AE, reach the same values of the bands.
Put another way, we can go from the crystalline state to the amorphous state with
L decreasing until Bloch’s theory is no longer acceptable. The limit for £ was fixed
to k£ ~ 1 (for a perfect crystal, kL > 1) by loffe and Regel by following the
reasoning of the uncertainty principle, i.e.

AE-At>h and Ax-Ak>1. (17)

To arrive at the result shown above, we can consider that the trajectory of an
electron after a collision is random, and at the very best can only be defined between
two collisions, i.e.:

(ADmax = 1 (18)

in which 1 is the relaxation time—the average time between two collisions; and
(AX)max = £ (19)

From eqn (17) we can thus directly derive the best precision in AE, (AE)y;,, and in
Ak, (AK)min, when:

1) the equivalence of (17) by AE is verified. At = hand Ax - Ak = 1;
2) when At and Ax are at their highest value in the equalities just above and equal
t0 (At)max = T and at (AX)max = L.

We arrive at:
(AE)min - T~ R, (20)

and
(AK)min - £ ~ 1. 21

The question we are therefore brought to ask is with increasing disorder, what
are the lowest values that T (and thus the mobility p = qt/m) and £ can go to while
(AE)min and (Ak)min retain acceptable values, values which are compatible with
classical theory of bands in a real crystal.

The response can be given be using simple calculations which show that when:

e pw— lem?V7 s (andt ~ 6 x 107'%5), fromeqn (20) (AE)min & 1eV. Thus,
(AE)min ~ Eg (band gap size) or (AE)ny;, is the same order of size as the per-
mitted bands. When i < 1em? V~—!s™! incertitude in the energy of the carriers
tends to the same order of size as the permitted and forbidden bands, i.e. to such
an extent such that the band scheme looses its relevance to real systems. It will
be shown though that the Anderson model band scheme has to take into account
localised bands with a gap which eventually becomes the mobility gap, E,, .
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o L — afew Angstroms, thatis to say £ = a, in which a is the lattice constant and is
typically of the order of 3 x 10~8cm, eqn(21)resultsin (AK)min & 1/L =~ 1/a =
3 x 107 em™! ~ k. Ineffect, with \. = h/mv in which v = viperma) & 100 km g1
and\ ~ 7 x 1077 cm, wehavek = 2n/\ = 107 cm'l, and can directly infer that
in a band scheme, conduction electrons will be such that k = 1/a. At these values
where £ = a, we therefore have (Ak)min = k, and k can no longer be considered
a good physical parameter to which we can apply quantification. In addition,
when Ak ~ k Fermi’s sphere is so badly defined that it can, at a limit, be totally
deformed and the concept of carrier speed looses significance as ik = m*v, just
as much as the average free path which is expressed as a function of v following
L=vTt.

Finally, as soon as £ & a, and more strictly speaking as soon as £ < a which
occurs when the interaction between an electron and the material network becomes
increasingly strong, an electron no longer goes any further than the limits of the
atom to which is tied. The electronic wavefunction localises over a small region in
space and is generally supposed to diminish exponentially with respect to R following
exp(—aR).

Having followed the work of Mott and Anderson, we are brought to a new concept
of localised states. The permitted density of states, N(E), always results in an energy
band beneath a single Ec for a conduction band and above a single Ev for a valence
band, and, in other words, an activation energy is necessary for carriers to pass from
one state to another with an emission or absorption of a phonon.

¢ Anderson localisation

a) Themodel Systemsin which disorderis due to arandom variation in the energetic
depth of regularly spaced sites (with interstitial distances always equal to a) are
considered in Anderson’s model, and can relate, for example, to a random distribution
of impurities. Different authors, including Mott, have tried to take into account lateral,
spatial disorder and the results have been close to those of the Anderson model, of
which we will limit our discussion to this section.

In Chapter 1, we saw that if we take into account effects resulting from a network
of atoms at nodes by constructing a regular distribution of identical potential wells,
then a permitted energy band of height B appears, as shown in Figure II-10.

B

B N N Y Y O ([ T >

N(E)

Figure II-10. Regular distribution of identical potential wells and permitted band.
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In the approximation of strong bonds, we saw in Section [I-1 of this Chapter that:

e B =278, with Z = the number of adjacent neighbours and P the resonance
integral between two adjacent sites;

., W h?

- _Tg 2
m 2Ba?  a’B (22)

2
so that . = ﬂ;—_ﬁ— %, and semiconductors possessing a narrow B band exhibit low

mobilities.

For Anderson’s model we replace the preceding distribution by one of randomly
deep potential wells which represent disorder, as shown in Figure II-11.

B) Variation inwavefunctions with respect to Vo/B (Anderson) and L (Ioffe and Regel)
We will show here how permitted energy bands change into localised states if Vo/B
goes beyond its critical value. In order to do this, we need to look at the following,
successive scenarios:

— Real crystal: Vo /B is very low and L is high

Here the wavefunction is given by Floquet’s theory (eqn (10) of Chapter 1) which we
can write to the order of a normalisation constant:

Vi) =Y Mg (r—ry). (23)

The average free path can be estimated from the Born approximation, [page 401 of
Smi 61], by realising that the wave vector of an electron (k,) changes to ky, once
the electron has undergone a collision of probability Py, and that Py, = % = %,
and in addition [page 16 of Mot 71] Py is given by Fermi’s ‘golden rule’: Ppy =
1z |2/7,0y N(Em) (eqn (2.20) of [Mol 91] relating to unit volume). For conducting

electrons, for which By, & Ef, spread throughout a volume V = a3 with a random

N(E)

Figure I1-11. Distribution of randomly deep potential wells.
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distribution of wells with depth such that ||, = (Vo/2), we obtain:

L v 4 h

1 P 127 (Vo\? :N(E
_ ‘mm 717(_0) a3 (F)’ 24)

- 2 v
in which N(EF) is the density of states at the Fermi level and v the velocity of an
electron at the Fermi level.

As L is large, the system under consideration is almost a perfect crystal and therefore
we can write:

47(2m*)*/2E!/2 2E\'/?
NE) = ——5——andv = (—) .

h3
In using the effective mass given in eqn (22), eqn (24) gives:

m*

a  (Vo/B)? . a  (2ZVy/B)?
_—= dwith B = —-—=
7 o and wit 271, z o

— System in which (Vy/B) =1 (single disorder value) correspdnding to L~ a for
weak disorder
When £ = a, eqn (25) written for a cubic system in which Z = 6 results in
(Vo/B) = 0.83 =~ 1. At this point when £ = a (and Vg =~ B), the disorder is
such that Ak ~ k (following Ioffe and Regel), and under such conditions, at each
collision, k randomly varies by Ak, the closest neighbour to k. In going from
one potential well to the next, the wavefunction as detailed in eqn (23) randomly
changes and, following Mott, looses its phase memory and should therefore be
rewritten using an approximate form:

W@ = 3 Anro(r — 1),

25)

with A = ¢y exp(ipy), in which A, is a function with a random phase and a
near constant amplitude. Moreover, this amplitude is more constant than the vari-
ation between neighbouring potential wells i.e. Vg is low. In a model using two
wells with potential depths V1 and V3 (as in Miller and Abrahams [Mil 60]) the
resulting wavefunction can take on either a symmetrical or antisymmetrical form,
respectively, Us = Ajdr; + By or Y4 = Ajdrp — Byp. We can therefore show
that when |V; — V3| < |B| (i.e. Vg is low), so A} & Aj, the difference in energy
(E; — E2) between the two possible states is such that |E; — Ea| ~ 2|B] [Mot 79]
and [Mol 91]. A representation of the function is shown in Figure II-2-a for a
network of several potential wells.

— System in which (Vo/B) > 1 ((Vo/B) just above single order value): initial
delocalisation and medium disorder
In a system which corresponds to a great increase in disorder, and for the model of
just two wells would correspond to an increase in the depth between the wells as in
V1 — V2| = Vp, the difference in energy, |E; — Ej|, increases to a corresponding
level and A; differs from Aj. The amplitudes of the functions are no longer
constant and the wavefunction displays increasing disorder both in amplitude and
in phase (Figure 1I-12-b).
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Vy/B =1 and B = a; orbitals just delocalised

T/V\/\/\/

Vo> B
lnllld] delocalisation E < E,

\

\__/ \-/ ;
S ; . salicat:
Vo >> B strong delocalisation
E<<E.

Figure II-12. Variations in wavefunction with delocalisation: (a) delocalisation—localisation
only; (b) weak delocalisation; and (c) strong delocalisation.

— System in which (Vo/B) > 1((Vo/B) well above single order value): strong
delocalisation and great disorder

In this system a highly localised state is formed, as shown in Figure II-12-¢, and as
Vp increases the localisation is accentuated. In addition, there is no longer propagation
along a line of potential wells and states are thus localised. An exponential decrease
in the wavefunction starts to appear and is increasingly noticeable with increasing
values of V. The wavefunction takes on the form

b = [ZAnwou—rn)}e o

and can be rewritten

Y(r) = I:Z Apro(r — rn)} e—r/E’

in which £ is the localisation length.
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To conclude, the factor V/B is a crucial term in deciding whether only localised
states form (Vy/B > 1) or whether both localised and delocalised states can co-exist
(Vo/B < 1).

y-Band scheme and form of the states density function N(E) From a realistic scheme
of the distribution of potential wells, we can see that states should be localised
within one energy domain and delocalised in another. Accordingly, in Figure II-13 is
described a system with non-negligible disorder:

— all states at the tail end of the function N(E) which correspond to a high enough
value of Vo and from energies E(EcandE)E_ appear localised as before in the
scheme of potential wells;

— however, the middle of the band corresponds to shallow states with small Vg, such
as Vo/B, and is a zone of delocalised states which have E, < E < E.

d Localised states, conductivity and Anderson’s metal-insulator transition

a-Mott’s definition:  Mott’s definition is based on continuous conductivity relative to
electrons with a given energy (og(0)) and delocalised states are on average, at T = 0
K, those for which og(0) is zero i.e. (og(0)) = 0. To arrive at an average though, all
possible configurations which have the energy E need to be considered, and while
some electrons may have a non-zero energy, the average over all possible states with
the corresponding energy E gives zero as a result. These states and the mobility they
represent are in effect thermally activated.

However, at T = 0K, delocalised states average to give og(0) # 0, that is to say
metallic behaviour occurs.

B-State properties In Figure II-13, two types of states—localised and delo-
calised—are separated by energies E; and E/, which together are called the ‘mobility

band tail
(localised states)

zone of delocalised states

Figure I1-13. Representation of localised and delocalised states co-existence.
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N(E) —

Position of Eg results
I

Insulator or semi- i in ‘metallic’ character

conductor character

depends on position of E;

Figure II-14. Metallic character resulting from the domain EF.

edge’ . In the two zones Einstein’s relation holds true if Ef is outside the bands of
non-degenerate states. This gives p = gD/KT, but the diffusion coefficients (D) have
different forms, as in D = Pa? in which P represents the probability of movement to
neighbouring sites. This brings us to the origin of the expressions used in Chapter 5:

e whenE>E andE<E, D= (1/6)\)pha2 exp(—w1/kT) (with vy being the
phonon frequency and w the energy of activation) and (o (0))T=0k = 0. Here as
T — 0, we can verify that D and p tend towards zero, much as conductivity; and

e whenEc <E <E,,D= (1/6)\)ea2 and og(0) # O where v, is the frequency of
electronic vibrations.

v-Slightly disordered media, in which localisation is slight and L is small, and the
distinction between an insulator or semiconductor and a metal As in the case of
classic, crystalline media, the position of Ef, as detailed in Figure II-14, is related
to the nature of a material. When Eg is situated in the domain of delocalised states
(Ec < Er < E)) there is degeneration appropriate for a ‘metallic’ character. However,
when Ep is situated in the zone of localised states, for which typically E < E., charge
carriers can only be thermally excited and conductivity can occur only by jumps or
by excitation to Ec, and indeed at O K conductivity tends towards O which is typical
of an insulator. Materials for which the Fermi level is situated in an energy zone in
which states are localised are called Fermi glasses.

d-Metal-insulator or semiconductor transition For a given material which has a
Fermi level fixed by its charge density, displacement of Ec, for example by increasing
the disorder as shown in Figure II-15, moves the Fermi level from an initial state in
a domain of delocalised states (metallic) to a zone of localised states. The result is a
metal to insulator or semiconductor transition.

g-Anderson transition from order to disorder and the change in conductivity Even
though we do not detail transport properties in this Chapter, we should nevertheless
introduce an expression for metallic conductivity written in the relatively simple form
of ¢ = qnu. = nq’t/m*, in which n is electron concentration and 1 is the relaxation
time with respect to the Fermi level. With £ = vt we have o = ng>£/m*v, and on
introducing the crystalline momentum, &k = m*v, we reach o = nq”£ /b kg in which
kr is the wave vector at the Fermi surface. We can also note that the number n of elec-
trons within a unit volume V(V = 1) can be obtained by use of the reciprocal space,
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Figure 1I-15. Using disorder to displace E¢ and effect metal-insulator transition.

that is to say the number of cells within the Fermi volume being ([4/3]mk})/873,
each with volume 873 /V = 8x? for V = 1. In taking into account electron spins (i.e.
doubly occupied cells), we have n = 2([4/ 3]Jrk1§) /873 and metallic conductivity can
therefore be written as op = 4nkr>q%L/1273k (cf. Section III-1 in Chapter V).
When considering a metallic state, the Fermi level can be considered more or less
at the band middle, as in 1-D with kg & m/a (p. 21 of [Mot 93]) and Figure II-14. With
increasing disorder, E. and E/, tend towards each other at the band centre Ep(~ EF)
at which point all states are delocalised. This change is called Anderson’s transition
and is detailed in Figure 1I-16. Simultaneously, Vo/B > 1 with £ tending towards
a. For its part, with £ = a, conductivity o tends towards omin = 6[R = (0B) =g =
q%/3ah. In mono-dimensional media this abrupt transition is a point of controversy
as it is known to occur progressively in 3-dimensions. When a is of the order of 3 A,
oR = 700 S cm™!, often a saturation value for conductivity in rising temperatures.

In ¢
T=0 -
' [=0; p#0; o0 (metal)
pu=0 i
I
5 o=0 1
- R T << 1D
Ej
e < 3-D; scale law
Fermi -
glass
¢ transition metal to
< g insulator
3 (B/Vy)
or
s
<« 1 E,
Increasing
disorder

Figure II-16. Anderson’s transition from metal to insulator at absolute zero following
1/(Vo/B) = B/V(. The same phenomena occurs as E is displaced from Ec.
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V Conclusion

The origin of energy bands in a perfect three dimensional crystal, a material which
presents a perfect regularity tied to a geometric structure unaltered by any physi-
cal reality was presented in this Chapter. In addition, supplementary effects such as
dangling bonds, chain ends and holes within the structure were considered. These
imperfections introduced into the band gap localised levels which once fluctuated
could open to form a band which could split as a function of electron filling, in a
manner analogous to the perturbations caused by electron repulsions, which were not
taken into account in the band theory.

By introducing modifications of crystal regularity by considering network thermal
vibrations (phonons) and defects, both chemical (impurities) and physical (disloca-
tions), the notion of a real crystal was studied. This resulted in determining the free
mean pathway of electrons, which could no longer be considered as completely delo-
calised within the network—as was the case in a perfect crystal. It was shown that an
increase in disorder reduced the free mean path length up to the point of localising

u(E)

(c)

v

w(E)

A
/

mobility gap

(b) T=0K

N(E) A
Tails of delocalised / Conduction band
f St _— BC) of delocalised
(a) b e % states
M A >

E B E :
v Eg Er E, |E

N(E) *
\ Band states localised /
around gap middle
(d)

i

N

> i

Eyv Ey Ep E, E

Figure II-17. Band models for amorphous semiconductors: (a) following CFQO; (b) following
WE) at T = 0K; (c) following w(E) at T > 0K, and (d) following that of Mott and Davis.
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electrons in neighbourhoods of deep defaults, resulting in energy levels localised at
extremities, or “tails”, of permitted bands.

Finally, it can be noted that all models postulate for amorphous media such
as crystalline semiconductors that there are conduction and valence bands which
are or are not separated by a band gap, depending on the all important band tails.
And that:

— bands result in part from short range order (from approximations of strong bonds
giving rise to bonding and anti-bonding states, i.e. valence and conduction bands
separated by a band gap) and from disorder created by phonons or impurities
shown by tails of delocalised states. Tail states are neutral when occupied in the
case of the valence band and when empty in the conduction band. The Fermi
level is thus placed in the middle of the band gap, as shown in Figure II-17 and
following the model proposed by Cohen, Fritzsche and Ovshinsky (CFO).

— the form of the bands depends on the type of the implicated orbitals. For p or d
orbitals, which are less stretched overall into space than s-orbitals, the form of
N(E) is different and the bands are smaller.

— ina perfect crystal, the band gap is an forbidden energy in which N(E) = 0, while
in an amorphous material it is a mobility gap and N(E) is not necessarily zero but
the mobility (L(E) however does becomes zero at T = 0K (localised states), as
shown in Figure II-17-b and c.

By taking into account the disorder caused by not only phonons and impurities
but also by structural defects such as dangling bonds and chain ends, additional
offsetting defaults localised in the middle of the band can generate two bands at
compensating levels (Hubbard’s bands) following the model of Mott and Davis as
shown in Figure II-17-d.
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Electron and band structures of ‘perfect’ organic solids

I Introduction: organic solids

1 Context

Here the construction of a band scheme, including permitted and forbidden bands,
will be detailed for ‘perfect’ organic solids. ‘Perfect’ means a neutral solid which has
no excess charges and no defaults due to impurities, electronic structural defaults such
as topological faults associated with quasi-particles or solitons, and no geometrical
faults due to dangling bonds or disorder. The latter, however, will be evoked. All these
‘contributions’ will be detailed in Chapter 4. Coming back to the present Chapter, we
will limit ourselves to establishing a band scheme model normally used for physical
studies of intrinsically, semiconducting inorganic solids without defaults. Network
distortion, due to the stabilisation of the electronic structure of polyacetylene, based

on ‘perfectly’ alternating single and double bonds of fixed lengths, will however be
considered.

2 Generalities

In preparing optoelectronic components, we need to use materials which go beyond
being passive such as the organic solids used as insulators. The latter materials, for
example polyethylene based on the repeat unit - (CH, ), - are dielectric and have very
high forbidden bands of at least 5 eV, an energy level situated well outside the optical
spectrum, disfavouring electronic transport. This results from the considerable energy
separation between molecular bonding (o) and anti-bonding (¢*) orbitals joining CH>
groups, which is in turn due to considerable axial overlapping of these orbitals allowed
by the polymer geometry [Ngu 94] (see also Appendix A-1). We should realise,
however, that energy separation between bonding m and anti-bonding n*-orbitals
is relatively small, as lateral orbitals display limited overlapping. The band gap for
molecular or polymeric solids containing such orbitals is typically between 1 and
3 eV, a value which permits the use of their optical and electronic transport properties
in the domain of optoelectronics.
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AN\ AN

(b)
Figure II1-1. (a) and (b) Energetically equivalent forms of polyacetylene (-(CH)x-).

Here we will look at organic materials based on polymers displaying
ni-conjugation and small molecules containing w-bonds. Each material type presents
its own advantages and disadvantages.

Polymers often display high thermal stabilities and are generally considered well
apt to forming thin films over large surfaces, for example by spin coating. However,
this process does require the use of solvents making preparations of films containing
more than one coat difficult. In this Chapter we will look at two types of electronic
structure of m-conjugated polymers using as examples polyacetylene (Figure III-1) of
which the fundamental energy state is degenerate due to two possible configurations,
as represented in Figure III-2-a, and poly(para-phenylene) (PPP) which is based on
the repeat unit structure -(CgHa4)p~ and, as detailed in Figure III-3-a, has a non-
degenerate fundamental energy level. We should also note that the widely used
n-conjugated poly(para-phenylene vinylene) (PPV), represented in Figure III-3-b,
is also non-degenerate.

Materials based on small molecules, however, require evaporation in vacuum
chambers and delicate, although now well controlled, handling. New alternative depo-
sition technologies have been developed using ink-jet or roll-to-roll printing. These
materials are generally easy to purify, thus reducing reactions and diffusions at elec-
trodes, and can sometimes be better ordered than polymer based materials even to
the point of displaying higher charge mobilities, as in the case of crystallised small

Non-equivalent benzenoid and

Energetically equivalent
8 ¥ 1quinoid formsy

forms of (CH),

N ~ 73

(@ (b)

Configuration
co-ordinates

Figure I11-2. (a) Degenerate (CH)y; and (b) non-degenerate PPP.

(a) (b) n

Figure III-3. Structure of: (a) PPP; and (b) PPV.
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molecules. We will limit ourselves to looking in a more or less qualitative manner at
the band structures of two molecules which are widely used:

o 8-Tris-hydroxyquinoline aluminium (Alq3) represented in Figure III-4 is an
organometallic complex based on a central metal cation co-ordinated with quinolate
ligands. To render this material usable in electroluminescence based applications
it is prepared as a thin film by evaporation under vacuum, which in itself demands
that the complexes have no overall charge and saturated co-ordination num-
bers [Miy 97]. Alq3 satisfies this and is the most generaily used complex, even
if its fluorescent quantum yield is relatively low. It provides films exhibiting good
stabilities in electroluminescence and is a good transporter of electrons.

o Fullerene-60 (Cgp) or buckminster fullerene, represented in Figure III-5, is orig-
inal in that displays a spherical distribution of m-electrons and is constituted of
20 hexagons and 12 pentagons, resulting in each carbon atom being in the same
environment and having the same sp? hybridisation state (modified by the spherical
shape).

Figure III-5. Representation of fullerene-60 showing bond co-ordination.
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3 Definition of conjugated materials [Ngu 94]; an aide-mémoire
for physicians and electricians

In the simplest of terms, a conjugated system is one which has alternating single
and double bonds. Examples of butadiene and benzene are shown in Figure III-6-a,
which has been simplified by excluding bonds to hydrogen atoms. In Figure I1I-6-a
we can see that each conjugated carbon atom has 3 neighbours, with which it forms 3
equivalent o-bonds resulting from the triangular sp® hybridisation of 3 atomic orbitals,
which in this example are 2s, 2py, and 2py, ¢f Appendix A-1, Section II-1-b.

The 4" valence orbital of carbon, 2p,, which is perpendicular to the plane of
o-bonds, undergoes lateral overlapping with other carbon 2p, orbitals to form n-
orbitals. In fact, as shown in Figure III-7-a, the overlap between carbon atoms C;
and Cy, and between C3 and Cy4 is dominant, localising double bonds, however, the
overlap between C, and Cs is not non-negligible and will lead to a better definition
of a conjugated system with laterally overlapping p orbitals.

In Figure-III-7-a there is only 1 orbital at C, to assure bonds with neighbouring
atoms C; and Cs. There should be 2 orbitals but as there is only 1 we can conclude that
there are not enough orbitals or electrons to assure the presence of 2 saturated nt-bonds,
which require 2 electrons per bond. Similarly, we can see that in the case of graphite
shown in Figure III-7-b that at C; only a single orbital is present to assure bonds with
3 neighbouring atoms (Cy, C3, C4). There are therefore not enough orbitals, as 3 are
required, nor electrons, as again 3 are required but only 1 is available, to assure the

Butadiene Benzene

(b)

(@) (o-bond between C,; and C,)

(a: butadiene) (b: graphite) C

Figure III-7. ¢- and 7-bonds in: (a) butadiene; and (b) graphite (b).
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presence of 3 saturated 1t-bonds. It is this non-saturated character of the delocalised
bonds which gives rise to the conductivity of graphite, [Moo 93] associated with an
electron cloud between each plane of reticulated atoms.

There are two comments which we can make at this point: (i) a delocalised bond
can be defined as one which is common to three or more atoms and displays an equal
distribution of electrons; and (ii) qualitatively noting, lateral overlaps, giving rise to
m-bonds as shown in Figure III-7 (¢f. Appendix A-1, Section II), are weaker than
axial overlaps which result in the in ¢-bonds shown in Figure III-6-b. As previously
described, the energetic separation between a n-bonding orbital and its corresponding
m*-anti-bonding orbital is less than that between o- and o*-orbitals.

IT Electronic structure of organic intrinsic solids:
n-conjugated polymers

1 Degenerate n-conjugated polymers: polyacetylene, the archetypal
‘conducting polymer’

Polyacetylene was the starting point for research into conducting polymers developed
at the end of the 1970s [Sko 86].

a Delocalised n-bond structure with unit repetition constant a

Generally speaking, when constructing molecular orbitals, as detailed in
Appendix A-1, Section II-1, 2s22p? carbon states pass via an excited state, 2s 2px
2py 2p;. sp? Hybridisation similarly consists in mixing 1 s-state and 2 p-states, as
in our example with the configuration 2s 2py 2py, resulting in 3 equivalent hybrid
orbitals, while having left the 4th orbital (2p,) unchanged. The latter is represented in
Figure 11I-8-a by black spots. We can consider CH units as being linked by o-bonds
formed from a triangular sp? hybridisation and represented in Figure 111-6-b. o-Bonds,
which assure the structural rigidity of the polymer, give rise to bands of o-bonding
and o*-anti-bonding orbitals, which are separated by an appropriately large band
gap—given the importance of hybrid orbital interactions. The representation used in
Chapter I1, Section III for sp® orbitals can be used again here in a similar manner for
sp? orbitals: the o-bonding orbitals are completely filled by 3N sp? electrons while
o*-orbitals are completely empty, so that the electron transport associated with these
bands is zero.

As represented in Figure III-8-a, given the geometry of polyacetylene, we can
assume that the backbone is one-dimensional relative to 2p, electrons with unit rep-
etition a. As detailed in Figure III-8-b, with N carbon atoms in a chain and N p,
electrons which fill only half of the first band (which can contain 2N electrons as
shown in Chapter I, Section V1-2), polyacetylene should behave as a metal (half-filled
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(@) (b)

Figure III-8. (a) configuration of polyacetylene with unit repetition constant a; (b) resulting
band scheme, as classically shown, corresponding to a weak bond approximation, however,
considering a strong bond approximation yields a similar representation, as shown in Figure-
1-10 [Mol 88].

last band), however, this is not the case. In order to take into account reality, we need
to bring in Peierls distortion, which results in a dimerisation of the chain.

b Conjugated structure with localised, alternating single and double bonds
and repeat unit 2a

Peierls distortion, in terms of energy, favours dimerised structures, such as shown
in Figure I1I-9-a, in 1-D. As we have seen in Chapter I, Sections V-2 and VI-3, the
energy of deformation (Egefor) is less than the gain in electron energy following the
opening of a band gap (Erejax). The unchanged c-orbitals maintain polymer rigidity,
however, the permitted band can only take on N electrons, as its size has been halved
(Figure II1-9-b). Therefore, N p, electrons from N carbon atoms remain blocked
within this band. We can see that polyacetylene in its natural state is a semiconductor,
with a forbidden band gap of the order of 1.5eV.

Levels associated with defaults (solitons) and electronic doping will be detailed
in Chapter IV.

H 2a H H H A
- TR . 4
e Tk U T ri\*___ T
| | | | A 4N N
H H H H " q 2%
e (b)

Figure II1-9. (a) configuration of polyacetylene with period 2a; (b) band scheme for con-
figuration (a) which can be compared with the representation shown in Figure I-16 of strong
bonds.
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2 Band scheme for a non-degenerate n-conjugated polymer:
poly( para-phenylene)

a Basics

Here we shall treat PPP, based a chain of benzene rings (-(CgH4 )n-), in the framework
of Hiickel theory. We will initially establish the form of the band scheme for an isolated
polymer. We will then use techniques previously used for strong bonds, i.e. covalent,
intramolecular bonds, which are appropriate for organic materials. Intermolecular
interactions will not be considered in the initial stages. As mentioned above, overlap-
ping being weaker between rt-orbitals than between o-orbitals, the m-7* separation is
weaker than o-0™ separation. We will thus be limited to studying bands resulting from
1i- and *-molecular orbitals, which correspond to highest molecular orbital (HOMO)
and lowest unoccupied molecular orbital (LUMO) bands. These bands, which have
an energy interval in which are distributed bonding and anti-bonding states, are thus
analogues of valence (VB — the last full band) and conduction (CB — the first empty
or partially occupied band) bands, which are traditionally introduced in solid state
physics in a band scheme of weak bonds. We shall consider o-bonds as contributing
only a constant bonding force between atoms.
We shall thus obtain a definitive band scheme in three stages:

— in the first stage, we shall determine as simply as possible the energy states of
an isolated benzene ring. This can be done by treating the problem in 1-D using
results obtained in Chapter I with Floquet’s theorem. Appendix A-2, Section II
also gives relevant descriptions of m-p and 7*-p orbitals;

— secondly, we shall consider state interactions of a benzene ring within a polymer
chain. This will result in a breakdown of m and =* bands, in a mechanism identical
to that detailed in Chapter II, Section I1I-3 for molecular orbital coupling;

— finally, we shall involve interchain interactions by considering the behaviour of
amorphous semiconductors (Chapter I1, Section V), to then propose a definitive
band scheme.

b Energy states and orbitals of an isolated benzene ring

Molecular orbitals of an isolated ring, also considered as a cyclic conjugated polyene,
can be obtained by considering linear combinations of atomic orbitals, with Floquet’s
theorem as detailed by eqn (10) in Chapter I. For a regular system, of repeat unit length

d, molecular orbitals are in the form W (T) =cp ), ek Ty W (F) in which functions
W, (T) are p, type atomic orbitals from 6 benzene carbon atoms each designated by its
s number over which the summation is performed, and k is determined with the help
of Born von Karman cyclic conditions which state that Wy (r) = Wy (r + L), in which
L = Nd and being the regular chain length, here containing N = 6 bonds of length
d. Using & = 1 gives k in terms of kp = 27‘[% = n% with p varying in integers
from —3 to +3 corresponding to values in k from between — 3 and +7 in the first
zone.
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Six functions, Wi (T) = \ka(?), associated with 6 energy levels in the form
Ep = Ejj + 2B cos(kpd), correspond to 6 possible values of p and are represented
in Figure I1I-10, in which are also shown wavefunctions and energy levels for an
isolated benzene ring. Here we should note that:

m wavefunctions can be progressive, with one half having propagation in sense Vi,
with the other half in the opposing sense yk_ , or stationary, resulting directly from
real and imaginary parts of wavefunctions given by Floquet’s theorem (an example
is given in Chapter I, Section VII-3). For the energy level E, = +1, stationary
solutions result in antinodal (real part in cosine) or nodal (imaginary part in sine)
solutions in para positions;

» Ej is the Coulombic integral representing energy of a 2p, electron on a carbon atom,
while By is the transfer integral, also known as exchange or resonance integral,
between two adjacent carbon atoms in the ring; and

m taking spin into account, the energetic separation between HOMO and LUMO is
equal to 2B (empirically determined to be ca. 5.5¢V) and the three lowest levels
are occupied.
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¢ Coupling of orbitals on adjacent polymer rings—generation
of nt- and n*-bands

If we now consider a polymer chain using the inter-ring transfer integral f; which
designates the coupling of adjacent, para positioned rings, we have a breakdown of
the band of HOMOs and antinodal type LUMOs giving rise to 7 and ©t* bands, each
of size 48. Evolution of the band scheme can be observed in going from left to
right of Figure III-10, and we can also note that energy levels corresponding to nodal
solutions for energy levels E| and E; remain, however, discreet.

Variations in the state density function are shown on the right of Figure III-10,
in which we can see an appearance of a clear contribution due to breakdown of 7-
and m*-bands (leading eventually to discreet levels corresponding to nodal solutions
when stationary solutions are privileged).

While the band gap size of PPP has been experimentally evaluated at 3 eV, the
relationship Eg = 2B0 — 48 can also used, given that we can estimate the size of
1- and ww*-bands at 4By = 2.5eV. These values are well within the order of those
determined by electron energy loss spectroscopy.

While this is a rather simplified description of energy levels in PPP, rigorously
detailed descriptions can be found elsewhere such as that by J.L. Brédas in [Sko 86]
and references therein.

d Effects due to inter-chain interactions and disorder

We should highlight the fact that the results obtained up to now have only dealt
with intra-chain interactions in mono-dimensional models, and that inter-chain inter-
actions, which appear once we reason in 3-D, will modify the results especially at
the level of transport processes [Zup 93]. Inter-chain transfer integrals of around
0.1eV have been obtained for PPV [Gom 93], a polymer with a similar conjugation
to that of PPP. We can consider that inter-chain mobilities, which clearly determine
to a high degree the total resulting mobility, are thus very much lower. In addition,
a sample of PPP normally contains polymers with different lengths of conjugation,
and with increasing chain length there is an increase in the distribution size which
m and 7™ states, situated at band edges, undergo, resulting in bathochromic effects.
Of one thing though we can be certain: in using results obtained for amorphous semi-
conductors, [Sko 86 and Mol 98] these effects will remove the brutal discontinuity
observed for an isolated chain at the band edges; instead we will now obtain band
tails, resembling those of amorphous semiconductors such as silicon. In addition,
as in the case of carbon detailed in Chapter II, Section IV-1, forbidden states in the
middle of the band can be added to allow for dangling groups, which can appear espe-
cially during thermal (e.g. in synthetic procedure) or radiation treatments. We will add
these levels to the definitive band scheme after considering electron doping of PPP in
Chapter IV.
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Figure III-11. Band scheme for a w-conjugated polymer.

III Electronic structure of organic intrinsic solids:
small molecules

1 Evolution of energy levels in going from an isolated chain to
a system of solid state condensed molecules

In polymers, each monomeric unit is joined to its neighbours by strong bonds with
transfer integrals §; which lead to the breakdown of bands (Figure III-10). How-
ever, in thin films of small molecules, cohesion is due only to weak Van der Waals
forces. The resulting coupling between molecular orbitals is weak due to poor over-
lapping between orbitals of the molecules in the material. In addition, the greater the
distances between molecules, the weaker the interactions between electrons on two
neighbouring molecules and the lesser the degeneration observed in going from an
isolated to condensed state by valence electrons. The result is that the bands obtained
for molecular solids are not very interactive and are narrow.

In a general, qualitative manner, we can nevertheless indicate the way in which a
band gap evolves with respect to the size of a total system of molecules. Note that the
term ‘small molecules’ encompasses benzene, anthracene (3 joined phenyl rings) and
even tetracene (4 joined phenyl rings) and the discrete occupied levels increase to such
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a point that we have a considerable number of energy states for the HOMO [Pop 82].
Finally, the separation, or band gap, between HOMO and LUMO bands decreases
with increasing numbers of rings, just as for polymers in which energy levels become
more and more ‘dense’ as we increase chain lengths. It should be noted that the term
‘band’ here corresponds simply to an energy interval in which HOMO and LUMO
levels are situated, without making any strict reference to a Bloch pseudo-continuum
of energy levels. It is interesting to remember though that the state, whether neutral
or charged, of solid state molecules equally effects the band gap size; polarisation of
the solid by ionised molecules actually decreases the band gap [Pop 82].

Without going into some tedious and highly specialised calculations, we shall limit
ourselves to simply indicating the electron band structure for two types of molecular
solids:

— Alq3 which is pretty much amorphous and is widely used in the field of
electroluminescence; and

— Cego (in the undoped state is called fullerite and in the doped state is called
fulleride) crystallises into a cubic face centred (cfc) pattern and shows great
potential for use in photovoltaic systems.

2 Energy level distribution in Alq3
a Generalities

Optical spectra of Alq3 evaporated under vacuum into a thin film (solid state) or
in solution (diluted in DMF) have been empirically determined to be more or less
identical. This has shown that intermolecular interactions are negligible in the solid
state and any corresponding breakdown of bands is reduced. If the inverse were
true, then we would observe strong intermolecular interactions and a high degree of
delocalisation of charge carriers throughout the medium, with for example electrons
or holes readily moving from one molecule to the next giving rise to an increased
charge mobility and a consequential increase in the size of permitted bands.

As we are looking at Alq3, a large molecule consisting of a central metal cation
tied to 3 surrounding ligands, we shall have to consider internal interactions, including
those between ligands. A study has been made using semi-empirical determinations of
molecular orbitals and associated energy levels giving a method intermediate between
the Hiickel and ab initio methods, which are normally reserved for small systems
serving as ‘reference models’ [Riv 89].

b Quantitative results from Alq3 proposed by Burrows ef al

In considering an isolated molecule of Alq3 and assuming it exhibited equal char-
acteristics to a molecule within a thin film, by ignoring external effects due to weak
Van der Waals forces as noted above, energy levels were determined by Burrows e al
[Bur 96]. HOMO and LUMO band energies were estimated using the semi-empirical
ZINDO method, which necessitated the use of various molecular configurations. Cal-
culations indicated that there should be 3 small optical transitions corresponding to
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Figure I11-12. Localisation of full (HOMO) and empty (LUMO) orbitals on Alg3.

wavelengths » = 377, 369 and 362 nm equal, respectively, to energies of 3.28, 3.35
and 3.42 eV, and the result was close to that experimentally observed at 385 nm. It was
shown in the calculation that two isomers of Alq3 gave very similar results, indicating
that solid state thin films of Alq3 are stable, undergoing negligible recrystallisation,
and contain both isomers.

Calculations indicated, amongst other things, that m- and n*-orbitals were
localised about quinolate ligands, shown in Figure III-12, and more specifically,
full m-orbitals (HOMO) were situated at the ligand phenoxide groups while empty
n*-orbitals (LUMO) were about ligand pyridine groups. The model has been tested
and confirmed correct by various studies in which substituents have been placed on
the ligands, for example electron accepting groups once placed on the phenoxide
group resulted in a bluer emission, in agreement with expected reductions in energy
of the highest occupied level.

3 Fullerene electronic levels and states
a Structure of Cgy

The spherical form of Cgq results from the interstitial placement of 12 pentagons,
which never touch, and 20 hexagons, as presented in Figure I1I-5 [Had 86]. Pentagon
sides correspond to simple valence bonds which share from each carbon atom one
electron and have length 1.45 A, while each pentagon is joined via double bonds
which share from each carbon atom 2 electrons and have length 1.40A; each carbon
atom is thus shared between one pentagon and two hexagons. Overall, Cg has strong
rotational symmetry consisting of an icosahedral (20 faces) () with six 5% order
rotational axis, ten 3" order axes, fifteen 2°d order axes and one symmetry of inversion.
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The full common name of Cgy comes from that of American architect Buckminster
Fuller who designed similarly structured dome-like buildings.
Double bonds within the structure of Cgg result in two particular effects:

e conjugation between pentagons of delocalised m-electrons, resulting in reduced
electron-electron repulsions and increased polarisability. The system is highly
stable and has an elevated electron affinity, estimated by photoelectron spec-
troscopy to be around 2.5 to 2.8 eV. Such a value indicates that Cg should be a
good electron conductor;

e cven considering the non-planar structure, carbon atoms must be considered as
undergoing a hybridisation which is part sp? and part sp® as m-electrons are not
purely p type due to the poor pyramidal form of each carbon atom. Accordingly,
we shall have to perform a slight ‘rehybridisation’ of the system by introducing
some 2s character (estimated at around 10 %) into the m-orbital.

b Electronic levels of Cgy calculated using Hiickel approximations

A simple but approximate (given the last remark of the preceding paragraph) method
to derive the electronic levels in Cgg consists of considering its structure to be based
on 3o0-bonds and [ t-bond per carbon atom. We can see this as an initial step in deter-
mining electronic levels of the 60m-electrons in the molecule (see also Appendix A-2,
Section II).

Hiickel’s method, briefly considered using a simple example in Appendix A-1,
Section 11, is based on a method of variations which establishes t equations deter-
mining t energy levels (each of which may eventually be degenerate) associated
with t electrons in the system. Here, t = 1 to 60. Thus we take following Hiickel’s
approximation (see Section [V-3-b): —a = Hy and —B = H 8, in which 3y = 1 if
s = t £ 1 or otherwise 8;; = O which means that only resonance integrals for adja-
cent neighbours are taken to be non-zero; and that overlap integrals between adjacent
orbitals can also be consider negligible. Within the parameter —a, which has no effect
on energy variations, we finally arrive at | Tro 96]:

Matrix of
(Ei=1....60 = —B | closet
neighbours

The matrix of closest neighbours is that in which the elements are (8y)s with
indices outside the brackets denoting the line and column of element 8 = 1, if t and
s are first neighbours. A calculation of proper values of this matrix gives the energy
scheme, graduated with units in B, shown in Figure III-13. Names given to energy
levels originate from corresponding molecular orbitals and their symmetries in group
theory.

There are 3 molecular orbitals at 0.139 f (level t;,) and 3 more at 0.382 B (level
tig), so we can expect the molecule to have up to 12 electrons in these levels. The
separation of hy and ty, levels can be estimated as AE = 0.76 B, while that between
hy and ty; is B, and is intermediate to that of anthracene (AE = 0.83 §) and tetracene
(AE = 0.598).
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Figure ITI-13. Energy levels associated with Cgg Hiickel molecular orbitals

¢ Band scheme of solid Cgg

The structure of Cgo in the solid state resembles that of a crystal and at ambient
temperature centres of gravity of Ceps occupy nodes of a face centred cubic (cfc)
structure, however, as a function of time, each molecule turns about its own axis
which is randomly and independently orientated with respect to other molecules in
the lattice. A molecule can thus be perceived by its neighbours more and more like a
uniformly charged sphere.

While strong covalent bonds assure the structure of each individual Cgg, only
weak Van der Waals forces between each molecule (Figure I1I-14) assure cohesion.
With the overlap of orbitals being poor, the actual energy bands due to accumulated
Cgop molecules remain narrow. The band derived from the HOMO, hy, is a valence
band and is completely full, whereas the band derived from the LUMO level, ty, is a
conduction band and is completely empty. Solid Cgg (fullerite) is thus an insulator, or
rather, a semiconductor as the band gap is estimated as being somewhere between 1.5
and 1.9 eV (Figure I11-15). Formally, a transition between these two bands, of the same
u type, is forbidden, however, this selection rule is invalidated by electron-phonon
coupling, as has been observed (Chapter VIII).

While the ‘band structure’ presented in the following Figure III-15 is qualitative,
we should remember that in the solid state, molecular orbitals remain narrow and tend
towards those of Cgg in an isolated state. It has been observed [Kel 92} that absorption
spectra of films of Cgg are very similar to those of molecular Cgp, underlining the
weakness of intermolecular interactions in the solid state. In addition, the similarity
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Figure III-14. Plan projection (001) of atom position in Cgp in solid state structure cfe. Con-
tinuous lines, either thick and joining two hexagons as in A1 Ay or thin and short as in A A4,
represent strong, intramolecular covalent bonds. Dotted lines represent weak, intermolecular
Van der Waals.
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Figure II1-15. Hiickel approximation of the band scheme of solid state Cgg.

of spectra obtained for solid state and solvated Cgg allowed attribution of solid state
bands of energy levels associated with molecular orbitals.

However, ongoing studies are being performed to determine the band structure of
Ceo in the solid state, their interest being to accurately describe the semiconducting
properties of Cgp. The calculation methods used are either that of self-consistent field
(SCF) or those based on so-called density functions, in particular the approximation
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called the Local Density Approximation (LDA). A useful reference for the latter is
[Tro 96], and Appendix A-3 details the principle results [Tro 92].
Here we will suffice ourselves with the three main results:

o the band gap can be without an intermediate (at point X in Brillouin’s zone, cutting
the intersection of the axis k, with the upper face of the octahedral and defining
Brillouin’s zone of the cfc lattice);

o while the band gap has been found to be 1.18eV [Tro 92], it is more generally
estimated to be between 1.5 and 1.9eV; and

e the greatest valence band size (in X) is between 0.42 eV and 0.58 eV.

IV Conclusion: energy levels and electron transport

Most of the electronic energy level schemes in this Chapter have been prepared
using conclusions from Chapter 1. Within strong bond approximations, for a chain of
N atoms, energies can be written as E, = —a — 28 cos(2np/N) in which p takes on
N integer values such that —N/2 < p < N/2, yielding N values for E. As shown in
Figure I-20, we now know that when N is low, successive p energy levels are well
separated, and when N is high, then the spread between different levels is small.

In the limiting case when N — o0, the cosine argument 6, = 2np/N results in
a tendency towards a pseudo-continuity between —m and m; the electronic spectrum
takes on the form E, = —a — 2B cos0, and the separation between two succes-
sive proper energy values tends towards zero, with a spectrum size which is thus
proportional to B. The name ‘energy band’ is given to proper values of resulting spec-
tra in reference to free or semi-free electrons (weak links AE =~ 10”7 eV — 0 for
delocalised states). In the more general case in which a chain has a finite length, 9,
shows discreet values along with the energy spectrum; a decreasing N results in an
increase in the energy separation between two successive levels to the point at which
a pseudo-continuous energy state spectrum can be transformed into a spectrum of
discreet energy states. The latter can be observed more easily when it results from
small molecules which display a succession of discreet energy states, which may only
be slightly enlarged by weak intermolecular interactions (Van der Waals). However,
with macromolecules in which N is large the only the result we can hope for is for an
energy band assimilating energy state spectra.

So, in a general and qualitative manner, we can retain from the examples studied
that:

e long chains of degenerated polyacetylene with a high value of N can be considered,
using either weak or strong bond approximations, to have to all practical extents
a continuous energy band. As we have seen in other cases the energy band is
only half-filled with 1 m-electron per carbon atom and the material should be a
priori a conductor, however, a Peierls transition associated with the formation of
alternating double and single bands explains its intrinsically insulating character;
e poly(para-phenylene), which is non-degenerate, typically displays a conjugation
across 10 to 20 phenyl rings. Each ring results in discreet levels which are well
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separated (note that for benzene, the band gap between HOMO and LUMO bands
is ca. 5.5eV). The coupling between adjacent phenyl rings though results in a
breakdown of HOMO and LUMO 7t- and n*-bands and results in a band gap of
the order of 3 eV between m- and t*-bands of size ca. 2.5V,

Alg3 is an example of a ‘small molecule’, although relatively speaking it is not
actually that small. Semi-empirical calculations (ZINDO) have been used to deter-
mine energy levels for an isolated molecule taking into account, at present, 15
configurations in which are included the 15 highest full sites and 15 lowest empty
sites. Calculations showed that phenoxide groups were the centre for HOMO
levels, whereas pyridine groups had localised LUMO levels. In addition, weak
Van der Waals intermolecular interactions do not result in even narrow molecular
band breakdowns. This has been indicated by the invariability of spectra of Alq3 in
the solid and solvated state, showing no perceptible opening of discreet molecular
bands levels. However, when considering electroluminescence, there is a problem
in dealing with the continuity (or non-continuity) of energy levels susceptible to
receiving injected charge carriers at interfaces. If the energy separation between
levels is too great, then there is a risk that any injected charge will not find an
accepting energy level. Given the size of the molecule though it is probable that
there is a large number of energy levels and consequently energy levels should
be sufficiently close to ensure that charge carriers are not blocked. This problem
has in fact given rise to some controversies and we will come back to this subject
when looking at organic light emitting diodes (OLEDs) in a later Chapter; and
in fullerene (Cgp) we have a molecule of a not inconsiderable size, thus discreet
energy levels can be determined using classical Hiickel theory for m-electron
based systems.

InFigure I1I-15, and generalised in Figure 111-16, we see that in the solid state small

molecules exhibit only a narrow breakdown of levels if intermolecular interactions
are weak. As we shall see in Chapter V, charge transport mechanisms and optical
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Figure III-16. Band structure formation for a molecular system in the solid state in which
HOMO and LUMO levels of individual molecules increase in size due to interactions with
neighbouring molecules. More these interactions are weak, more narrow the bands become,
reducing mobilities.
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processes, which control opto-electronic properties, depend directly on the form and
nature of energy bands/levels of a medium in the following way:

¢ if we have a ‘pseudo-continuous’ band structure, and permitted bands are suffi-
ciently large, then conduction can easily occur between very close levels within
bands. This, however, is rarely the case in organic solids;

o if, however, we have a structure in which levels are discreetly spaced, then move-
ment of charge carriers through different energy levels cannot occur without
mechanisms allowing barrier crossing, and therefore carrier mobilities and con-
ductivities are reduced. As we have seen before, this similarly applies to narrow
permitted bands (see also Chapter II, Section 1I-2).

We should take note that band structures are actually considerably more
complicated than that represented in Figure III-16. Supplementary levels are gen-
erated by a wide variety of causes. For example we can construct: discreet levels
resulting from dangling bonds; localised levels associated with structural, chemical
and other forms of disorder; polaron levels due to lattice localised charges (with a
polaron band displaying a specific form of transport); and levels due to traps, or deep
wells. Before looking at transport properties in more depth, we shall examine the
electronic structure of real organic solids in Chapter IV.



IV

Electron and band structures of ‘real’ organic solids

I Introduction: ‘real’ organic solids

In this Chapter we shall complete the band scheme for ‘perfect’ organic solids,
obtained in Chapter 111, by taking into account electronic contributions in ‘real’ organic
solid materials, particularly w-conjugated polymers, due to:

e excess charges either introduced on purpose (doping) or not, including electron-
lattice coupling (vibrations) yielding quasi-particles such as polarons or
bipolarons;
topological defaults yielding solitons, including linking of chemical groups;
structural defaults such as dangling groups due to thermal or radiation treatment,
using for example UV or ionic implantation; and

e geometric disorder and its effect on local charges.

From the above, we shall be able to construct a band scheme which, although
quite general in nature, will allow us in Chapter V to subscribe to each electronic
level appropriate transport processes.

II Lattice-charge coupling—polarons, bipolarons,
polaron-excitons, solitons and their associated
energy levels—and n-conjugated polymer doping

1 Introduction

In this Section we shall look at the effects of introducing excess charges into a
distortable organic solid and discover resulting excited states associated with quasi-
particles such as polarons, bipolarons, polaron-excitons and solitons which appear
depending on the nature of the material under study. We shall define them in



78  Optoelectronics of molecules and polymers

more detail though much later on. Excess charges, either electrons or holes, can
be introduced into materials via different routes:

o clectrical doping by charge transfer from a donor type dopant (n-type) or acceptor
{(p-type) into an organic solid which is typically a m-conjugated polymer;

e clectric field effect doping in which an organic semiconductor or MIS structure
(Metal-Insulator-Semiconductor structure) is subject to positive or negative elec-
trical polarisation due to influence from a grill doped with either n- or p-type
dopants, respectively;
unipolar injection of charges into an organic solid using an electrode; and
bipolar injection of opposed charges (electrons from cathode and holes from
anode) which following migration through an organic solid can generate certain
quasi-particles.

2 Polarons
a The ‘dielectric polaron’

If we take an ionic crystal lattice, as shown in Figure IV-1-a, and then place an
electron on an ion, as detailed by the black point in Figure IV-1-b, then we can
see that surrounding ions undergo a force due to the additional electron, and this
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Figure I'V-1. (a) Lattice of ions in relaxed state; (b) repositioning of ions in directions of arrows
following placement of electron at E in the lattice; (c) and (d) polaron formation in covalent
materials going from a regular arrangement of rare gas atoms in (c) to a deformed atomic lattice
after a hole has been placed at D.
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electron-lattice interaction results in a new positions for the ions, as shown in the
same Figure by dotted lines. This displacement of ions always results in a reduction
of electron energy, and also results in a potential well within which can be found
the electron. If the well is deep enough then the electron will find itself in a tied
state, incapable of moving to another site unless there is modification in the positions
of neighbouring ions. We can label the electron ‘self-trapped’” and as such, it and
its associated lattice deformation is termed a ‘polaron’ . The term originated from
phenomena observed in polar materials, however, such quasi-particles can also occur
in covalent materials.

b Molecular polarons

Molecular polarons form in covalent materials in which the resulting distortion in
confined to neighbouring atoms, which can subsequently form a chemical bond while
the charge is trapped. A good example is Vi centres in alkali metal-halogen crystals,
in which a hole trapped on a CI™ ion results in attracting a neighbouring C1~ ion
to yield a ‘molecular ion’ of form Cl; . Similar phenomena can occur in solid rare
gases in which a trapped hole, detailed in Figure IV-1-c and d, and similarly in certain
mineral glasses in which dangling bonds at a neutral site (DY) can result in a more
favourable local rearrangement such that 2 D — D™ 4+ D~ where Dt and D™ are
the previously neutral dangling bonds (D?) which have, respectively, lost or gained
an electron charge.
We will now go on to detail further the origin of polarons in molecular crystals.

¢ Small and large polarons

If the wavefunction associated with a self-trapped electron takes up a space equal
to or smaller than the lattice constant, then the polaron is called a ‘small polaron’
and the deformation is localised only in the neighbourhood of the charge carrier. We
shall see this sort of quasi-particle in covalent materials. However, a ‘large polaron’,
sometimes called a ‘Frohlich polaron’, is one which forms in polar media in which
Coulombic forces are involved and which polarises the crystal along the length of its
action. We will not detail the latter polaron (which is covered elsewhere [Cox 871]),
and shall essentially consider polarons in molecular or macromolecular media.

3 Model of molecular crystals
a Holstein’ s model in equation form

Here we shall use molecular crystals to obtain a simple, generalised model for small
polarons (following Holstein’s model [Hol 59]). We shall consider just one excess
electron placed in a regularly aligned but flexible lattice of molecules each of mass M.
With each molecule g we associate a co-ordinate xg which represents the movement of

the molecule under harmonic vibration of pulsation wg with frequency vg = ilﬁw/ %
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We start with a single molecular site, excluding coupling effects with surrounding
molecules, on which there is not yet an excess electron. While ¢(r) represents the
potential energy of an oscillator, the vibration force is F(r) = — grad ¢(r). When rp is
in an equilibrium position, such that x; = r — g represents the local deformation of
a molecule, we have, using a Mac Laurin development,

1 /3% ,
8r) =8ro +xg) = Lro) + 5 { o5 . X

The first derivative is in effect zero as {(rp) corresponds to a minimum energy position
at equilibrium for r = rg.

We now have )
at -

Fo)=—F=—-|— = —kx

(r) ar <3f2)ro Xg g

ar?
verifying the harmonic equation

and with the value of k = (32§) given in g(r) gives g(r) = ¢(ro) + %kxé With k
1

2

d*xg
F(r) = M? = —ng,

for which the solution x; = X cos wot necessitates the introduction of an actual

pulsation wp = ,/%, we finally obtain ¢(r) = ¢(rp) + %Mm%xé.
wo can be estimated for an elongation x, of the order of a, the lattice constant,
as vibration energy, %ngaz, is of the same order as that of a bond energy Ep. in

the molecule and E, & 1eV. Intakinga = 1 AandM = % (hydrogen atom mass
1073 kg), we have

1 1073 ~2y2 2 ~19

giving wp ~ 10" rads~!. If a = 1 nm though, we now have wo ~ 10! rads~! and
for heavier atoms, the frequencies are even lower.

On taking into account the coupling between the vibrational movement of a
molecule and that of its neighbours, which results in the transfer of vibrational
energy throughout the lattice, we have to bring a phenomenon of frequency dis-
persion » = f(k) into play. The Hamiltonian corresponding to this molecular crystal,
into which we have not yet inserted free charges is written [Emi 86] as:

B2 92 M(o%xé
Hy = § _Na—xé + 5 + Zh:M(x)owang+h

in which h designates the closest neighbour, M is reduced mass and 6 wy, is the size
of the band of optical phonons.
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When a supplementary and excess electron is introduced into the lattice we can
take account of electron-lattice interactions by considering the excess carrier energy
at a site in the lattice. We accept that the energy is a linear function of movements
within the lattice, and the greater the induced movement the greater the absolute value
of the electron-lattice energy and the more easily that the charge is self-trapped. This
trapping is actually be greater than any coupling.

For a carrier localised on a site g, we can write Eg = Eg — Zg, f(g' — g)Xy, in
which f(g’ — g) is a weighting factor which characterises electron-lattice interactions.
In assuming that interactions are over short distances in using f(g' — g) = A8y, the
previous relationship changes to E; = Eg — Ax,, in which Eg is the energy of a non-
distorted site, Eg is Eg = 0 plus a constant and A represents the electron-site coupling

. E,—Ep .
force,asin A = — xgng = —grad E. In general, we can write Eg = E(xg) = —Axg.

Thus in the scenario we are considering, molecular deformations induced by
the charge carrier are mostly localised around the carrier itself, and it is the
presence of vibrational coupling between neighbouring molecules that distribute
distortion effects beyond the occupied site. Figure IV-2, otherwise known as an
Emin representation, presents a scheme of the distance from equilibrium of diatomic
molecules—represented by vertical lines—in a linear molecular crystal about a site
with an electron (black dot).

The complete resolution of this problem will require the use of Hamiltonian oper-
ators (He) for strongly bonded electrons in a crystal of covalently bonded molecules,
which will add a Hamiltonian for vibrational energies (Hr ). Results relevant to short
range electron-lattice interactions, which we will need to consider here are also
discussed in Section 7.1 of [Mol 94].

b Limiting case of a single molecular site: polaron and bipolaron

o Polarons and single electrons In this limiting case we will place 1 excess electron
on a single site, the molecule of which undergoes a deformation x. The potential

1

Figure IV-2. Scheme of equilibrium separation distances for diatomic molecules in a linear
chain, in which an electron (black dot) is placed at the centre of a molecule.
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energy of the site can be expressed as:

2
1
E=M o>+ (Bo— Ax) = Bx — Axinwhich Eg =0 and B = ~Ma?.

T 1 I

L Energy when
Vibration Energy of electron- &Y.
2 . there is no
energy of lattice interaction . .
. distortion
molecular (electron-vibration
site coupling)

E is optimised for a value x = xg such that

dE 2 A A
— =0, andMogxg —A=2xB-A=0¢&=xg= —5 = —.
9% ) x—x, Mco?) 2B
Following a deformation of the lattice xq through vibration and electron-lattice inter-
actions, the energy of electron-lattice interactions is accordingly reduced by Axg
(—Axp written algebraically). The system though undergoes a distortion associated
with a vibrational energy equal to Bx} which is such that Bx} = B (£) xo = Axo.
Overall we can write that energy in the system is reduced by E, for which:
Ep = Bx} — A LA A A”
=Bxj—Axp=-—-Axg=—— = ——.
PTERO TR T TR T TR T M2
Representations of these various energies are shown in Figure IV-3.

Finally we can note that in polar media, the formation of a polaron is highly
favoured as the energy ‘cost’ due to a distortion is less in absolute terms than the
energy recovered through a reduction in charge-lattice interactions. The former is
actually exactly one half that of the latter.

B Bipolarons and two electrons Using the model for a single molecular site, we
can go on to consider the deformation due to two electrons. System energies can be
written:

x2

E=M w37—2Ax +U=Bx*- 2A+O)x + Up
Vibrational | | Electron-lattice | | Coulombic repulsion due to 2 electrons on
energy coupling energy | | the same site. We can suppose that U varies
following U = Uy — Cx, in which Uy is the
repulsion at zero deformation.

On replacing A in the preceding Section by 2A + C, the minimum E is now given by:

_2A+C

(A +C)?
X=X = 5 —_ @@ -
Mcoo

2Mo}

and Epgp = + Up.

This system in which there are two electrons localised on a single deformation is
called a bipolaron and is stable if the energy required for its formation is less than
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Figure IV-3. Different energy terms with respect to lattice deformation by an excess electron.

twice the energy of 2 isolated polarons, i.e. when:

(2A + C)?
2Mo}

A
+Up < —
Mw

The above relationship can be true when A and C are of the same sign and
when Up is not too high. The deformation x; imposed by the two particles (here
two electrons, but can also be holes) can be advantageous in overcoming moderate
Coulombic repulsions.

4 Energy spectrum of small polaron

As we have just seen, a supplementary electron which distorts a molecule onto which
it is placed has an energy reduced by —Axy = 2E,,, while the vibration energy of
deformed molecule increases by Bx% = |E,|, resulting in an overall reduction in
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energy for the system equal to E;, with respect to the energy of an electron in a
rigid crystal of molecules, for which xg = 0.

Within the limits of the preceding calculation, in which we have ignored vibra-
tional dispersions due to coupling with non-existing neighbouring molecules, we
have

A2
‘Ep| = 2Mw(2) (see Figure IV-4).

If we also take into account the possibility that a small polaron (charge carrier and
associated lattice deformation) can equally be situated at any other of the geometrical
equivalents in a crystal, then we find that the actual states of the system are shared
in a polaronic band as shown in Figure IV-4. Using a modified method of that used
for strong bond approximations (eqn (2) and following eqns in Chapter I1), we can
consider that the proper states of a small polaron in a cubic crystal has energy in the
form:

Ex = —2Jexp(—S)[coskya + coskya + cosk,a] — Ep,
with:

o k= /kZ+k2+kZ as the polaron wavevector, and a the lattice constant;

¢ J, the resonance integral between two ‘electronically coupled’ closest neighbours,
is in the form exp{(—aR) to take into account the exponential form of electronic
wavefunctions; and

e exp(—S) is an overlap factor associated with chain vibrations. It represents the
superposition integral between two wavefunctions, which detail the vibrational

Atomic energy level for an electron in a rigid crystal

E Overlap integral for 2 wave
functions denoting system
vibrational state for a charge
at one or other of two
neighbouring sites

BE

Bonding energy due to

polaron formation with

molecular deformation
in presence of charge

Y RN ! T
= i AE, =12 Jexp (-S) E
A
Polaronic band due = T
to site equivalence ectrqnlc resonance
integral

Figure I'V-4. Energy scheme for small polaron.
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state of the system when the charge carrier is on one or another of two adjacent
sites in a crystal. In the limiting case of a rigid lattice, the vibrational wavefunction
remains unchanged during charge transfer from one site to its neighbour, and the
overlap factor is equal to . However, here where we are looking at a distortable
lattice, then exp(—S) can be considered to relate the necessary overlapping of
atomic sites between which the required tunnel effect can occur to allow a complete
displacement of atomic site and charge, which is taken into account by J.

Thinking about it in more depth, we can see that the transfer of a polaron requires
in fact two, concomitant tunnelling effects. One is associated with moving a charge
between two neighbouring sites (electronic resonance integral), while the other is
concerned with displacing the deformation itself and any sites geometrically tied to
the deformation. Exp(—S) is a factor of the same order as the atomic tunnelling effect
as we can use it to assimilate atomic site transfers. As it is associated with the high
mass of atoms, relative to the charge carriers, its value is extremely low. And thus
for a cubic crystal, the polaronic band size is AEx = 12 Jexp(—S) and is therefore
extremely narrow, of width typically below that of vibrational energies, which are at
least KT > 10™*eV at not too low temperatures.

Comment We need to remember that displaced deformation is equivalent to an
‘exchange’ in position for two neighbouring sites. Evidently, it is not two actual
atoms which change place but their position relative to the deformation propagated
with a charge. However, Figure IV-5 shows how geometrically speaking the exchange
is equivalent to an interchange of 2 sites.

5 Polarons in n-conjugated polymers

Polarons in m-conjugated polymers are of the same type as those we have looked at
just above, although local reorganisation can be favoured by there being a stable ionic
form of the polymer different to that associated with its neutral state. Here we shall

T _[ T Chain at moment t o . ,
Site (i+1) at instant t” plays the
i i+ 1 same role as site i at instant t;

similarly i plays the role of i + 1
but atoms at site i are the same

interchange of i as those at site i” and remain as

andi 41 sites, 141 they are, as for atoms at sites

behaves as i while J_ I J_ i+landi’+1.
1

Vibration
propagation
between instants t
andt' =

i-1 i

o ;
i"behaves as i +1 Vit Chain at moment t’ = t + AT
(i becomes i’ and i+ | becomes i’ +1).

Figure I'V-5. ‘Interchange’ of 2 neighbouring sites during vibration (and polaron!) propagation,
in which i and i’ are initial and final states.
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Figure IV-6. Representations of: (a) stable benzoic form; (b) unstable quinoid form; and
(c) stable once-ionised quinoid form of PPP. Note that to limit Figure size, the distance between
defaults has been drawn as 3 benzene rings, instead of 5. Figure (6-d) represents the energy
levels corresponding to structures of the: (a) fundamental state; (b) state with two neutral
defaults; (c) once-ionised state and then finally to states corresponding to different levels of
doping giving rise to simultaneous ionisation of more than one state, with n-doping for negative

ionisation (bottom) and p-doping for positive ionisation (top).

use PPP as an example. In the neutral state, the stable structure of PPP is based on
benzylic rings, as shown in (a) of Figures [V-6 and IV-7, and as corollary, a structure

based on quinoids is unstable, as shown in (b) of Figures IV-6 and IV-7.

As shown in going from Figure IV-6-c to Figure IV-7-c, when a default becomes

charged, for example due to charge transfer, a quasi-particle polaron (c) appears.
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Figure IV-7. Configuration curves for PPP chains in neutral and ionised states.

In Figure IV-7 which shows system energy with respect to geometric configura-
tion, we can see that a chain based on quinoids is stable in its ionised state (curve ¢).
In effect, the energy Egisr due to chain distortion in going from benzoic to quinoid
forms is more than compensated for by the relaxation energy E; which results in
going from an unstable ionised benzoic based state (curve d) to the same state based
on quinoids (curve c).

Polaron quasi-articles correspond to charge-lattice interactions which self-trap
within lattice deformations that they cause. Calculations [Bré 82] have shown that
these types of quasi-particles are localised over approximately 5 benzene rings.
Figure IV-6 shows a localisation over three rings only, but this is just to limit the
actual size of the diagrams—and changes nothing with respect to our understanding
of the mechanisms involved.

In Figure I'V-6-d we can see the evolution of energy levels with increasing density
of introduced charges (doping density) and of the Fermi level, which sits midway
between the lowest unoccupied and the highest occupied levels. We can simply note for
the moment that levels associated with two neutral defaults (shown in Figure I'V-6-b)
can be interpreted as coming from a bonding or anti-bonding combination of a non-
bonding pair of soliton states stituated in the middle of the gap. However, we will
look to the actual nature of these sorts of states in Section 7.

6 How do we cross from polaron-exciton to polaron?

A simple way of envisaging double electrical charge injection is to think of a posi-
tive polaron and a negative polaron which appear opposing electrodes, as shown in
Figure IV-8-a and b. With an applied potential field, each polaron migrates across
the material towards each other until they eventually meet, at which point they form
an excited but neutral species. (The electron and the hole are excited outside of the
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Figure 1V-8. Electron-hole injecting giving rise to a polaron-exciton.

HOMO and LUMO bands.) It is this species which is called a polaron-exciton and
shown as a polaron-exciton singlet in Figure IV-8-c. In later Chapters detailing optical
properties, we shall look more fully at the properties of excitons.

Using PPP as the example, Figure IV-9 represents the generation of an intra-chain
polaron-exciton (remember also this occurs over 5 rings, but 3 are used here to fit in
the representation). We can see that there is a strong coupling between electronic and
vibrational excitations as each inserted charge results in a strong geometric distortion
of the lattice, which displays a quinoid based structure.

When a radiant combination occurs, sometimes photons with an energy higher
than that which separates energy levels of two polarons (or bipolarons) are formed,
indicating that lattice coupling and therefore any induced distortions are less than that
envisaged by previous models of polarons or bipolarons. The charges which make
up the exciton, which is no longer a polaron-exciton (!), are thus tied to each other
by an energy of no more than several tenths of an electron volt. This can be due to
several factors (which will break any symmetry to the system Hamiltonians) which
are subject to numerous controversies [Gre 95, page 46].

7 Degenerate n-conjugated polymers and solitons [Hee 88]

In defining the soliton, which appears within chains of degenerated polymers such as
polyacetylene —(CH)x —, we will have defined the complete range of quasi-particles.
As shown in Figure IV-10-a, polyacetylene is obtained in the cis form directly after
its synthesis, however, with increasing temperature it tends towards the trans form.
During the isomerisation process, with increasing temperature, faults appear in
alternating double and single bonds. These bonds occur during ‘dimerisation’ as we

Exciton

Figure IV-9. Representation of intra-chain exciton in PPP.
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Figure IV-10. (a) Cis — trans transformation in —(CH)x —; (b) soliton type defaultin —(CH)x —
chain.

have seen in Chapter III, Section II-1. Defaults can arise due to the chain being
energetically equal on either side, as if two configurations could equally be formed,
as is shown in Figure IV-10-b. It has been estimated that such types of defaults can
typically form once for every two thousand CH units. The state is, from an energetic
point of view, equivalent to a dangling bond, with a 2p, configuration for the lone
electron which makes the soliton shown in Figure IV-11-a. And is therefore midway
between - and m*-levels, as shown in the left hand side of Figure IV-11-b. As shown
on the right hand side of Figure IV-11-b, the Peierls distortion forms a band gap
between full and empty bands. Figure IV-11-c shows the state density function where
we can see that the soliton (or dangling bond) is situated in the middle of the band
gap. The Figure can be compared with that of Figure II-5 for a dangling bond in
a tetrahedral carbon system. Overall, the chain remains electrically neutral, as the
carbon atom near where the soliton resides is surrounded by 4 electrons. However,
the system can give a paramagnetic signal due to the unmatched electron having
s = 5.
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Figure IV-11. (a) Representation of bond formation between two groups —CH—; (b) energy
level evolution with increasing interacting monomers, going from 2 to 4 then to n; for a chain
of n monomers Peierls distortion gives rise to gap Eg: (¢) resulting band scheme generated by
Peierls distortion also showing level of dangling bond.
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Figure IV-12. Energy states favoured during different steps in doping of —(CH)x —, as followed
in text.

Now we shall turn our attention to doping effects, with the following dopants:
n-type donor (such as alkali metals) which can transfer an electron to —(CH)y —; and
p-type acceptor such as [ or AsFs which are capable of taking an electron from a chain
of —(CH)x—. We shall take as example a single chain of —(CH),— on which there
are two solitons corresponding to two excited states, as detailed in Figure [V-12-a. On
doping, one of the two solitons is ionised and we thus obtain the associated pair charged
soliton-neutral anti-soliton, as shown in Figure IV-12-b. Following their interaction
we obtain two levels—one bonding and the other anti-bonding—which correspond to
a polaron, and as detailed in Figure IV-12-c is of p-type with an acceptor-type dopant.
If we increase the doping, two polarons can be formed as shown in Figure I'V-12-d,
which give rise to two charged solitons (Figure IV-12-¢), and as the doping increases
even more, a soliton band will appear and grow until the forbidden band is finally
closed by around 30 % w/w of dopant (Figure IV-12-f) [Bré 82].

III Towards a complete band scheme including structural
defaults, disorder and rearrangement effects

1 Which effects can intervene?

As we have just seen, in real organic solids we should account for local interactions
due to electronic charges and their associated lattice deformations and vibrations.
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In addition, such quasi-particles (polarons, bipolarons and solitons) are characteristic
of the sort of doping used, and in contrast to classic covalent semi-conductors based
on for example Si or Ge, doping atoms take up interstitial positions rather than sub-
stitute atoms in a lattice. The specific electronegativity of dopant atoms, generally
alkali metals or halogens, is therefore used to transfer charge to materials such as
ni-conjugated polymers.

Studies of conduction phenomena have shown that in reality transport properties
can betisotropic and therefore charge transport and vibrational energies can only be
considered as one-dimensional over short ‘local’ distances. Hopping mechanisms for
inter-chain movement of quasi-particles have been introduced in attempts to account
for real effects, such as Kivelson, Brédas or Zuppiroli models for solitons or networks
of polarons and bipolarons. Inter-chain transfer integrals have also been introduced.
These effects will be discussed when looking at transport mechanisms.

While short range order can be discerned in crystals or certain fibrous polymers,
in most materials there is a high degree of long range disorder which generally domi-
nants their properties. We can therefore consider such materials to be amorphous, but
recognise that there will be localised states appearing in band tails due to the random
distribution of potential wells from electron sites (as shown in the Anderson model).
Examples of these can be localised states in between polymer chains or associated
with particularly amorphous zones of molecular solids.

2 Complete band scheme accumulating different possible effects
a Construction of density state function

We shall introduce various contributions in order to construct a complete band scheme.
Except in one-dimensional media, disorder and electron-lattice interactions do not
strictly result in a simple sum of two effects, rather each acts in synergy to pro-
duce localised states. Energetically speaking, this can only occur within the energy
band gap (polarons) or in the mobility gap (disorder in the case of amorphous semi-
conductors) (Emin in [Sko 86)). In order to obtain as general a band scheme as
possible (Figure IV-13), we must also associate with the localised states the state
density function (Pfliger in [Sko 86] and A Moliton in [Sko 98]) such that:

e theintroduced band tails increase with disorder (zones Cs and Cg in Figure IV-13);
and

e contributions from electron-lattice interactions increase in polaronic or bipola-
ronic bands with increasing interactions and their electronic effects (zones C3 and
C4 in Figure IV-13).

On considering the mechanism of charge transport, we can see that charge carriers
can be thermally activated towards localised (between which there can be phonon
assisted hops) or delocalised (zones C| and C,) states. The energy involved increases
in going from the former to the latter phenomena, and each process appears with an
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Figure IV.13. Band scheme with all envisaged energy levels. To the left are shown state
densities resulting from localised defaults i.e. bond ruptures.

increase in temperature. For an intrinsically ‘perfect’ material the energy is equal,
a priori, to the half-gap between valence (1) and conduction (7*) bands.

We should note that there can be various perturbations due to thermal effects
during synthesis, UV irradiation, ion implantation etc. and structural defaults such as
vacancies, dangling bonds or chain ends, which result in conduction mechanisms at
the band gap centre. Localised levels are thus introduced (zone C7) of a nature similar
to those for carbon in Figure II-5. Geometrical fluctuations, for example changes in
bond angles, increase the size of these bands, which in reality split into two bands
(Hubbard’ s bands, zone C7).
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b m-Conjugated polymers

As elsewhere detailed for PPP [Mol 98], we can have in reality two types of default
bands. Here we shall detail the energy levels formed on combining two carbon atoms
which have hybridised states 2sp? 2p, as shown in Figure IV-11-a. There are 6-bonding
and o*-antibonding orbitals in addition to -bonding and ©* antibonding orbitals. If
we form an electroactive polymer (My) from monomer (M) containing two carbon
atoms, then as the polymer is constructed from alternating single and double bonds
the m- and m*orbitals give rise to HOMO and LUMO bands (Figure IV-11-b) and
the resulting state density function represented in Figure IV-11-c. When a default
associated with removal of an electron occurs, for example from a dangling bond
following chain rupture, localised states which appear depend on the original orbital
of the electron, which could be either a w-orbital (p,) or a g-orbital (sp2 state) situated
(Figures IV-13 and 14), respectively: (i) at the centre of the gap (denoted Ep, = E;)
separating HOMO and LUMO, and are the only states that we have considered up
to now; or (ii) at lower levels than those mentioned in (i) and distributed in the
neighbourhood of the primary sp? level.
Given that (E, — Es) ~ 8.8eV and that Espz = %(ES + 2E;), we have:

1
Bp — Egz = 2 (Bp —Eo) ~ 2.9¢V.

In PPP, the highest point of the valence band is some 1.5eV below the Ep level
and the state which corresponds to a C—H bond rupture, E», is 1.4eV below the
same high point of the valence band, which allows charge transfer to occur from
the highest point of the w-band to localised states. This charge transport process
results in a decrease in the Fermi level, which otherwise would be at the centre of the
gap, placing it nearer the valence band resulting in p-type conduction. Figure IV-14
details evolutions [Mol 94] of energy levels in a band scheme due to generation of
dangling bonds (Figure IV-14-b), which can equally induce holes in the valence band
(Figure IV-14-c) and can be considered as positive polarons with poor mobility due
to their strong lattice attachment resulting from Coulombic interactions with negative
charges on the polymer chain, as opposed to chemical doping.

Figure IV-13, which represents the state density function contains not only a
default band at the gap centre (zone C7), but due to the inevitability of CH ruptures in
polymers, it also has a default band situated at lower energy values (zone Cg situated
around level Eg).

3 Alq3 and molecular crystals

So far in this Chapter we have concentrated on the real behaviour of n-conjugated
polymers. Alg3, however, is not much different in its behaviour, as it is now widely
thought that polarons do occur in molecular crystals in general (Karl in [Far 01]) as
well as specifically in Alg3 (Burrows in [Miy 97)).
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of C—H or C—C bonds, due for example to thermal effect, irradiation or ion implantation.

a Structural defects due to a charge presence in Alq3

Structural defects resulting from electron injection into Alq3 which becomes an anion
have been studied. According to Chapter I1I, Section I1I-2, an injected electron should
enter the first empty level localised around pyridine groups. Calculations have shown
that Al—O bond lengths should remain unchanged while Al—N bond lengths should
change considerably, as the presence of an electron on a quinolate ligand on an
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anionic Alq3 induces an increased interaction with the central cation. The Al—N
bond between the host ligand and the central cation should shorten. The host quinolate
ligand will though in turn generate repulsions between it and other quinolate ligands
due to extra negative charge, and two remaining Al—N ligand bond lengths will
accordingly increase.

In order to approximately define the trapping energy associated with an electron
injected into Alq3, calculations were performed using a neutral Alq3 of the same
geometric structure as its anion. Transition energies 3.07 to 3.20 and 3.34 eV under-
went a high red shift of the order of 0.21 eV with respect to the neutral and therefore
fundamental state of Alq3, representing the electron trap energy depth.

It was also thought by Burrows, in the following manner, that these calculations
permitted a further precision of the nature of the traps in Alg3. When an electron is
localised on a molecule it induces anti-bonding orbital population and the molecule
accordingly relaxes into a new structure (Frank-Condon principle). This relaxation
towards a lower energy level can be used to automatically trap an electron which
could move to a neighbouring molecule through polaronic processes (see Chapter V).
Given that there are many possible variants to the Alq3 structure and accordingly
possible calculable energies, due to isomers and thermal vibrations, an exponential
breakdown of trap levels leading to distributed levels in the LUMO band is possible.
Conduction mechanisms associated with trap levels can therefore appear in otherwise
resistive media.

b Molecular crystals

With localisation of a charge carrier, there is a polarisation of its host molecule and
its close environment, and due to the influence of a weak (see page 267 of [Pop 82])
polarisation field, the carrier is assimilated with a polaron. When moving, the polaron
must overcome a potential barrier associated with potential wells it itself induced
in the lattice. Introducing the notion of trap levels, which correspond to distributed
localised levels following usual functions (in particular Gaussian), appears necessary
once molecular crystals undergo a transition to an amorphous phase, as discussed
elsewhere (page 245 in [Pop 82]), and for example observed in vapour deposited thin
films of tetracene at T < 160 K.

IV Conclusion

Taking into account all possible electronic levels that appear in an organic solid can at
first seem complicated. In order to simplify the complexities presented in Figure TII-
11, Figure IV-135 sets out practically all envisaged levels for w-conjugated polymers.
As for amorphous semi-conductors, we can see that there are foot bands (for w- and
m*-bands) and that states can be just as well associated with any type of disorder, as
can charge carriers with the lattice (i.e. polarons).
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n*-conduction band

Fermi energy for n-doping: polaronic and/or
states associated with disorder
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E. 1 states associated with disorder
-

n-valence band

Figure IV-15. Simplified band scheme and position of Er following doping of nt-conjugated
polymers.
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We shall try and determine the mobility that charge carriers can have in the ‘foot’
or lowest band states. In any case, it must be relatively poor and some of the states tend
to behave as though they were like traps in a manner analogous to localised tail band
states in amorphous semiconductors. Trap levels and their behaviour will certainly be
studied in molecular solids such as Alg3 and as we have seen here, the existence of
the trapping levels is equally associated with a lattice relaxation associated with the
charge presence.

Even if it is not possible to consider an universal band scheme for all real organic
solids, we can at least now conceive that carrier localisation, on obligatorily distributed
energy levels to account for the disorder that each carrier brings, is a common char-
acteristic of these solids. The nature of and treatments to which these materials may
be subject (thermal, irradiation) result in a diversity of localised states.

Finally, we can state that transport properties of real organic solids, as in all
materials, are conditioned by:

e the position of the Fermi level in the band scheme, as it conditions, along with
other effects, the type of transport mechanism which may or may not be thermally
active;
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o the value of state densities as a function of energy—which determines the number
of charge carriers; and
¢ the nature of these states—on which depends the value and expression of mobility.

We shall now go on to try and define more exactly the laws which characterise the
various possible transport mechanisms in Chapter V.
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Electronic transport properties: I Conduction in
delocalised, localised and polaronic states

I Introduction

In this Chapter we shall establish the different laws required for electrical conduc-
tivity within a band scheme for organic solids (Appendix A-6 summarises laws for
thermoelectrical power). Organic solids can be deemed semiconductors, or in more
general terms conductors, especially when considering certain w-conjugated poly-
mers undergoing development at the present time. The laws depend upon the nature
of the conduction states involved, which in turn may be due to:

e valence and conduction band delocalised states (HOMO and LUMO bands in
strong bonds);
localised states associated with disorder that governs the depths of wells;
states localised around the Fermi level in which transport mechanisms by hopping
(Hopping to Nearest Neighbour, or HNN) or tunnelling effects (Variable Range
Hopping, or VRH) appear; and

e polaronic states due to the localisation of carriers in wells with depths dependent
on the ability of the lattice to deform, and with different laws appearing as a
function of temperature domain.

The nature of the states implicated in conduction depends on the position of the
Fermi level, which is typically situated half-way between the highest occupied level
and the lowest unoccupied level. We shall thus describe, with respect to the Fermi
level, a scale of energies within a general band scheme in order to characterise the
theoretical form of conductivity in each of the states listed above. We shall not go
into conduction mechanisms specific to organic solids and insulating states, in which
conduction can be limited to space charges and/or intermediate trap levels more
normally associated with OLEDs, but rather leave this and conduction limited to
electrodes and interfaces to later Chapters.
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IT General theories of conduction in delocalised states:
Boltzmann’s transport equation and the Kubo—Greenwood
formula for mobility (see also Appendix A-4)

1 General results of conductivity in a real crystal [Qué 88 and Sap 90]:
limits of classical theories

The classical theory of conductivity (o) was initially elaborated by Drude using a
‘billiard ball’ model. The relaxation time (1) (defined as the average interval between
two successive collisions undergone by an electron) was assumed to be the same for
all electrons, and was used in the following eqn (1):
2
n

o= Eq*—t = 0y e8)

in which n is the concentration of electrons with effective mass m*.
In an alternating field with period (w), conductivity is given by the relationship

2 .
ng-tl —iwt
= 2
o) m*1 + w?t? @
The real part is thus written:
ng’t 1 1
oR(0) = @)

mx 1+ o2 011 o2e?
and is valid at high frequencies although tends towards op at low frequencies
(ot K 1).

For a metal, the problem can be resolved in reciprocal space using Fermi—Dirac
statistics and globally gives the same result [Qué 88]. If we go on to suppose though
that the relaxation time is the same for all electrons, we find that only electrons which
have an energy of the order of the Fermi level participate in conduction, remembering
of course that the concentration of the n electrons intervenes in determination of 6. The
relaxation time T should indeed be denoted as t(Ep) as it is related to electrons in levels
neighbouring Er in the case of metals, degenerate semiconductors and semiconductors
for which EF is in the conduction band.

The hypothesis that t is the same for all electrons, however, is subject to dispute
as the relaxation time of any diffused electron depends upon its velocity v. If o is
the section of total efficient diffusion, for isotropic collisions, and N is the number of
particles struck per unit volume, the probability P of a collision per unit time for an
electron at velocity V is such that [Smi 61] P = % = Nvoy, in which tis the relaxation
time such that £ = vt, where C is the mean free pathway. Thus, in reality, T depends
on v and thus k. Equally, t also depends on the direction of electron displacement,
and generally can be written in terms of k. .

_ If an electron is diffused by a particle, and the wavevector k varies by a value
Ak < k, then the hypothesis that T = constant is acceptable, however, in the alter-
nate scenario we must take into account the dependence of t on k. In order to
perform the required calculations, we can use the state density function (N(E)) within

energy space.
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2 Electrical conduction in terms of mobilities and the Kubo-Greenwood
relationship: reasoning in reciprocal space and energy space for delocalised
states (¢f. Appendix A-4)

a Hypotheses used for calculation

The actual calculations used, detailed in Appendix A-4, were initially developed
for inorganic semiconductors. Boltzmann’s transport equation is, however, a semi-
classical equation, due to its use of Newton’s law which demands that particles have
precisely known positions and moments. In turn we are required to reason in terms of
phases in space in which the probability of the presence of a particle is denoted by the
function fo(k, T, t). In addition, quantum mechanics is brought to bear by considering
the levels of collisions which are supposed to vary the vector k instantaneously by Ak
without a variation in the position of charge carriers. From a practical point of view,
this results in assuming that the collision duration is negligible with respect to the
interval between two collisions for any given particle of energy E, which corresponds
to a value of K given between two collisions.

We should also note that the aforementioned hypotheses of relaxation time is
formulated such that following a perturbation the system will revert to its equilibrium,
following an exponential law characterised by a relaxation time t(E). When isotropic
collisions occur, it has been shown that the relaxation time is equal to average times
between collisions [Lun 00].

b Formulae for mobility

If the applied field Ey, with respect to Oy, is uniform and constant, we obtain for
current density (Jx), again with respect to Oy, the following expressions:

e ink space (from eqn (13) of Appendix A-4):

q%Ex

4n3k T

f‘c(k)v fo(1 — fo)d’k; and 3)

e in energy space (from eqn (14) of Appendix A-4):

I, = °Ey / I(E) Xf4(1 — fo)N(E)dE. 3')
E

For isotropic diffusion, in which (v% = Y;-) and where parabolic energy bands

exhibit minimum k = 0, we can use an approximation of effective mass (m*) which
is such that

21.2
__hk__l*Z
—2*—§mV

m
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(see Appendix A-4, Section III):

— when t©(E) = t is constant, we obtain Jy = nquEy, in which p is the mobility of
charge carrier q [eqns (16 and 22) in Appendix 4] given by

qt |
H:E,

“4)

— when the system is degenerate (Er in the conduction band), we obtain to the first
order [eqn (23) in Appendix 4]

E
(VRS —qt( *F) ; and (5)
m
— when 1(E) corresponds to non-degenerate charge carriers (distributed according

to Boltzmann’s law)
2
o= %(t), oruzi*(r),with
m* m

Jo  WE)E 2 exp (— ) dE_ (Ex(E))
Jo B3 2exp (—&) dE - (B)

This average value for T(E) is sometimes denoted ({t(E))) to clearly indicate that
it is an average obtained not only from the single component of the distribution
function N(E) = N(E)f(E) ~ E!/2exp (— %), but also from EN(E), which can
only appear in calculations specific to transport equations.

(1) = (©6)

¢ The Kubo-Greenwood relationship

a-General case

Eqn (3') permits writing the conductivity in the form:

E 2
o =q’ / CEN (1 - f)N(E)GE, %)
g kT
which in turn can be written as the Kubo—Greenwood formula:
o= q/ wENE(E)[1 — f(E)]dE, with (1)
(B - T ®)
W=7

B-Case of isotropic diffusion and the effective mass approximation
( 2 _v: _ 2E

X = 3 T 3pF
in eqn (3'), we again obtain the Kubo—Greenwood equation (7') in which

): on introducing this expression for v)z( and noting that E = %kT

qt E
m*E’
Eqn (9), without approximation over fp, is more general than eqn (5) which is
applicable only to degenerate semiconductors.

w(E) = ©)
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III Conduction in delocalised band states: degenerate and
non-degenerate organic solids

1 Degenerate systems

For degenerate systems we must suppose that Er enters the conduction band and that
we are dealing with ‘metallic’conductivity. Figure V-1 represents the conduction band
in a disordered organic solid with delocalised tail bands. In this degenerate system we
can imagine, for example, that the high concentration of charge carriers, which allow
the Fermi level to enter the conduction band, is due to a high degree of doping of the
n-conjugated polymer which is ‘highly charged’. In addition, in order to imagine a
conduction which can occur within a band of delocalised states, we should be using
a regime of weak localisation, in other words, the mean free pathway £ > a, and
Vi/B < 1 (cf. Chapter II, Section IV-3).

a Example of a degenerate medium practically without disorder (£ > a)

Conductivity can be expressed using Drude-Boltzmann’s general formula, og =

2 - . - . .
qnp = M—;(;Ei), in which n is the concentration of electrons and W is given to the

first order by eqn (5). T(Ep) Represents the relaxation time relative to the Fermi level.
With1 = vpt(EF) in which v is the velocity of charge carriers (at the Fermi level) and
1is the mean free pathway we have og = nq?l/m*vg. On introducing the crystalline
moment, & kg = m*vg, we obtain og = nq21 /k kp, in which kg is the wavevector at
the Fermi surface.

If we now consider the system at absolute zero, we can quickly obtain n as a func-
tion of kg using reciprocal space. With the number of cells, of volume 87 /V = 8n3
for V =1, at the interior of the Fermi sphere being ([4/3]nk}3=)/8n3, and in tak-
ing electron spin into account by introducing n = 2(|4/ 3]T[k13:) /87> for doubly
occupied cells, we obtain metallic conductivity written in the form op =
47tk1%q21/ 1273k If we set Sp = 4Jrk% at the Fermi surface, we obtain the following
widely used and general formula [Mot 79]:

og = Spq°l/ 127k (10)

Ec Eg

Figure V-1. Position of Ep in degenerate and disordered organic solid for conduction in
delocalised states showing conduction band and tails bands of localised states.
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b Low level disorder and the effect of weak localisations (£ > a)

a The central principle Consider first of all the effect of weak localisation of the
conductivity detailed just above. If £ decreases following collisions, multiple dif-
fusions occur. If in addition, the collisions are elastic, generated for example by
dopants or impurities spread throughout the material in a random fashion, the wave
function (V) does not loose its phase memory in a regime of weak delocalisation
(£ > a). Additionally, if £ is sufficiently large with respect to the wavelength of
the wave functions (£ 3> \), constructive quantum interference can develop between
waves which are following different paths, as shown in Figure V-2. Under these condi-
tions, a backscattering appears along with a diminution in conductivity, which follows

the form:
C
0’=0’B{1— } (10"

To generate the backscattering, £ must be sufficiently large (£ > \,or L/\ > 1,
and with k = 27t/), kL > 1) to create interferences (§ = m) with integer m), and
yet must also be sufficiently small so that collisions occur to a non-negligible degree,
without which £ < a (and k£ < 1) and we would have a localisation strong enough
to provoke a loss in memory of the wavefunction. To sum, this compromise can be
reached under a system of weak localisation with £ > a. The quantum interferences
are well detailed in [Ger 97], for example.

B Limiting phenomena of quantum interference Quantum interferences can only
occur if the interval between 2 elastic collisions T is much less that that between
two inelastic collisions (which modify k and therefore also the wavefunction phase).
The reduction in conductivity decreases when the number of interfering quantum
sequences decreases (phonon effect at increased temperatures). The conductivity can
then be given by 6 = op{1 — C(1 — 1/L)/(k¢1)?} [Mot 79].

site of constructive interferences

Figure V-2. With elastic collisions, two waves corresponding to two directions in a pathway
return to O in a coherent fashion, resulting in interference, localisation at O and decreasing
conductivity.
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The term (1 — /L) represents the reduction in diffusion when all collisions are
not elastic and L can represent the length of the sample being studied, the length of
inelastic diffusion, or even the cyclotronic radius when a magnetic field (H) is applied.
In effect, a magnetic field induces a dephasing of trajectories and therefore implicates
wavefunctions associated with diffusion transitions; constructive interferences can be
made redundant and weak localisation effects diminished; and conductivity increases
resulting in positive ‘magneto-conductance’, or rather, negative ‘magneto-resistance’.

We can now consider effects due to variations in potential and reinforcement of
disorder. When Vg > B or, at the limit, Vg ~ B, the state density function exhibits
an increase in energy and also a reduction in the state densities denoted by g for
a value corresponding to the band middle (disorder results in state density func-
tions N(E) being flattened to gN(E)). In the principle part of the expression for
conductivity—which is proportional to the square of the state density function, as
detailed in Eqn 2.18” in [Mol 91]}—where a correcting term intervenes, g2 is replaced
by (gq)? and thus the conductivity can be written

o = opg?{l — C(1 — 1/L)/(gks1)?). (16)

This last expression for o corresponds therefore to 1 & a and Vg =~ B, and relates
the expected Anderson transition from metal to insulator. In addition, we can also
note that as Vy increases, g decreases coherently with conductivity.

¢ Law for the variation in conductivity with temperature

It has been shown in 3-D by Altshuler and Aronov, (detailed in Chapter 5 of [Mot 937])
that at low temperatures, where quantum interferences are important, the expression
for ¢ above becomes

Ke? [kT\'/? 12

o = og(To) + ah (%> = og(To) + mT /7,
in which Ty is a reference temperature and K a constant [Ell 90]. This law is estab-
lished using L = vt; and 7; o T7P, with L equivalent to the indice i corresponding to
inelastic collisions which when dominating phonons give rise to p = 2, 3 or 4 depend-
ing on the temperature. As long distance electron-electron interactions are introduced,
a minimum in the state density function results in E = Ep.

2 Non-degenerate systems: limits of applicability of the conduction theory in
bands of delocalised states for systems with large or narrow bands (mobility
condition)

a Representation and properties of non-degenerate systems
In non-degenerate systems, the conductivity corresponds to that of a semiconductor, in

which Ep is sufficiently less than Ec so that an approximation of the Fermi-Dirac func-
tion can be made using Boltzmann’s distribution (see Appendix A-4, Section III-2-c).
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The Fermi level must therefore be situated midway in the gap between valence
and conduction bands (Figure V-3). In analogy to the terminology introduced by
Fritzsche [Fri 70] of an ‘ideal amorphous semiconductor’ we are considering an
‘ideal’system in the sense that we assume that there are no defaults giving rise to
numerous, deep states in the band gap. These defaults, localised and degenerated in
the gap can arise from impurities and dangling bonds, and the conductivity in these
states, often encountered in organic systems, will be detailed in Section 4. Initially
we will suppose also that states in the band tails are of low density even if conduction
through these delocalised states can occur.

Conductivity can be obtained using the general relationship of Kubo and
Greenwood:

0= QfN(E)u(E)f(E)[l —f(E)]dE

which gives eqn (6) for non-degenerate systems.
In a more or less classical fashion, we can equally use the simplifying, following
hypotheses:

— N(E) = constant in extended states, N(E) ~ N(Ec¢)

— W is zero in the mobility gap E,, and equal to an average value (i) in extended

states (with Einstein’s relationship, we can consider that e = th) and thus

0 = qN(Ec)nekT exp[—(Ec — Ep)/KT],
following the classical law for semiconductors with

E. — EF
kT

).

0 = gpexp(—

Comment 1 In semiconductors, classically speaking, the diffusion constant (D) is
tied to the diffusion length L. by Lg = DeTe. With ve = 1/71. and L, = a, we have
D, = vea’. If diffusions are isotropic, i.e. equally probable in all 6 directions of a
triangular pyramid, we have therefore in one direction D, = (\Jeaz) /6. We can also

N(E) E,: mobility gap

AVAW

I
I
I
I
I
Ey ||]

Figure V-3. An ‘ideal’ system can induce semiconductivity in delocalised states.
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obtain, using the nearest neighbour approximation, as used in obtaining eqn (15)
below, vey & h/ma2 ~ 10851
Comment 2 In amorphous semiconductors, Ec — Ef = AE — oT and

o AE AE
0=Ooexp<i)exp _ﬁ :C()exp _ﬁ—

in which
AE = E¢c(T =0K) — ER(T = 0K).

We shall now see that, given the properties of n-conjugated polymers and organic
solids, such as mobility values, band size in terms of the resonance integral §, how
the possibility of conduction through the delocalised band states, developed in I1, is
barely realisable [and yields eqn (6) for non-degenerate systems, i.e. semiconductors
to which approximations for effective masses can be applied].

b Condition on band size allowing application of effective
mass approximation

To define an effective mass, the size of permitted bands (B) must be B 3> kT, otherwise
when the band attains a value close to kT (0.0026 eV at ambient temperature) it is
not only the lowest band levels which are occupied but also all levels inside the band
due to occupied by thermal effects. The form of the obtained mobility, for a strong

bond, is no longer acceptable i.e. that of eqn (11) of Chapter IT, u = qra’ B obtained
g Y 72 Z

with the mobility relationship p = F%l* with a simplified version of T in which was

. . 2 .

introduced the effective mass m* = %Z from eqn (8) of Chapter II. So, to obtain an

expression for m*, we need to use an approximation which involves only the lowest

states in the band. Here, k = 0 and is centred in the zone for which E is at a minimum

g. e'd[%]kxo = 0), allowing the use of a cosines approximation for energy in a strong
ond.

¢ Systems for which the permitted band B is large (B > kT);
n-conjugated polymers

From the preceding paragraph, we can see that the approximation of effective mass
can only be applied to large bands (B >> kT). it is here that the mobility of charge
carriers within HOMO and LUMO bands in nt-conjugated polymers can be evaluated
using

. qua’B

—., 11
ez (1

In addition, we should note that as detailed in Chapter I, Section III-3-B, so
that bands conserve a physical significance, B > AE in which AE = % [Chapter II,
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eqn (20)]. Under these conditions, to obtain conduction in these large delocalised
bands, the following should be valid:

_q'cazB qua? AE qa
"Rz wmz hz (12

The inequality in eqn (12), u > %27, is the final condition for conductivity in
delocalised bands B. With a of the order of several A, which is about the length
of a strong bond in a m-conjugated polymer, and Z = 2 we obtain the condition
w > 10~"em? V-Is7!, As the typically observed value for conductivity in these
polymers is of the order p. > 10™* cm? V~!s~!, we can conclude that that transport
probably does not occur within these delocalised bands.

We have to consider that in w-conjugated polymers any charge mobility due to
delocalised states is well reduced by the passage of charge carriers through more
localised states, such as intermolecular states. These, for example, include hopping
between polymer chains with a pathway possibly tied to interchain polarons, such as
‘intrachain or chain-end defaults’ which can be due to impurities, faults in conjugation,
dangling bonds and traps of all sorts. Mobilities associated with these sorts of transport
mechanisms shall be detailed later.

d Systems with narrow permitted bands (B < kT): small molecules [Wri 95]

Molecular solids, as we have seen in Chapter 111, Section III, present narrow permitted
bands, as intermolecular interactions operate through weak Van der Waals bonding
and a limited overlapping of molecular orbitals. Given the argument presented in the
preceding Paragraph b, we find that the effective mass approximation can no longer
be applied to an attempt to evaluate charge mobility.

In assuming that any collisions is isotropic and therefore relaxation time is equiv-
alent to the time between two collisions, we can use the general equation for mobility
detailed in eqn (8) (see Section II-2). We therefore have £ = tvy.

We can thus derive (following [Wri 95]) that

{vx) -

L
u:q(vz) q~

kT X T kT
As vy = h AE [Append1x A-4, eqn (1)], relative to the size of a permitted band

we have AE B, and while Ak = 1/a (corresponding to the order of a permit-

ted band of height B and Brillouin zone in reciprocal space, comparable to the
Ba

simple representation in Chapter I with E = f(k)), we obtain vy ~ 5 or in other
terms CB
qL Ba
=——. 13
W= 1T (13)

At this level, we can in fact reason in two ways, both of which arrive at reasonable
results:

o cither that to have a conduction through delocalised states, we need £ > a
(from the second conduction given by Ioffe and Regel, detailed in Chapter III,
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Section II1-3-b), resulting in the need to verify that:

2
qa“ B
—— 14
W> T (14)
And for small molecules with a band size B &~ kT, we have the same condition as

that for the polymers:
qa’

h> = (15)
On taking a &~ 5 x 1078 cm (where a represents intermolecular distances, which
are slightly longer than covalent bonds and we can reasonably assume that a”
is at least an order of difference greater for small molecules than for polymers),
we should have i > 1to 10cm? V™ ls~ ! Withp ~ 1em?V~'s 'anda ~ 6 x
10~8 cm for anthracene, we do not have the inequality required in eqn (15) i.e.
n > 5cm?V-lg 1 or
with the known mobility (n = 1 em? V! s7! for anthracene)and B ~ B, in which
the resonance integral for anthracene p =~ 0.01 eV witha ~ 6 x 10~8 cm, we can
estimate using eqn (13) that £ ~ 3 x 1078 cm. The free mean pathway appears to
be considerably less than the intermolecular distance a, itself incompatible with
conduction through delocalised states (Ioffe and Regel).

IV Conduction in localised state bands

Here we consider systems with many localised states and corresponding to two
particular cases:

System 1 which classically corresponds to a real (non-ideal), amorphous semi-
conductor with localised states essentially induced by disorder, thus with a low
degree of occupation, such that the Fermi level is below the band tails (Figure V-4)
and conduction is in a band of non-degenerated localised states; and

System 2 which has numerous defaults (such as impurities, dangling bonds and
so on) which introduce localised levels deep within the band gap sufficiently
occupied by carriers so that the Fermi level is found in this band (Figure V-5) and
corresponds to a conduction in a band of degenerated localised states.

I";|- I': A }';{'

Figure V-4, Position of Ef in conduction dominated by band tail transport.
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Figure V-5. Representation of conduction in a band of degenerated, localised states; regions
marked with oblique and square lines correspond, respectively, to unoccupied and occupied
states.

1 System 1: Non-degenerated regime; conductivity in the tail band

In organic solids, and in particular in w-conjugated polymers, disorder effects can
result from geometrical fluctuations such as the rotation of a cyclic group or a bond
about another bond yielding distortions in a polymer. The resulting fluctuations in
potential are, in principal, quite weak (resulting in shallow wells) and operate over
relatively long distances. The overall result, throughout the conjugation length of a
polymer, is an increase in the distribution of 7 and n* states close to band limits. Weak
localised states are thus generated at the band edge. The system corresponds to that
shown in Figure V-4 which is non-degenerate and fo(1 — fp) = exp(—[E — Efl/kT).
With wavefunctions being localised, conduction can only occur through thermally
activated hops. In each pass from one site to the next, the carrier receives energy from
a phonon.

Conductivity is given by Kubo—-Greenwood’s functions, as shown in Appendix 5.
We still have o= f u(E)fo(l —fy)N(E)dE, but this time around, | =

Ko exp( ) and pg = rokT (see eqn (7), Appendix 5) in which U represents the

energy barrier between localised states and tg is such that - o= P = vpy in which P
represents the probability of a transition from one state to another without an energy
barrier (i.e. if U were equal to zero). Taken into account is the frequency of phonons
(vph) which are quasi-particles that stimulate transitions between localised states.
L corresponds to the mean free pathway between two hops, and in some senses is
equivalent to the mean hopping length for localised states conventionally denoted R.

If we take the typical value for phonon frequency to be vpp ~ 1013 and U=
kT, we obtain, at ambient temperature, a mobility of the order of 1072em?V~ls™!
a value lower by two orders than the mobility found in extended states.

Typically, the analytical representation of the band tails is given by a state

density function of the form N(E) = (—E%(E — Ej},) in which s = 1 (linear vari-

ation) or s = 2 (quadratic variation). In making x = EkT ,and AE = E¢c — Ea, we
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obtain [Mol 91]:
N(Ec) Ea — Ep\ [&F
n= (AE?S (kT)* ! exp (—Ak_TE>/() e *x% exp(—x)dx
N(E Ex — E
= Cs (Ec) (kT)** exp AT TR
(AE)® KT

AE

in which Cs = [,*" x®exp(—x)dx can be calculated by integration of parts with
the function I'(s + 1) = fooo e *x%dx, which is such that T'(s + 1) = sI'(s) = s!.
We finally obtain:

kT\® Es —Er+U
0 = Oloc = 001 <E) CSeXp{_—kT—} (16)

2
with 001 = gN(Ec)vph %kT = qu(EC)\)th2 (bere using R as the classical
representation for the mean hopping length), a factor independent a priori from T.

2 System 2: degenerate regime; conductivity in deep localised states

System 2 occurs when a material contains a high concentration of defaults and presents
a high density of localised states in the band gap. Electronic transport is effected in
this band by hopping from an occupied to an empty state with a contribution from a
phonon. A high degree of disorder can be introduced by numerous chemical defaults,
such as impurities, dopants, (un)saturated dangling bonds and rearrangements fol-
lowing bond rupture (see Chapter IV). The resulting highly localised variations in
potential give rise to deep states within the band gap, in which a band of localised
states is thus generated about the Fermi level (Figure V-5). Polaron transport will be
detailed in the following Section V, and so we will not go into detailing possible lattice
relaxations and the formation of highly localised and poorly mobile polarons.

The conduction mechanism in such a band was studied in particular detail for com-
pensated semiconductors, in which a closest neighbour transport mechanism was a
dominant feature, and in amorphous semiconductors for which Mott proposed a mech-
anism based on variable distance hopping. In both cases the transport was effected
through two localised levels A and B separated by an energy AE. Conduction thus
corresponded (Figure V-6 (1)) to a thermally assisted ‘hopping’ mechanism via a tun-
nelling effect (2). Except at high temperatures, this transport is favoured, as it only
requires energy AE, with respect to hop (H) which, uniquely, is thermally assisted,
and necessitates energy U >> AE.

In greater detail, the transfer of a carrier from site A to B needs three stages, as
shown in Figure V-6:

o Transition 1 in which thermal activation of a carrier between two energetically
equivalent levels with the help of phonon energy W = AE (the two sites A and B
appear energetically equivalent to carriers which have this energy);
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Figure V-6. Scheme of transitions during conduction by hopping between localised levels at
the order of E.

e Transition 2 for the movement of a carrier through a barrier, and corresponds to
a tunnelling effect from one site to another of equivalent energy; and

e an efficient electron-phonon coupling permitting the first step. When AE/A is
larger than the phonon pulsation maximum ®wmayx, the coupling can only occur at

the frequency wmax &~ vph ~ 1012 t0 1013571,

a Conduction due to Hopping to Nearest Neighbours (HNN)

The probability (p) per unit time that a hop will occur between two neighbouring sites
A and B is thus a product of the three terms listed just above. The Boltzmann factor,
exp(—AE/kT), indicates the probability of transition 1 due to the generation of a
phonon with energy AE. The factor required for transition 2, in which an electron
transfers from one site to another, can be expressed as an overlapping factor in the
form exp(—2aR) with wavefunctions being localised in ¥ = exp(—aR), in which R
represents the spatial distance between adjacent sites and o the localisation length.
The third can be taken into account with vpy.
Thus, from these three notations, we have:

AE
P = Vph€Xp <—20LR - E) . (17)

In addition, if N(EF) represents the density of states at the Fermi level, and does
not vary to a practical degree within the limits kT about the level Ef, then kT N(Ef)
represents the electronic concentration in the neighbourhood of Er (cf. Appendix A-5,
Section III).

In taking eqn (6) from Appendix A-5, p = + RTZ = pR? &, Kubo-Greenwood’s
relationship gives:

AE
o= qkTN(EF)pR2% = ¢*R?vpnN(Ef)exp <—2aR - ﬁ) . (18)
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Comment

| can be evaluated by using Einstein’s relationship, i.e. . = kT, in which D = pR
However, this practise is difficult to uphold, as we are dealing with degenerated states
and the latter relationship was strictly established for non-degenerated states.

b Conductivity according to the Variable Range Hopping (VRH) model

When KT attains a ‘high enough’ value with respect to AE (typically within a high
temperature range), a carrier has enough thermal energy to hop to an empty level of its
nearest neighbour. This hop occurs with negligible spatial displacement—following
on from the previous HNN model. However, if kT is of a low value with respect to
AE i.e. near low temperatures, the carrier can only hop to energetically close levels,
even though they may be spatial speaking far away. A priori, the carrier therefore
systematically looks for the energetically closest empty level even to the point of
disregarding distance. The probability of transitions occurring due to tunnelling effects
also diminishes due to an increasingly large barrier. We must therefore look for a
compromise which optimises hopping distance giving by the condition

dp _
— =0. (19)
dR R’optimised’

The value of AE must therefore be estimated as a function of R. In order to do
this, we can consider that a hop over distance R, obligatorily, must occur within the
volume (4/3)7R?, and that the number of energy states corresponding to such a hop
have an energy of between E and E + dE given by dN = (4/3)nR3N(E)dE. If we
consider only one hop between E and E + AE (for AE = Aap, thelength R = Rap)
anddN=1= (4/3)7{R3N(E)AE (with E = EF), we reach

3

= 47RN(Ep)’ 20

In addition, and in agreement with Mott [Mot 79], if we take an average value for
R, the mean hopping distance, then

R
[Ifvrede
_ dv 3
R= ()= 9*‘);’ _Jordr _ °R. @1

R
[fwrwdr  Jo rde
09.¢0

the condition for optimised hops,

dp d 3aR 3

dR X RPITT T RkNGs |

dR Jreoptimised”  dR 2 4nR°kTN(EF)
gives:

3 1/4
Reoptimised’ =R = | ——— | . 2
OPHITISE [ZnaN(EF)kT] @2)
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Conductivity, in the form of eqn (18) can thus be written with the optimised value

for R:
B To 1/4
0 = OVRH = OQvexp <—T—1/—‘I> = OQy EXp (—?) , (23)

with

o3 1/4 3\ 1/4
B=Bo[ i| , inwhichB0=2<2—> = 1.66

kN(EF) n
T—24L d ogy = q?R2N(E —92R2NE
0= SkNGER) |’ and ogy = q (EF)vph = Ted (EF)vph-
(24)
Comment

Eqn (23) comes about through reasoning in 3 dimensions (d = 3). The same reasoning
with d = 2, or with d = 1, can give a general formula eqn (23') in which:

X e TO !

gocexp|—[ = ,

PIT T

withy = [1/(d+ )] ie.y = 1/4in3D,y = 1/3in 2D, y = 1,2 in ID.

¢ Use of Mott’s formula (eqn (23))

As R? intervenes in ogy, as in eqn (22), and R2 = f(T"1/?), eqn (23) can be rewritten:

TO 1/4
o = ovre = ooun T~/ exp (—7) . (25)
From which we find that:
NEp) . 29 ( 3\ _ q
O0vrth = A\Jph s with A = q 1—6 (H ~ 154@, (26)
‘ 3 o3 o3
To =24 — ~ 7.64 ) 27
° (2n> [kN(Em] KN(E) @7

These values can be empirically determined from log o+/T = f(T~1/4), the slope
1/4

of which is equal, in absolute value, to T2°—3 and the ordinate at the origin (T — oo)
directly yields ogy:n. We can thus derive values for o and N(Ep):

e from eqn (27) we have N(Eg) = 7.64%, which used in eqn (26) gives

OQvrh kTO 12
= —_— : 28
= Avm (7.64) 28

o from eqn (28) in eqn (27) we obtain

3 1,2
O0vrh kTg
N(Eg) = { — —_ . 29
Er) (Avph> (7.64) 29)
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In amorphous silicon (aSi), we thus obtain at ambient temperature a = (0.871
(10'%cm~"), and N(Ep) = 3.97 x 10%7 states cm™? eV~ !
There are two pertinent comments that can be made at this stage:

e the preexponential coefficient oy is often abnormally high, similar to the value
of N(Eg) which we have deduced here. This can result from the value estimated for
Vph in terms of a single phonon transition. B is though pretty much well defined,
and reasonably we can fix a~! 2 10 A and thus deduce N(EF). Accordingly we
can go on to deduce R optimised (typically ca. 80 A); and

e it is not because the representation In o,/T = f(T /%) is linear that we have
Mott’s VRH law! We shall see later that percolation ‘hopping’ can result in the
same law.

d A practical representation of Mott’s law for PPP doped by ion implatation

The curve of Ino/T = (T~ 1/4) is shown in Figure V-7 for PPP films, implanted with
caesium ions at energies (E) of 30 and 250 keV and flux (D) varying from 2 x 1019
jons cm~2 to 10'° jons cm™2 [Mor 97]. We can see that the linear law is well adhered
to over the temperature range studied, which tends towards low temperatures. Values
calculated for Ty vary between 3 x 10° and 4 x 10° K, with Ty tied to N(Eg) and «
(the inverse localisation length) by eqn (27).

The preexponential factor ooy generally yields incoherent results [ElL 90]. So,
as proposed below, we shall use as a starting point a reasonable value of 1 nm for
1/a, given that interchain distances are around 0.5 nm, in order to determine values

POLYPARAPHENYLENE
cesium ions

|E =30keV : D = 10" ions /cm?|

[E =30 keV :D = 5x10'" ions /cm?)

log [oxTV2 (S.em! KV2))
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Figure V-7. Representation of Ino/T = f (T“l/ 4) characteristic of Mott’s law for PPP films
implanted with caesium ions, with implantation parameters alongside each curve.
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for N(Ep), which reach from between 2 x 10'? to 3 x 10% states eV~! cm—>. The
result lies is of an acceptable order for localised states associated with a band of deep
defaults.

V Transport mechanisms with polarons

1 Displacements in small polaron bands and displacements by hopping

We shall now look at the problem of transport phenomena associated with the
displacement of polarons which have an energy spectrum detailed in Chapter IV,
Section II-4. Figure V-8 below schematises the corresponding energy levels.

Inthe scenarioin whichJ # 0 (J is the electronic transfer integral), surplus carriers,
a priori, are able to move from one site to another within the solid via two possible
processes:

e The first is called the ‘diagonal’ process and corresponds to a tunnelling effect of
a small polaron between adjacent sites with unchanged values for the population
of each phonon mode (during transfer of charge between adjacent sites). Ng =
Nj for all values of q, in which Nq and Ny are, respectively, numbers of the
initial and final occupation states of the phonon and are associated with the g
vibrational mode number. This process corresponds to a simple translation, with
amodulus equal or unequal to the footprint of the lattice, the charge carrier and the
associated lattice distortion, without changing the vibrational movement of atoms
from their equilibrium positions. These processes occur together (tunnelling effect
concomitant with the charge and the deformation) with a displacement within the
band of the small polaron. The phenomenon is exactly equivalent to that in a
non-deformational lattice, in which the occupation of any site by a carrier can be
considered using proper states within a Bloch type system. Within the strong bond
approximation, the proper values gives rise to a band of size 12 Jexp(—S) (for
a cubic crystal). The size of the band for a small polaron is particularly narrow,
more so if the lattice cannot be deformed (exp(—S) — 1), and the mobility of
polarons associated with such a process would therefore be very low.

e The second is called the ‘non-diagonal’ process and concerns tunnelling effects
assisted by a phonon (hopping) of a single carrier between adjacent sites. The
levels occupied by phonons change during the carrier’s transition from site to site,
and here Ng # N for certain values of q.

Finally we should note that the mobility of a small polaron is the sum of two
contributions: an associated displacement in the small polaron band and the hopping
movement of the polaron itself.

If we consider a small polaron moving within a perfectly ordered material, we
should note that the description useful for free carriers (or here, a very mobile polaron)
which undergoes random collisions with vibrating atoms is no longer acceptable when
the variation in energy of such a diffusion is of the same order as the small polaron
band size. In addition, the mobility within the small polaron band can only dominate
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Figure V-8. Energy spectrum associated with polarons.

at low temperatures, even in an ordered crystal. We should also reckon on the band
being extremely narrow (<10™* to 107> eV) and therefore the hopping regime can
be considered only for disordered materials—which is generally the case for the
materials we are studying. Energy fluctuations between localised sites are generally
estimated to be considerably greater than band sizes. So, only polaron hopping assisted
by phonons will be discussed hereon.

2 Characteristics of hopping by small polarons [Emi 86]

Charge transport in many polymers is generally supposed to be based on hops assisted
by phonons. The charge carrier moves between two spatial localisations accompa-
nied with a change in atomic vibrational states (following the ‘non-diagonal’ process
detailed above).

a Single and multi-phonon processes

The electron-lattice coupling force depends heavily upon the spatial extent (d) of
its state: if the state is confined about a single atomic site, the coupling force is
extremely high. For highly extended states though, the electron-lattice interaction is
much weaker, resulting from electronic states essentially only interacting with atomic
vibrations of wavelength )\ greater than its characteristic length d.

An electronic state confined to a single atomic site will give rise to a high
electron-lattice interaction force. In addition, if the electronic state extends over a
large monomer, its coupling with lattice vibrations will be very weak.

Finally, the transport processes brought into play depend on two factors:

e oneis the precise intensity of the electron-lattice coupling. If (Ep/hwo) < 1 then
the coupling is weak, and if (Ep/himg) >> 1 the coupling is strong. (In general
terms we can consider that fuwg represents the maximum phonon energy); and

o theotheris the energy difference A between the two sites involved in the transport.
(If A =0, the two sites are degenerate).

According to the values of these two parameters, transport mechanisms for one
or more phonons appear.
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o - Mechanism for a single phonon when (E,/hwo) < 1, and when A < hay. Here
we have weak coupling with an extended electronic state (~10~7 cm) (if the coupling
tends towards zero, we are going towards a rigid lattice). The hopping density is thus
dominated by a process which brings into play the minimum number of phonons,
which in turn favours only those with the highest energy.

At low temperatures (kT < Awg) hopping mechanisms are thermally assisted by
phonons (with very low energies 221073 eV), absorbed by a minimum number in
accordance with the principal of the conservation of energy. However, the hops occur
over long distances as the states involved are highly extended. At high temperatures
(kKT > hwg) the hopping processes loose their thermally active character and their
number increases with temperature following T".

B Multi-phonon mechanisms appearing when (Ep/hwo) >> 1, both with A < hwg
and A > hwo. The dominant process brings into play phonons with relatively low
energies. A high number of multi-phonon type emissions contribute to the hopping
process. Clearly, a strong coupling generate a higher number of phonons than that
which necessitates a conservation of energy, however, the actual energy of the phonons
remains relatively low. There is a strong possibility though of transitions occurring
with this type of process. »

Given that A cannot be excessively high and that the temperature cannot be too
low (<10K), the calculation for the hopping probability is reduced to a calculation
of probability in the degenerated state (A = 0) which we can multiply by the term
for thermal activation, exp(—A /2 kT). We should note though that this is not the only
term to rely on temperature; there are two others which can appear:

e one is that tied to hops between degenerated states and corresponds essentially to
small polaron hops. At low temperatures (T < Tg/2 where Tg is Debye’s temper-
ature), the process is dominated by the interaction of charge carriers with acoustic
phonons, which give rise to a non-thermally activated mechanism of the variable
hopping range (VRH) type. At higher temperatures, the hopping process is inde-
pendent of the type of phonon with which the carriers interact, and appears as if
thermally activated. After detailing its origin in Section b below, Section 3 will
show the relevant calculations; and

e the other is related to conduction by percolation which occurs when a rising
temperature increases the number of involved sites (which can also have a higher
energy) and thus the number of conducting pathways. In appropriate cases, this
mechanism can result in a conductivity which varies with exp[—(To /T Y, ina
form which resembles that given by VRH.

b Temperature dependence of number of hops (strong coupling)

Here we shall consider a hop, assisted by phonons, between two strongly localised
and separated states. With a charge localised on one of the sites, the deformation
of atoms associated with this charge will also result in a potential well around the
charge (see Figure IV-5). And this is indeed the polaron effect. In addition, the charge
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cannot move without these atoms modifying their positions. Figure V-9, which comes
from [Emi 86] illustrates the processes which a carrier follows from moving to an
adjacent site with a suitable atomic displacement.

In Figure V-9 (a), both atomic and electronic charge displacements occur through
a tunnelling effect (diagonal process). However, in the case of strong electron-lattice
coupling, this tunnelling is relatively unlikely as superposition of (atomic) vibrational
wavefunctions is poor (i.e. exp(—S) is small). During their vibrational movement,
atoms can find themselves in configurations where the superposition of their (atomic)
vibrational wavefunctions is augmented (in process b;). The transport process can
thus occur in 3 stages:

e first, atoms go through an appropriate displacement (by);
e second, atomic and charge displacements together give a tunnel effect; and
o thirdly, the displaced atoms relax towards their configuration of lowest energy.

Even though the tunnelling effect in process (b) is easier than process (a), these
different movements are more energetic, as energy is required to distort the atomic
displacements. In reality, if we give enough energy to the system, a charge can move
without needing the intervention of a (atomic) vibrational tunnelling effect as is the
case in process (c). In state (c1) atoms are in a configuration which presents, momen-
tarily, two degenerated potential wells (of the same depth). The carrier can use this
‘coincidence event’ to go to an adjacent site through a tunnelling effect (process ¢»).
Following this, the atomic displacements relax (c3).
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Figure V-9. Schematisation of displacement processes at different temperatures: (a) at low
temperatures; (b) at intermediate temperatures; and (c) at high temperatures.
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During the latter (c) transition, no (atomic) vibrational tunnelling effects are
necessary, only the electronic charge passes uses a tunnelling effect; this type of
displacement is called ‘semi-classical’.

At the lowest temperatures, process (a) dominates. When the temperature rises,
process (b) starts to intervene with an certain inactivated contribution for a number
of hops. At high enough temperatures though the semi-classical process (c) predom-
inates; a number of hops are thermally activated and the energy of activation is the
minimum energy which we must generate for coincidence configurations (at two
atomic sites) to occur.

3 Precisions for the ‘semi-classical’ theory: transition probabilities
a Coincidence event

The principle on which for this semi-classical concept is based is the event coincidence
which permits the passage of a charge using only its tunnelling effect. In the quantum
regime, we still have to consider uncertainty with respect to time and therefore any
associated intervals during which the passage occurs. Within classical limits, the event
occurs instantaneously (and for us, when two atomic sites are identical that means
that the two local electronic levels are identical as in —Ax;(t) = —Ax;41(t)).

If we suppose a charge carrier occupying a site on a crystal has an associated
electronic energy level which is a function of instantaneous positions of atoms of the
crystal, we can see that as the atoms continuously change position with their vibra-
tional energy, then the electronic energy of such a carrier will also change. Amongst
the variations of distorted configurations resulting from vibrating atoms, there is a
probability (P;) that a situation will occur when the electronic energy of one electron
at one site is ‘momentarily’ equal to that on a neighbouring site; such a coincidental
event is represented in Figure V-10, following Emin’s proposition [Emi 86].

While in classical physics a coincidence event can be considered as an instanta-
neous event, in quantum mechanics we need to accord a finite time interval. If the
time interval during which the coincidence occurs is long with respect to the time
required by an electron to pass from one coincidence site to the next (of the order
of At~ (h/AE) = (h/])), then the electron can follow the ‘lattice displacement’
(or rather, displacement of vibrations) and hop with a probability P, = 1 when the
coincidence event occurs, in a situation characteristic of an adiabatic approximation.
However, if the time required by the electron to hop is long relative to the duration
of the coincidence event, then the electron cannot always follow the ‘lattice displace-
ment’ and the hop probability reduces to P> < 1, in a situation characteristic of the
non-adiabatic domain.

b Activation energy of small polaron at high temperatures

Here we will establish the expression for the activation energy characteristic of a
high temperature regime, before exploiting these results in Section 4 in conjunction
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Figure V-10. Hopping process for small polaron: (a) the dot represents the position of a carrier
on an atomic site; (b) coincidence event is formed; (c) carrier’s situation following its transfer
and relaxation of surrounding lattice.

with the knowledge that the minimum energy required for a ‘coincidence event’ is
Wy ~ —E;/2 to derive calculations for conductivity.

Only with the energies of two wells (well for departure and for arrival) being equal
can we enter the configuration shown in Figure V-9 c¢; (coincidence event). Using
the notations given in Chapter IV, Section II-3, we can write this as —Ax; = —Axy,
or X| = X3.

In going from Figure V-9-a to Figure V-9-c; the wells from which the charge
originates must be deformed with an energy B(x; — xo)? in which x¢ and x;
are, respectively, the deformation of the wells in their initial state (polaronic state
associated with a deformation xo calculated in Chapter IV, Section II-3-b) and
in the state c(. The well which ‘receives’ the charge undergoes a change from
non-deformed configuration (non-polaronic wells as in the initial stage shown in
Figure V-9-a) to a deformed configuration x, (Figure V-9-¢;), which necessitates
an energy Bx%. The necessary energy overall is therefore W = B(x — x0)% + Bx%,
and with x; = W = B(x» — x0)* + Bx%. W, the minimum energy and denoted Wy
required for a coincidence event can be obtained by minimising W with respect to x5:

. BxZ
as W — 4Bx, — 2Bxy = Oand thus x; = xp/2 = X1, we obtain Wy = =20 and then
X2 2
EP

with Ep = —Bx% (see Chapter 1V, Section 1I-3 or II-4), we finally have Wy = -5

¢ Comments

a Comment I When the two wells of departure and arrival of the charge are ener-
getically separated by A at the coincidence event due to disorder (Figure V-9-¢), the
original equation (—Ax; = —Axy) should now be replaced by A(x; — x2) = A. This

results in [Mot 79]:

wo_ Ep A
H="% =%
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B Comment 2 When the material under study is polar, we are dealing with large

polarons and the expression that we have just established, Wy = — %, is acceptable
only when the localised charge carrier on one site does not modify the distortion of
another molecular site, i.e. as is found for small polarons. For a polar material, there-
fore, this expression in no longer applicable, as Coulombic potential wells overlap
between the two sites and mutually perturbed.

y Comment 3 The transfer probability for a small polaron at low temperatures is
givenby Cexp | — W—%) exp (— %) (page 81 of [Mot 79]), is valid for a temperatures
i

such that kT < [(1/4)ho] and gives rise to non-thermally activated processes when
A = (. For intermediate temperatures, the relationships obtained for high temper-
atures can be reasonably used, with the condition imposed that we replace Wy by

2
WH (1 — %z—?) .WhenT = %,energydecreasesby8 % and when T = %,by 30 %.

4 Relationships for continuous conductivity through polaron transport

‘We have seen, starting with our study of small polarons in a crystalline system, that the
presence of disorder in a non-crystalline system localises charge and slows transfer,
thus aiding the formation of small polarons. In order to follow transport phenomena
associated with small polarons, we are compelled to consider relationships for contin-
uous conductivity (and if possible thermoelectric power, as detailed in Appendix A-6)
with respect to temperature.

Depending on the temperature range envisaged, in Section 2 we saw in Figure V-9
that three transport mechanisms are possible:

a Very low temperatures (kT < 104 eV)

At very low temperatures, the only process likely to exist is that shown in Figure V-9-a
and reproduced in Figure V-11-a below. This process occurs without changing the
overall population of phonons and for a charge subject to a double tunnelling effect
with a deformation associated with the movement of a polaron within its own,
extremely narrow band. For a cubic crystal, the band is of size B = 12Jexp(—S)
an;i the effecz:tive mass can be written using eqn (22) from Chapter II, i.e. m* =
671 k

alB — 2a2) exp(—S)
is proportional to exp(—S) and is extremely low, much as the corresponding conduc-
tivity. Aside, it is probably worth considering whether or not this process occurs in
amorphous semi-conductors [Ell 90], given that fluctuations in tail energy band sites
are perhaps higher at 1074 eV.

. The corresponding mobility is in the form . = %Za2 Jexp(-S),

b At low temperatures

At low temperatures, although not as low as those in (a), we have the process detailed
in Figure V-9-b which consists of a charge subject to a double tunnelling effect and a
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Figure V-11. Transport mechanisms at different temperatures. (a) Low T; (b) Intermediate T;
(c) ‘Elevated’ T.

vibration assisted by phonon overlapping. The activation energy of this process
decreases with temperature (and tends towards zero for conduction in the pola-
ronic band). A variable distance hopping mechanism with these characteristics is
probable [Gre 73] following a law of the form Lno o —(Ty /T)]/ 4,

¢ ‘Elevated’ temperatures

At slightly elevated temperatures, around or just above ambient temperature, the
process detailed in Figure V-11-c may occur, requiring a single tunnelling effect
coupled with the ‘event coincidence’ due to the same vibrational configuration of two
adjacent sites resulting from a thermal energy Wh.

Here we can write that o = Ny, in which N is the charge carrier density and py
is the mobility associated with this type of polaron. On using Einstein’s relationship,
ip = qD/KT (with D in the form D = PaZ, in which P is the probability that a carrier
will hop between neighbouring sites and ais the inter-atomic distance) we end up with:

Ng?a’
0o =
kT
P depends on two probabilities which were defined in Section 3 of this Chapter:

P.

e P isthe probability for the event coincidence in the form P = vp exp(—Wx/kT)
in which vy is the mean phonon frequency and Wy is the activation energy required
to produce the equivalent of the two sites. As we have seen in Section 3-b, Wy =
~Ep/2, and from Section 3-c, disorder can be represented using the parameter
A for the amplitude of differences between initially occupied and unoccupied
sites. We can therefore now say that Wy = —E;/2 &= A/2 with E, representing,
as previously denoted, the polaron bonding energy —A?)/ 2Mco% for an isolated
diatomic molecule. This activation energy can, however, be reduced as the lattice
slowly relaxes, leading to a correlation between successive hops.

o Py is the probability of charge transfer during an event coincidence. For the non-
adiabatic regime, in which P, < 1 as carriers are slower than lattice movements,

the relationship
o L (2 )" p
27 huo \WykT

was obtained by Holstein [Zup 91] in which J is, as before, the electronic transfer
integral such that J* = exp(—2aR).
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Under non-adiabatic conditions, the mobility can be written as:

qa’ qa’ T 5 Wy 3/ Wy
W= ﬁPIPZ = 2T (WHkT) Jeexp (_ﬁ> — nx T3 exp <_ﬁ> .

This mobility appears thermally activated over a wide range of temperatures and
characterises polaron based conduction. When the temperature is such that Wy is of
the order of kT, the preexponential term predominates and gives rise to a variation
proportional to T—3/2 Wealsonote that N = N, exp(—Eo/kT), in which Eg represents
the activation energy necessary for a constant number of carriers, corresponding to
an equilibrium value, and N, (at approximately 10?2 cm™ is a value higher than that
generally seen in non-polaronic theories [Ell 90]) represents the density of equivalent
sites initially susceptible to thermally generate carriers on polaronic levels.

We thus arrive finally at an expression for conductivity at ‘elevated’ temperatures:

o BN pyexn (Bt WHY _ ( Bo+ W
=T cVol?2 €Xp KT = 0p eXp KT

In general, og =~ 10 — 10°Q tem L.

Comment I  For a one dimensional model, in which the transfer of vibrational energy
giving rise to equivalent sites depends only on one direction we have Wy ~ —E /2.
However, with a 3 dimensional model, supposing that energies are propagated equally
in all 3 directions, for each direction we have Wy = —E; /6.

Comment 2 1t should be noted that for intrinsic carriers, Eg is less than half of the
optical gap. (The optical gap corresponds to an excitation of an electron from the
valence band to the conduction band, during which atoms remain unmoved in a rigid
lattice). However, when atoms can adjust their position in response to the presence of
a carrier, there is a coupling between charge and lattice consisting of small polarons
and the energy scheme for this is illustrated in the right hand side of Figure V-12—an
extension of Figure V-8. The size of the gap can be deduced from the probability
of a level being occupied by either a small negative (localised electron) or positive
(localised hole) polaron with the energy difference between them being 2 Eg. With
the bands of small polarons being narrow, (kT > polaron band size) the Fermi level
can be found midway between the bands of electrons and small polaron holes in an
intrinsic semiconductor.

5 Conduction in 3-D in n-conjugated polymers

It should be said that most calculations concerning wt-conjugated polymers have been
performed on single chains, without calling into account interchain interactions. And
yet, isotropic conductivity is often observed for doped n-conjugated polymers, tend-
ing to indicate that interchain charge transport is relatively facile due to the presence
of a non-inconsequential overlapping between m-orbitals of adjacent chains. Models
of conduction have been elaborated for this scenario, given that electronic trans-
fer between chains is effected either by direct three dimensional coupling or via
intermediate doping ions.
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Figure V-12. Energy scheme for charge-lattice coupled system (intrinsic charge generation).

a Direct 3-D coupling between chains

Direct, 3-D, interchain coupling is characterised by the transfer integral t; (Figure
V-13). In order to perform direct calculations of the band structure in 3-D, we need to
know the actual 3-D structure under consideration. While, in general, only relatively
incomplete data are available, for polyacetylene (PA) and poly(para-phenylene
vinylene) (PPV) local determinations of t; integrals have been made yielding values
of the order of 0.4 eV [Gom 93]. Such a value assures for polymers like PPV the con-
dition (ty/t;;) > 1072, a value generally considered necessary for 3-D transport
[Sch 94]. Indeed, it is worth noting here that such transport can be established without
resorting to the intervention of polarons.

For PA and PPV apparently reasonable methods have been used to evaluate inter-
chain interaction effects on polaron stabilisation. Using a model identical to that
derived for isolated chains, it has been shown that polaron effects are considerably
weakened once interchain interactions are taken into account: reasonable values for
3-D coupling were sufficient to destabilise polarons so that they could no longer
practically form.

“— t,
™

| Polymer chain 1 |
t <:

| Polymer chain 2 |

Figure V-13. Intrachain (t//) or interchain (t ) transfer integrals.
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Figure V-14. Schematisation of dopant bridging showing various transfer integrals.

All the previously mentioned calculations were actually performed using an ideal
structure, without geometrical or chemical defaults, and as we have already seen in
Chapter III, Section 1V, it is disorder, for example due to certain short conjugated
sequences, or chemical defaults such as polymer precursors remaining in the material
and dopants, which tend to stabilise polarons [Con 97].

b Chain coupling through intermediate dopant ions [Bus 94]

Interchain coupling has been, in particular, studied for (t 1 /t;/) > 1072 not being true,
using, for example polypyrrole in whicht,, ~ 2.5eV and t; ~ 0.03 ¢V. The presence
of a dopant ion inbetween chains which can transfer carriers with equal ease to either
one chain or the other—as shown in Figure V-14—can assure coupling; the resulting
transfer integral t4 = 0.5 to 1 eV is significantly larger than t; .

The electronic charge transferred by dopant or ‘counter-ion’ is distributed on the
chains adjacent to the ion. As a result, polaronic species called transverse polarons
and bipolarons form across several chains and are centred about the counter-ions
(Figure V-15). Calculations have shown that transverse polarons can only exist when
the dopants are well dispersed from each other and that at higher doping levels,
transverse bipolarons form.

Both the attractive potential induced by the dopant and its tendency to rein-
force tunnelling effects stabilise transversal polarons and bipolarons, as shown in
Figure V-16.

Tl } Polymer chain { I

I ]
L I Polymer chain ! 1
v=4
(@) (b)

Figure V-15. (a) Transverse polaron; and (b) transverse bipolaron. v is the polaron half size
expressed in monomer units.
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Figure V-16. Reinforcing interchain transitions with doping centres.

¢ Hopping conduction in disordered polymers

On a small scale, when there is a high enough concentration of dopants to connect
adjacent chains, then clusters of polarons resembling networks form. We can see
though that on a larger scale, there is an inhomogeneous spread of polarons in a
disordered polymer network, and the polaronic clusters are separated. A calculation
for conductivity by hopping for this configuration has been made using the following,
three hypotheses:

o adiabatic hops occur within polaronic clusters;
non-adiabatic hops occur between polaronic clusters, with the intervention of a
phonon;

e eclectrostatic energy is the principal barrier in the hopping mechanism.

The relationship found for conductivity is [Zup 93]:

<T0>1/2
oc=opexp|— | =
T

Here T depends on both the charge energy of clusters and system granularity such that

i)

T _SU 3
T X (E_l)
)

where

1 e?
U= —
4mepe, a

and represents electrostatic repulsion between two electrons separated by distance a,
3 is the lean distance between dopants in a cluster and is independent of cluster size
and § is the mean distance between dopants assuming a homogeneous distribution
and ignoring clusters.

On finally using the representation of a simple inhomogeneous distribution of
dopants, supposing that there are no particulates with metallic properties, the obtained
law resembles closely that of Sheng (see below), which was established for a granular,
metallic system.
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VI Other envisaged transport mechanisms

This Section contains a relatively short summary of the different models, and their
laws, used to interpret the behaviour of conductivity in organic solids.

1 Sheng’s granular metal model

Sheng’s model was formed in order to comprehend the observed conductivity of
heterogeneous systems composed of nano-particles within an insulating ceramic
matrix and supposes that the metallic clusters have free charges which can pass
through the matrix following a tunnelling effect. The charge transfer is limited by
the energy Ech necessary for an electron to hop from one particle to the next, which
will form a positive charge on the particle it has left and a negative charge on the
particle to which it has arrived. Using the idea of a charged capacitor as a reference,
we can suppose that the system will have a charging energy. The law obtained is in

the form
. To 172
oc=ogexp|— | — ,
0€xXp T

with Ty dependent on Ecy, the distance between grains and the transparency of the
barrier between grains.

2 Efros—Shklovskii’s model from Coulombic effects

In Mott’s model of variable distance hopping, it is supposed that charges have negligi-
ble interactions between each other. When Coulombic interactions between a charge
and a remnant positive hole become dominant (with opening of a Coulombic band gap
as detailed in Chapter IT, Section IV-2), the mean hopping distance can be evaluated
to give, in all dimensions, a law of the type:

Inp o (To/T)/2,  in which o = o exp(—To/T)!/2.

Sheng also showed that this law resembled his own, with the Coulombic repulsions
simply playing the role of charge energy.

3 Conduction by hopping from site to site in a percolation pathway

Conduction along a percolation pathway within a lattice is modelled. It is supposed
that the conductivity 0 = G /Ry, where Gy, is the characteristic conductivity and
Ry, is the characteristic dimension of the lattice. The percolation limit is assumed to
be reached once the limiting value of Gy, is equal to G¢ which is in turn defined as
the greatest conductance permitting a continuous passage throughout the lattice for
all charge movements (Gij) between sites i and j which are such that Gij > Gc. The
obtained law, which resembles that of VRH, is 0 = o exp(—AT*I/ 4.
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Figure V-17. Heterogeneous systems with: (a) moderate dopant concentration; and (b) high
concentration.

4 Kaiser’s model for conduction in a heterogeneous structure

Conductivity in a heterogeneous structure was modelled by Kaiser [Kai 89] in order
to account for the behaviour of n-conjugated polymers doped to varying degrees.
Here we shall detail only expressions for continuous conductivity, although those for
thermoelectric power can be followed in Appendix A-6.

In order to understand a variety of behaviours, models of heterogeneous polymers
with 2 or 3 domains were proposed [Mol 98]. As shown in Figure V-17-a, the former
system was considered to consist of fibrils (Region 1) within a matrix (Region 2) with
the conductivity such that ol = flcfl + 1o, ! where f; being a factor in the form
f; = L;A/pLA; with p representing the number of conducting pathways given here
by the same ratio k of length over sectional area (L and A are the sample length and
cross sectional area respectively).

When o) >> 07 due to the presence of sufficient dopants, we have o & f,° lg, and
the evolution of ¢ is pretty much guided by the term 7. This means that transport
mechanisms assisted by tunnelling effects are dominant, while at low temperatures
the hopping mechanism (VRH) proposed by Mott are of relevancy. It should be noted
that o can be high due to the term f, ! which is proportional to L/L, with L being
high relative to Ly, the thin inter-fibril barrier).

Athigh levels of dopant, in order to account for a finite value for ¢ at temperatures
tending to O K and the increase in thermoelectric power with T at low temperatures, the
preceding representation using fibrils needs to be modified as shown in Figure V-17-b.
Two parallel domains are substituted, the first of which (conductivity o3) continues to
represent inter-fibril hopping, while the second introduces, like an amorphous metal,
a supplementary component (o4) in the form o4(T) = o049 + oT'/2, in which 649 and
a are constants. Overall, this gives ol =(fiep ' + (2303 + ga04) L.

VII Conclusion: real behaviour of conducting polymers and the
parameter w = —d(log p) /d(log T)

1 A practical guide to conducting polymers

At the level of the actual, practical behaviour of polymers, an article by J P Travers
[Tra 00] is of considerable use as it details magnetic characterisations of different
molecular structures which may be used to determine charge origins. Here though
we cannot focus only on electrical transport, and can at best give a summary of the
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Figure V-18, Conductivity of doped CPs at different temperatures.

three principal classes of conducting polymers (CP) with respect to the conductivities
shown in Figure V-18:

a Highly doped CPs

These polymers exhibit a ‘metallic’character (degenerate medium with Eg in deloca-
lised states due to a disordered system). Conductivity parallel to the chain axis can
be expressed using Drude-Boltzmann’s relationship (Section III-I-a):

Given that kg = -;3, we obtain

2,2 L
()9

(equation retained by Kivelson and Heeger [Kiv 88].
With respect to temperature:

e at low temperatures with poor localisations, we have seen from Altshuler and
Aronov’s law that
o=0(0)+ mT!/?;

e at slightly higher temperatures, inelastic collisions are controlled by electron-
electron interactions, with 1 o« T~!, resulting in o oc T (Mott’s linear law); and

e at higher temperatures, collisions with phonons dominate with 1 o T~1/2, again
giving o & T1/2 in a law identical to that proposed by Kaiser for highly doped
heterogeneous systems.
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b Moderately doped CPs
For polymers with a moderate level of doping, we can suppose that:

e [Ertends to be outside extended states, with states more or less localised within the
gap. There are different theories, however, they result in laws essentially following
o o exp(—To/TH*.

e there is a heterogeneous structure [Kai 89], with conducting fibrils separated by
an electric barrier: 07! = flol_l + f202_l = (and with ol > 62,0~ f2_102 —
VRH (tunnelling effect) again in the form ¢ o exp(—Tg/T)*.

¢ CPs with low levels of doping

Here, EF is within a quite large gap of few states.

Whatever our point of view concerning polaronic states or states tied to localised
defaults, we keep coming back to a VRH based law at low temperatures, while at
higher temperatures a thermally activated law is more appropriate.

2 Temperature dependence analysed using the parameter
w=—[(dInp)/dInT]

We can suppose that in the majority of cases, resistivity can be expressed using
the general formula [Zab 84] p = BT ™exp(To/T)*. We can go on to derive

Inp=1nB-mnT+ (%)X, giving also 402 — 1 _ 10 Finally this yields
—T% =m+x (%)X and w = —gllrff; =m+x (%)X

a In the VRH regime

In this domain, we have m = O and x = 1 /4 in 3-D, with w = % (%) 1/4. Following

the preceding law, we have Inw = In(xT§) — xInT = A — xInT. In Figure V-19,
the curve representing In w = f(In T) in an insulator-semiconducting domain shows
it to be a straight line with a negative slope —x = —0.2.

We can also note that (To/T)* = (ToT!™*)/T = &(T)/T so that:

e when x = 1, ¢(T) = Ty = constant, and we are in a thermally activated regime
with p = pg exp(AE/KT) in which AE = kTy; and

e whenx=1/4,¢(T) = (ToT3/*) which is such that ¢(T) decreases with T in a
behaviour characteristic of VRH i.e. activation energy ke(T) decreasing with T.

b Close to metal-insulator transition

Resistivity is not thermally activated and p(T) =~ T~™. Thus we have Tp = 0, with
Inw = Inm = constant. The representation Inw = f(inT) is a straight horizontal
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Figure V-19. Ln curves for w(T) as a function of temperature for PANI doped with
camphorsulfonic acid under three regimes: metallic, critical (M-I) and insulator.

line, as shown in Figure V-19. This law corresponds to the TCR (temperature
coefficient ratio) a, = (1/p)(8p/8T) < 0, while a real metallic character follows

ap > 0.

¢ True metallic behaviour

True metallic behaviour could be observed with polyaniline (Pani) [Men 93] with
p(T) increasing very slightly with T at low temperatures with a system changing from
a characteristic power law under critical regime (close to the M-I transition) to purely

metallic behaviour.



VI

Electron transport properties: II. Transport and
injection mechanisms in resistive media

I Introduction

In the preceding Chapters, we have attempted to define the structure and nature of
electronic levels following charge insertion into organic materials, in no particular
order, by doping, electron injection or photoexcitation.

In organic electroluminescent diodes, doping agents need to be removed as they
can quench luminescence. Given that the materials in these types of components are
more like insulators than conductors, it is useful to understand:

electron and hole injection at the cathode and the anode, respectively; and
transport of electrons and holes at the electrode interface or within the
organic layer.

As we shall see, different mechanisms can be envisaged. The I(V) characteristics
(current — voltage characteristics) of an electronic structure are often studied and
explained in terms of charge injection either under field (Schottky) or tunnelling
effects. Alternatively, results can be interpreted using models based on current flow
limited by space charges (SCL). The aim is to reduce the threshold potential of a
diode, and depending on the dominant process, it should be possible to improve the
electronic properties of the metal used for the electrode or the mobility of carriers
within the organic layer.

In this Chapter, we shall present the various possible charge mechanisms for
charge injection at interfaces and study how, classically, electron transport is envis-
aged in near-insulating materials such as undoped organic solids, which display
conductivities of the order of 1071°Q~!em~!. An example of which is well purified
poly(para-phenylene) (PPP), which exhibits conductivity around 10~Q~lem 1.

II Basic mechanisms

1 Injection levels

In order to attain significant electric currents within components, such as electro-
luminescent diodes, charge carriers are required to be injected in a high enough
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concentration to energetically high levels using a sufficiently intense electric field
(E,). The initial thermal equilibrium shown in Figure VI-1-a is broken, giving rise to
thermally excited carriers at the outer edges of conduction bands (CB) (in the case
of electrons) and a pseudo-equilibrated regime (Figure VI-1-b). The Fermi level (Er)
yields Fermi pseudo-levels for electrons (Eg,) and holes (Eg,) with a considerable
increase in charge concentration [Mat 96].

2 Three basic mechanisms
Classically, outside of equilibrium, three types of current can be considered:

(A) Atelectrodes, the current of carriers is produced by:
— thermoelectronic emission;
— emission due to field effects (Schottky); and
— emission due to tunnelling effects;

(@ B {(b) —® Injection level (>> lower than CB)
sNhermal relaxation (tg << 1,)
- E. -E
o = Ny eXp (LF By, ) Ep, =my exp(—“‘ 1 )
kKT kT
Carriers generated ;l;ige“::l}:egle
in the band bottom !
ermitted by bottom of the
v P . permitted band
thermodynamic Vv

equilibrium

V(x) Va
Cathode Anode
0 da

Figure VI-1. (a) Thermodynamic equilibrium (Ef, ng)

If the applied field (E,) is weak, carrier concentration in permitted bands is unmodified and
there is no injected space charge (p = 0). Conduction is assured only by internal charges,
of concentrations ng and pg, at thermodynamic equilibrium. For electrons, Jn = q ng pn Ea.
Integration of Poisson’s equation, AV = 0, with limiting conditions, V(0) = 0, V(d) = Vy,
gives —%—}Z = E(x) = Constant = E; = —V,/d, thatis: V(x) = (x/d)V, (ohmic regime).
(b) Outside thermodynamic equilibrium (Egy,, n)

Charge carrier concentration in bands is modified by E; (the mean applied electric field, as
defined by E; = —V,/d, in which V, is the applied field at the insulator/semiconductor).
Tied to carrier injection and the high resistivity of the material is space charge with p # 0.
E, is sufficiently high to introduce by emission or injection from electrodes concentration of
carriers breaking down the initial thermodynamic equilibrium. The current, J, being governed
by intrinsic properties of material, is no longer ohmic and is either:

— limited by trickling properties of charges introduced in the material volume (Jgy); or

— limited by current produced at electrodes (J¢). J = Jgy if Jgy < Jo3 T =Jcif Jo < Jgy.
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Figure VI-2. Three basic mechanisms A, B and C.

(B) Current of a single carrier type at one electrode limited by the space charge in
the electrode locality (Jgcr). In the presence of trapping levels in the insulating
volume, the space charge limiting law must be modified to account for reduced
mobility of carriers; and

(C) Current due to double charge injection at each electrode controlled by the insu-
lating volume. Current is limited by space charges (or electrode currents as they
limit injection) and a concentration of recombination phenomena.

In the following Section we shall look at each of these currents in more detail.

IHI Process A: various (emission) currents produced
by electrodes

Typically these currents occur when the metallic electrode and insulator contact is
rectifying (if Wy and Wg; are, respectively, work functions for the electrodes and
the insulator or semiconductor, when Wy > Wg). Depending on the strength of the

applied electric field (E,), three types of electric current can be identified and are
detailed below.

1 Rectifying contact (blocking metal — insulator)

Figures VI-3-a and b show the rectifying contact with Wy; > Wg;. Under these con-
ditions, on contact electrons are emptied into the metal (M) from the insulator (I). In
I there appears a positive space charge over a relative large distance (L) due to the
low electron density in 1. This is called the depletion zone.

M side T or SC side Result vis a vis electron

Va barrier barrier passage

0 Ws qVa

<0 SC side Wx qV4 — gV, TorSC — Meased M — 1
(direct polarity) or SC remains difficult

>0 SC side Wy qVa +qVa Ior SC — Mdifficult M — I

(inverse polarity) or SC always difficult
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Figure VI-3. Metal-insulator contact with Wy > Wg.

The Table above summarises characteristics for a contact with Wy > Wsy which
is effectively blocking with respect to electron injection (M — I). Only a thermo-
electronic emission can occur from M (which tends to saturate in the form Joscy =
A*T? exp(—[Wp — AW]/KT due to emission by field effects). With a high value
of E, a tunnelling effect (generated with a narrow barrier) can allow thermoelectric
emission through this blocking contact (Fowler—Nordheim equation).

2 Thermoelectronic emission (T # 0; E; = 0)

The Dushman-Richardson law (deduced from distribution of electron velocities in
metals given by Maxwell-Boltzmann’s equation in Appendix A-7) covers the emission
process detailed in Figure VI-4. The emitting current density at saturation is given by
JosT = A*T? exp(—Wp/kT), with W = Wy — ¥ in which Wy is the metal work
function, ¥ is electron affinity of insulator or semiconductor and A* is the modified
Richardson constant from A* = (4nqm*k2) /h3.

3 Field effect emission (Shottky): E, is ‘medium intense’

In this process, the electric field (E,) reduces the potential barrier by AW =
q(qE,/4me)!/2. The law used in Process 1 to give the saturation current here becomes

b Potential energy

Vacuum level

Metal b
Wu W, 42

Potential energy
exerted on carrier in
processl

Insulator or SC

Figure VI-4. Emission process by thermoelectric effect.
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Figure VI-5. Emission process due to Schottky field effect.
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Joscu = A*T? exp(—[Wgp — AW]/KT) (as in Figure VI-5 and Appendix A-7). With
T constant, theoretically log Josca = f(./E,) remains linear, however, at low E,, J is
often observed to depart from a straight Schottky line due to the appearance of space

charge near the emitting surface (see Figure VI-21).

4 Tunnelling effect emissions and Fowler-Nordheim’s equation

At high values of E,, the potential energy curves steepens and the potential barrier
observed by electrons narrows considerably, only to be crossed through Process 3,
which corresponds to a tunnelling effect (Figure VI-6 and Appendix A-7). The current

density is given by Fowler-Nordheim’s equation:

] QB2 4 <2m>1/2 wy/?
= exp| —= | = .
OFN = ghws P| T3\ 72 oE.

Log(JOFN/EZl) = f(1/E,) is a straight line with slope Wg.

A Potential energy

—qE.x

Wi =Wy X %

- ‘acuum level
- —_ e
= te- Injection level
gy >> ground of BC
Jarrow barrier against

carrier in process 3

Figure VI-6. Tunnelling effect emission process.

Insulator or SC
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IV Process B (simple injection): ohmic contact and current
limited by space charge

Current limited by space charge occurs when the contact is ohmic, that is to say that
the electrode behaves as though it is an infinite reserve of charge and the current
flow is not determined by the volume of the emitting material. Given that the latter
is close to being an insulator, the formed space charge opposes the trickle of current
through the material within the neighbourhood of the electrode-material interface.
At a sufficiently high applied field (E,), space charges are pressed right back to the
interface and can effectively enforce a saturation current. Here, we shall look at the
different stages involved.

1 Ohmic contact (electron injection)
a Definition

A metal-insulator (M — I) contact is ohmic when its resistance (impedance) is negli-
gible compared to that of the insulator or semiconductor volume. As a consequence,
free carrier density near the contact is considerably greater than that in the material
volume, which is generated thermally, and ohmic contact can act as a charge reservoir.
The conduction is controlled and limited by the insulator volume impedance and any
possible recombination phenomena.

b Comment

The use of the term ‘chmic’ is not particularly exact. Under high fields the concen-
tration of charge carriers rapidly overshoots the concentration ng, which gives rise to
the ohmic law generated intrinsically in the material volume. However, with increas-
ing field strength, we can find that n rapidly exceeds ng due to inequilibrate charge
injection, resulting in the I(V) law becoming non-linear and thus non-ohmic.

¢ Realisation and schematisation

Ohmiic contact is obtained when Wy < Wg.

As shown in Figure VI-7, once contact is attained, equilibration of Fermi levels
(EFp) generates a negative space charge (p) on the side of the insulator which extends
over a narrow accumulation zone—due to carrier accepting state densities being large,
N¢ ~ 10" cm—3—and thus of low resistance. The result is a curve in bands with a
reduction in the M — I barrier, such that it equals Wy — x. If Wy — x) ~ O or is
negative, then the contact is ohmic.

With the application of E, in the sense shown in Figure VI-8, i.e. directed from the
[ to M and thus with V,; > 0 at [, it is the whole volume of the very resistive I which
suffers the drop in potential, in a drop which decreases with V4. On taking into account
the antagonistic effect of Ejyierna (due to p and directed M — 1) and E,, the conduction
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Figure VI-7. Metal-insulator contact with Wy < Wgy.

band in I (denoted by E¢ in Figure VI-8) goes through a maximum at x = L, at which
point dV/dx is zero, as is Eresuniing (V being the resulting potential). Therefore, the
two effects of internal and external fields compensate one another exactly atx = L, a
point which is called the ‘virtual cathode’. As E, reaches (V| — V, with Vo 3> V),
L. —> Lé with Lé < L¢; the virtual cathode tends towards zero and space charge at
this point is repressed. The result is that current can more easily pass through I to a
value which is the saturation current limited by space charge JscL..

2 The space charge limited current law and saturation current (Js)
for simple injection in insulator without traps

a Hypotheses for simple cathodic injection of electrons

1) A band model is applicable to the treatment of the injection of carriers with a
current non-limited by an electrode (for example with perfect ohmic contact).

Einternal

L

— — Virtual

cathode

Es 0 v
Metal (M)
= N
< I< LY ~
Eax\ |
N\ \\
~

~

N g
I: Insulator | Ec; "

Figure VI-8. Effect of applied field (E;) in which polarisation V, > 0 on insulator, with
V3 = VjorVysuchthat V, > V.
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2)

3)

4)

Considerable controversy surrounded whether or not band models, necessary for
the description of an ohmic contact, could be applied to organic solids. A model
does indeed exist for organic solids [Pfu 86], [Mol 96 and 98] (for polymers, see
Figure VI-8) and is close to that of amorphous semiconductors. It should be said
that even in inorganic semiconductors, a representation of continuous bands is an
approximation. The most important point remains the existence of energy levels
within an insulator that can accept, at the interface, injected charges, whether
those levels are localised or not. Either way, effects on the resulting mobilities are
taken into account because this parameter is included in the final expression for
current density.
Carrier mobilities are independent of E, and dielectric permittivity (¢) is NOT
modified by charge injection. Poole-Frenkel or impact ionisation effects are not
considered.
Electric field is assumed high enough to consider the following current compo-
nents negligible:
o current due to thermally generated carriers with density ng: ohmic current due
to these carriers is negligible under a high injection regime as n >> ny;
e current due to diffusion. Here we can note that the applied potential is consid-
erably higher than the thermal potential kT/q. The derived term for current
(conduction) is dominant with respect to that of diffusion:

I =0E+qD, grad n = qn(x)u,Ex) + q(kT/q)pn(dn/dx)
= wnP1(X)E(X) + pa (KT/q)(dp1(x)/dx) = punp1(X)E(x).

Comment: with the form found a posteriori for pi(x) ~ x™™ (and m = 1: see
following Section c) we have:

Jagg kT kT
Jaerivea  €XE(X)  eV(X)

at Tambient We have kT = 0.025eV; with V(x) > 0.025V the approximation is
justified.

We consider that the system is one dimensional with two planes, the firstatx = 0
for the cathode, injecting electrons, and the second at x = d for the collecting
anode. E,, is sufficiently intense for the resulting field at the cathode to be zero (the
same for both real and virtual cathodes); E(x = 0) = —(dV/dx)x=¢ = 0. The cur-
rent in this situation is the saturation current (J) following Mott’s approximation
and is the maximum current which can transverse the insulator.

b Mott-Gurney’s expression (1940)

Preamble: in a stationary regime, derivative of J= 0, or rather J = constant with
respect to x, such that J = qn(x)pE(x). Thus, to realise J;, we just need to calculate
it with respect to x = d.
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Form of E(x): Poisson’s equation gives

dE(x) B & _ qn(x) ]
dxk ¢ ¢  enBXx)’

2
d—]::ig(—x) = ‘M—d(,’:i = %,andusing limiting conditions (E(0) =

By integrating 2E(x)
0 for J = J;) we have:

’ 172
Ex)=— [—Jsx] . (D)
EWL

(Notice the negative sign which has been used as V, > 0 and the mean field (E,) is

defined by: [y —dV = —V, = [ E()dx = E,d, or E, = — %),

o Expression for Js: here

d d 20\ '/? d 25\ '/ 2
/ —dV=-V, = / E(x)dx = —<—S> / x2dx = —(——S) ~d32,
0 0 ep 0 ep 3

and leads to
9 Vv 9 E?

¢ Graphical representation as in Figure VI-9

Placing eqn (2) into eqn (1) gives

b =32 ()= 0 ()"

and E(d) = 2E,.
Additionally,

X X\ 3/2
Vx) = —/0 E(x)dx = —F,d (8> ,

and thus V(x) = Va(§)3/ 2 The potential energy W(x) of an electron can be directly
deduced from V(x) as W(x) = —qV(x) (Figure VI-9-b insert).
The charge density (p) has the form

p(x) =e— 1

R

Comment I We can see that the empirically derived curve of the law for Jscr, can
yield determination of electron mobility .
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Comment 2 Here we consider up to what frequency the static characteristic J; =
f(V,) can be applied. .

So that eqn (2), for a stationary regime (derivative J = 0), can be applied to a
dynamic regime, the transit time of an electron (ts) through thickness d must be less
than the period (T) of the applied electric signal i.e. ty < T = 1/v. In other terms, the
critical frequency (v.) of the applied field cannot go higher than the point at which
ts = 1/ve.

With dt = % in which vy = —pE, we have

Vo
/ fd dx
tg= | dt = — :
0 maE(x)

0\...".--""'_ Position u‘f virtual cathode
when E(0) # 0, J # Js.

RN
~

SCL
E(x) = (3/2) E, (Wd)"

pP=0:]=0;
Ey,=-V/id

r D:(]: J:":

V(x) = (x/d) V,
(b)
SCL _
V(x) = (vd)** V,
) X
d
p 3 d
0 /
d —_—
.-/-’/_FH_
N SCL
v P(x) = (3EEJ/4d) (x/d)"? ©
r'(

Figure VI-9. Representations (a) E(x); (b) V(x), W(x) and (c) of p(x); ] = 0E = pp(x)E(x) =
constant is observed as if p(x) is small, E(x) is large and vice versa.
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o 1/2
EXx) = — [—Jsx:| ,
EL

172 ad 2e 112
tg = [2 i ] / x 12x = [—8} a2,
wls 0 wls

Taking into account eqn (2), we obtain t; = %F(\j/_a and the relationship t; < 1/v gives

following eqn (1)

and therefore,

1 3uV,
V<Y = — = — .
ts 4 d

In terms of actual numbers, when V, =5V and d = 1 um, we obtain v, ~
60 GHz.

3)

3 Transitions between regimes
a Transition at very low potential

Generally speaking, at very low potentials, J(V) exhibits a transition at the threshold
voltage (Vgq) going from intrinsic conduction to SCL regimes (see Figure VI-10). In
effect, at sufficiently low potentials, the concentration of injected carriers (n) remains
considerably lower than intrinsic carriers (ng), which are generated by thermodynamic
equilibria, and conductivity follows classical the ohmic law: Jq = qnguV,/d =
qnolLE;.

Vg, the voltage at which the current density (J) starts to deviate from the ohmic
law towards a quadratic SCL law, is such that Jg)v=vo = (Js)v=vgq, which yields

2
Vg = %ﬂ;i. In effect, only Vg may be used to estimate ng.

b Towards high tensions: transitions between regimes

o With a blocking contact The current density Joer at an electrode follows, pri-
marily, the law of thermodynamic emission, while in the mass of the material, the

J :
A Resulting
current

Jo=qnop Vu/d E

_—

\

Figure VI-10. Transition tension from equilibrated thermodynamics to the SCL law.
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Figure VI-11. Possible transitions between different regimes with increasing potential.

current is limited by space charge and tends towards Jscp, = Js. The following are
possible:

1 if JscL < Jost, the SCL law is limiting and therefore represents the current through
the structure;

2 if JsorL > Jpst (in V, = V719) the thermoelectric emission law (Richardson)
conditions the current going through the structure; and

3 When E; is very high, Josr gives way to field effect emissions and then to tunnelling
emissions. If JoT represents the current densities emitted at the electrodes, depend-
ing on whether Jscr < Jor or JscL > Jor the current through the structure will
follow, respectively, the SCL law or the laws governing the electrodes (Jor).

B Ifthe contact is ohmic By principal J = Jscr, (few traps) (or, as we shall see in the
following Section, J = Jygr if there are many traps). At highly elevated field strengths,
power laws for E (E? for SCL, E™ for TFL) can result in extremely high volume
currents with Jgcp higher than the injection currents (Jgjecirodes) generated at the
levels of contacts, which in themselves never perfectly ohmic as they are never actually
infinite reserves of current. At extremely elevated field strengths, Jsc1, > JElectrodes 15
possible and throughout the structure, a transition from SCL (or TFL) to an emission
law by tunnelling effects (controlled by the electrode) can appear.

4 Insulators with traps and characteristics of trap levels
a Origin and distribution of traps in organic solids

Organic solids are often far from ‘ideal’ and contain traps due to imperfections which
interact with injected charge carriers. The traps control the current volume of carriers
and the characteristics of J(V).

There are two types of energetic distributions of traps which are generally cited:

o due to discreet trap levels generally due to chemical impurities;
e a continuous distribution of traps, generally due to structural defaults, of
exponential Gaussian form with maximum density at the band edge.
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These traps—neutral when empty and charged when full—exert a weak radius of
action and can be spatially modelled by an exponential law. The electric field E; only
slightly modifies (to the order of AET & meV) the potential barrier (U) as shown in
Figure VI-12-a, and trapping-detrapping follows Randall and Wilkins’s law, that is
p = vo exp(—U/KT).

We should note that two depths of trap can be considered from a thermodynamic
point of view, as presented in Figure VI-12-b, with respect to electron traps. That is
to say that the electron (and hole) Fermi pseudo-level (Er, and EFp) has a factor of
degeneration (g, or gy) due to occupation by an electron or hole. The probability of
an electron being captured by a trap at energy level E; is given by:

fo(E) = 1/11 + g7 ' exp{(E; — Epy)/KT}].

From the probability of trap occupation, we can distinguish between two types
of trap:

e shallow traps corresponding to levels E;(=U) and situated, for electrons, well
above the Fermi pseudo-level of a weak applied field (Egpo) (giving a state
approaching that of a thermodynamic equilibrium such that Egyo &~ Eg). In
a regime close to equilibrium, most shallow traps are empty, while outside
equilibrium (strong injection with Ep, — E;), some shallow traps are filled;

e traps with levels E; below Epyg for electrons, in other words deep traps, are
mostly filled with carriers at thermodynamic equilibrium, and in a regime of
strong injection (E; < Ernyo < Epy), practically all traps are filled.

b Order of size of trap densities

Trap density in a solid is typically of the order Ny ~ 10'® cm 3.

o If we take for example a cfc lattice, which contains an average of 4 atoms per unit
and has a unit parameter of ca. 0.4 nm, atomic density is ca. 4/(4 x 1078)% ~
6 x 1022 cm~3. The ratio % ~ 0.2 x 107* j.e. less than 1 default every
10000 atoms.

—=9q Ea(x0) (x - x0) , Energy Eg
T “1 p XM —Xo :
E — Ei: shdllow
“ Xo AE 1 X = - —
dp
Metal B

.- . tac Grep

« —h— ° = traps

3 aps

U Insulator (I) P

(a) (b)

Figure VI-12. (a) spatial modelling of a neutral trap; and (b) electron injection levels in an
insulator with deep and shallow electron traps.
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¢ Trapping-detrapping statistics for traps in the discreet level E,

The volume density of trapped electrons (n;) can be given using n; = Nf,,(Ey) in
which f,, (E;) is the probability of electron capture by a trap of energy level E;. Note
here that E; = U, the trap depth; see Figures VI-12-a and b.

Additionally, if c is the capture coefficient of a trap and n is the density of mobile
carriers (with n = N¢ exp[—(Ec — Erq)/kT]), the number of carriers trapped by
necessarily empty per unit time is equal to cn. As (N; — n¢) is equal to the volume
density of empty traps, the number of trapped carriers per unit volume and unit time is
therefore cn(N; — ny), which represents the level of total trapping. The alternate pro-
cess though is that of detrapping in which traps liberate p electrons per unit time
(p1is given by p = vg exp(—U/KT)). As n; is the number of occupied per unit volume,
the number of electrons detrapped per unit volume and unit time is pn;, which
represents the overall detrapping.

At equilibrium, the degree of trapping and detrapping is equal and therefore we
have

N

" Tip/en @

pn; = cn(N¢ —ng), or n

where p/cn the ratio of probabilities of detrapping from a full trap to trapping by an
empty trap.
We can now envisage different scenarios:

o 1n; < N; (low degree of trapping): we have I'\‘I—“ = m <1 iep/en> 1,
which leads to: II\II—‘[ ~ p/%, that is
n P Vo
—=—=— —E/KT).
m T oN N, exp(—E/kT)

Numerically, with E; = 0.25eV, N; ~ 108em™3, ¢ =10"0cm3s™!, vy =
10105-1 and at T = 80K we have n% ~ 10714, while at T = 300K we obtain
nﬂt ~ 1074, In both cases there is a very high proportion of trapped electrons with
respect to free, mobile electrons, even though there is a low concentration of traps.

e 1n; ~ N; (high degree of trapping): this occurs when p — 0 (very low detrapping
probability) i.e. when E; = U > kT and is due to very deep traps, or at a limit,
very low temperatures.

E¢

Shallow E;

Egn (high tension)

Deep E; Erno (low tension) = Eg
E,

Figure VI-13. Location of energy levels for shallow and deep traps.
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5 Expression for current density due to one carrier type (Jsp) with
traps at one discreet level (E¢); effective mobility

a At low tensions

ng >» nand the density of thermally generated carriers (ng) is well above the density of
injected charges (n) and the current undergoes runaway (current emitted or injected).
In the presence of traps of density Ny, we have ng = ngr + ng, in which:

— ngor = Ne exp(—[E; — Erpol}/kT) and is the density of free charges (not trapped)
of mobility por (with a Fermi pseudo-level in this low tension regime Epyg &~ Ep:
Fermi level at thermodynamic equilibrium).

_ — — N, ;
ng, = Nifpo(Ey) = T oo l(E, g /KT density of charged traps.

Ohm’s law, with respect to free carriers, is (with por = [y)
Jo = qnor Ko Ea (%)
o Two limiting cases
e Shallow traps: E; > Epy > Epnp, s0 exp[(E; — Epng)/kT] 3> 1 and ng = 0:
ng = nor + ng; & ngr. Ohms law remains unchanged when there are no traps:
Jo = qng por E.

o Deep traps: E; < Epng, and ng; # 0. For Ohm’s law, beyond the general eqn (5),
we can also write

Ja = qnotterrE = q(nof + not) perf £ (6)
which defines the effective mobility, the value of which can be obtained on
equalising eqns (5 and 6) to give pef = nof“_(i’_"nm Lo -

B Important comments

e General expression for mobility:

In a general manner 6 = nof/nor + nor With Wesr = Opor. With shallow traps
(ngy &~ 0 and ng = npp): 0~ 1 and pefr = Mof.

e Under a continuous regime V < Vg, and ohmic conduction is predominant but
does not prevent carrier injection, which is in the minority at low tensions. Accord-
ingly, a transitory regime is generated corresponding to trapping of injected
carriers which is associated with the appearance of current peaks; it is only once
carriers are trapped that linear, ohmic conduction can be observed. If we take the
curve of a second characteristic J(V), we can then see a much smoother transition,
practically without peaks (as traps responsible for current peaks are filled).

b Form of J at higher tensions (injection)

At higher tensions, the Fermi pseudo-level is Eg, and we have:
— n = Ncexp(—|Ec — Ern}/kT) for density of free, untrapped charges with mobility

It = Wn,

JR— = = N‘ 1
n = Nifp (Ey) = 72T Sl —En)/KT] for density of trapped charges.
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Thus 8 — 6, = n/(n + n;) and pegr = By Py.

Under a regime of charge injection, whether traps are deep or shallow, injected
carriers are distributed between free and trapped carriers. The result is the mean
effective mobility, which can equally be obtained through using a Poisson distribution.

o Effective mobility  with pyobile = nq and peap = Ny q, Poisson’s equation gives:

E _ Pmobile + Puap (n+nt)q
dx £ - g
With]=nqv=nquuE:
dE.J n+n J

= = Y
X  npp € HeffE

with
n

n -+ ng '
Asn+n; > n,in all cases, pegr < py. (When there is a low degree of trapping, it is
possible to write

Heff = ILn )

1 1 P
—Mn1+nt/n—_ 14+cNi/p  p+eN

Weff

and as ny/n 3> 1, ey < n).

B ExpressionforJ Integrationofeqn(7) gives, for E, asolution which resembles that
of eqn (1), with the precision that the effective mobility () replaces the mobility
ln (= @ by notation). J; (denoted in the presence of traps as Jp) is thus given by
eqgn (2), in which p is replaced by pegt:
9 v: 9 E?
Jp = 2= -2, 9
sP Ssueff a3 3 eeff d )
Comment  Current density can also be written either as J =qn pyEy, orasJ =
q(n + n))pesrEa. The equality of these two relationships gives pest = 0 o again
with 6, = n/(n + n,). By comparing eqn (9) with

J =q(n + n)perrEy 9)

shows that (n + ny) o E, and that in (9'), J is not ohmic. Physically speaking, this
is quite normal, as the concentration (n) depends upon the value of E, under a high
tension regime.

v Trap effects on conduction

— If the concentration of traps N, increases, in accordance with eqn (4) n, also
increases, such that pLegr (given by eqn (8)) decreases along with Jp; the material
no longer appears insulating;

— IfE;increases, orif T decreases, p drops and n, increases; once again jLes decreases
along with Jgp.
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d Frequency limit for J;p as expressed for a static system Given eqn (3), which

concerns a system without traps v < v, = é = %“—dv—a, i must be replaced by e,
and the limiting condition for eqn (9) corresponds to frequencies such that:
1 3 WeffVa
V< Veeff = — = — . 10
ceff teoft 4 a2 ( )

AS eff < W, Veeff < V¢ and can be explained by the fact that the transit time increases
as carriers spend more time in traps such that transit time in the presence of traps

(tseff) 1S teeff > tg, and thus veefr = ﬁ <V = é— On performing the quotient %
we obtain ‘ ’
Veeff  Meff 0 JLP
Ve 38 n+ng Js '

Using the calculation in Section 4-c above, in a system with low level doping it is
evident that Jsp &~ 3VZ at 300K and Jip & 10714V2 at 80K, which yield limiting
frequencies of, respectively, veerr & 4 MHz and veerr = 7 WHz. At low temperatures,

we are limited to wHz, which correspond to excessively long signal periods (greater
than 109 ).

¢ Characteristics of Jop = f(V) for levels of discreet, shallow and
deep traps (Figure VI-14)

o System with discreet shallow traps  When there is a low enough level of traps and
the system is placed under a tension sufficiently high, so that ng is negligible with
respect to injected charge density and the Fermi pseudo-level is below the trap energy

(E)

log J“

Ja=qng p,V/id

9 v?
JsP = geunen F

0 V. Voon | VN logV
17‘151(9;) } ’VVTFL(Nt)

Figure VI-14. SCL law in presence of discreet, shallow traps. At low tensions, the law is ohmic
(Jo); at higher tensions (V > Vq) current follows Jgp law, which is the SCL law modified by
carrier mobility which, on average, reduces i.e. peff = nBn with 6y < 1. When all traps are
filled (V = VTpL) the system returns to following the SCL law {current J;)."
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level, the above cited SCL law (Jscr) tends towards a new law (Jgp) which can be

written
n 9 V2

Jgp = _Sunen—3

0, =
" n+ ng 8 d

and varies as V2/d3 but with a reduced charge carrier mobility (Figure VI-14). At
even higher tensions (V > Vpp) all traps fill and the system returns to the normal
SCL law. Transitional tensions, Vo and VTpL, are shifted towards higher tensions
when trap density rises (N; > N; and 6, < 6p).

For very shallow traps, where E; 3> Eppg, and at thermodynamic equilibrium the
concentration of carriers in traps levels is given by:

N; N
14 gn ' expl(E; — Epny)/KT]

And the density of non-occupied traps at thermodynamic equilibrium is thus Ny —
nyo ~ Ny; application of a tension up to V = Vg results in the filling of initially
empty N, traps. We can use Poisson’s equation to detail the tension VgL in a corre-
sponding field Etgr: d—Edeﬂ— = By twice integrating this equation from 0 to d, we

€

2
qb;‘gd . (From VgL, it is possible to derive Ny).

Ny =

arrive at V1L = f(;i ErpLdx =

B System with discreet, deep traps The mechanism for a system with deep traps
shown in Figure VI-15 exhibits, at not too elevated tensions, very low effective mobil-
ity and thus a low current limited by space charge effects (essentially associated with
trapped charges). The ohmic regime continues up to the point at which all traps are
filled, which occurs at a sufficiently high tension (Vrpr), and then current follows
the SCL law, characterised by the current density Js.

For deep traps, we have E; < Epyg, and at thermodynamic equilibrium the
concentration in trap levels of carriers is

14 gn ' expl[(E; — Egng) /KT]

£0

D))

3= e V7 |

= = *logV
v TFL \|'_L|

Figure VI-15. Current tension characteristics for system with discreet, deep traps.
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At thermodynamic equilibrium, the density of unoccupied traps is thus Ny — ng.
With applied tension Vpp, results in the filling of the (N; — ng) traps and an associated
charge density of q(N; — ng). Poisson’s equation allows determination of

qN; — nt())d2
2¢ '

y Comment We should note that while these characteristics have been observed,
especially for systems with shallow traps, only the first two parts of the curve generally
appear (region in OABC of Figure VI-14); at higher tensions, diodes have a tendency
to undergo premature degradation!

d
VrrL = / Etpdx =
0

6 Deep level traps distributed according to Gaussian or exponential laws
a Distribution form

We can consider different forms of distribution for traps, that of exponential or
Gaussian. Here we shall develop the former, and in the next Section, the latter.

We can suppose that the density of traps per unit energy, centred about energy E,
is of the form: g(E) = (N /kT) exp(—[E. — E]/kT\) in which N; is the total density
of trap levels and T is a constant characteristic of the decrease in trapping energy with
depth E. Taking T; = E;/k = mT in which E, represents the characteristic energy of
traps with respect to Ec and m, also, is characteristic of trap distribution, given that
for a high value of m, the decrease in distribution is less than that of Boltzmann, in
whichm = 1.

When T, >»> T(E; > kT and traps levels are mostly under E, giving rise to a non-
degenerate distribution of traps represented by Fermi-Dirac’s distribution), we can
suppose that for —co < E < Ep, wehave f(E) &~ 1 andforE > Ep, wehave f,(E) ~
0 (as if T = 0). Given these hypotheses, the concentration of filled trap levels is

E max Ern N E.—E E. _E
ny =/ g(E)fh(E)dE :/ _t exp(_ c )dE =N exp(_c_ﬂ).
E min —oco. KT} kT, KT,

With n = N¢ exp(—[E; — Epn]/kT) we obtain
n T/T¢ n 1/m
n = N[ —_ = N[ —_ .
N N

E
Ec

' —~
Emipty traps

B — — - = | E=kT,

Figure VI-16. Representation of an exponential distribution of traps.
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b Form of saturation current for an exponential distribution (Jexp)

On multiplying the two parts of the Poisson equation by [(m + 1) /m][E(x)]l/ M we
obtain:

(m+1)/m
(m + 1) (B /m9E®) _ dE)] LT TR 1L PR
m dx dx m ¢

If n; > n (that is Ny > N¢) and E(0) = 0 and n = Jexp/qunE(x) (denoting the
current density in this exponential distribution of traps by Jexp), integration over the
interval [0, h] gives us:

1/m7 @it
E(h) = <_m+ 1) N ( o ) s
m e \quaNc
On using the confined integral (which gives limiting conditions) V = f(;j E(h)dh we
arrive at:

2m + 1>m+] < m e )m ymtl

— q(l-m) =
Jexp =9 mnNe ( mrl m+ 1N, d2m+1-

The resulting equation below is generally known as the Tapped Charge Limited
Current (TCL) law and its shape is shown in Figure VI-17.
_ m—+1 ;2m+1
JreL = Jexp xV /d .

Qualitatively speaking, with increasing current the Fermi pseudo-level increases
towards Ec (bottom of conduction band) and traps below Ep, fill up. There is a
progressive reduction in the number of empty traps, and fresh injected charges are
increasing distributed towards free states (in which charges have density n). The
effective mobility, as great as n is high, increases with V following a high power law

log Ju
%— Jexp oV m+1/d2m+1
TCL
N 2
Jsl’ = 28l‘Lnen V_3
8 d
0 é Vo VorEL 'logV

Figure VI-17. Current tension characteristics for exponentially distributed traps.
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V™t ip which m, as we already have seen, is characteristic of the mean depth (E;)
of trap levels E; = kT; = kmT.

When all traps are filled, a transition from a TCL current (with carriers exponen-
tially trapped) to a SCL current (with non-trapped carriers) takes place. The tension
of this transition (VgL ) can be obtained at J; = JtcL, that is

1
v qd2 9N{n m+1\"/ m+1 41 m-1
L= 8NC< m ) (2m+1> '
We should note therefore that the two slopes of In J = f(In V) for I and Jy¢p, are
different in contrast to those of J; and Jsp which give parallel lines of slope 2.
As we have done for traps associated with discreet levels, we can now determine
Vg, the tension characteristic of a transition from the ochmic regime at low tensions

(following Jo = qnofun%) to a TCL regime. Thus Vg can be obtained when Jo =
Jexp, that is:

1 m+l
v _qdNg (nor\m (m+ 1) /m+1) m
R N, m 2m + 1 '

¢ Example of exponential distribution

The example of copper a-phtalocyanine is used [Kao 81].
Empirically obtained results, detailed in Figure VI-18, showed that:

¢ in the non-ohmic zone, the slope (m) decreased with increasing temperatures (as
mT = T; = E;/k = constant for a given material and as T increases, m decreases);

|*('li.rrt:ni (A)
r 10"

Voltage (V)
— T 1 —L."

e T
0.01 0.1 1 10

Figure VI-18. Idealised representation of Jexp = (V) for a-CuPc.
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e Vg increases with increasing T;
e N~ 105 cm—3.

d Gaussian trap distribution

A Gaussian trap distribution can be denoted by

Ni (E — Etm)?
E)= —— -
g(E) 2n) 20, P [ 207
in which Eyy is the level at which there is the highest trap density and o, standard
deviation.
Two types of trap distributions can also be considered:

e Shallow traps which are supposed to be such that Eyy > Epy and any current
resembles Jp (due to discreet trap level) i.e. Jg Vv2/d3.

o Deep traps correspond to Eyy < Epp and the current resembles that of Jex,, and
the parameter m should be replaced by a parameter of the form:
m— (1+ 27:3 /16k2T2)1/2 [Kao 81] which the expression for current remains
of the form Jgays, o« V1 /d?m+!,

V Double injection and volume controlled current:
mechanism C in Figure VI-2

1 Introduction: differences in properties of organic and inorganic solids

Here we shall review only media in which there are only direct band to band recom-
binations, termed ‘bimolecular’ [Kao 81] but no traps or recombination centres. The
level of band to band recombination (R) is defined by the equation ‘é—‘t’ = %’- =—-R =
—Crnp where Cr = (vor) and is the recombination constant, oR is the effective
recombination surface (the sectional area through which a carrier must pass to recom-
bine) and v is electron and hole velocities. If carriers hop over barriers more by electric
field effects than thermal agitation then we should denote their velocity, which depends
on the applied field and carrier mobility, using v = (jLy + wp)Ea.

a Inorganic solids

The carrier mobilities are large and constants Cg are low. In fact, the latter is generally
so low that bimolecular recombinations can be considered negligible, and in order to
favour recombinations—which are no longer ‘bimolecular’—centres must be intro-
duced into the material. The velocity (v) is of the order of thermal electron and hole
velocities and is independent of the applied field. In addition, for a volume controlled
current (VCC), the negative and positive space charges at the electrodes are of the
same order of size as those under SCL for simple charge injection with overlapping
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(a) | (b) l'. (1n =2 pp)

u, |

| n ‘ \\ /
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Low og: ‘injected plasma’ or—eo: 2 SCL currents

Figure VI-19. Double injection and spatial distribution of charge densities in: (a) inorganic
and; (b) organic materials.

in the crystal volume (without recombining), and therefore mostly cancel each other
out (‘injected plasma’ in Figure VI-19-a). The result is a current which is no longer
limited by space charges and can thus reach high values.

b Organic solids

In contrast to inorganics, carriers in organic solids exhibit low mobilities and high
values of the constant Cg, so ‘high density injected plasmas’ become highly improb-
able. Due to the high value of or generally encountered, there is no zone in which
electrons and holes can overlap (if there were, there would be an infinite recombina-
tion current). The result is that electron current exists only at the cathode and hole
current only at the anode: the two meet and annihilate each other at a plane separating
the two regions, as shown in Figure VI-19-b.

2 Fundamental equations for planar double injection (two carrier types)
when both currents are limited by space charge: form of resulting current
Jvcc (no trap nor recombination centres)

a As for SCL, the following hypotheses are used (as both carrier currents are
limited by space charges):

— the band model is applicable;

— E, is sufficiently high to consider Jinginsic and Jpifrusion negligible;

— mobilities p and ¢ are not modified by E,; and

— there is perfect ohmic contact (infinite charge reserve) at the metallic cathode
(at x = 0) and anode (where x = d). We therefore have: n(0) = oo; p(d) = oc;
Ex=0)=Ex=d) =0; [y Ex)dx = V.

b Parmenter and Ruppel’s equation: general example

In general, double injection is assumed to be governed by:

— equations for current: Jy =nq pwa E,J, =pqpp, EandJ =J;, + J;;
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. o ldl dJ,
— equations of continuity: — o R and — a o R; and
X

— Poisson’s equation: Ei—Fi =P g[p(x) —n(x)].

dx g €
Given the preceding limits and some rather long equations detailed elsewhere
[Kao 81, p 259], the resulting current (Jycc) is given by Jvce = %S}Leff% in
which pess is the effective mobility which is of the complicated form s =

(8q tn p/9e({vor DE(a, B, Wn, Kp), With a = 2q/e, B = (vor).

¢ Limiting case 1: (vog) is low (as for inorganics)

When op is low, |Legr takes on a high value:

e poor recombination is not an obstacle to the penetration of electrons and holes
within the sample, and the condition of overall neutrality is retained within the
volume given for n ~ p (‘injected plasma’ shown in Figure VI-19-a); and

o there is no space charge to limit current so e and Jycc are high.

d Limiting case 2: Cr and {vog) are high (or high, as for organic solids)

Here we have two SCL currents with a weak overlap of space charges. Jycc can be
calculated directly when Cp is large [Hel 67] and recombinations are highly efficient
and, consequently, there is a very thin space charge overlapping layer. We can thus
consider that for the 2 SLC currents produced at each electrode, the two converging
currents annihilate each other.

Sequentially, it is assumed that:

e tensions and the thickness of layers for each—well separated—charge type can

be summed:
L=Ly+LpetV=V,+V e}

e the electric field does not undergo any great discontinuity in going from one part
to another in the recombination zone and therefore

Vu/Ly = Vp/Lp; and )
e current associated with electrons (over Ly), or with holes (over L), is such that

Jn =Jp = Jvce = constant. With each J; being of the form J; = (9/8)ep; VZ/L}:

] Va/Lo)?(1/L L
= _ #n(Vao/ n)2( /L) _ &_p’ 50 W/tp = La/Lp = Va/Vp. (3)
Ip mp(Vp/Lp) (1/Lp) Mp Ln
It should be noted that when p, > pp then L, > L, and the more mobile carriers
travel the furthest.

From eqn (3),
Vi = Vpun/upv 4

which inserted in eqn (1) gives Vp = V/(1 + pn/1p)-
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Placing Vp in J, = Jvcc finally gives Jyce = %a(un + up)}f—;.

The resulting current is the sum of two individual currents limited by space charge,
and therefore the effective mobility is actually the sum e = Wy + thp. As shown in
Figure VI-19-b, the electron current exists only at the cathode and the hole current
only at the anode; on meeting they annihilate one another at a plane which divides
the space and has a position determined by the values of ., and pp.

We can finally note that, like {Legr, Jvec is relatively weak.

Comment  if .y > Wp or kg < JLp we have, respectively, either pegs & jrq OF Pefr &
ip and again find that current is limited by space charge (SCL) associated with a single
carrier type, as is often the case in organic solids. However, we should note that often
in these media, J, # J, and the preceding calculation is therefore not necessarily
appropriate (even though—as we shall see in later Sections—optimisation of the
efficiency of OLEDs can result in J, = ).

¢ Limiting case 3: real example of continuously high but constrained Cg

Cr does not tend towards infinity, imposing a degree of overlap between the two
space charges [Hel 67]. n(x) can therefore be expressed as a function of W, the size
of the recombination zone, for which:

° J=Iy+Jp = qn(®)ps + p(x)plE(X) = constant; and (5)

o taking into account that the recombination zone is actually rather thin with respect
to the overall film thickness, the electric field can be assumed constant, so the

continuity equation gives, for electrons: charge —q and velocity v, = —p,E, with
Jn = —qn vy = gnpgE. Bringing in (31_111 = 3—‘: = —R = —Cg np yields:
(dJ/dx) = quqE(dn/dx) = qCrn p. ©)

(Similarly for holes, (dJp/dx) = qupE(dp/dx) = —qCrn p).

Using egn (5) to eliminate p in eqn (6) derives n(x):
2qE?
n(x) = foo with W = 2= Wnktp
1 + exp[2(Ly — x)/W] ICr

__4amnppl

Cre(n + 1p)
in which, by definition, W is the size of the recombination zone.

The size of W is inversely proportional to Cg, (as in the limiting case 2 shown
detailed in Section d).

, Oras

E=(3/2)V/L, W

3 Applications
a Practical application of double injection in organic solids

From the relationship for current density in organic solids for double injections with a
high value of Cg, Jvcc = %e(un + up)%, we can see that if pp >> wp or wy < My,
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we obtain Weff ~ W OF Weff ~ p and current is limited by space charges (SCL)
associated with single carriers. This is what happens in organic solids, where with
two SCL currents we have either:

e at juy > Wp (as in molecular solids such as Alq3), e = 1y and the recombi-
nation zone is situated close to the hole ‘injecting’ anode while the current is
essentially an ‘SCL’ current of electrons; or

e at, being around two orders lower than v, (as in conjugated polymers in which
poor electron mobility is generally associated with traps due to oxygen impurities
[Gre 95, p74]), iLeff ~ up and the recombination zone is situated close to the
electron ‘injecting’ cathode while the current is essentially an ‘SCL’ current of
holes.

b Both electron and hole currents are limited by electrodes
(rather than SCL effects as above)

The problem can be treated as a superposition of two individual currents, although
modification of the level of injection can occur at the contacts if electrons-hole
recombinations are incomplete.

¢ Application to electroluminescence

To obtain electroluminescence it is essential to control the level of injection and
transport of the two currents, each associated with a different carrier, so that:

— the currents are at equilibrium so that there is no single dominating current which
could otherwise traverse the diode without meeting current of the opposite sign;
and

— the currents meet each other in the volume of the material and, if possible, not
near the electrodes where recombinations do not yield radiation.

As we shall see, various strategies have been devised:

— if current is electrode governed, barriers at the electrodes can be adjusted for
electrons (Ca) and holes (ITO) so that currents are of the same order of size.
Barriers can be brought to the same low level by adjusting either the work function
of the chosen metal electrode, the electron affinity or the ionisation energy of the
organic volume; and

— if current is controlled by the volume of the diode, then we can choose layers
of materials which go in between each electrode and the volume of the material
which exhibit mobilities equilibrating the two SCL currents. Recombinations can
then occur within a layer specifically optimised for high quantum emission yields.

Another strategy consists in generating a confinement layer which can be
formed from ‘heterojunctions’ which exhibit at least bilayer structures allowing
recombination of opposing carriers to be confined at a plane normal to their
trajectories.
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Figure VI-20. Single to double injection transition using example of anthracene with gold
electrodes (after Hwang and Kao (1973) [Kao 81]).

d Transition from single to double injection

At low field strengths, one electrode can already inject for example electrons, while
the other cannot yet inject holes. At a higher value of E, (and thus from a single field)
the second electrode can in turn inject (as shown in the example in Figure VI-20 below
for anthracene with gold electrodes):

e attensions V < Vy only for electroluminescence, J « V2, a characteristic of a
solid with single (hole) injection (and discreet hole traps);

e attensionsV > Vry,J &« V' wheren > 6, acharacteristic of a high current which
can be associated with electron injection by field effects, which in turn can result
from a sufficient accumulation of space charge at the cathode to favour electron
emission by tunnelling effects.

‘When there is double injection, the currents are summed, but if one is considerably
greater than the other, the largest will determine the resulting law.

VI The particular case of conduction by the Poole-Frenkel effect

Solids which contain ionisable centres, which act as though they are Coulombic traps,
can exhibit conduction through the Poole—Frenkel effect.
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1 Coulombic traps

When these Coulombic traps are empty they are positively charged (having charge +q
prior to capturing an electron) and neutral when full. Typically, the potential energy
of an electron (located by x) in a Coulombic trap (centred at Xg) can be expressed as:
U(x) &~ —q?/4melx — xg.

If E; represents the bonding level, the ionisation energy (of modulus equal to Ey)
is modified (by a drop of AEpg) by an applied field E.

Given that U = —qE(xg)(x — X0) — q°/4me|x — Xo/, applying the condition 0 =
(dU/dx)x=xm allows determination of (x — xo)m = [q/4meE(x0)]'/? and

AEpg = (¢°E/ne)"/? = BprE'/2, with pr = (q°/me)'/%.

The initial barrier (Ej) is now in the applied field (E) E; — AEpr.

For organic materials (insulators), ¢ is low (* 3) and (x — Xg)m is ‘high’:
(x — xp)M (in pm) ~ 40/,/E (Ein V m~1) that is (x — X¢)m &~ 100 nm. In addition,
AEpr is also high, and AEpg (in eV) = 8 x 107>/E. With E in V m~!, AEpf ~
0.1eV for E~ 10°Vm™!.

If E increases, (x — Xg)m decreases and the electronic emission process tends
towards tunnelling effects.

2 Conduction due to Poole-Frenkel effect (as opposed to Schottky effect)

The Poole-Frenkel effect, sometimes called the Schottky internal effect, occurs within
solids where electrons move from ionisable centres. The ions, being near immobile,
do not contribute directly to the conduction.

If n(0) is the concentration of electrons trapped within a solid in the absence of an
electric field, once a field is applied the barrier observed by electrons is reduced by an
amount AEpr = BPFEI/ 2 with Bpr = (q3 /7e) 1/2 The concentration of electrons thus

=q E(xp) (x = xp)

Figure VI-20. Electric field effect on a Coulombic trap.
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Figure VI-21. (a) Poole-Frenkel and Schottky potentials; and (b) representation comparing
Poole-Frenkel and Schottky laws.

changes to n(E) = n(0) exp(AEpr/kT) = n(0) exp(BpFEl/ 2 /kT), and conductivity
then follows an exponential law, exp(BprE!/? /KT).

The Poole-Frenkel law is of the same form as that found for a Schottky emission.
However, the latter law follows more exactly exp[(BpFE'/ 2 /2kT], as in place of a
Coulombic force (1/4mex?), the image force (1 /4me[2x)? = 1/16mex?) intervenes
in Schottky emissions (Figure VI-21-a). In both cases a linear law is retained, that is
InJ = f(,/E) (in Figure VI-21-b), and in reality it is difficult to distinguish between
the two mechanisms even though the slopes differ by a factor of 2 and the physical
origins of the two laws are different (the Schottky effect is a limitation of current by
electrode emission, while the other is a current limitation due to the material volume).
This inexactitude (in terms of the one-dimensional representation of transport) is due
to incertitude in the value of ¢ (for the field under study), arising from the possible
stepped placement of wells giving a detrapping on a neighbouring site rather than in
the conduction band.

As we shall see in Chapter X, the Poole-Frenkel law is in fact particularly useful in
justifying transport laws proposed for organic LEDs, where mobility under an applied
electric field is thought to follow a law of this type.
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Optical processes in molecular and
macromolecular solids

I Introduction
In this Chapter, we shall look at the origins of optical properties of:

e a solid matrix into which has been inserted transition metal or rare earth atoms.
While this may not directly concern organic solids, it is a field of considerable
importance in optoclectronics in general, and has given rise to applications for
example, in telecommunication systems and electroluminescence; and

e molecular or macromolecular solids.

As an aide-mémoire, Appendix A-§ details the successive appearance of energy
levels within an isolated atom following perturbations of decreasing intensity.
Optical properties, in general, are governed by:

e the separation of energy into quantum levels in atomic or molecular based
structures which condition the wavelengths of emitted or absorbed light; and

e thetransition rules, otherwise termed ‘selection rules’, which determine permitted
transitions between quantum levels.

The above rules are based on the conservation of total kinetic momentum within
a system associated with the emission or absorption of a photon when an electron
transfers from one energy state to another. However, in a more rigorous manner, we
can also say that any variation in the kinetic momentum of an electron implicated
in a radiating transition should equal 1. By definition, any radiating transition is
one which employs the emission or absorption of a photon, which is a boson type
particle. Indiscernible particles do not follow the Pauli principle [Bla 67, p8] and any
number of bosons can occupy the same quantum state, however, the state function
must remain symmetric——with respect to permutation of co-ordinates between two
particles—and associated with a whole spin number (from the symmetry postulate
[Coh 73, p1374] and thus also Pauli’s principle [Lev 68, p99]). So, for a photon,
S=1
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Figure VII-1. Schematised atom-photon interaction in which circularly polarised photon trans-
fers its kinetic momentum to an electron at the periphery of the atom (process of absorption).
Variation in kinetic momentum of the electron accords with Al = £1.

Selection rules governing radiating transitions take into account gains or losses in
kinetic momentum due to photon absorption or emission, respectively. The process
is schematised in Figure VII-1.

I Matrix effects due to insertion of atoms with incomplete
internal electronic levels (transition metals and rare earths)

1 Electronic configuration of transition elements and rare earths

Mendeleev’s periodic table generally follows the sequential filling of atomic levels
by electrons as given by Klechkowski’s rule and detailed in Appendix A-8 [Arn 91,
Chapter 9]. Columns IA and IIA correspond to the s block, while columns IIIA to
VIIA, along with column VIII for rare gases, correspond to the p block. Horizontal
levels in the table are filled with respect to the number of electrons added, respectively,
to s and p layers.

The d block, however, corresponds to transition metals which follow the series
nd (n = 3,4,5and | = 2) filled as (n + 1)s. If we take the example of scandium, for
which Z = 21, and using (Ar) to denote the base electronic configuration of argon,
we can write its configuration as [Ar] 3d! 4s2. The result is that for these ‘transitional’
elements, the electronic layer nd below the outermost layer is incomplete. Rare earths,
which belong to block f, exhibit a similar electronic disposition. Their internal 4f layer,
which is at [n 4 1] = 7, is incomplete and is filled only when the series 5s, 5p and
6s reach the full configuration of 5s2, 5p® and 6s%. An example is that of erbium
(Z = 68) which has the configuration [Xe]4f!26s2.

Comment. The use of Klechkowski’s rule does involve some exceptions, which
incidentally do not detach notably from its use [Arn 91, p75]. For example, chromium
(Cr) and copper (Cu) have configurations that stray slightly from the rule each having
only 1 4s electron instead of 2 and an additional 3d electron.
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2 Incorporation of transition metals and rare earths into dielectric or a
semiconductor matrix: effects on energy levels

The optical properties of a matrix are controlled by the conventional band scheme,
drawn in reciprocal space and shown in Figure VII-2 where E = E(k). The size of the
forbidden band generally controls emission and absorption spectra. Vertical (direct)
transitions are the most probable, when possible, as given the same k position at
the extreme edges of valence and conduction bands a two particle electron-photon
transition which conserves energy and quantity of movement is allowed.

Low concentrations of transition metal and rare earth ions incorporated into solid
matrices (for example, by ion implantation) can give rise to particular optical prop-
erties. For examples, lasing effects are observed on incorporating Cr3* in Al,O3 and
doping of silicon fibres with erbium can permit integration of 1.54 pm lasers into
optical fibres for telecommunications. These changes in optical properties are due to
the increase in degeneration of energy levels associated with the electronic configura-
tions of transition metal and rare earth ions. In order to understand these systems, the
strengths of the different effects which are brought to bear, such as exact electronic
repulsions given by the Hamiltonian He., spin-orbit coupling given by Hp s , and the
crystal field effect resulting from the environment and characterised by Hec, will all
depend of the type of ions used.

a Rare earth ions

Electrons in the 4f layer are well buried within the atom. The full, external layers, 552,
5p® and 6s2, which have wavefunctions with greater external radii than 4f remarkably
well protect the exterior layer (crystalline) of the 4f electrons, so in general for rare
earths Hee > Hos. > Hee. Up to and including Hg o, we have more or less the same

Vertical .

photon transition photon

Resulting oblique
transition

VB b VB

(a) k

Figure VI-2. Transitions in a solid with conduction band (CB) and valence band (VB):
(a) vertical (direct) transition, most probable as is associated with only two particles, elec-
tron and photon (with kphoton = 27/h & 1073A~1 ~ 0). The photon assures energy
conservation during transition between VB and CB with AE = Ecpyin — Eviax = hv;
(b) oblique (indirect) transition, of little probability as associated with three particles,
electron, photon and phonon (with Akphonon sufficiently high to allow conservation of
quantity of movement).
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behaviour for atoms in the isolated state as in a matrix, so the crystalline field effect can
be considered negligible. Spectroscopic and luminescence properties associated with
4f internal transitions are thus little influenced by exterior perturbations, to the point
where they are practically independent to the host material and even temperature.

Insertion of these atoms in a matrix can be accomplished by ion implantation,
although this method does necessitate annealing the material to activate the optical
properties of the implanted ions. Annealing induces the formation of ‘packets’ of
emitters which have dimensions of the order of several microns. The observed lumi-
nescence does not seem to be due only to implanted erbium ions, for example, but also
their association with other elements, in particular oxygen [Fav 93]. An interpretation
is given in Section 3-b.

b Transition metal ions

d Layer electrons of transition metal ions are only poorly shielded from the exterior,
such that perturbation due to crystalline field effects is greater than that of spin-orbit
coupling. Typically, Hee > Hee > Ho s, and the crystal field effect can be sufficiently
strong to directly interact on LS terms (degenerated [2L + 1][2S 4 1] times) due to
the correlation (exact interaction) between electrons in the same atom. The crystal
field effect (often denoted by a quadratic potential V : V = Ax? + By? 4 Cz?) starts
(before spin-orbit coupling effects) to partially raise degeneration of LS terms. In a
typical case, it raises orbital degeneration leaving only spin degeneration or order
[2S + 1] [Mol 81]. The obtained Hamiltonian can therefore only be expressed as a
function of spin order and is denoted the spin Hamiltonian.
At this level, two different cases can be envisaged:

e cither perturbation introduced by an exterior magnetic field is smaller than that
resulting from spin-orbit coupling, as in Figure VII-3, in which case spin-orbit
coupling—which interacts after the crystal field effect—does not raise remaining
spin degeneration. The resulting perturbation does not even displace levels associ-
ated with correlations, but only modifies the states (wavefunctions) corresponding
to the latter. Only the intervention of perturbation by an exterior magnetic field

AE = pogBHAM;

v, )lyo) |e).|®) ~

configuration

vinD) Correlations Application of . . Increase in spin
of LS terms ) . Modification degeneration
crystal field [2S+1]; of states due
and levels e . ) X due to external
d d tise in orbital to orbital spin ic field
egenerate degeneration and coupling magnetic field.
[2Lf1][25+1] order of spin ’
times. [28 + 1]

Figure VII-3. Increase in degeneration when magnetic field effect is relatively weak.
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H (which introduces a perturbation Hamiltonian of the form g gBS‘ .H where g,
while written as a scalar corresponds to a tensor and f is Bohr’s magneton) raises
the degeneration of energy levels; or

e perturbation introduced by an external magnetic field His greater than that
produced by spin-orbit coupling; the latter simply displaces levels appear-
ing due to the magnetic field. An example, with iron atoms, is shown in
Figure VII-4.

The structure which appears on application of H (Zeeman effect applied to
solids) can be evidenced by electronic paramagnetic resonance (EPR). A study of
transition probabilities between Zeeman levels yields the selection rule AMg = +1
[Mol 81].

3 Transitions studied for atoms with incomplete layers inserted in a matrix
a Transition metal ions

When isolated, iron has the configuration [Ar] 3d® 452, Excited states have con-
figurations 3d” 4s! then 3d® 4s' 4p' and then 3d3. The lowest energy levels of
these configurations are, respectively, 0.85eV, 2.4 eV and 4.07 eV above the lowest,
fundamental level, which has configuration 3d® 4s°.

Once introduced into a matrix as impurities, that is to say at very low concentra-
tions, these elements loose one or more electrons. Generally, iron becomes the cation
Fet which has the unexcited configuration [Ar] 3d> and, 23 eV higher, has the
excited configuration [Ar] 3d* 4s!. Optical properties, which arise from differences
in energy generally less than 3 or 4eV, can only arise from internal transitions to
the non-excited configuration [Ar] 3d>, shown in Figures VII-3 and VII-4. Under
the influence of crystal field effects, which modify energy separations, transitions

| ===
| ¥(n,]) configuration |

| internal transition |
Dt T
| | AE = pogBHAM

| +

Initial Ms )i

configuration Fm§ Structure (FS)
Displacement of

Y(n,1) Correlations Application of Exterior pre:ceden} levels py
of LS terms crystal field magnetic filed orbital spin coupling
and levels [28+1]; rise in applied raises wn(ljlout mcr:asmg
degrees I oot
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Figure VII-4. Increase in degeneration for example of iron with perturbation due to magnetic
field greater than orbital spin coupling.
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internal to the nd configuration, as shown in Figure VII-4, can give rise to quite large
separations and spectral lines.

In diatomic molecules, which are the classic examples, internal electronic tran-
sitions modify interaction forces and therefore the distance between the two atomic
nuclei. In other words, the passage of an electron to an excited state reduces the
bonding state, allows increased nuclear repulsions and an increased distance between
the nuclei.

Similarly, transition metals implanted into a matrix have electronic states, char-
acterised by their configuration, and subsequent effects such as those of crystal field,
based on the position and movement of their respective nuclei at co-ordinate (r), the
latter being located with respect to the mean position of a stable state at the mini-
mum of the configuration curve E = E(r), which has a form corresponding to that of
an harmonic oscillator. Energy levels within the oscillator are tied to the vibrational
states of the system, characterised by quasi-particles called phonons, and coupling
between the electronic states and the positions of the nuclei (i.e. the relation between
the states of electrons and their ions) is called electron-phonon coupling. With increas-
ing separation in excited and fundamental configuration curves Ar(=rex. — rt), there
is a proportional increase in the electron-phonon coupling. The vertical transition,
associated with the Franck-Condon principal which states that the electronic transi-
tion is sufficiently rapid to leave the co-ordination (r) for the transition metal ion
nuclei unchanged, occurs between two states with the same difference in vibra-
tional levels (large variation in vibrational quantum number (v) with quantification of
phonons) as excited and fundamental electronic configuration curves are shifted (see
Figure VII-5).

As shown in Figure VII-6 (transitions F-E), once an electron has been excited, it
can loose its energy [Pan 71, p167]:

E v =5
Excited
configuration
=1
1
!
Fundamental C !
configuration : '
Ar—> «—
It Texc r
Very weak Quite strong
coupling coupling Very strong
coupling

Figure VII-5. Configuration curves of different bonds for fundamental and excited states.
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Figure VII-6. (2) Radiative and (b) non-radiative relaxations.

e by radiation (Figure VII-6-a). The excited system at point E has vibrational
level > 1 and on going from E to T looses quanta of vibrational energy to the
lattice in the form of phonons. Thus, thermally energetic electrons are in the low-
est part of the potential curve at the fundamental vibrational level (v = 1) of the
excited configuration. Electrons then relax through the radiative vertical transition
TH, which involves the emission of a photon with an energy smaller (and there-
fore greater wavelength) than that associated with the vertical transition FE. This
increase in wavelength is called ‘Stoke’s shift’. Finally, by phonon emissions, the
system relaxes from H to F where the electron returns to its lowest electronic and
vibrational level; or

e by a non-radiative pathway (Figure VII-6-b). Here the potential curve associated
with the fundamental state intercepts between points E and T the curve associated
with the excited electronic state at point U. T is the fundamental vibrational level
of the excited system. The system excited to E now relaxes by emitting phonons,
first going from E to U through the lattice associated with the excited electronic
configuration, and second from U to F into the fundamental configuration system.

b Rare earth ions

As we have seen already, the interior, incomplete 4f electron layers, which accord-
ing to Kleschkowski’s rule are filled last, of rare earths are protected by external,
full layers, notably 5s> and 5p®. The upshot of this configuration is that properties
of luminescence associated with internal 4f transitions, are relatively insensitive to
external effects such as crystal potential and temperature from a surrounding matrix.
Indeed, the configuration curves E = f(r) do not to any practical extent shift between
fundamental and excited states for transitions occurring between electrons of the same
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4f configuration. Differences between energy levels can thus be reduced to simple
differences between flat levels associated with the minima of configuration curves,
as detailed in Figure VII-7.

Erbium is of particular interest as the wavelength of its emitted light (1.536 pm)
is very close to the maximum transmission wavelength in silicon optical fibres
(1.55 um). The emission is in fact generated by the cation Er’* which has con-
figuration 4f 11 [Mom 95, p35]. The fundamental spectral term is Spax = 3 X % =
3/2, (EmDmax = Mp)max =3+2+1=6and so Loy = 6. FromJ =L + S (as
in the second half layer) we have ] = 15/2. The fundamental term is thus s /2 while
the first excited LS term following spin-orbit coupling (see Appendix A-8, Figure 2)
corresponds to J =L 4+ S — 1 = 13/2 and is denoted 4113/2.

For the transition *I;3 /2 = s /2 (which should give a fine spectral line as it is
associated with spin-orbit coupling terms), the selection rules (AS = 0, AL = +1
or 0, AJ = £1 or 0) are well respected but the supplementary condition, Al = £1
in which 1 is the kinetic momentum of a 4f electron undergoing the transition, is
not verified (as this electron does not change configuration and remains 4f). This
forbidden transition corresponds to Laporte’s rules which, as we shall see in more
detail for molecules, indicates that electron dipolar transitions (through oscillating
dipole radiation) are forbidden within the same configuration, as during an interior
transition there is no inversion of orbital sign and the dipole moment of the transition is
cancelled out because initial and final states have the same, retained parities. However,
the rule is often partially violated, as mixtures of excited orbitals (associated with
alternate configurations) with inverse parities are formed. It should be noted also that
the probabilities of transitions between states M IT /2 (generally denoted state T1) and
43 /2 (state T) are in fact low and the resulting spectral lines are weak. In addition,
the lifetimes of excited states (T5) are long, as return to the fundamental state (T;) has
a low probability, which leaves open the possibility of a secondary excitation from
the T, state to an even higher energy state T3. The wavelength X, associated with
a return to the fundamental state (transition from T3 to T}) is consequently shorter

(a)

Figure VII-7. For rare earth ions inserted into a matrix, we see a reduction to plateau of
configuration curves (b) associated with different excited levels (a).
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Figure VII-8. ‘Up conversion’ using long lived T» level.

(as of higher energy E») than A associated with the excitation. Figure VII-8 details
further this so-called ‘up conversion’.

IIT Classic optical applications using transition and rare
earth elements

Applications for transition and rare earth elements include optical emitters and, in
particular, electroluminescent components. Erbium, as noted above, is used in gener-
ating lasing effects. All these components are produced by inserting optically active
ions into insulating or semi-conducting matrices. These ions are the origin of fluo-
rescing phenomena and bring into play either transitions between flat 4f layers (rare
earths) or, principally, alterations in vibrational states (transition elements). Matrices
can be doped either during the growth of layers by epitaxy or by ion implantation. The
rest of this Section will deal with certain properties utilised in components, which in
turn are detailed in Chapter IX on optoelectronic emitters.

1 Electroluminescence in passive matrices (see also Chapter IX, Section VII)

Shock ionisation, brought about by collisions of carriers on a lattice, can generate
carriers at excited levels on luminescent centres. Until recently, these centres
were typically based on phosphorescing inorganics (for example, ZnS activated by
Mn?*) and were introduced either using a dielectric bonding material (Destriau’s
effect) or in a structure permitting reinforcement of charge injection (such as MIS
structure, Schottky junction and thin multi-layer films corresponding to ACTFEL
structures).

An example of the direct relationship between the crystal effect and transition
metal ions is that of manganese inserted into ZnF;: the former produces an orange
emission centred at 580 nm and the latter has emissions shifted towards longer wave-
lengths (towards yellow) with the principle emission at 585 nm (2.12 eV) along with
others detailed in Figure VII-9 [Bren 99, p706].
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Figure VII-9. Emission lines of Mn”t inserted in ZnS.

2 Insertion into semiconductor matrix

It has been shown that for erbium to undergo photoluminescence, the band gap of
the host semiconductor must be larger than the energy (0.805 eV) associated with the
wavelength (1.536 pm) of the transition T3 /2 = s /2. In addition, the intensity of
luminescence decreases with the excitation temperature, just as much as the decrease
in the semiconductor gap; at ambient temperature, the emission is only detectable for
semiconductors with a gap superior or equal to that of InP at 1.25eV.

It should be noted that the concentration of doping ions can modify photolumines-
cence intensity, which reaches a maximum at a certain concentration. In the example
of erbium this maximum is found at approximately 10'® ions erbium cm™> when
implanted in a layer of InP, although the value is independent of the host matrix, be
it InP or GaAs. At low ion concentrations when ions are independent of each other
in a matrix, in general, luminescence increases steadily with an increase in ion con-
centration, however, at higher concentrations when ions are in closer proximity, then
excitation energies which would otherwise be used for radiative emissions can be lost
to transfers between ions. The result is that above a certain concentration (often of
the order of 0.1 to 10 %) the luminescence decreases. The above process corresponds
to a crossed relaxation.

Co-doping can result in an increase in intensity of luminescence. For example,
silicon doped with erbium shows a two fold increase when doped with erbium and
oxygen. This process is recognised to be due to the presence of acceptor levels on
oxygen 0.35eV higher than the highest point of the silicon valence band. Recombi-
nations in the forbidden silicon band with these localised levels is equivalent to an
energy of 1.12 — 0.35 = 0.77 eV, a value of the order of that required to excite Er3+
ions (transition *I;5/2 — *Iy3/2 of 0.805eV).

Luminescence dependent on the direction of an applied polarisation (tension) can
be obtained by inserting ions in zones of pn junctions. Possible variations are:

e using direct polarisation where ions introduced into a p zone allow radia-
tive recombinations from electron-hole pairs and the resulting radiation, as
virtual phonons, excites the inserted luminescent ions. If recombinations are
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non-radiative, then the de-excitation energy can nevertheless be transferred to
a luminescent ion which in turn can re-emit photons with energy less than or
equal to the received energy; and

e using inverse polarisation, the excitation of rare earth or transition element ions
results from shocks due to hot carriers (in the Zener characteristic zone) such as
electrons injected from zone p into zone 1, in which they undergo collisions. The
n zone is thus preferentially doped.

3 Light amplification: erbium lasers

In systems using fibre optic transmissions, losses during propagation necessitate the
periodic use of signal amplification along the length of the fibre. Initial designs,
which were relatively expensive, used transducers to transform the optical signal to
an electronic signal, which was amplified, and then back again to an impulse optical
signal. A more modern technique though is to use silicon optical fibres doped (over
distances of around 30 m) with a low concentration of Er®t cations, as schematised
in Figure VII-10-a. Along the distance, Er3* cations are excited using a semicon-
ductor emitted laser beam of wavelength typically between 1.48 and 0.98 um and
a ‘pumping’ intensity that decreases on going through the doped zone, described in
Figure VII-10-b. When luminescent impulse signals traverse the doped and ‘pumped’
region of the cable, they receive an energy due to the Er3* ions, as illustrated in
Figure VII-10-c.

Radiation of wavelength A = 0.98 jum excites Er** cations from their fundamen-
tal state 41, 5,2 to their excited higher state I, /2, which in turn rapidly relax without
radiation to the *I13 72 level. This process is one of ‘pumping’ and the laser used acts as
a ‘pump’. Radiation with X = 1.48 um excites Er’t ions directly to *I;3 /2 which has
a long lifetime. An impulse at % ~ 1.48 um traversing the system empties all these
excited levels so that the pumping energy is added to the luminescent impulse signal
in such a way that it conserves its coherence.
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Figure VII-10. Zone (a) shows silicon fibre doped with erbium and subject to a ‘pump’ laser
to amplify luminescent impulses (c).
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Figure VII-11. Laser pumping over three levels.

IV Molecular edifices and their general properties [Atk 00]
1 Aide-mémoire: basic properties

As we have seen in Chapter 1, macrostructures consist of molecules of atoms bonded
by intramolecular forces. The solidity of the edifice relies on intermolecular forces.
Molecular spectra are richer than those of atoms due to the possible rotations and
vibrations. However, the energy of these rotations and vibrations, which is of the order
of AE; &~ 0.005eV and AEy ~ 0.1 eV, means that associated spectra are not in the
visible region, a region essentially explored for electroluminescent and photovoltaic
components. However, it is worth noting that while only electronic spectra have
energies AE. &~ 2 to 6¢eV, tied to electronic transitions at the interior of molecular
orbitals, these relatively large energies can also excite rotational and vibrational levels
to the point where electronic spectra are close to these absorption bands and can
become very complex. We shall define electronic terms for molecules after a brief
introduction using simple systems of diatomic molecules.

a Heteronuclear diatomic molecules

In the example of a diatomic molecule, the axis which joins both atoms is denoted
Oz. This axis of symmetry is such that the Hamiltonian remains invariant during
rotation about the axis. The result is that I, and H are commutative such that they
can have the same system of proper functions. We normally introduce an absolute
value Ak = |M|h projecting kinetic momentum over the axis of symmetry Oz. With
M=0,+1,+2,...wehave A =0, 1, 2... which, respectively, correspond to states
5 IL,A L.

In fact, when A # 0, for the same energy there are two possible states. They are
distinguished from one another by the direction of the projection of kinetic momentum
at Oz, and an inversion of sign following a symmetry operation on a plane containing
the Oz axis (L, is not invariant with this symmetry operation O) which has invariant
energy during the operation. The latter invariance is due to symmetry of the molecule
on this plane, and assures the conservation of the Hamiltonian. This degeneration
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explains the choice of A = |M] to characterise the energy states of the molecule,
rather than M for which the two values would give the same value of energy when
M # 0. It should be noted that at the particular case of A = 0 (X state), corresponding
to when the kinetic momentum projection is zero, L, and O are commutative and are
can have the same system of proper functions with H. As two successive applications
of the operator O brings the system back to its starting point, the proper values of t
are such that t2 = 1 witht = £1 (see comment below). T states can give rise, in fact,
to two states £~ or £T, depending on whether or not the wavefunction changes sign
on application of the operator O.

Just as in an atom, for its part the composition of all electron spins in a system
yield a total resulting spin of value S, and the molecular term or ‘multiplicity’ is thus
denoted carrying the value (2S + 1) at the upper left hand corner of the letter defining
the value of A.

Comment: brief look at the form of proper values associated with operator I which
transforms variable x to —x

Looking for proper functions of [ such that Iys(x) = t{r(x) in which t is the proper
value, also with (defining property of I) I{r(x) = y(—x), so that [{r(x) = t¥(x) and
I (x) = ¥ (—x) leads to multiplying the left hand side of the two equal parts by I so
that:

IIY(x)) = th(x) = P (x) =L ¥(=x) = (x).

This gives t2 = 1,thatist = +1, whichresultsin Y(—x) = £ (x). This demonstrates
that proper functions associated with I are either symmetric, as in {s™, or antisymmet-
ric as in ¥~ . In addition, if H(x) is a Hamiltonian such that H(x) = —% % + V(x)
with V(x) = V(—x), then H(x) = H(—x). Thus I H(x) = H(—x) = H(x) and the
Hamiltonian is invariant with respect to I; it can commute with I and have the same
proper functions as I and the proper functions of this Hamiltonian are symmetric
or antisymmetric (most basic courses in quantum mechanics can give comparable

notes).

b Homonuclear diatomic molecules

Here molecules of the type A; are considered, where A is an atom on the second line
of Mendeleev’s periodic table. In these discussions, the carbon-bond-carbon system
is deemed the most important, due to its centrality to the nature of small molecules
and polymers, whatever the type of bond.

As in Chapter 1 (and in Appendix 1-1), we can consider two types of molecular
orbitals:

e o-orbitals which have the straight line joining the two covalently bonded atoms
as an axis of symmetry (for example, axis Oz); and

e w-orbitals which have a plane of symmetry which includes the axis Oz joining
the two atoms and is perpendicular to an axis normal to Oz such as Ox or Oy.
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If after a symmetry operation with respect to the centre of symmetry of the
molecule, the orbital sign does not change the molecules are termed as having even-
parity and are denoted g for gerade (from the German word for even). If the same
operation results in an inversion in the same sign, then the molecule is denoted u for
ungerade.

In Figures 9 and 10 in Appendix A-1 (in which it is the axis Ox which joins atom
centres, although this changes none of the reasoning) we can see that:

e bonding c-orbitals have even-parity and are denoted oy, while antibonding
o-orbitals have odd-parity and are denoted o7;; and

e Dbonding w-orbitals have odd-parity and are denoted m,, while antibonding
m-orbitals have even-parity and are denoted ng.

We can also note that symmetry operations with respect to the central symmetry
change T to —T. This operation is called an operation of parity (I), which is such that
the homonuclear molecule rests invariant under its effect.

2 Selection rule with respect to orbital parities for systems
with centre of symmetry

In classic terms, the emission of a photon following an electronic transition is con-
sidered due to a type of electric dipole oscillating the atom or molecule (see also J.P.
Perez, Masson 1996, Chapter 20 or a comparable textbook on electromagnetism or
dipole ray theory). The operator associated with the dipole momentum of a structure
of atoms or molecules can be given in the form:

n
M(fi...T) = (—&) ) i,
i=1

in which T locates the position of electrons. This operator is of odd-parity as it
changes sign when all 1; are transformed to —T;. Its matrix element (transition dipole
moment) between states 1 and 2, characterised by wavefunctions {1 (f1, ..., ) and
Y2 (1, ..., ), is of the form:

d= ff VH(EL L T)MT L T (T L T dT, L d

We can therefore remark that:

e under the effect of a transformation associated with an inversion operator I which
transforms T; to —T; (and also therefore Mto ——1\7[), {ry and {rp are transformed to
£1{r; and gxrp with £y = &1 and e, = +1: under the effect of I, d also becomes
—e1gy d; and

e in systems which have centres of inversion (symmetry), d is invariant under the
effect of a transformation associated with the inversion operator I.
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The upshot is that for systems with centres of inversion then d = —ej¢7 d and
—e1ep = 1if d # 0, and for systems such that e1e; = 1 (i.e. systems which conserve
the same orbital parities during transition from state 1 to state 2), obligatorily d = 0,
i.e. it is a forbidden transition.

For complexes which have a centre of symmetry, the selection rule (called
Laporte’s rule) indicates that the only electronic transitions allowed are those which
implicate a variation in parity, that is those of the type g — uand u — g are allowed,
while transitions g — g and u — u are not.

We can see here that 7y, — ng transitions are allowed. We can also note that if the
centre of symmetry is broken (for example, by vibrational effects) then this rule is no
longer respected and transitions g — uandu — g become possible. These transitions
are called vibronic transitions.

3 More complicated molecules: classical examples of existing chromophores

In this Section we shall present some examples of various types of chromophores,
which have groups of atoms on which transitions are localised.

a Transition metal complexes

o Introduction: some notions on ligand field theory Transition metals have an
incomplete d orbital and in order to interpret the origin of the optical properties of
the complexes of these metals, which consist of the metal tied to surrounding ligands,
molecular orbital theory has been adapted under the term ‘ligand field theory’. This
theory takes into account the highly symmetric structures about the central metal ion
that these complexes often present.

The ligands, when for example carrying a pair of free electrons localised towards a
central atom, act as centres of electrostatic repulsion which force back the approaching
d electrons of the metal atom. Two types of orbitals associated with d electrons can
appear:

o those which are directed at the ligands and are denoted eg;
e those which are directed into spaces in between ligands, and for example are
denoted ta,.

Cg

3

_:d¥—

Figure VII-12. Energy level separation according to ligand field theory.
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Given the presence of these electron repulsions, an electron in the first type of
orbital has a disfavoured potential energy with respect to an electron in the latter
orbital.

The stabilities of these sorts of complexes can be explained by the approach of
ligands to the central metal cation resulting in a decreasing energy of the system, due
to favourable interaction energies between the cation and those pairs of free electrons
mentioned above. In addition, we have also seen that the energies of ty, orbitals are
favourable with respect to e; orbitals.

The orbitals between the central cation and the ligands are filled, first of all, at
the ty, orbital, into which we introduce unpaired electrons. The filling up of orbitals
continues with respect to the value of A. At low values of A, Hund’s rule results
in non-paired spins (S being the maximum) and generates the filling up of the eg
level, as the reduction in energy due to Syax, which minimises electronic repulsions,
is energetically more advantageous than the increase in energy associated with A.
However, at high A values, Hund’s rule is no longer sufficiently relevant with respect
to decreasing energy before the energy jump A and we obtain a pairing of spins in
tyg levels.

B Transitions in transition metal complexes Transition metal complexes are often
highly coloured. As we have just seen, ligands separate d levels into two subgroups,
for example e; and tag in the case of octahedral complexes, which have a transition
corresponding to around 500 nm that is a priori forbidden (as is d — d and Al = 0 for
isolated atoms following Laporte’s rule for centre-symmetrical systems). However, it
becomes possible due to vibronic transitions in the octahedral complex.

Charge transfer transitions can also occur. They correspond to the transfer of an
electron from the central atom to the ligands or vice versa. An example is that of the
purple colour of the permanganate ion MnO, which is interpreted as being due to a
transfer from the ligand to the metal.

b Molecules with double bonds

a Conjugated molecules For radiative transitions due to the transition of an electron
from a m-orbital to a w*-orbital (absorption) or from a w*-orbital to a m-orbital
(emission) in:

an isolated non-conjugated double bond the gap is of the order of 7eV; and

a conjugated double bond, that is one which makes up part of a conjugated
system, packing energy levels to an increasing degree with conjugation, is such
that the gap is bathochromically shifted (increase in wavelength) towards the
visible region.

The transition is called a w — 7t* transition. (It is worth noting that the symmetries
of w-orbital (u) and w*-orbital (g) permit proper accordance with Laporte’s rule for
centre-symmetric systems).
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B Free electron pairs In compounds containing carbonyl groups (>C=0) which
are active at 290 nm, the transition is due to non-bonding electrons situated in a free
pair on the oxygen. In a transition called a n-7t* transition, one of the electrons is
excited to a vacant *-orbital.

V Detailed description of the absorption and emission processes
in molecular solids: role of electron-lattice coupling
(electrons-phonons)

1 Electron-lattice coupling effects during electron transitions

The titled coupling effects, described in Chapter 1V, give rise to the fine structure
of electron transitions due to lattice conformations, characterised by positions of
atoms determining the system configuration for each electronic level. As detailed in
Section V-1, with respect to energies of optical transitions (typically in the opti-
cal domain, that is from 1.5 to 3 eV, equivalent to the order of size of organic solid
bands), vibrational energies associated with various lattice configurations are negli-
gible. These latter energies give rise to absorption and emission spectra in the near
infra-red. Notably, electron-lattice coupling can yield molecular electronic spectra
constituted by a collection of lines called emission or absorption bands.

Detailed here are transitions in conjugated materials, as schematised in
Figure VII-13. The overlapping of p, orbitals from adjacent sites give rise to molec-
ular m-orbitals, and with an electron coming from each site, the lower half of these
molecular orbitals are filled, forming bonding m-orbitals, and the upper half which
would otherwise yield antibonding m-orbitals, remain empty. Following excitation,
the electron transition & — w* is accompanied by a change in electron distribution
and therefore a change of forces and equilibrium distances between neighbouring
atoms. The transitions between fundamental and excited electronic states are vertical
and follow the Franck-Condon principal. This is justified by the fact that the mass

A "
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Fundamental
electronic state

Vertical
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Ri! 1 Rexcited co-ordinate

Figure VII-13. Configuration of excited and fundamental electron states.
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of an electron is considerably less than that of a nucleus and any movement of elec-
trons (transitions, change in energies) occurs during extremely short time intervals
(of the order of 10~ s) with respect to the times required for a nucleus to move
(approximately 10~13 s). We can see, qualitatively, that the height and thus the energy
of electron transitions depends on the values of the configuration co-ordinates and
vibration levels. From a quantitative perspective, selection rules will can be used to
determine absorption and emission spectra.

2 Selection rules and allowed transitions

In the adiabatic Born-Oppenheimer approximation, in which movement is slow and
the movement of nuclei is negligible with respect to that of electrons, and assuming
rotational energies to be negligible, the energy of a molecule can be written as E; =
Ee + Ey with wavefunction {; = {r,{sy in which the indices e and v indicate electron
and vibrational components. The electron wavefunction can be written ¥/, = e
by separating the spatial co-ordinates of electrons and their spins. This is Russell-
Saunders coupling, corresponding to a weak spin-orbit interaction energy, and the
separation of spin and orbital movement can give the wavefunction as a product of
two wavefunctions, each specific to each type of movement. Using an electron dipole
approximation, the probability of a transition between initial (i) and final (f) states is
thus given in the following form:

Pig o [(WeiM[Wer) | (Uyi [ Wog ) [ H Wi st ) |2

in which M is the dipole momentum operator. Thus, allowed dipolar transitions are
such that:

. 'i“if = (d;e;IMlxl;ef) # 0. If the dipole momentum operator is of odd-parity (M =
e 1), then Ti¢ will be non-zero only if the states i and f are of opposed parity.
This is found for example with bonding and antibonding orbitals as detailed in
Section IV-2 (HOMO and LUMO orbitals — see also Figure VII-13); and

e allowed electron transitions between different vibrational levels have inten-
sity increasing with the factor ({ryi|Wyr), which can be noted more simply as
(Vrvilbryr) = (Wy|¥y) = Syy and represents the importance of the superposing
vibrational wavefunctions of initial and final states. |Syy'|? = [y Wy ) 2 is called
the Franck-Condon factor.

The vibronic levels (due to electron-phonon coupling) appear just as well in
absorption as in emission spectra (Figure VII-14). Because of the role played by
the Franck-Condon factor, the most intense transitions are those which arise from the
maximum zone of the vibrational wavefunction and arrive at points of the wavefunc-
tion which are the highest possible given the vertical condition applied to the transition.
In absorption this means a departure from the ‘bell-shape’ of the Gaussian curve of the
fundamental state towards the region of the curve representing the oscillating excited
state. In Figure VII-14 (a for absorption, b for emission), increasing probabilities of
vertical transitions are represented by increasingly thick lines. These probabilities are
indicated in the amplitudes of absorption and emission spectra (Figure VII-14-c).
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Figure VII-14. Vertical transition intensities in: (a) absorption; and (b) emission; (c) resulting
absorption and emission spectra.

In addition to the transition rules concerning the orbital movement of electrons,
the selection rule for spin needs also to be taken into account in that (U| ) #~ 0.
This condition comes from the form of the electron wavefunction, which was ini-
tially written ¥/, = ¥, on assuming that spin-orbit interactions are of a low energy
(Russell-Saunder’s coupling). Thus, we should have (| Wsr) # O which means that
spin states should be identical and S should be conserved during transitions. The
initial and final states must be of the same multiplicity i.e. being equal to 2S + 1
with the quantum number Mg such that Mg = —S, =S +1...0...5 — 1, S). Thus in
the absence of spin-orbit coupling, transitions between singlet (S = 0, denoted S) and
triplet (S = 1, denoted T) states are forbidden. It is for this reason that in Figure VII-14
transitions are between singlet states.

3 Modified Jablonsky diagram and modification of selection rules:
fluorescence and phosphorescence

a Yields from radiating states

For a singlet state S = 0 and M = 0, there is only one state represented by the
spin wavefunction {s—p ms=0 = Vo ¢. However, for the triplet state where S = 1
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and Ms = —1, 0, 1, there are three possible states corresponding to three spin wave-
functions {ri—1, {10 and {r1. The statistics of spin therefore indicate that there are
three triplet states for each singlet state. For electroluminescence, following the ran-
dom injection of charge carriers, we should obtain the same distribution of states
at excited levels and the return to the fundamental state (which is a simple singlet
state as electrons at this level cannot be distinguished by their spin state, which must
be different) does not occur radiatively except for electrons leaving excited singlet
states. The three triplet excited states do not, a priori, recombine radiatively with the
only singlet fundamental state, leaving at best only 25 % efficiency with respect to
radiative efficiency.

b Possible deviation from selection rule

In reality, it has been empirically observed [Pop 82] that transitions between states
with different multiplicities are 10% to 10° times slower than those between states
of the same multiplicity. The correspondingly weak transitions are due to residual,
weak spin-orbit coupling which exist in all molecules (denoted by the coupling term
jj and detailed further in Appendix A-8, Section II). With increasing atomic weights
though these transitions can become more intense with mixing of orbital movements
and spin. In organic molecules, replacing hydrogen atoms with those of bromine or
iodine can reinforce forbidden ‘inter-system’ transitions. The different transitions can
therefore be represented with the help of the modified Jablonsky diagram shown in
Figure VII-15.

Finally, the excitation of an electron from a 7-orbital to a wt*-orbital results in—
beyond changing the equilibrium geometry of the molecule—a first excited state
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Figure VII-15. (a) Jablonsky diagram indicating characteristic fluorescence and phosphores-
cence transitions; and (b) inter-system crossing from singlet to triplet states.
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which can be (Figure VII-15-a) either a singlet state S; (which with vibronic levels
yields levels Sig, S11, S12, S13...) or a triplet state T; (which with vibronic lev-
els yields levels Tig, Ty1, T12, Ty3...) and that in emission there are two possible
mechanisms:

e fluorescence is practically instantaneous after the molecule has been excited
by light. The process starts with the excited molecule descending through its
vibrational levels in an internal conversion process detailed in Figure VII-15-a
in which energy is given to neighbours by collisions. On reaching the lowest
vibrational state, of the same multiplicity (Sig) as the fundamental level (Sqp),
the molecule spontaneously emits a fluorescing ray during subsequent transi-
tions, which respect classic selection rules (see Figure VII-14-b). The intensity of
the emitted rays depends on the Franck—Condon factor and the energy of those
same rays are less than that of absorbed rays, as detailed in Figure VII-14-c in
which we can see that emitted rays are red-shifted, have the longer wavelengths
and have undergone a ‘Stokes shift’ or Franck—Condon displacement; or

e phosphorescence which occurs a considerable time after the absorption event.
This emission results from the presence of excited triplet states. At the intersection
of the two configuration curves, shown in Figure VII-15-b, the two states have
the same geometry and for molecules which have strong spin-orbit interactions
(for example those which contain atoms, typically, heavier than mercury) the
molecule can undergo a reverse in orientation with respect to the spins and pass
into a triplet state. After a descent through the vibrational levels to the lowest
vibrational fundamental level of the triplet state, the energy remains trapped due
to Russell-Saunders coupling which forbids triplet-singlet transitions. As we have
already seen, intervention by non-negligible spin-orbit coupling can modify the
selection rules (as we can no longer separate spatial co-ordinates of electrons and
their spin and thus write the electron wavefunction simply as ., = e ) so that
the molecules can slowly emit.

Electroluminescence brings into play the same transitions as those detailed above.
We shall now go on to see how quantum yields can be improved in these systems.

4 Experimental results: discussion
a Empirical results

Figures VII-16 and VII-17 show spectra obtained for absorption and electrolumines-
cence of Alq3 and poly(para-phenylene vinylene) (PPV), respectively.

In both cases we can see a displacement of the emission to the red. Alg3 shows
both spectra to be of approximately the same size. PPV, however, shows an absorption
spectra larger than that of emission, and Figure VII-17 is less symmetrical than por-
trayed by the theory shown in Figure VII-14-c. This could be due to the distribution of
the conjugated lengths of the polymer, with shorter conjugated segments contributing
to a shift towards higher energies. All conjugated segments, whatever their length,
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Figure VII-16. Absorption and electroluminescence spectra of Alq3.

participate in absorption, resulting in a wider spectrum, and the preferential diffusion
of excitations to lower energy segments gives rise to these emissions [Gre 95].

b Discussion

a Configuration diagram extended to polymers Considerable discussion has been
made concerning the application of a model representing electronic spectra, shown in
Figure VII-14, to conjugated polymers which a priori present very delocalised orbital
bands. This is an issue of extending a description of states with the help of localised
molecular orbitals (small molecules which display essentially discreet energy levels)
to polymers. It is possible because of the effect of electron-lattice interactions (see
Figures IV-6 and I1V-7 for the same systems in Figures VII-13 and VII-14) found
in conjugated polymers which give rise to sufficient localisations of states during
radiative emissions (excitonic states). See also discussion in Section VI-2 concerning
the nature of excitons in polymers where empirical results indicate, overall, that the

1.8 23 2.8 33 3.8
Energy (V) —»

Figure VII-17. Absorption, photoluminescence (PL) and electroluminescence (EL) spectra of
PPV.
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argument is correct. However, in certain cases, difficulties with this approach should
not be ignored.

B Extending excitations: notion of excitons In the discussion just above, an excited
electron was seen as being localised on a single molecule, however, this is not
strictly true when considering recombinations, a reasoning also generally applicable
to polymers.

In reality, in polymers as in small molecules, the generation of an electron-hole
pair, by photoexcitation or double electronic injection, results in an excited but neutral
state with a limited, finite life time. This state is termed an exciton and is consti-
tuted of an electron and a hole paired by excited energy states within the limits of
permitted bands (LUMO and HOMO bands, respectively). The occupation of these
excited state, the LUMO by the electron, the HOMO by the hole, is termed a non-
recombined exciton and has unpaired electron spins, while recombination results in
a double population at the HOMO level (obligatorily a singlet state tied to paired
carriers).

In an organic crystal, recombination of electron and hole is generally Coulom-
bic in origin, while capture is termed Langevine. In effect, the Coulombic bonding
energy between an electron and hole is greater than thermal energy ([q2/4mer] > kT)
whenr <1, = (q2/4ka). As for organic solids, € is small (*3) and r. is large
(® 20 nm), so with surface area of efficient capture defined by o; = nrg (of the order
of 10711 ¢cm?), capture is relatively easy. A simple calculation of charge distribution
within an organic solid shows that all charges are found within the same Coulombic
sphere as opposed charges. A bonded electron-hole state corresponding to a neutral
quasi-particle (exciton) forms in such a way. In addition, given the poor mobility of
carriers in organic solids, the carriers can only combine through processes detailed
in the above Sections 1 to 3. However, as we have seen, depending on the solid, the
excited electron-hole pair can be localised on the same molecule or over different
molecules. In addition, important effects can result when the excited molecules are
close together (as in aggregates).

VI Excitons

1 Introduction

In general terms an exciton can be defined as an elementary excitation of a polyelectron
insulator [Uet 86]. Thus the excitation of an electron from a valence band generates an
excited electron-hole pair, which as a quasi-particle is subject to a number of interac-
tions. These include Coulombic interactions (described in previous Section) between
the electron-hole pair and other interactions caused by interatomic, intermolecular
and excited system dipole-dipole forces. These interactions effect energy levels and
the optical transitions in the solid. Simply put, we can suppose that an electron and
a hole generated by excitation mutually attract to form an associated, bonded state
called an exciton much in the same way as an electron and a positively charged default
are tied within a solid by an electrostatic force.
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Figure VII-18. Various excitons represented: (a) Frenkel exciton; (b) Wannier exciton;
(c) charge transfer exciton.

Depending on the nature of the solid, the excited state of electron and hole pair
can be localised on one or more molecules. The former is called a Frenkel exciton,
and is detailed in Figure VII-18-a. For an electron and hole separated over several
molecules, the result is called a Wannier exciton (Figure VII-18-b). The intermediate
between these two is the charge transfer exciton, where electron and hole are on
adjacent molecules, as shown in Figure VII-18-c.

2 Wannier and charge transfer excitons

In solids with large permitted bands (size B) such as semiconductors, electrons or
holes exhibit high mobilities (j1) with p proportional to B, as detailed in band theory
for covalent solids. Holes and electrons can therefore easily separate giving rise to
low interaction energies.

Given that an electron and hole pair, with energy levels schematised in
Figure VII-19-a, are:

e buried within a continuous medium with permittivity given as ¢ = gge; where ¢,
is relatively high for a reasonably well conducting medium (quite high mobility);
and

e ftrace an orbit around one another in the material; thus their bonding energy (Ejp)
can be evaluated by using the analogy of semiconductors where we introduce
charged states due to acceptor or donor type impurities.

The energy E, is thus given by the expression:

e derived from a hydrogen based model for which quantified energy levels are of
the form —m*e?* / 32726k 2n? where m* is the effective mass of the system; and

e is such that for a limited state, non-bonded (n — oc) with the electron-hole
system, the energy is equal to Eg (material gap) which effectively corresponds to
the liberation of these two particles from conduction and valence bands.
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Figure VII-19. Representations of excited states in: (a) classic semiconductor band scheme
(Wannier exciton); and (b) molecular state with discreet levels (Frenkel exciton).

On using the highest point of the energy band to define the positions of bands due
to bonded excited exciton states (E, ), which are below the minimum of the conduction
band, (situated at Eg with respect to the highest point of the valence band) where the
electron and hole attract one another with the Coulombic potential

m % e? Me My,

2 : ®
U(r) = —e“/4ner, E, = Eg 32n28(2)s§h2n2’ with m™ = ———

The radius of the exciton (r,) can be evaluated using the electron-hole
distance again for a system based on hydrogen and is therefore of the form r, =
n?(4megeh? / m*e?). The distance r; atn = 1, the lowest energy level for a Wannier
exciton and thus the most bonded exciton state (like a ls orbital), is the shortest.
From these expressions for E, and rp, we can see that bonding strength is dependent,
essentially, on two parameters:

e the dielectric permittivity of the medium: the larger it is, the weaker the electron-
hole attraction; and

¢ the effective mass of electron-hole pairs: the smaller it is, the greater the electron-
hole distance (and by consequence the harder it is to retain the exciton).

Thus for semiconductors which exhibit a large permitted band, high permittivities
and charge mobilities . (with a low effective mass m* as, classically, u = qt/m*),
only low bond energies can appear (Wannier excitons). For semiconductors with
an indirect gap, excitations of the lowest energy are forbidden as they require
phonon intervention. For example, Wannier excitons have only been observed in
semiconductors such as GaAs with a direct gap.

For polymers, Wannier excitons have been theoretically envisaged in PPV [Gre
95]. The bonding energy of the exciton was found to be around 0.4 eV within an
ellipsoid geometry with main axis 2 nm and secondary axis 0.4 nm. These values are
representative of molecular excitons with a high degree of localisation on a chain under
strong electron-lattice interactions (and electronic and vibrational state coupling).
Polymers with a wide gap (insulators) must, nevertheless, present a weaker intra-
chain delocalisation and inter-chain interactions can be comparatively greater. Charge
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transfer excitons (intermediate to Wannier and Frenkel excitons) are possible. The
optimisation of interchain contacts can result in excitons termed excimers (excitons
shared over several identical molecular units) or exciplexes (excitons shared over 2
or more different molecular units).

The bonding energy of a charge transfer exciton is given by: Ect = Ip — Ep —
P — C in which:

Ip is the donor ionisation potential (hole site);

E4 is the acceptor electron affinity (electron site);

P is the polarisation energy of the lattice by the electron-hole pair; and
C is the Coulombic attraction energy of the electron-hole pair.

Using this method, the correct bonding energies for tetracene were calculated
with a Coulombic energy for a hole placed at the origin with an electron centred on
neighbouring molecules [Wri 95, p109].

3 Frenkel excitons

In an inverse scenario to that detailed above, in molecular crystals, the formation of
Wannier excitons necessitates a radius of excitation (r,) considerably greater than
the intermolecular space available. For materials which are good insulators, ¢ is
low—along with mobility—due to poor contacts between molecules, and electron-
hole interaction energy is great and r, is low. The result is that the exciton remains
localised on a single molecule, corresponding to a Frenkel exciton [Kao 81].

In molecular crystals, the covalent bonds between atoms that make up the molecule
are much stronger than intermolecular Van der Waals bonds. As we have already seen
in Chapter II1, Section I1I-2, transitions between electronic levels of a practically iso-
lated molecule in a diluted state and one in a condensed, solid state are only weakly
displaced in frequency. On the basis of an excited state on a strongly bonded host
molecule, Frenkel excitons were generally used to explain luminescence phenomena
in molecular crystals. The corresponding energy scheme is detailed in Figure VII-
19-b. Frenkel excitons thus correspond to a strong bond approximation with the exci-
tation localised on the same molecule (see Section V) or on an adjacent neighbour.
Frenkel excitons have been observed during m-n* transitions in aromatic molecules
such as anthracene. Another example is that of excitations in ligands fields of d
electrons, observed for example in nickel oxide [Cox 87, p225].

While the particles that make up the electron-hole pair are bonded to one another
on the same lattice site, together they constitute a quasi-particle which can move
through the crystal by transferring energy to neighbouring sites. This representation
of energy migration is confirmed by the fact that in crystals which contain impurities,
the latter can trap excitations. It is in this manner that anthracene (which fluoresces
on optical excitation), once doped with several parts per million of tetracene, sees its
own fluorescence decrease and that of tetracene appear. This effect demonstrates that
tetracene efficiently traps excitons, which can move across relatively large distances
without relaxing. Given the relatively low concentrations of impurities, the distance
covered can be of the order of a hundred molecules or more.
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The movement of excitons can be due to overlapping of orbitals between adjacent
sites. However, it should be noted that during the permitted n-7t* transitions, it is the
electrostatic interaction tied to the dipolar momentum which gives rise to the greatest
coupling energy between fundamental and excited states. This term is expressed in
the form u% /R? in which Wjj is the dipolar momentum for the transition between
fundamental (i) and excited ( j) states.

For adjacent molecules of difterent types, the excitation energy transfer mech-
anisms with long (dipolar interactions) and short (orbital overlapping) action radii
will be detailed, along with Forster and Dexter transfers, in the following Section 7.
These transfers help explain the interest in the use of optical doping of fluorescent
molecules especially for organic LEDs and can also help get round selection rules
to increase LED yields (Chapter X). Beforehand though we shall look at the inter-
action effects due to neighbouring excited molecules which can result in particular
properties, especially for example in aggregates. These effects include:

e interactions between two identical molecules without bond formation (termed
a physical dimer) in which discreet levels appear and the result, in terms of
transitions, depends on the orientation of each of the molecular dipoles;

e interactions between identical molecules in the same chain for which there is a
breakdown of the preceding levels, associated with excited electronic states rep-
resenting Frenkel exciton wavefunctions. The resulting band is called an exciton
band and while it does not appear optically (due to the rule Ak = 0) there is,
however, an observable change called Davidov’s displacement; and

e interactions between molecules, which in crystallographic terms are unequal (or
have two different axes) and the preceding band breaks down into as many
bands as there non-equivalent crystallographic axes in a process termed Davidov’s
breakdown.

In the following Section each effect will be described, although the first will be
detailed most thoroughly.

4 States, energy levels and transitions in physical dimers
a States and energy levels

A physical dimer is made of two identical molecules which are close to one another
but do not have a chemical bond. With respect to individual single molecules, there are
spectroscopic modifications due to intermolecular interactions. In order to understand
them more fully, we can write their Hamiltonian in the form H = H; + H; + V3, in
which H; and H; are Hamiltonians of the isolated molecules and V5 the intermolecu-
lar potential energy. Having {| and ¥ as wavefunctions of the fundamental states of
molecules 1 and 2 (neglecting spin and vibration states), of the dimer can be approx-
imated by the wavefunction ¥y = | {r» denoted eqn (4-1), and is no more than an
approximate solution to the problem as in the physical dimer there is also the interven-
tion of the interaction term V. Given this approximation of the wavefunction, the
energy of the fundamental state is in the form Ef = E| + Ez 4+ (YU [Via| W)
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where E;| and E; represent state bonding energies of single molecules and the latter
term, W = ({12 [Vi2| U1 ¥2), corresponds to the Coulombic bonding energy of
the pair of molecules in their fundamental state. In reality, the calculation in this
approximation is in disagreement with observed results and it necessitates a slight
readjustment, To do this, it is necessary to consider the interaction effects of the two
molecules 1 and 2 excited to equivalent s} and {3 states, respectively, if the molecules
are the same. In the limiting case, if only one of the molecules is excited which rests
on the same molecule, then V|, = 0, and the state of the system is denoted by wave-
functions Y]z or Y3 to which there are the same, corresponding energy states
E} +E; or E| + E3. However, if Vi3 # 0, as is the case in physical dimers, then
the electronic energy is no longer localised at one molecule but oscillates between
the two molecules of the system. The dimer is therefore not degenerate. The vari-
ations in energy depend on the interaction energy and, therefore, the orientation of
the two molecules. If the two molecules are identical then, a priori, each of these
molecules has the same probability of being excited. The physical dimer once excited
can therefore be developed following a linear combination using the possible wave-
functions ¥ and {3 of the initial system (single excitation on one molecule
with V2 = 0). We can therefore write:

1
Vg, = —= (T2 U3 (1
+ \/i 1 ll'rZ

Denoting the energies of excited ‘monomers’ as E} and E3, the corresponding
energies (to Vg, states) of the excited dimer system are in the form Ex = E} + E3 +
W =+ B with:

o W =i [Vigl Wia) = (Y15 [Viz] Y1) being the Coulombic energy for
interactions due to the charge distribution on excited molecule 1 and unex-
cited molecule 2 (or vice versa) in a term which depends on polarisation or the
polarisability of the media in excited and fundamental states; and

e B = (U2 |Vial 1) being the resonance interaction energy depending on the
overlap of the two molecular orbitals.

Figure VII-20 shows the energy levels for a physical dimer. We can see that W
and W’ are negative and that with B < 0, the level E is lower that level E_. The two
possible transitions + and — are also shown.

b Possible transitions

In fact, depending on the orientation of the two molecules [For 65], one of the possible
transitions + or — is forbidden, and in effect, for a dimeric system, the transition
momenta between the fundamental |, state and the two, possible excited Yg,
states are in the form (see also Section IV-2)
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Figure VII-20. Physical dimer energy levels E4 and E_.

using 1\7[1 _'fmd 1\7[2 as the transition momenta relati\ie to ejich monomer (with for
example, M = (W |—e(3_; fi)| W) : My = %(Ml + My).

For a ‘top to bottom’ orientation of the two monomers, shown in Figure VII-21-a,
the transitional momenta of the dimer can be summed (momentum M. corresponding
to energy E. ) to give an allowed transition (indicated by full arrow), or can zero each
other out (momentum M_ corresponding to energy E_) resulting in a forbidden
transition (indicated by dashed arrow). A straightforward and seemingly reasonable
result is obtained with a parallel monomer orientation, as shown in Figure VII-21-b.
However, when the transitional momenta of the monomers are neither parallel nor
anti-parallel, as described in Figure VII-21-c, then the resulting transitional momenta
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Figure VH-21. Classification of possible transition for three classic arrangements for 2
molecules in a physical dimer (note, for simplification, W and W' displacements not shown).
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of the dimer take on two, non-zero values to give two possible transitions of energy
separation AE = 28, permitting evaluation of p.

5 System containing an infinite number of interacting molecules
and exciton band: Davidov displacement and breakdown

a Qualitative description of interaction effects due to n interacting
molecules and the exciton band

Instead of a physical dimer of just two molecules, detailed here is a chain of n identical
molecules. This jump is analogous to going from studying the electronic structure
of a covalent bond between two atoms to looking at a one dimensional covalent
semiconductor, as in Chapter L. Instead of there being discreet levels for two bodies,
there is an energy band in a 1-D crystal of infinite length and band size dependent on
the degree of orbital overlap.

The discreet levels E and E_ shown in Figure VII-20 each give rise to a band of
narrow levels which are termed crystal exciton bands.

b Linear chain of N identical molecules spaced d apart

If there is only one molecule (i) excited to wavefunction " while all other molecules
denoted by n # i remain in their unexcited state {r,, the wavefunction for the system
can be written:

Vi = 1!’?1_[1%

In reality, the wavefunction to which a particular molecule is excited is not actually
a good physical solution (as we have seen for the dimer). And as in band theory
where we use a linear combination of atomic orbitals, here we must also use a linear
combination of all excited states of the form W; which can appear. The eventual
wavefunction should therefore be looked for in the form W= Y"1 | ¢;¥; and the
resulting solutions to the wavefunctions are subject to the same considerations as
those used for band theory (limiting conditions especially) which are of the form

N
1 .
q/k - elkpd \y
VN pgl P

where d represents the distance between molecules.

The function Wy is such that an excitation is not confined to one molecule but
rather delocalised over a whole chain, and is the wavefunction of an excited, neutral
but mobile state of the crystal: it denotes the exciton with wavevector k.

Just as in the LCAO method, we can calculate the encrgy E(k) associated with
the Wy state. Denoting the interaction energy between two adjacent molecules by B
and the transition energy relative to a system of isolated molecules (gaseous phase)
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by Eg, we obtain
E(k) = Eo + (W — W) + 2B cos(kd).

Interaction therefore results in the appearance of a band of size 4 (Figure VII-22-a).
Inreality, and from a spectroscopic viewpoint, this band should not appear as the selec-
tion rule Ak = 0 states that only a single electron associated with k = 0 can result.
So, the excitation energy E is simply displaced (by (W — W’) + 28) with respect to
that of isolated molecules. This is called Davidov’s displacement and can be clearly
observed, for example in charge transfer components formed from [Pt(CN)4]*~.

¢ Linear chain consisting of two types of different molecules

This more complex case can be treated using the analogy of an 1-D, AB type crystal
with a strong bond approximation (see Chapter I, Section V). Each Wy function can
be seen as a linear combination of all possible linear combinations such that

N
1 .
Yy = — Z e (2, W + by WB)
p=1

where \I/I’} and lllg represent wavefunctions for the A and B molecules excited at
site p. For each value of k, and in particular k = 0, which corresponds to the optical
region, there are the two possible transitions a and b (Figure VII-22-b) associated with
different values of ap and by,. The interaction between two different molecules A and
B results in a Davidov breakdown of the transition. This effect has been observed for
anthracene, which gives rise to two forms through a translation of its unit cell.

The intensity of the breakdown (Wp) depends on the interactions between the
non-equivalent molecules (through a plane for anthracene) and the 48 size of each
band depends on both sorts of intermolecular interactions. From a practical point
of view (for example phtalocyanines [Wri 95]), the spectral peaks from a solid are
displaced and spread out with respect to those from a solution.
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Figure VII-22. Energy levels of excited states for a chain of: (a) N identical molecules; or (b)
2N AB type molecules.
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6 Aggregates [Fav 01]
a Aggregate forming systems

In general, colouring agents in solution display wide and unstructured absorption spec-
tra. However, certain ionic colouring agents, which carry charges paired with counter
ions, in sufficiently concentrated aqueous solutions show a particularly discreet and
intense absorption band red-shifted with respect to the same agents alone. This band
is indicative of the formation of molecular aggregates (uni-dimensional) which are
generally called ‘J aggregates’, and have as example pseudoisocyanine. More pre-
cisely, for an isolated molecule, or one which is in a very dilute solution, the same
absorption band has a frequency v; = 19000 cm™!, while at higher concentrations,
this band decreases at the expense of a second band which has higher energy and is
situated at vy ~ 21000 cm™!. At even higher concentrations of the same molecule, a
narrow band (width Av &~ 180 cm™!) with a lower energy appears which is the J band
and has vy ~ 17500 cm™ L.

b Origin of observed effects

The above observations detail a process in which the system is not at too great a
concentration, and any formation of dimers occurs at the expense, twice over, in the
concentration of monomers.

If the transitional momenta of the two molecules in a dimer are parallel to each
other and perpendicular to the axis of the dimer—as shown in Figure VII-21-b—it is
the upper level which corresponds to the permitted transition and thus also absorption.
Accordingly, there is a blue-shift. Transitions to the lower level are forbidden, so that
following relaxation from the higher to the lower level, any fluorescence of the sys-
tem will be very weak and will penalise any electroluminescence (Figure VII-23-a);
the pair of molecules take on the co-ordination of an ‘H aggregate’(the H resembles
the geometric form). However, once the system is relaxed, the return from excited to
fundamental states is improbable and the excitation (exciton) can diffuse over rela-
tively long distances (= 100 nm) displaying a property which can benefit photovoltaic
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25 g i HE ] = £ 1 BE g
= g =S ' g g | sz E|E
g = - = sl = X 1 = i85 ZI18
= & [~ = = ,E = | =Ny w =z
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Figure VII-23. Transitions and excitation diffusion for: (a) H aggregate; and (b) J aggregate.
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effects, where the necessary separation of hole and electron is favoured by the presence
of a capable electric field (see volume heterojunctions detailed in Chapter XI).

In addition, the J band which appears at the highest concentrations shifts towards
low energies (red-shift as detailed in Figure VII-21-a). Aas the corresponding fluores-
cence is rather intense we must suppose that molecules at the centre of J aggregates
(the letter J symbolises the bottom to head alignment of the molecules) are orientated
so that which ever level absorbs or emits, the bottom to head alignment is retained.
This positioning of the molecules is beneficial to electroluminescence (Figure VII-
23-b) but penalises any photovoltaic properties. Excitons can recombine easily and
therefore diffuse only over short distances, leaving little chance that they will meet a
centre, such as a volume heterojunction which could give rise to a potential difference
permitting their separation.

To conclude, in order to obtain fluorescence the parallel arrangement of molecular
transition momenta are proscribed for condensed materials. However, if aggregates
do form, then at least type H aggregates should be avoided, while type J (which have
linearly trained dipole momenta) are preferred. In photovoltaic systems, the inverse
is true: J aggregates should be avoided as they display low exciton diffusion lengths,
while H aggregates are favourable to the separation of holes and electrons.

We can note that the coupling effect detailed here has been observed in the
n-conjugated polymer poly(para-phenylene) (PPP) in its ladder form (LPPP). In
addition, a line shifted towards the yellow appears for PPP films, while a blue line is
associated with isolated polymer chains. In addition, the fluorescence quantum yield
for PPP goes from 0.4 in solution to 0.1 in the solid state [Lem 95], an effect attributed
to non-radiative traps in the solid, condensed state films.

In the solid state, needle shaped molecules tend to orientate themselves parallel
with respect to their principal axis, so that the dipolar transition moment for the lowest
excited state is also directed in the same direction. Oligophenylenes, which have this
structure, exhibit quantum yields in solution of the order of 10 % but extremely low
yields in the solid state (less than 10—3) [Sch 00].

Low quantum yields in electroluminescent diodes are generally blamed on local
order. In order to increase yields, films with amorphous structures which avoid
crystallisation are sought.

7 Forster and Dexter mechanisms for transfer of electron excitation energy

a Possible mechanisms for excitation transfer between
donor and acceptor molecules

The principal mechanism for energy transfer is from an excited donor molecule (D*)
to a molecule which acts as an acceptor (A). The transfer can be written in the form
D* 4+ A — D+ A*. It is in this way that optically doped organic films transfer an
excitation (exciton) from a host molecule to an ‘invited’ (doping agent) molecule, in an
effect which can reinforce luminescence of invited molecules to the detriment of host
molecules. A system can therefore evolve by going from the initial state W; = Wpxa
to the final state Wy = Wpa+. The probability of such a transition can be written,
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using Fermi’s golden rule, in the form Py oc |(¥;| HD {Wr) |2 N(E) where N(E) is
the density of states in the donor-acceptor system at the energy state under study.
In organic materials, the probability of transfer of kgt excitons per unit time is high
when going in the direction donor to acceptor. Once the acceptor is in an excited
state, it relaxes to the lowest vibrational state with a probability much greater than
that associated with a return of excitation from A* towards a donor molecule D. The
term H1) embraces the interaction terms between donor and acceptor which assure
the passage of the excitation. These terms can be divided into two groups:

e clectrostatic interactions (Coulombic interactions due to preponderant dipole-
dipole interactions) which gives rise to Forster type transfers; and

o direct exchange interactions between molecules adjacent to donors and acceptors
(for example, hopping or excitation diffusion between overlapping electron clouds
of adjacent D* and A molecules) which give rise to Dexter transfers.

b Properties of long distance Forster transfers (3 to 10 nm)

If © represents the lifetime of an excitation D in the absence of a transfer towards
A (the lifetime of an exciton localised on D has probability of de-excitation per
unit of kp = 1/1), the probability of excitation transfer per unit time via the Forster

mechanism is given by:
wer®) = L (R 6
TR =R

where R is the donor-acceptor distance and R is the Forster radius which is such that
R = Ry whenkgt = kp. Dipole-dipole interactions are non-negligible up to distances
as long as 10 nm in organic media, due to strong electron-lattice interactions which
result in an increase in emission or absorption spectra.

Spins of both A and D molecules are conserved during Forster transitions under a
condition imposed by allowed dipolar transitions in the donor and acceptor molecules,

| — = > / DY (@ @ A*

Figure VII-24. Excitation transfer, between singlet states, from D* to A following the:
(a) Forster mechanism; and (b) Dexter mechanism. (¢) Shows state following excitation transfer
according to !D* + 1A — 1D + 1A*,
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Figure VII-25. Dexter transfer with conservation of exciton state (example here is triplet):
p* + 1A —» 1D+ 3A%,

so we find that the following transitions are allowed:
'D* +'A — 'D + "A*(¢f. scheme in Figure VII-24-a)
'D* +3A(Ty) > 'D+ A (Ty)

in which Ty, and Ty, are, respectively, spectral terms for the molecule A in vibrational
state n and the excited molecule A* in the vibrational state m. In the latter transfer, the
spin configuration of the exciton is changed. In the Forster mechanism, transferred
excitons can undergo a change in spin, as in the example here where the spin goes
from singlet to triplet.

In contrast, the triplet-singlet transition *D* + 'A — 'D 4 1A*) is a prior for-
bidden. Nevertheless, it can occur because the lifetime of the 3D* can be long, and
although the probability of exciton transfer per unit time (kgt) from *D* to ' A remains
small, it can be higher than the probability per unit time for the transition *°D* — !D.

¢ Properties of short distance Dexter transfers (0.6 to 2 nm)

In contrast to the Forster mechanism, the Dexter mechanism does not rely upon
allowed transition probabilities in donor and acceptor molecules. The Dexter transfer
displays a probability in physical coherence with the proportional overlap surface of
donor and acceptor molecular orbitals. It is a transfer over short distances and subsides
exponentially with distance.

Only the total spin of the system is conserved (D*A then DA*) during the transfer
of excitation via overlapping electron clouds, and an exciton transferred this way
retains its spin configuration: a singlet exciton retains its singlet state in the same
way as a triplet exciton remains a triplet. In addition, the Dexter transfer is the only
one which allows energy transfer from the donor triplet state to the acceptor (in the
Foster transfer, the transfer of energy from donor triplet state to acceptor triplet state
is forbidden due to the condition requiring spin conservation of each type of molecule
involved in dipole-dipole interactions). The Dexter transfer of energy between donor
and acceptor triplet states can be represented by:

ID* +'A — 'D + 3A* (Figure VII-25).

The Dexter transfer is further illustrated in Figure VII-24-b in which there is a
transfer of excitation energy between singlet states, as was the case for the Forster
transfer.
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VIII

Fabrication and characterisation of molecular and
macromolecular optoelectronic components

This Chapter describes general methods used in the fabrication of organic optoelec-
tronic components with two specific examples which have undergone considerable
development during the last decade. One is that of the electroluminescent diode (from
‘small’ molecules to give OLEDs, or from polymers to give PLEDs) and the other is
the optical guide which is inserted into the arms of an electro-optical modulator in a
Mach-Zehnder configuration. Given that the latter will be presented in detail in a later
publication [Luc 03], the description here is restricted to the essential points. This
Chapter uses many of the methods detailed in three PhD theses (in French) [Ant 98,
Mou 99 and Tro 01].

I Deposition methods

Deposition techniques depend essentially on the nature of the organic materials being
handled. The use of vapour deposition methods for polymers is difficult, due to the
necessarily high temperatures required which entail possible chain degradation, so
polymers are normally processed using spin coating from the liquid state. Small
molecules are easier to vaporise and are often deposited, through sublimation, under
vacuum. Appendix A-11, Section II gives specific details of some optically and
electronically active polymers whereas Appendix A-11, Section III presents similar,
widely used small molecules.

1 Spin coating

As shown in Figure VIII-1, a small quantity (several drops) of a liquid material is
spread over a flat surface. The substrate spins with a predetermined acceleration,
rate and period in order to control the thickness of the film, which is spread uni-
formly due to centrifugal forces. Occasionally, effects caused by the substrate edge
can arise. Typical examples of films are those prepared from poly(3-octathiophene)
(P30T), poly(phenylene vinylene) (PPV) and polyimides. Each material requires its
own specific techniques in order to yield homogeneous films. Mostly, these materials
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Figure VIII-1. Spin coating.

are turned into films using their solutions and once spread often require evapora-
tion of the solvent and annealing of the polymer to obtain the appropriate optical
properties. In the case of LEDs, this often means trying to avoid the formation of a
polycrystalline material, which would otherwise reduce recombinations (see H type
aggregates in Chapter VII, Section VI-6) and would lead to crystal joints limiting
electron transport, and diffusion loses in guides.

2 Vapour phase deposition

Vapour phase deposition consists of placing a material in a metallic pan, as shown
in Figure VIII-2, which is then placed under a high tension and, with a high current,
the material is heated and vaporised within the evacuated chamber. A substrate is

/ sample
- growing deposit

/ quartz micro-balance

«—— vacuum chamber

c\'upor;llinn coneg

/\/ F——_\_\_\H““‘-—— evaporation pan

; vacuum pump \

(107 Torr)

J y, .
r,\ material for evaporation
v

Figure VIII-2. Equipment used for deposition by evaporation.



VIII Fabrication of optoelectronic components 203

positioned within the cone shaped pathway of vapour so as to trap condensing material.
The substrate, through its support, can have its temperature adjusted with respect to
the required properties of the condensed layer. Small molecules, such as Alq3 can be
deposited using this method.

The pans are typically made from molybdenum in two parts: a curved base to
accept the material and a cover pierced with several small holes so as to multiple the
number of vapour cones and limit rapid clogging of the chamber.

The vacuum is generated by a secondary turbomolecular or diffusion pump, in
addition to a primary pump, and is of the order of 10 to2 x 10~ mbar. The working
temperature is controlled with a thermocouple placed in the pan. The thickness of the
deposited sample can be calculated using a quartz balance. This works by altering
its vibrational frequency with respect to the mass of deposited material; normally a
straight calibration curve can be prepared showing variations in frequency (Af) with
respect to film thickness (measured using for example a Dektak micrometer) for a
particular material.

It is worth noting that metal electrodes (calcium and aluminium for OLED cath-
odes and gold for electro-optical modulators) are deposited using this method, often
using masks to predetermine the design of the electrodes.

Generally speaking, the system often includes a series of pans so that successive
depositions of organic solids can be made without exposing the formed muiti-layer
films to air (Figure VIII-3).

3 Polymerisation in the vapour phase (VDP method)

Vapour Deposition Polymerisation (VDP) involves either:

— the thermodynamic relaxation of a monomer, condensed on a cold sub-
strate, invoking its own polymerisation (Figure VIII-4). Examples are those of
poly( para-phenylene xylilene) (PPX) and its halogenated derivatives [Jeo 91]; or

— the co-evaporation of different monomers, from different pans as shown in
Figure VIII-3, which, with precise temperature control of pans and carrying sub-
strates, allow co-polymerisation to yield, for example, polyimides of the type
PMDA-ODA [Brou 01].

Materials obtained using this technique often exhibit very good optical proper-
ties. In the case of PPX, a remarkable transmission has been observed in the visible
spectrum [Jeo 91}, which can be explained by its large gap (around 4 eV) making it
an excellent candidate to encapsulate optoelectronic components functioning in the
visible spectrum (electroluminescent diodes or photovoltaic cells).

The procedures described here can also be used to prepare photoguides based
on polymers, for example, either by adjusting the function indices of the monomers
(brominated or chlorinated PPX) or, in the case of polyimides, by doping with a
colouring agent such as DR1.
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Figure VIII-3. Representation of a multi-pan turntable [Tro 01].

4 Film growth during vapour deposition: benefits due to deposition
assisted by ion beams [Miil 89 and Smi 90]

a Configuration used for deposition

The titled technique combines classical Joule evaporation effects with those due to
an ion beam. The result is the modification of, for example, structural, interfacial and
physical properties of the deposited film. Here we shall try and show how the ion
beam works during film growth.

. ndensation .
drawing fan condens heating element
chamber

heating element vacuum gauge

S I
| —— vapour Tux || cooled
T N substrate
Monomer reservoirs \ l—k primary pump
oven (Adamel) liquid nitrogen reservoir

Figure VIII-4. Polymerisation from the vapour phase (VDP).
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Figure VIII-5. Simplified configuration of ion beam assisted deposition (IBAD).

b General points: nucleation and film growth

o nucleation Individual atoms which hit the film surface continue to diffuse until
(Figure VIII-6) they are:

— evaporated;
— used up in the growth of a sufficiently large site; or
— captured by an existing cluster or trapped by a particular site.

The accumulation of atoms continues at a certain speed (of the order of Ry =
p(2nMKT) /2 where p is pressure and M is molecular mass) and proceeds at a
rate dependent on activation energies.

B Ways in which thin films grow Initial film growth is conditioned by interactions
between the film and the substrate, and can result in various types of growth:

e when interactions between condensing films are stronger than those with the
substrate, we obtain the growth of thick islands prior to the whole of the substrate
being covered (Figure VIII-7-a), as described by the Volmer-Weber model;

e when interactions are stronger with the substrate and singularly decrease with
each added layer, we obtain the formation of successive layers (Figure VIII-7-b),
as described by the Franck-van der Merwe model; and

e when a Stranski-Krastanov type growth occurs (Figure VIII-7-c) it is due to the
loss of monotonic differences between films, and results in a mixed growth.

condensation  re-evaporation

| .
ox O 04%
T T Coo

diffusion at surface nucleation | interdiffusion

Figure VIII-6. Various possible mechanisms accompanying film growth.



206 Optoelectronics of molecules and polymers

Growth: (a) by islands (b) layer by layer (¢) mixed

Figure VIII-7. Various routes to film growth.

During growth via the formation of islands, there is a second step corresponding
to stable nucleation and coalescence of clusters (fusion of islands). Once beyond this
step, canals can exist leaving a passageway through layers to the substrate below.
Once growth is finished, diffusion can occur across the surface, filling the canals.

vy Development of microstructure in thick films Movchan—Demchishin’s diagram is
usually used to represent the development of film structure with respect to the ratio
Ts/Tm, in which Ts is the temperature of the substrate and Tm is the melting point
of the material. Different zones can appear:

e Zone 1, where Ts/Tm = 0.2 to 0.4, is a zone in which shadow effects dominate
and the diffusion of adatoms (atoms added to the surface) is too weak to overcome
shadows formed by lower layers. The result is a formation of a mesh (tubes) of
column-like aggregates which exhibit poor adherence;

e Zone 2, Ts/Tm = 0.6 to 0.7, where we obtain columnar crystals with curved
surfaces in a process dominated by diffusion effects of adatoms at the surface,
and the deposited film exhibits a good adherence; and

e Zone 3, Ts/Tm = 0.9, where the columns recrystallise to give equiaxial crystals
in a mechanism dominated by diffusion through volume which aims to minimise
mechanical constraints.

In fact, the dense microstructure of Zone 3 obtained from adatoms with a substrate
at high temperatures can also be obtained using highly energetic adatoms obtained
with an assisting beam, as in the ion beam assisted deposition (IBAD) process.

¢ Ion effects on obtained films

a lon — solid interactions (particular points in systems at low temperatures)

Thermal spikes

— Origin of thermal spikes: when ions weakly penetrate the film surface, thermal
spikes can result when the local temperature (energy trom ion depositions) goes
above the melting point of the solid. This mechanism is facilitated when the
cooling time (time required to dissipate energy) is longer than the time required
to stop ions.

— Effects due to thermal spikes: energy dissipation though thermal conductiv-
ity following thermal spikes activates hops of atoms in porous zones between
adjacent sites.

— Modelling: for the present time, effects of thermal spikes have been modelled
using classical equations of thermal conductivity. When the ratio of bombarding
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to incident ions (factor R} is close to 1, then the growth of porous micro-columns
is arrested, spikes occur and initially empty zones are closed up. This model does
not plan for an increased density in zone 1, as it supposes that there is a single
isotropic arrangement of atoms due to the thermal spike.

The limit for the approximation of binary collisions

When the velocity of particles is low (i.e. energy E < ca. 100 eV) multiple interactions
are involved and the classical model, based on binary collisions and performed using
the TRIM program, is no longer valid. Indeed, the assumptions that are used, that
collisions are violent and only very close incident particles are involved, requires
modification using a dynamic method in which co-operative displacements at the
interior of the excited solid are developed.

B lon bombardment effects during initial nucleation and growth of thin films In
general, ion beam bombardment can induce:

e an increase in the size of island-like particles; and
e adecrease in their number density.

These two effects have been attributed, but not directly associated, to an increase in
adatom mobilities.

While the final result does not correspond to a set of general rules, it has been
shown that the application of IBAD:

e to acrystalline substrate increases nucleation sites; or
e to an amorphous substrate increases the size of islands (increasing diffusion and
mobility of adatoms).

d Effect of IBAD on thin films

On applying IBAD to thin films, normally, there is a modification of the film density
and a collapse in zone | of Movcham’s diagram. The size of the grains generally
decreases as the columnar structure disappears (if the crystal size increases then there
are other effects operating such as a rise in temperature). As we have seen though, the
thermal spike is not representative of this mechanism of densification. Other, different
models have been proposed and are detailed below.

o Cascading collision model (Figure VIII-8) The titled model works by accounting
for the transfer of momentum from incident ions to remote or pulverised atoms by:

— incident ions being either retro-diffused or incorporated into the film structure;
and

— incident ions producing phonons, vacancies, electronic excitations and atoms pro-
pelled away from the surface. The laiter can either leave the surface as pulverised
atoms, or penetrate deeper into the film where they are trapped at interstitial sites,
and in preference those sites are favourable to open zone closure.

Vacancies close to the surface produced by ion bombardment, are partially filled
by atoms from the vapour phase. At a high enough R value (ration ion/vapour) the
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Figure VIII-8. Film densification with and without ion bombardment.

latter mechanism results in a densification from the surface to the bottom of the film,
so that the film no longer grows as porous columns but as a dense material.

B Estimations with respect to vapour phase atom and ion beam fluxes Estimates
using the ratio of ion to atom fluxes (R = J;/Ja) have been performed.

With E = 100eV, typically, a value of R = 1072 has been obtained [Cuo 89].

It has also been shown that the ratio can be optimised when Ja/J1 > Y, that is
the degree of pulverisation and is fulfilled when E < 1keV (where E > 1000 keV),
assuring a low degree of pulverisation.

y 2-D simulation of molecular dynamics This method uses Lennard-Jones poten-
tials to describe interactions between atoms on a zero temperature substrate.
Figure VIII-9 shows the filling up of empty zones and the surface movement of
atoms caused by a series of incident ions. Simulations have shown that the empty
spaces are filled by atoms already well within the film or by atoms from the vapour
phase.

3 Example of expected modification of OLED interfaces Finally we can consider
the action of IBAD on OLEDs and their behaviour {Mol 00]:

incident ion

Figure VIII-9. Dynamic molecular simulation of atomic rearrangement, in which atoms are
pushed into the bulk, and the material collapses and becomes more dense. Dashed arrows show
surface diffusion.
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e when used with respect to the injection of carriers (especially with respect to the
anodic side as can be experimentally shown); and

o when used with respect to the limitation of interface defaults (for example oxygen
or non-radiative centres) allowing an increase in fluorescence yields (®y).

The results obtained using this system can be interpreted using the general effects
due to a low-energy ion beam during layer deposition, which are notably:

¢ aninterface (ITO/Alq3) effect. Here, ion bombardment directly effects nucleation
during the first steps of film formation. The result, as detailed in Figures VIII-10-a
and VIII-10-b, is a decrease in porosity at the interface, an increase in the specific
surface contact area and a reinforcement of hole injection at the ITO anode; and

e a volume effect due to layer densification following collisions between incident
ions and deposed atoms or molecules. The result is a limitation in the num-
ber of traps contributing to luminescence extinction and an increase in the layer
resistivity (densification of zone 1 according to Thornton’s model).

5 Comment: substrate temperature effects

While there are many parameters available when using ion beam assisted deposition,
such as the nature of the ions used, their energies, their flux and the density of ionic
current, a more classical variation can be introduced through varying the substrate
temperature (see also preceding Section 4-b-y).

Using this technique, a complete study was made of para-sexiphenyl film
depositions [Ath 96] in which an order-disorder transition was demonstrated at
290 K. In addition, it was shown that depositions performed at a low speed but
with a hot substrate resulted in the formation of crystallites (of size ca. 2 pm).
Optimisation to obtain a good crystalline film, led to the use of a very slow deposi-
tion rate (0.01 nm sec™') and a very high substrate temperature (200 °C). Indeed,
the nature of the substrate can also have an effect: crystalline substrates (sili-
con) tend to decrease crystallinity with respect to amorphous substrates such as
glass.
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Figure VIII-10. (a) Injection without IBAD:; (b) Injection using IBAD.
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H Fabrication methods: OLEDs and optical guides
for modulator arms

1 OLED fabrication
a Component structures (see Figure VIII-11)

Classically, the structure of an OLED is based on the layering of organic materials
onto indium tin oxide (ITO) covered glass. The ITO serves as an anode; it is generally
chosen as its workfunction is particularly well adjusted to favour the injection of
holes into organic solids and is used to give a transparent layer. In its most simple
and typical form, the OLED is composed of layers which serve for hole injection
and transport, and electron injection and transport. The latter is in contact with the
cathode and has a low workfunction; calcium is widely used along with a protecting
layer of aluminium against air.
Figure VIII-12 shows the necessary stages in the preparation of organic LEDs.

b Substrate preparation [Tro 01]

The normal starting point is a plate of glass covered on one side with ITO, bought from
a manufacturer such as Balzers or Merk display technologies who use similar fabrica-
tion techniques. The square resistance of ITO (of the order of R = 4 to 20 Q/square
if possible) can be controlled by the procedure used and any treatments [Tah 98 and
Wu 97]; its transmittance is of the order of 90 %. The plates are then cut into squares
using a diamond cutter, the size of which for laboratory tests is several cm?.

So that the same glass support can be used to ensure a firm contact with the cathode
without touching the anode (see Figure VIII-13), a strip of ITO is removed using a four
step chemical etching process. The four steps are: protection of the templated surface
using a varnish or strips of rubber; immersion of the samples into a hydrochloric
acid bath at 50 °C for several minutes; sample rinsing with water; and removal of the
varnish with acetone.

Cut and etched samples are then cleaned using chemicals in an especially impor-
tant stage with respect to the preparation of electroluminescent diodes. ITO, in fact,

aluminium
—
v < . calcium

~ -a—F electron injection and transport

[ -« clectron-hole recombination
«—} hole transport and injection

anode (ITO)

Figure VIII-11. Multi-layer diode structure.
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[ Cathode deposition and evaporation under vacuum
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Figure VIII-12. Successive stages in the preparation of organic LEDs.

plays a central role in the ageing process and it is essential to have as clean surfaces as
possible, given that this can limit the diffusion of impurities into the organic material.

The washing process consists of several stages in which the samples are
exposed to:

deionised water at 60 °C and ultrasound for 5 minutes;
acetone at 55 °C and ultrasound for 5 minutes;

ethanol at 60 °C and ultrasound for 5 minutes;
deionised water at 60 °C and ultrasound for 5 minutes;
deionised rinsing;

oven drying at 60 °C for 1h.

Comment: it has been shown that supplementary treatments such as plasma or
ultrasound can further improve the properties of ITO.

L}
Cathode contact point without risk l
of short-circuit

cathode —

/—> P« ITO
organic film ‘

glass substrate

Figure VIII-13. Etching ITO to remove possible anode-cathode short circuit.
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¢ LEDs fabricated for testing: support configuration

Figure VIII-14 details the layout used to place 6 electroluminescent diodes on the
same ITO substrate. Emitted light traverses the ITO and the glass substrate.

So called ‘on top’ configurations, with the ITO deposited last onto the hole injec-
tion layer are no less interesting than the configuration already discussed. This type
of structure allows the cathode metal to be isolated from air thus limiting secondary
reactions, however, the technology required to deposit ITO is demanding and gener-
ally involves the use of double pulverisation and deposition using ‘Dual Ion Beam
Sputtering’ (DIBS), or the use of a liquid dispersing agent.

2 Fabrication of modulator guides/arms from polymers
a The importance of polymer based couplers/guides

The wide range of fabrication techniques available to make polymer waveguides
allows a degree of flexibility when preparing these optical connectors. The combina-
tion of different techniques can permit greater versatility in the final product, which
can be manufactured reliably and cheaply.

These optical connectors can be used to link optoelectronic components, to work
inside specific modules or even between various modules. Optical interconnections
are used in integrated optical circuits, waveguides and space transmissions. Optical
systems integrating polymer based materials are now generally considered the solution
for use in connecting, coupling and interfacing with electronic components.

Cathode

Organic film

Glass substrate

ITO anode

Figure VIII-14. Classic set up for testing 6 LEDs.
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While optical fibres are used for point-to-point links between emitters and recep-
tors, the actual topologies used require the use of passive components to distribute
beams of light to the various ‘clients’, a job which is fulfilled by optical couplers.

b Fabrication technology used for polymer guides

Mostly, geometric guide forms are determined using lithographic techniques. A few
techniques involve direct writing with a laser or a beam of electrons. There are in fact
four principal techniques used in the preparation of polymer guides:

a Etching Etching corresponds to the control and selective removal of material to
realise the required structure. The possibility of being able to etch polymers with a
high degree of precision permits the use of direct techniques to obtain waveguides. For
example, a polyimide spread over a rigid substrate by spin coating can be eliminated
at localised points using either an adequate reactive ionic solvent or by etching to
yield a grooved channel.

B External diffusion A large number of polymers are well suited to receiving
doping agents (even selectively). However, certain materials trapped within the poly-
mer, particularly those with low molecule weights, can be thermally diffused to the
exterior of the material (polycarbonates are a good example). Zones treated using
these properties can give rise to optical guides.

v Polarisation and localised reactions 'We can selectively create zones correspond-
ing to optical guides by using molecular doping agents polarised in the same direction.
Localised oxidation reactions can lead to bridging reactions within a guide zone.

d Induced diffusion and polymerisation Guides can also be obtained by using the
controlled diffusion of monomers within a polymer matrix.

The above techniques exploit properties particular to polymers using specially
designed apparatus. We shall limit ourselves to detailing the etching process, which
is the most widely used of techniques.

¢ Guide fabrication by etching

Figure VIII-15 shows the two principal steps required in etching. Firstly, to define the
geometrical form of the optical component, masks are prepared through the use of
a photoresist which is itself made of photosensitive resins i.e. organic materials, and
then secondly the organic film is etched (or in some cases photo-polymerised) using
the mask.

a Photosensitive resins for mask fabrication Generally, resin based polymers are
used in the preparation of etching masks, which are subsequently used to etch thin films
formed from insulating, metallic or semi-conducting materials. Two types of resin are
available: positive resins in which the treated part becomes soluble (developable) in
a selective solvent; and negative resins which once treated become insoluble.
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For “high energy” lithography, Al film thickness is 1 pm
For RIE, RIBE and IBAE, Al film thickness is 400 nm
Mask

bk B U3 & &

o e - Photosensitive resin 1813
Al deposit is 4000 A (or 1 pm)
Adherence promoter VM 651 + PI 2566
— $i02 5000 A

—— Si

UV irradiation

s _— Photosensitive resin Shippley 1813

I )
Adherence promoter VM 651 + PI 2566

Si02 5000 A
Si
Resin development
5um
pr— ] Photosensitive resin Shippley 1813
e — Al deposit is 4000 A
_ — Adherence promoter VM 651 + PI 2566
‘_ =~ 8i02 5000 A
| +— Si

Attack at aluminium

Figure VIII-15. Principle used for polymer based lithography (example is polyimide PI 2566,
Du Pont).

The form of the mask is defined by a tracing UV light over its surface. Subsequent
development using a wet process results in perpendicular walls (negligible ‘under-
etching’), if the UV is used in perfect parallel beams. Different developing liquids
can be used, such as acids (HF, HCI, H»SOq4, HNO3, H3PO4), bases (KOH, NaOH,
NH4OH) and oxidising agents (H>O», NoHy).

These resins must, in addition, be able to resist the wet or dry processes used in
the following second step. If this is not the case, then a supplementary step using
aluminium is required (see Figure VIII-15).

B Etching of optical structures (polymer guides) Wet etching can be used in the
preparation of polymer guides, however, there is the non-negligible problem of



VIII Fabrication of optoelectronic components 215

‘under-etching’. Wet development proceeds in an isotropic manner and can attack
supporting zones around the mask, resulting in non-rectilinear profiles altering the
geometrical definition of the guide.

At present, the tendency is towards dry procedures which use gases in the form of
plasmas. As the size of the details required decreases towards 1 um, design duplication
at such high resolutions is no longer possible without anisotropic etching. This can be
achieved using a masked ion beam which, perpendicular to the target, results in film
pulverisation. In addition, in terms of economics, safety and environmental hazard,
wet chemical processes are onerous and necessitate strict security controls.

The final thickness of the guide is equal to the initial thickness of the film.

Typically the guide section is rectangular or cubic in shape. The strips present an
interface with air and exhibit high refractive indexes and typically function as multi-
modal guides. Such channels can eventually be filled by a second polymer with a
different indice. We can thus obtain embedded guides which can function in mono- or
multi-mode. Simultaneously, the second polymer can act as a protective layer against
external shocks. Guides fabricated in such a way exhibit uniform profiles and indices,
resulting in well-defined properties.

In order to limit losses during use, a great deal of care is required to arrive at
smooth etched walls with definition greater than 0.1 pm.

Dry etching can be, in practical terms:

e completely ‘physical’ where ionic etching with inert gases, such as argon ions,
are used to physically pulverise the material surface;

e acombination of ‘physical’ and chemical etching, for example the use of reactive
CF4 ions to etch Si surfaces; or

e purely chemical, for example the use of oxygen plasma to remove, by oxidation,
a photosensitive resin resulting in the production of volatile gases which can be
readily evacuated.

Appendix A-9 gives further details.

The etching mechanisms depend both upon the nature of the gas used in the plasma
(which gives rise to reactive ions or species) and the technology employed, which
uses one of three principal configurations.

e plasma etching or reactive ion etching (RIE) where substrates are placed on the
lower electrode placed with respect to a radio frequency plasma;

e reactive ion beam etching (RIBE) where a beam of reactive ions, for example ot,
are accelerated towards the substrate from a source; and

e ion beam assisted etching (IBAE) which couples the effects of an incident ion
beam (which for example can be inert gas ions such as Ar™ or reagents such as
O) with the effects of a flow of reactive gas such as molecular oxygen.

Figure VIII-16 schematically summarises the different techniques which can be
brought into play in various etching processes.

In all these processes, the etching reactions are initiated by ions which are acceler-
ated perpendicular to the film surface. Consequently, these processes can result in high
contrasts with practically vertical walls and examples include that of polyimide films
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Figure VIII-16. Comparison of techniques in the etching process (RIE, IBAE, RIBE, and
non-reactive dry etching).

which have been totally converted. In addition, these dry processes are considerably
more reproducible than wet processes, and because of the wide variety of available
parameters (reactor pressure, gas composition and flow speed, radio frequency power,
energy and current density of ion beam), control can be exerted over characteristics
such as etching speed, etching selectivity with respect to materials used, and the lateral
wall angles of etched features.

While these technologies were initially developed for inorganic electronic/
optoelectronic applications (etching Si with CF4) they are also well applicable to
polymers. Indeed, the latter can be actually quite resistant to such processes, due to
the strong backbone links which make up the polymer chains (particularly so for
polymers containing aromatic or polar groups), but the use of these materials with
aluminium masks and reactive beams containing oxygen, which reacts with carbon
based chains, can yield remarkable results. Figure VIII-17 shows an example [Cor
01]. Transmission losses, estimated using the ‘cut-back’ method, are around 0.5 to
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Figure VIII-17. Polyimide guide obtained using RIBE and cleaving (O™ ion beam with energy
2.5keV).

4dB cm~! in TE mode where TM has A = 1.3 wm and » = 1.55 wm. (This destruc-
tive method measures the transmission of a guide through successive and progressive
reduction in wavelength used; Section IV-2 has further details).

IITI Photometric characterisation of organic LEDs
(OLEDs or PLEDs)

Photometry is the term used to describe the characterisation of rays from system
containing luminescent units [Des 91]. From a study of the energy of the rays, pho-
tometry can yield an evaluation of luminosity, which can also be described in visual
terms when the detector is the human eye. The terminology used takes account of this
binary aspect by using in the notation the indice ‘e’ for energetic terms and ‘v’ for
visual terms.

1 General definitions
a Energy and luminescence fluxes

In general, flux characterises the rate of flow of rays:

— Energetic flux (radiant) &, emitted by a light source is quotient of the quantity of
energy dW, transmitted during time dt at an interval dt. We can therefore write

this as:
b, = dW,. 0
T dt

If the flux is uniform over time t then ®. = W, /t and is expressed in watts (W).
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— The luminous flux ¢y is defined with respect to the sensitivity of the human eye
to different wavelengths of light. The value is expressed in lumen (Im).

To convert from energetic to luminous scales the constant K, = 683 1m W!
is multiplied by the diurnal photo-response V(i) of the human eye. The function
V(\) is zero outside of the visible spectrum, which is between A; = 380 nm and
X2 = 780 nm. The diurnal photo-response reaches its maximum at around 555 nm,
as shown in Figure VIII-18, in which [V(\)]max = 1 at k. & 555 nm. Night vision,
however, results in the same maximum moving to A &~ 510 nm.

o Relationship between energetic and luminous flux for a monochromatic or pseudo
monochromatic source Given the above indicated variation required when going
from energetic to luminous (visual) scales, for a monochromatic source with a given
emission wavelength A4, the luminous flux ($,) can be written as a function of the
energetic flux (P.):

&y = KpnV(hg)Pe. (2)

Classically, eqn (2) is also used for a polychromatic source with a maximum emission
centred around the given wavelength )q; eqn (2) can therefore also be applied to a
pseudo monochromatic source.

B Relationship between energetic and luminous flux for a polychromatic source
More rigorously speaking, the flux contributed over all energies E (= hv = hc/)\)
should be taken into account when considering a polychromatic source. The spectral
distribution on a photometric scale, here the flux (®), is characterised by the function
@®’()) in which @’ is the spectral scale defined by:

3
®'(\) = lim (—)
—0 \ 8A
where 3 is the fraction of flux ® contained in a spectral band of size 8\ about the
wavelength . Knowing ®’()), we can now calculate the total flux ®(k,, hp) within

1, VOV
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Figure VIII-18. Photo-optical response normalised with respect to the human eye: V(1)
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a spectral band [y, hp]:

1Y
D(ha, Mp) = / b ®'(n).dr 3)

d

Once we know the total energetic flux (®. ), which as detailed later on is measured
by a photodiode, then when studying for example diode electroluminescence, the
normalised electroluminescent spectra (%) needs to be measured to find the spectral
energetic flux (®/(1)). It should be noted that:

— Y= fooo S(\) - dX, corresponding to the sum over the area of an empirical
normalised spectra; and
— &, = aX, in which ‘a’ is a constant.

We can go on to deduce that (k) = a S(\), thatis: a = % = q;e%)
On knowing the electrolumlnescence spectra, we can thus go from the energetic

flux @, to the spectral energetic flux ®.()) as in:

/ ®e - SO e - S(A)
d.(0) = =

For a given wavelength ), the general method used to convert from an energetic
scale to a luminous (visual) scale once applied to a spectral scale permits, for the
latter, the eqn (5) to be written, in a form which resembles that of eqn (2):

L) =K VOO DL (h). )

On applying eqn (3), the luminous flux is given in the form:

o, = f ®,(1) dh = Kyy / VOO L) dh, (©6)

in which ®((}) is given by eqn (4).

b Energetic and luminous intensities: definition of the candela

a Energetic intensity (radiant) The energetic intensity (I.) is defined as the ratio
between the emitted energetic flux (déde) and the solid angle (d2) in which it is

emitted:
dd,

Q-
If the emitted flux within a given solid angle (2) is constant, then I, = ﬁ the radiant
intensity is thus expressed as watt per steradian (W sr™ ).

le = (M

B Luminous intensity 'The luminous intensity (I,) is defined by the equation I, =

%%V ; when @, is a constant within Q, I, = % . I, is expressed in lumen per steradian

(Im sr_l), otherwise denoted the candela (cd).
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The International Commission on Illumination (CIE for Commission Interna-
tionale de 1’Eclairage) defined the candela as a luminous intensity, in a given direction,
for a source which emits a monochromatic beam with frequency 5.40 x 10'4 Hz (cor-
responding to wavelength 555 nm) and energetic intensity in that direction of & W
st~ L. This definition takes into account the constant Ky, (6831m W) which was
introduced above.

For a monochromatic (A = \q, or pseudo-chromatic ray

Iy = Kn V). ®)

For a polychromatic source, however, the reasoning we applied to tie ® to ®,
can be used again to relate I, and L. This gives a relationship between the latter two
quantities an equation which resembles eqn (6) for &, and :

I, =Kn f VOOLL (M) dX, ©9)

where I, is given by an analogous relationship to eqn (4), i.e.

L-SO) _ L-SO)

IOV = = :
o) T Jo7S(n) - dn

(10)

¢ Energetic and luminous luminance

a Energetic luminance The energetic luminance (L) of a source is defined as the
ratio of the emitted energetic intensity to the area of apparent emitting surface (S,):

1 dde

= =" 11
©T S, S, dQ (D
for a constant flux,
1 [
=0 = (12)
S, QS,

Energetic luminance is expressed in W sr~! m~2 and is the flux emitted in a unit solid
angle per unit of apparent source surface.

Comment: the physical significance of luminance

If A, is the surface area of a source, the apparent surface is S, = A; cos a, as detailed
in Figure VIII-19. The luminance is the direction Q0 is the intensity per unit apparent
surface and characterises the aspect observed by an observer at 00’

By defining the light incident on a screen from a luminous point on a surface A,
with the help of the relationship E = % = %—e% = Ie%, we can conclude that 2
sources of the same intensity result at the same screen in the same effective lighting.
These two sources can come from different surfaces, for example, the large surface
such as that provided by a fluorescent tube or a small surface due to say a lamp
filament. And the fluorescent tube will appear to be less bright than the filament and
it is this characteristic which is placed in terms of source luminance.
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Figure VIII-19. Surface apparent to a screen.

B Expression for visual luminance The visual equivalence (Ly) of luminance is
defined by

Iy 1 do,
Ly=—=—+——; (13)
Sa S, dQ
when the flux is constant
L, = b _ O (14)
VTS, QS,

which is expressed in cd m™2.

For a monochromatic or pseudo-monochromatic source, the visual luminance can
be determined, if we know the (constant) energetic flux of a source, using eqns (14)
and (2) to give:
& _ K V()P
QS, QS,

For a polychromatic source, there is the relationship between L, and L/, which
again resembles eqn (6) for @, and ®, and which is:

Ly = (15)

L, = Km/V(X)Lé(X)d)\ (16)

where L is given again by a relationship analogous to eqn (4) i.e.

Le-SO0  Le-SO)
T S0y -d

LL() = (17)

2 Internal and external fluxes and quantum yields: emissions
inside and outside of components

a Restrictions limiting the passage of the internal ray to
exterior of an OLED

Figure VHI-20 details an emission from an OLED towards the exterior. The ray emitted
by the emitting layer reaches the organic phase-air interface at an angle of incidence 0
which can be greater or less than the critical angle 9 defined by the relationship nsin
81 = ngr = 1, in which n is the refractive indice of the organic material. When 6 > 9;,
the flux is transmitted to the exterior, however, when 8 > 6, the flux undergoes a total
internal reflection and is, a priori, returned back into the OLED structure without
reaching the exterior.
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Preliminary comments
a neglected effects When n = 2, 8; & 30°, which being quite a small incident

angle and not far from the normal incidence means that we can use the reflection

2
coefficient in the form R ~ (ﬁ) , which yields a coefficient of transmission of

T=1-R =~ 75%. However, if n = 1.5, we have T & 96 %, although 8; =~ 40°

which renders debatable the use of the equation R ~ (%;—{)2 Given the relatively
low indices that organic materials exhibit, T is generally accepted without correction
and is approximated to T = 100 % = 1 when 6 < ;.

In addition, the organic, ITO and glass layers are assumed to be uniform and the

indice under consideration remains that of the organic materiel and air only.

B Effects due to limiting angle As shown in Figure VIII-20, the limiting angle
imposes the restriction upon the emitting rays so that only that with angle 6 < 6;
can leave the structure, so:

e at the OLED interior, in the recombination zone, emissions going towards the
frontal surface occur in a half space, that is

6=m/2
lefd§21=2nf sin6df = 2m;
6=0

o the portion of flux which can leave the OLED is emitted from the emission zone
within a solid angle limited to

0=06;
Q =2n/ sin 6 d0 = 27w (1 — cos 6;).
0=0

Given that sin 6; = 1/n, the term C can be calculated by through C = [1 — cos 6]
so that we have

200172 1\ 1 1
C=[1-(1-sin?8)?] = 1-(1—n—2> ~ 1_<1_W>]=Zﬁ’

} -
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| N with indice n |
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Figure VIII-20. Schematisation showing how only certain emitted rays are allowed to escape
to exterior due to critical solid angle €29 of the surface angle 6;(22 = 2n[1 — cos §;]).
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finally we obtain 2, = n—nz from which can be deduced that:

Q
2n2’

From eqn (18), it is evident that the solid angle (£2,) which is used is only a
fraction of the total emission angle (€21) and that external yields are considerably
effected. In effect, the external flux is only a fraction of that emitted.

Additional comment: If we also bring into play emissions towards the back of the
device, that is towards the cathode, then €2 can be obtained by taking an integral 6
equal to [—7/2 to w/2]. On assuming that the cathode is a perfect reflector, then §2;
is obtained by integrating over 6 from [—8) to 6]. In both cases the the result is simply
multiplied by 2, however, the relationship between €2 and €2 in eqn (18) remains
unchanged.

Q= (18)

b Isotropic internal and external emissions according to
Lambert’s law [Gre 94]

Here we return to looking at the emitting material/air interface but with a ray incident
to this interface with 6 < 6. Refraction laws modify the geometry of the solid angle
cones of the emission, as shown in Figure VIII-21. We now have nsin 8 = sin ¢,

which upon differentiation becomes gg s Asncosf = vn?(1 - sin® @), or
using Snell-Descarte’s law ncos® = ¢), we finally obtain 3¢ = 48 — __c05¢

do — do J(n2=sin? ¢)
The elementary solid angles d2, and Figure VIII-21 are such that

dQ;  sin6do 1 coS ¢

dQ;  singde  n.,/(n2 —gin? 0

When n ~ 2 and sin? ¢ is well below 1, then sin? ¢ « n? and sz ~ C(:lw This
equation indicates that a ray emitted directly towards the exterior at a solid angle 2,
approximately follows Lambert’s law[Gre 94].

d€2, = 2x sin @ do

i E

Material 3 a8 [

of indice n . ~
Recombination zone : A
leading to emission at — ’_______'_____._._---—-""""'H
surface Sp = }LIS“ // 0

=
df, = 2n sin O dli‘ Q, [ 8| toal internal

reflection
08>8

Figure VIII-21. Internal and external emissions of an OLED
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¢ Determination of internal and external emitted fluxes

We shall limit ourselves in this subsection to calculating only fluxes emitted towards
the front of the device structure. As indicated in the end-comment of the preceding
subsection, to take into account emissions towards the rear of the device, the results
need only to be multiplied by 2, assuming that the metallic cathode presents a per-
fect reflecting surface. All ratios of emitted fluxes and thus yields remain otherwise
unchanged.

a Total internal flux emitted inside the structure The luminous intensity directly
emitted by the source is denoted as Ipjp;. Assuming the material to be homogeneous
and having no internal interface, the internal emission from the recombination zone
is isotropic and the total emitted flux inside the forward half space can be written in
the form:

/2
qDTint = / IOim dQ = ZJTI()im/ sinfdf = 27[10int‘ (19)
1/2space 0

B Fraction of total internal flux emitted towards the exterior The emission with
luminous intensity lyin; remains isotropic in nature, however, the emission angle is
limited to 6, as we saw in Section a. By denoting ;e as the flux from the interior
towards the exterior, we now have:

& 1 1
Pie =27 IOim/ sin 6 d0 = 2nlpin (1 — cosBy) = 2nlgin=—= = nlpin—  (20)
0 2n? n?

v Emitted exterior flux If luminous intensity emitted with respect to the normal to
the surface of the LED is denoted by Ipeyt, then as detailed above, the emission follows
Lambert’s law (Iexy = Igex cos ¢) and the total external flux (Pey) emitted over the
forward half space is thus in the form:

/2
Doy = f Ipext cos ¢ d€2; Peye = Zmlgex: / cos @sin @de
1/2space 0

/2
= 21tlpext / sin @ d(sin @) = Tlpex. 21
0

d Relationships between fluxes Given that the emitted external flux is a fraction of
the total internal emitted flux, and conserving the overall beam power, ®je = Dy,
and thus Td()innlz = 1tlgext, from which can be deduced that Ipj, = Ipexen?. Placing
this expression into eqn (19) gives:

1
®rine = 270 Igex; OF Pexy = 53 PTine (22)
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We can obtain the same result directly by the division of eqns (20)/(19) as ;. =
®cx:. The factor 1/2n? represents the actual yield or ‘optical yield’ of rays emitted
from the LED.

d External and internal quantum yields

o External quantum yield The external quantum yield (1ex;) 18 defined as the ratio
of the number of protons emitted by a diode (Nppex( ) in to the external half space over
a time t divided by the number of electrons injected (N.j) over the same period of
time.

Next can be expressed therefore in the relationship:

Nphex _t_ . Nphext
t N Nel

TNext = (23)
If I represents the current injected into an electroluminescent structure, we have:
I. = Q/t = Ngg/t, where q is the value of elementary charge (q = 1.6 x 107 C).
Thus:
t g
For a given wavelength \q4, the energy of the photons is determined by Epy =
he/N\g. With the emitted external flux being &y = W/t (eqn (1) for constant flux
over time t), now

Ne I (24)

W, Nphext Ad
N = —, thatis —— = —
phext Eph t hc

Dext- (25)

From eqns (24) and (25), eqn (23) for nex can be written, for a pseudo-
monochromatic ray, as

- g}ﬁ Dext
ext he 1

(26)

B Internal quantum yield The internal quantum yield is defined in the same way as
the external quantum yield, with the exception that the number of photons emitted
internally in the half space (Nppiq) is used:

Nph int L _ Nph int
t N Nei

Nint =

With &'&—‘"—‘ = %dﬁm (in an expression similar to eqn (25), but for internally emitted
photons), we have
qhd Dine
Nint = ——

he I °
Given egn (22), on making the division eqns (26)/(27), we directly obtain:

27

1
Next = mmm- (28)
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3 Measuring luminance and yields with a photodiode
a General notes on photodetectors: sensitivity and spectral sensitivity

Typically, a photodetector, or photodiode, gives to a responsive current (Ipno) in a
form arising from two origins:

e dark current (Iy) which appears once the photodiode is placed under darkness
while polarised in the same way as when exposed to light. This current Iy can arise
from two causes. The first is of thermal origin and is associated with the liberation
of conducting electrons by thermal excitation, and the second is associated with
the generation of charge carriers by ambient beam effects (natural rays); and

o photoelectric current (Ip) associated with the formation of photo-carriers, such as
particularly mobile photo-electrons.

a Sensitivity For a given photodetector subject to a luminous flux, consisting not
necessarily of mono-chromatic light, there is a resulting current:

Ipho =1y + Ip.

Normally, if conditions remain unchanged during the analysis then the current Iy
remains constant, however, I, will change proportionally with the received flux (®.),
as long as the photodetectors acts linearly. So:

Ipho =1Ip+ode

And this expression is only valid for fluxes which are such that &, < ®g, g being
the level above which the photodetector is saturated, as detailed in Figure VIII-22.

In general terms, the sensitivity of a photodetector is defined by its characteristic
. . . dl .
slope shown in the above Figure, i.e. 0 = dg,h". For a non-linear photodetector, the
- . . © . .
value is dependent on the incident flux. However, for a linear photodetector, o is a

constant, up to &, = g, and takes on the form:

_b
o=—. 29)
.
AL,
slope ¢ i
A/ E
[}
)
|
I, !
0 @ D,

Figure VIII-22. Linear photodiode characteristics.
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B Spectral sensitivity The spectral sensitivity, for a particular ray of light of

wavelength X, is defined by the relationship

_ o) _ dlp() T
dde(h)  dPe(h)  PL(M)

o(n) (30)

For a photodetector exposed to a monochromatic beam of a given wavelength Ay
and flux ®.(\q), the total number of photons received by the detector per second (np)
is np = x—dw. If T is the transmission coefficient of the photodetector window
and 7 the quantum efficiency of the detector (i.e. the number of electron-hole pairs
produced by incident photons), the actual number of electron-hole pairs generated
per second is of the form

G =nTnp = nT——— =G(hg).

ha®Pe(hq)
hc

This coefficient, just like the intensity Ipno of the resulting current, is dependent on
the wavelength of the incident light. For a linear detector, the component I, of Ly, is
in the form I, = FqG where F is a factor of amplification. On taking into account

A DPe(hg)

Ip(ha) = FqG(ha) = FqnT =
we arrive at
_ dlp(hg) _F E

)\' - - k]
o(hd) 40 () ant

which can also be written

I,(n
o(hg) = Ep—((-x";—).

If the light is polychromatic, the current I, is therefore such that:

(30)

I, = / ) / (M) dDe(h) = / sO)PLOYAN = / Lo (31)

We thus have:

L _ Jom@0dh @ [o(mSOydr _ a1
D D T fSudn

and the value o,y then obtained for the ratio I,/®. appears as an effective (average)
sensitivity. Furthermore, eqn (31”) also gives:

o [S(dn
T P Lo(n)SOdN

With eqn (4) we reach:

S(h)

P = b T st

(32)
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In addition, eqn (30) gives ®,()) = I;,()\) /o ()), which leads, by comparison with
the previous egn, to
o(M)S(\)

=h oSOy dr’ (32)

1,00

b Example photodiode set-up [Ant 98]

Photometric measurements are typically performed with a photodiode that has as
large a surface area as possible, for example of the order of 100 mm?.

o Example values for o()) As an example, Table VIIL.1 shows values given by
Radiospares for a standard diode, with spectral response between 350 and 1150 nm,
for o(\) at different given wavelengths A = Ag.

B Device set-up Inorder to measure the luminance of OLED components, the photo-
diode is placed up against a window open to the OLED and is connected to an amplifier.
Thus by the action of a resistor (R¢) placed in the circuit detailed in Figure VIII-23,
the assembly permits determination of the value of I, from the voltage (V, = Rcl})
indicated by a multimeter.

(Technical note: the amplifier typically used for this sort of assembly is powered
by a tension (V) equal to 18 V, while the tension applied at the photodiode (Vo) is
of the order of 10V. The potentiometer, tied to an operational amplifier, allows this
offset tension to be disregarded. The charge resistance is fixed at 995 ohms).

v A classic set-up for measuring luminance: representation of 2 and apparent OLED
surface (S,) In general terms, S, is the apparent emitting diode surface, and is such
that S; = A, cos a (see Figure VIII-19). Practically speaking, the measurement of a
beam emitted by an OLED is effected by placing a photodiode at the window of the
measuring cell, as shown above in Figure VIII-24. The surface of the photodiode is
perpendicular to the beam direction, so if we designate the surface of the OLED by
Sp, the apparent surface S, is such that S; = Sp.

Typically, the surface of the photodiode (Spy) is around 1cm? while the surface
of the photodiode is more like several mm?. In effect, the source acts as a point with
respect to the receptor.

Table VIIL1. Principal sensitivity values for a
standard photodiode

rmm)  oOVAWDH  A@mm)  o(NAW

400 0.12 600 0.32
450 0.2 650 0.35
500 0.25 700 0.38

550 0.28 750 0.42
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ZX Photodiode - '

> p—
Voo p— —
_Vn

Figure VIII-23. Amplified photodiode set-up.

The half angle at the apex (¢) is such that tan ¢ = r/D. Given typical values, that
is withr =~ Smm and D ~ 40 mm, ¢ = 7°. The solid angle is therefore £ = Qpy ~
0.05 sr.

The coefficient 1/Q2S, which appears with equal use in eqns (12, 15 and 16) for
luminance in monochromatic and polychromatic ‘configurations’ is effectively such
that S, = Sp and Q = .

.
Source
(Sp) |
Photodiode
(Spn)

Figure VIII-24. Simplified scheme of diode/photodiode arrangement.
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¢ LED luminance determination using the present example of an OLED

o A mono- or pseudo-monochromatic LED (h = hg) In practical terms, if I, =
I,(\q) is the current generated by a photodiode under a beam of light emitted by an
LED at a solid angle Qpp, then given eqn (30), ®¢(hg) is the flux ®ph, and we can
write: 0(hg) = Ip/Ppn. Ip is such that V, = Rcl,, (see preceding Section ).
From eqn (12),
(O Do I, Vp

L= — = = = i (33
T RS QumSp QmSpo(ha) | ReQpnSpo(ha) )

Introducing eqn (33) directly into eqn (15) directly gives:

KnV(ag)V
.= m ( d) p ' (33,)
RchhsDo()\d)
We can also write
KnV, V(M KnV V(n
L, = m Vp (d) m Yp D where D — (d) (34)
ReQ2pnSp 0(ha)  ReQpSp o(hg)

It is eqn (34) which is widely applied, even to polychromatic sources, however, as we
shall see in such cases, the factor D should be replaced by a factor called ‘A’ which
will be defined below. Clearly, the ratio A/D will indicate the extent to which the
approximation of a polychromatic to a monochromatic source remains correct.

B Polychromatic source Following eqn (30), we have o(A\) =T/ oM/ ®,()); from
eqn (12) wecan write, L, = @;/QphSD ando(\) =T/ ()\)/QphSDL’ (2\).Ondeducing

that L] =

7

oSh SD 10(()?)) , We can go on to substitute the value of Ig)()\) given by eqn (32)),

to give:
I S()
L, =—2F : 35
¢ QpnSp [y o(M)SOY dr &)
On transferring the value of I, = V,/R¢ in to eqn (35), we obtain
\Y S(h
L) = -2 SR (36)

ReQphSp f5° 6(M)S (1) - d
The desired expression is finally obtained by introducing eqn (36) into eqn (16):
VpKm [ V(M)S(L) d)

L, = , 37
" ReQ2pSp [ oSOV d &7
which can also be written as
V,K V(MS(A) dh A\Y
Ly=A—L""  withA = JVOISM dh _ Vay (38)

ReQpnSp T[S AN T oa

(0ay 1s defined by o4y = [ a(AM)S(A) d)/ [ S(h)d\ and Vg in a same way by V,y, =
f V(NSO AN/ f S dn).
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Table VIIL.2. Comparison of A and D terms for
green and blue diodes.

Diode AdmA~ Y D@mA~!) A/D
Green (532 nm) 1485 2224 0.67
Blue (467 nm) 698 256 2.92

v Numerical application [Tro01] By way of example, and for two different OLEDs,
Table VIIL.2 lists values for D (pseudo-monochromatic) and A (polychromatic) terms.
The latter is calculated by numerical integration of empirical values obtained over the
electroluminescent spectrum. One of the OLEDs emits light centred on the green light
(Ag = 532 nm), while the other is centred on blue light (around Ag = 467 nm). We
can see that the coefficients A and D are neither equal nor proportional.

The use of the pseudo-monochromatic approximation results in:

o overestimation of polychromatic luminance for an OLED which emits in the green
region as DopEDgreen > AOQLEDgreen: and

e underestimation of polychromatic luminance for an OLED which emits in the
blue region as DoLEDbiue < AOLEDblue-

We can thus see the interest in determining luminance through a polychromatic
‘configuration” which does not penalise blue OLEDs, that in principle exhibits lower
luminances than green OLEDs. It is worth noting though that the precision available
for polychromatic observations is tied to that of the experiment used to determine the
electroluminescent spectrum.

d Characterising yields

a External yield Theexternal yield is given by eqn (26), thatis Nexy = % q’lec’“ . Dext
has already been calculated using eqn (21), and ®Pex; = Tlgex;. With the luminous

A

laser

%
G 20X

system with
constant
opening

detector

Figure VIII-25. Schematisation of the equipment used to measure losses due to propagation.
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intensity given by eqn (7), which represents the flux within a solid angle unit here
1] . C . I I

Iext = ?2% With eqn (29), which is such that &, = 5_(1;»_)’ Q m” c(‘;)

In addition Iext = Igext €O @, and with ¢ &~ 7° and cos ¢ = 0. 992 ~ 1 e = IOex =

(x) Finally, ®exy = Ttlgext = QT:)h Gi‘;\),and Pext = g o Rco()‘-) Placing this into

eqn (26) yields:

we obtain [oy =

q @ N Vp
hc QpnRe 0()\) I~

(39

Next =

B Internal yield According to eqn (28), we have niy = 202 Next, which allows us to
write

q 2t A Vp
he QpnRe o(k) IC

Nint = (40)

IV Characterisation of polymer based linear wave guides
[Col 98 and Ebe 93]

The titled characterisation is generally performed using wavelengths used in telecom-
munications, that is 1.3 and 1.55 pm and allows analyses of:

e light transversally diffused by the guide;
e losses due to propagation, injection and diffusion at the extreme surfaces; and
o the transversal profile of the beam issued from the guide.

1 Measuring transversally diffused light

Figure VIII-23 schematises the equipment used to specifically measure losses due to
propagation within the guide, a loss especially important when using polymer based
materials.

The source used in the system is a fibre based laser diode, which emits a transver-
sally sinusoidal beam. A collimator, placed at the exit of the fibre, gives rise to a plan
limited wave with a divergence minimised by diffraction. A 20x multiplying lens
‘injects’ the wave into the guide (G) and the position of the lens and the guide are
optimised with the aid of micro-positioning elements. Light diffused by the guide

X guide

Z

Figure VIII-26. Configuration for analysis of transversal.
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0
l “

I
|

Pe s Guide —» Ps

Figure VIII-27. Configuration used to measure losses by ‘cut-back’.

and perpendicular to propagation direction zz’ is analysed using a camera equipped
with a vidicon tube (sensitive in the range 400 to 1800 nm). The video signal, result-
ing from a sweep parallel to xx’ is digitised and treated with a computer program
(Figure VIII-26).

2 Loss analyses using ‘Cut — Back’ and ‘Endface Coupling” methods
a ‘Cut - Back’

Initially, a collimated laser wave is injected into the guide using a 20 x lens and global
losses are determined by observing the difference in power between the injected (Pe)
and exit (Ps) light, as detailed in Figure VIII-27.

Following the simple principle method of ‘cut-back’, measurements are repeated
using different lengths of guide (z;), yielding a curve shown in the upper part of
Figure VIII-29 with a slope due to propagation losses.

b ‘Endface Coupling’ [Ebe 93]

The method of ‘endface coupling’ uses the set-up shown in Figure VIII-28 and allows
differentiation of losses due to injection from other losses. A light beam traverses the
guide fromedge 1 to edge 2 initially in order to select the modal profile exactly adapted
to the guide. An autocollimator made from a 10x lens and a mirror M injects across

‘chopper’

'
\ guide /
o

L‘dgu S
ttlc.L

’ detector

Figure VIII-28. Layout for ‘endface coupling’ equipment.
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dB
10 Cut - Back :
B Cut - Back Los=Lp 2+ Le with
OEC Lc=Lgr + Lym + Ld
Slope: losses by propagation OEC -
L 5 _ ’
/ln/appropriate modes | Ly ]»:/(1)35 =Lez+Lc
B R e r_
FRESNEL Le=Lm+Ld
Diffusion (edge) Ld
Lr
0 z (guide length)

Figure VIII-29. Curves permitting analysis of different optical losses (see text for definition
of parameters).

side 2 the initially filtered mode without any losses due to interference. With several
guide lengths, we can obtain the curve denoted by letters OEC in Figure VIII-29.

¢ Curves representing optical losses

Figure VIII-29 shows various curves which allow analysis of the relative weight of
different losses:

Lcp losses measured by ‘Cut — Back’;

Logc losses measured by ‘Optimum Endface Coupling’;

L losses due to propagation;

Lrr losses due to FRESNAL (reflection);

Lg losses due to diffusion at terminal edges; and

Lwmwm losses by injection due to imperfect covering of injected and modal profiles.



IX

Organic structures and materials in optoelectronic
emitters: applications and display technologies

I Introduction

During the last half of the 20th century there has been an extraordinary development
in communication and information technologies. The dominant tool used for visual-
isation in televisions, computers, radar screens, medical imaging, to give just a few
examples, has been the cathode ray tube (CRT). Recent requirements, for portable
computers, phones, watches and so on, which require lightweight, unwieldy screens
operating at low voltages, have also vitalised the development of new electrical com-
ponents such as light emitting diodes (LEDs) and, less recently, screens based on
liquid crystals. Given the rapid pace of development in display technologies and its
results (micro-point plasma screens, electroluminescent screens based on inorganic
and subsequently organic materials) it is now possible to imagine performances which
were previously inconceivable in devices such as wide-screen (greater than 35”) high
definition televisions, light ultra-thin screens which could be easy to move or store, and
flexible screens permitting ergonomic designs in cars and civil and military aircraft
(dashboards, screens in helmets for weapons sighting and so on).

In this Chapter, we have chosen to present the main types of display systems, and
then to compare organic component technology against that of classic components.
We shall also rapidly detail the process of converting an incoming electrical signal
into visual information in optoelectronic components. This process is typically due to
luminescence (luminous emissions not entirely thermal) which can be provoked via
various routes, such as photonic excitation (generally in the ultraviolet), excitation
caused by excited particles (cathodic luminescence due to electrons), and application
of an electrical field (electroluminescence) to give the principal examples [cur 56].

II How CRTs work

CRTs operate on the principle of cathodoluminescence. This is due to the impact of a
beam of accelerated electrons on a surface dotted with ‘phosphors’ points, or contacts,
which on relaxation to an equilibrium state following excitation, emit light in the
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Figure IX-1. Arrangement of ‘phosphorus’ blue (b), green (g) and red (r) contacts on a cathode
screen.

visible region. Sections VII-1 and VII-2 detail the process of electroluminescence in
inorganic materials and, in particular, these ‘phosphor’ contacts.

Luminous emissions from colour televisions are seen by the human eye in an
additive process, in a manner similar to that observed through impressionist paintings
which are based on the juxtaposition of coloured points (pointillism) [Til 00]. Each
luminous element, called a pixel (from the contraction of ‘picture element’), is in fact
the product of three ‘sub-pixels’ (contacts placed as shown in Figure IX-1) each gener-
ating one of the three primary colours (blue, green and red). Each contact is composed
differently to give the different colours: activated silver with zinc sulfide (Ag: ZnS)
for blue, activated copper and zinc and cadmium sulfide (Cu:(Zn,Cd)S) for green, and
activated europium and yttrium oxysulfide (Eu3t: Y,0,$) for red.

III Electroluminescent inorganic diodes

Electroluminescent inorganic diodes underwent expansion in use towards the end of
the 1960s due to their lost cost (per industrially produced unit), their long lifetimes,
their ability to emit light over a wide spectral range and their ease of control by a
simple electronic circuit. They are widely used in domains requiring small emitters
(digital displays for measuring devices and some calculators) and as calibration stan-
dards. While their individual price is low, the large number required to make an high
definition screen from them makes such an overall cost prohibitive, adding incentive
to finding alternative display technologies.

1 How they work

In relatively simple terms, an LED is made from a directly polarised pn junction.
Under the effect of this polarisation (V), charge carriers are injected from one region,
where they are in the majority, to the other, where they are a minority. So electrons
from the n side are injected into the p side, while holes are injected from the p side
into the n side. Figure IX-2 shows this crossover.

During the diffusion of the charge carriers, which for electrons is of length L, and
for holes is of length Ly, the minority carriers can recombine with majority carriers
(minority electrons with majority holes in zone p and minority holes with majority
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Zone p | Zone n

Figure IX-2. Radiative recombination zones in a light emitting pn junction working under
direct polarisation.

electrons in zone n). Usually we neglect the number of recombinations in the zone
ZCE (Figure IX-2) which tends to be particularly narrow under typical tensions (V)
[mat 96].

If the semi-conductor used is at direct gap (that is with the minimum conduction
band and maximum valence band, in reciprocal space, at the same wavevector value),
then electron-hole recombinations are facile as a third assisting particle is not required
(such as a phonon for which the wavevector assures the conservation of the quantity of
movement for indirect transitions—which are oblique and characteristic of semicon-
ductors with an indirect gap such as silicon). The emission of photons corresponding
to this recombination occurs with energy of the order of the size of the band gap.
For GaAs (direct gap) this is equal to 1.43 eV, an emission with a wavelength (}) of
0.86 jum and in the near infrared.

2 Display applications

To use semiconductors in displays requires the use of GaP which exhibits an indirect
band gap of around 2.3 eV. Due to this indirect gap (and to reinforce radiative recom-
binations) impurities such as nitrogen are introduced into the semiconductor to form
donor type states close to the conduction band [bre 99]. Excitonic radiative emissions
can thus be generated in the green region of the visible spectrum with GaP(N). Other
colours can also be obtained, for example by doping GaP with zinc or oxygen, or by
using mixtures of semiconductors such as GaAs;_xPy. In the latter case, the direct
gap in GaAs increases with the concentration of phosphorus. With a direct transition,
a red emission can be obtained using 40 % phosphorus, while orange and yellow
emissions occur on adding nitrogen to varying compositions of GaAs|_Px. Finally,
blue emissions can be obtained using GaN or with the alloy InGaN.

3 Characteristic parameters (see also Chapters VIII and X
for further definitions)

The internal quantum yield, which is defined as the ratio of photons produced to the
number of injected electrons, can reach 50 % in direct gap semiconductors. However,
the external energetic yield (n) which represents the ratio of luminous energy to the
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I

I cosO

Figure IX-3. Lambert’s emission represented.

electrical energy supplied is typically of the order of 1 to 10 %. The mechanisms
which result in this difference can be classed into three types:

e the absorption of photons by the material which they traverse (for which multi-
layer structures of materials with gaps above the emissions energy have been
designed, so as to limit such absorptions);

e Fresnel losses which result from a difference in the refraction indices of the diode
and air giving rise to the reflection of a part of the wave and its associated
power; and

e losses due to total internal reflection when photons emitted strike the diode/air
interface at an angle greater than the limiting angle 6; (indice of diode is greater
than indice of air) and remain trapped within the diode.

As detailed in Chapter VIII, the luminous intensity varies according to Lambert’s
angular law (Figure IX-3), that is I(8) = Ig cos 8 in which I is the intensity in the
direction normal to the surface and 6 is the emission angle (against the normal).
Therefore, if 6 increases, cos 6 decreases along with the luminous intensity emitted
in the same direction.

4 In practical terms

Electrons exhibit a higher mobility than holes, and the level of electrons injected into
zone p is greater than the number of holes in zone n. The result is that zone p is the
principal centre for radiative emissions and is thus used as the emitting face of the
diode (Figure 1X-4).

Al

SUBSTRATE

Figure IX-4. Structure of a typical LED.
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---_ Strong incidence

Figure IX-5. The role of the position of the dome.

Finally, practically speaking, LEDs are encapsulated with a transparent resin dome
which serves three functions:

protection of the diode and its connectors from the exterior;
reduction in the difference in indices of the diode and air, thus increasing the
overall yield of the diode (reduction in Fresnel losses); and

e reduction of total internal reflection effects by generating an incidence angle at
the dome lower than the limiting angle 6| (see Figure IX-5).

It is notable that for LEDs placed at the summit of the encapsulation dome (the
continuous line in Figure IX-5), the largest part of emitted light hits the surface at an
angle below the limiting angle. A diode of this type generates a greater angle of view
(when looking at the diode) than a diode which has the emitting centre towards the
rear of the dome, which emits light that falls on the sides of the dome with an angle
close to or greater than the limiting angle.

IV Screens based on liquid crystals

1 General points

Liquid crystals (L.C)s were developed near the beginning of the 1960s for flat screens
and, given the investment made at that time by industry (for example by Thomson
LCD), this system remains the most widely used in technologies such as watches,
calculators, computer screens and portable telephones. World wide, the market for
LC based screens is valued at around 30 billion dollars, just below that of cathode ray
tubes.

The liquid crystal state is a mesophase, a state in between those of a crystalline
solid and an amorphous liquid [Til 00]. There are three main types of mesophase:

Timmerman’s globular molecules which give rise to plastic crystals;

discotic, resulting from flat molecules; and

calamatic, resulting from long molecules which can be in piled layers (smectic
LCs) or grouped in clusters (nematic LCs) in which the molecules are aligned
parallel to one another (depending on thermal effects).
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2 How liquid crystal displays work

Liquid crystal displays (I.CD)s operate by using two basic properties of LCs:

e the molecules can modify the direction of polarisation of an incident wave of
light; and

o the molecules can be easily moved by the application of an external electrical
field, which interacts with an orientated assembly of molecules and their orien-
tated dipole moments (unlike thermal agitation which randomly moves individual
dipoles). Even weak fields can vary by a considerable degree the orientation of
the molecules.

In practical terms, there are two main types of system: [Car 84]

a ‘Guest-host’ type displays

These displays use dichroic dyes (denoted ‘guests’) orientated by the crystal liquid
molecules (the ‘hosts’). The elongated dye molecules absorb the component light
vector parallel to the molecules’ axes (see Figure 1X-6) but not the perpendicular
components (due to dichroism). Depending on the direction of the molecules, deter-
mined by an applied electric field, an incident wave polarised parallel to the molecules
(which have an initially homogeneous arrangement) would be reduced or become
non-existent.

It is in this manner that displays can be prepared using nematic LCs with dichroic
dyes introduced into sandwiched cells, constituted of glass plates, 5 to 200 um apart,
covered with the transparent conductor ITO (a mixture of indium and tin oxides).
In reality, two optoelectronic effects may be observed: the first corresponds to an
inversion of contrast (from an initial homogeneous orientation as in Figure IX-7-a)
and the second a normal contrast (from an initial homotropic orientation as shown in
Figure IX-7-b).

b Displays made with helical nematic liquid crystals

These are the most widely used and are based on the rotation of the plane of polari-
sation of light by 90° by ‘twisted’ nematic liquid crystals, in a configuration shown
in Figure IX-8.

Incident wave
Dye molecule

| .
/ Transmitted /

wave

Figure IX-6. Using a dye to modify wave polarisation.
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Figure IX-7. (a) Initially homogeneous orientation: inverted contrast; and (b) Initially
homotropic orientation: normal contrast.

The liquid crystal is encapsulated between two glass sheets around 10 pm apart
each covered by a transparent ITO electrode. The glass sheets are surface treated so
that on contact with the liquid crystal, the molecules of the latter align themselves
along a given direction. In addition, the directions of molecules at the two electrodes
are such that there is 90° between them. As shown in Figure IX-8-a, a polarising filter,
on the upper side, allows only incident light orientated parallel to the LC molecules
through. Throughout the thickness of the L.C layer, the molecules turn this single light
component so that on reaching the lower face, the light is polarised parallel to the
second polarising filter. Thus, in this relaxed state, the system appears transparent.
Once a tension is applied, using the electrodes detailed in Figure IX-8-b, the electric
field orientates the LC molecules so that they are parallel to the propagation component
of the incident light. The LC molecules no longer turn the direction of the polarised
traversing light and therefore, when the light reaches the lower face, it arrives with a
component perpendicular to the second filter and the system now appears opaque.
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Figure IX-8. (a) Without polarisation of light in between electrodes, LC are in helical form and
system allows light to pass: observer sees transparent system; (b) With electric field applied
(1), the initial orientation of molecules is disturbed and light is no longer turned to pass
through the second polarising filter: the observer sees an opaque system.

layer used to align LC
molecules

The response time of such a system can be of the order of several tens of
milliseconds, a value which permits the use of these materials for display technologies
{(which rely upon the persistence of perception of light of the human eye).

3 LCD screen structure and the role of polymers

Screens are made up of a matrix of rows and columns of pixels (to give a matrix
screen). Colours are obtained by dividing each pixel into three sub-pixels (red, green
and blue), each of which can be individually addressed. A side view is given in
Figure IX-9.

Diffuser B
Polarising filter
3 commanding electrodes
Commanding column___}
Commanding row — .

Liquid crystal B

Common electrode —f& |

Layer of coloured ﬁlteﬁ:—
Polarising filter IRV

—

Glass substrate

Figure IX-9. Cross section of a LCD pixel.
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Polymers are involved at several levels in the manufacture of LCD screens and
help in reducing their energy consumption and facilitating their use, by introducing
qualities such as low weights, flexibility and so on [bro 01]. They are used in particular
in the following ways:

photosensitive polymeric resins used in the photolithographic processes;
in constructing the screen and the walls of each cellular pixel which contains
active materials;

e inaligning and orientating layers of liquid crystals, with the recent use of polymers
that have improved the viewing angle and have allowed, using a stamped film layer
of polyimide, control over the alignment of molecules in each sub-pixel; and

e optical functionalisation of screens, whereby stretched polyvinyl based polarising
filters are protected by cellulose triacetate, which are filters coloured by photosen-
sitive acrylates. Diffusion of light can be obtained using a stretched polyester film.
Indeed, mixtures of birefringent polymers can be used to generate reflections by
diffusion of otherwise untransmitted, polarised light permitting a recovery of this
unused light. Using these techniques has allowed an increase in the luminance of
screens, from around 200 cd m~? for the more classical systems based on back-
lighting to around 500 cd m~2, a value similar to that obtained with cathode ray
tubes.

4 Addressing in LCD displays [Dep 93]

Multiplex addressing (reaching any single pixel at a given moment) necessitates a
system for addressing each pixel in a display[bar 00]. In passive matrixes, as shown
in Figure IX-10-a, each pixel is addressed via the use of a system of electrodes placed
in rows, placed for example on the upper glass plate, and in columns, placed for

(a) Impulse tensions applied at columns

15 [ U I R I i 6 e O

(b) (fnllL
| Row ]

Row |
impulse

SEWISIED i

Commandi
electrode

Selected cells transistor| ﬁ | I

Figure IX-10. (a) Passive matrix addressing; and (b) Active matrix addressing.
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example on the lower glass plate. At each intersection is a pixel. The surface of the
screen is swept in a 60th of second by the electrical excitation of each row while
each column is subject to a tension sufficient to produce the required excitation of
each pixel. Pixels which are not selected for illumination are subject only to a low
or residual tension, the latter of which increases as the resolution of the screen is
increased. Indeed, to increase the resolution, along with the number of rows, the
tension needs to be increased to maintain an overall average luminance of the order
of 200 or 300 ¢d m—2; any increase in resolution also necessitates a decrease in
contrast as otherwise some pixels would be illuminated simply by going over the
threshold tension.

In order to resolve the problem of decreasing contrast with increasing resolu-
tion, active matrixes are used which have individual command transistors associated
with each pixel. These transistors are called thin film transistors (TFT) and con-
sist of two electrodes for the entrance and exit of current which flows under the
control of a third gate electrode. Hydrogenated amorphous or polycrystalline sili-
con has been widely used although electroactive polymers have been used as organic
electronic/optoelectronic materials. Examples of polymers developed for such use are
poly( para-phenylene vinylene) (PPV) [gre 95] and polythiophene, and such materi-
als being more and more widely used. A more detailed description of the function of
organic transistors can be found elsewhere [hor 00].

5 Conclusion

In conclusion, the technology used for LCDs is now very wide spread and has given
rise to screens which operate at low power rates. One of the major limits of the
technology, however, is the viewable angle of LCD displays, at around 30 ° to 40°,
which results from the technology itself (molecular alignment forming a directional
guide), although some progress has been made in improving this [jon 99]. Hitachi
and NEC have realised displays with excellent viewing angles by using coplanar
electrodes which control, in the same plane, the optical commutation of the liquid
crystals. In addition, very wide screen displays, for example for use as wall televisions,
have been prepared (from 1990 on by Tektrononix) by replacing the TFTs by plasma
canals which successively trigger each row of pixels.

V Plasma screens

Plasma screens were developed around the beginning of the 1970s following the
demand in flat screens. Monochromic plasma screens operate by emitting orangey-
red light from ionised gas, much in the same way as neon tubes[dep 93]. The gas,
confined within a series of small cavities each positioned at the intersection of
upper and lower electrodes (which determined the size of the pixels, as shown in
Figure IX-11), is excited to the plasma state by applying a certain, selective tension.
Displays made using this technology exhibit high brilliance and good lifetimes and
stabilities. However, they require a considerable amount of energy to operate (and run
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Figure IX-11. Cross section of a plasma screen.

at around 200 V). Other colours can be made by indirect excitation of luminescent
substances (again using primary colours) with a plasma that emits in the ultra-violet,
an example of which is a gaseous mixture of neon and xenon.

The geometry of each sub-pixel, which emits either red, green or blue, is shown
in Figure IX-11. The cavity, containing the excitable gas is covered with one of three
phosphors. The layer of magnesium oxide is there as a dielectric to reinforce the
electric field within the cavity [Til 00].

VI Micro-point screens (field emission displays (FED))

FEDs are microelectronic components which approximate to miniature cathode ray
tubes [Bre 99]. In a FED, electrons are emitted from a cathode and collide with a
phosphor to give an excitation and thus a luminous emission. Cathodes are assem-
bled above an insulating layer, as shown in Figure IX-12. Each pixel contains three
phosphors and three metallic electrodes which play the role of gates for each colour.

Figure IX-12. Cross sectional structure of a micro-point screen (FED).
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A pixel is activated firstly by the application of a threshold tension (cathodic tension).
Any current that flows is controlled with the help of a variable tension applied via
the gate electrode. This controlled current of electrons is then accelerated towards the
anode. The primary electronic current, which has a more or less radial propagation,
is then focussed by use of gate electrodes placed about the micro-point cathode so
that the electrons reach the anode in a nearly parallel beam.

FED based screens exhibit several advantages over cathode ray tubes and vacuum
tubes:

o they can produce a higher current density during thermo-ionic emission than that
encountered in vacuum tubes; and

e they do not require filament heating as electrons are generated by a field effect
obtained at the extremity of a micro-point cathode, where the field is sufficiently
intense to develop electrons through tunnelling effects across a reduced, narrow
potential barrier between micro-point tip and the vacuum (see also Annex A-7,
Section III).

With respect to LEDs based on semi-conductors, FEDs also present some
advantages:

e no losses due to dissipation (i.e. no collisions between electrons in the vacuum
while electrons may collide with a semi-conductor lattice);
operation practically independent of temperature; and
no perturbations due to ionising rays.

However, FED based screens do pose some disadvantages, for example the min-
imum distance required between anode and cathode to reduced sparking, and the
non-directed emission of electrons tending to limit the obtainable degree of resolution.

VII Electroluminescent screens

1 General mechanism

Electroluminescent screens function using Destriau’s effect [mat 96], in which radia-
tive recombinations are generated by the application of an electric field to a powdered
semiconductor dispersed within a dielectric matrix, as shown in Figure IX-13-a. The
semiconductor is normally the mixture of an inorganic material from groups II-VI,
with a relatively large forbidden band of around 2 to 3 eV, and an activator made of
a transition metal (typically copper of manganese) or a rare earth. In addition, fillers
such as NaCl or KC]l may be used as they are easily melted and on cooling they favour
the formation of crystals and the insertion of the activators.

The electric field plays the role of carrying the concentration of free charge carriers
above its equilibrium value; a return to equilibrium results in recombinations and, in
the case of radiative recombinations, the emission of photons. The concentrations,
outside of equilibrium, can be generated (and can accumulate) by applying a strong
enough field. In general:
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Figure IX-13. (a) Structure assisting the Destriau effect; (b) Mechanism of charge injection
into electroluminescent (ZnS[Cu]).

when E, < 103 Vm™!, shock ionisation processes (with Wignisation = 4 Ea 1,
where 1 is the distance covered by an accelerated carrier between two impacts)
shift electrons into the conduction band of the semiconductor from valence or
impurity bands; or

when E, > 108 Vm™!, carriers can be injected through tunnelling effects at the
interfaces (see Figure IX-13-b) to increase the density of carriers available through
shock ionisation.

The component structure of electroluminescence will vary depending on the type

of applied tension (alternating or direct).

2 Available transitions in an inorganic phosphor

In the band scheme of an inorganic phosphor there are permitted bands associated
with activators (otherwise called luminescent centres when they induce radiative
transitions). There are two possible types of centre within a phosphor:

those which introduce into the forbidden band localised levels close to the valence
band; this is the ‘classic’ model of Cu centres in ZnS which give rise to a level at
several tens of eV above the valence band that has a high probability of capturing
holes; and

those which reinforce both the fundamental level I close to the valence band and
the excited level II just below the conduction band. Levels I and level II exhibit
high probabilities of capturing holes and electrons, respectively. An example of
such an activator is CuCl, [dep 93] although Mn** is more widely used along
with rare earth ions [mom 95].

There are other bands, very close to the conduction band, which also exist. They

are associated with structural defaults (and thus the preparation of the phosphor) and
act as trap levels. Electrons caught within these bands may be thermally released with
a probability given by the Randall-Wilkins law, which supposes that electrons within
the traps have a Maxwell type distribution of thermal energies (see also Chapter VI,
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Section IV-4). It can be written in the form
p = voexp(—Us/KkT),

where Us is the energetic depth of the trap with respect to the edge of the conduction
band and vy, a priori, is a constant which takes on a value of the order of the frequency
of phonons (~10'2 sec ™! according to Mott and Gurney) although it does tend to vary
with temperature and typically has been found to have a value around 108 sec™! in
phosphors [ran 45].

Figure 1X-14 shows a representative energy diagram for activated phosphors
[fri 85].

There are various transitions which can be envisaged:

e A: an activator is excited, recombination occurs and an electron returns to the
fundamental level,

e B: excitation, in the conduction band, of an electron at an activator and a
recombination with another activator centre;

e C: same as B but with a delayed recombination due to the passage of electrons
via trap levels, which they escape through thermal energy;

e D: band to band generation due to energetic beams (>2 to 3eV) whereby a free
hole generated from the valence band is displaced until it recombines with an
electron in the neighbourhood of an activator. The latter acts as a radiative centre,
and an activator electron falling from the valence band to recombine with a hole
results in a positive ion at the activator itself, which may in turn may capture,
radiatively, an electron from the conduction band; and

e E:the same process as D but a similar delay to that in process C in which electrons
are delayed by traps.

Generally speaking, the term ‘fluorescence’ is used for immediate relaxations
(for example, cutting out trap levels and within a time t ~ 10~8s) while the term
‘phosphorescence’ is used for recombinations which occur after a delay T > 1077 s.

Comment It is worth noting that while an increase in temperature may help detrap-
ping of electrons, it can also lead to an extinction of luminescence. This is due to
electrons excited from the valence band to empty levels of the activation centres,

Conduction band i
Traps A i e
Activators’
excited levels
Activators’
fundamental
5
level Valence band

Figure IX-14. Energy levels in a semiconductor (II-VI) activated by transition metals or rare
earths.
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Table IX.1
X (nm) E (eV)
ZnS (blende) 341 3.64
ZnS (wurtzite) 335 3.70
CdS (wurtzite) 510 2.43
ZnSe (blende) 477 2.60
CdSe (wurtzite) 711.5 1.74
ZnTe (blende) 578 2.15
CdTe (wurtzite) 871 1.42

which can therefore no longer act as recombination centres, or excitation of carriers
simply to be trapped non-radiatively at extinction centres.

3 Characteristics of inorganic phosphors from groups II-VI [cur 60]

Groups II-VI have a forbidden band of energy Eg which is close to that of photons
in the visible range. The materials most widely used are ZnS (which as zinc blende in
Europe or sphalerite in the USA is of a cubic structure, or as wurtzite is of a hexagonal
structure) and CdS. Table IX.] below gives the values of Eg and the wavelength of
corresponding photons for the principal mixtures used.

The emission band to band transitions observed for these phosphors actually
appear unrealistic, however, it is the introduction of luminescent centres, as mentioned
above typically based on copper or manganese, which permit a circumnavigation of
the problem.

In Figure I1X-15 there is shown the relative position of energy levels associated
with copper luminescent centres introduced either into ZnS or CdS. In both cases
there are two principal emission bands. In the case of ZnS(Cu) there is one in the
green at 527 nm and one in the blue at 445 nm.

In classical terms, photoluminescence occurs when centre excitation (by UV light)
results in the generation of valence band holes, into which there is then a fall of
electrons from luminescent centres (see Figure IX-16-a).

(a) ZnS (b) e
. __ CB % CB
: - 1.22evt  fislev
3.70 eV 2.79 eV (1.02 pm) (082 pm)
(445 nm) = Cul ‘t Cull
v 1.21 eV 92eV
Cul] ——— Y v{) oy 3
Y
VB VB

Figure IX-15. Energy levels in: (a) ZnS(Cu); and (b) CdS(Cu).
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Figure I1X-16. (a) centre excitation; and (b) radiative emission.

Radiative emission though corresponds to the recombination of conduction band
electrons (from group II-VI elements) with holes localised at luminous centres
(through process D indicated in Figure [X-14). If the transition occurs directly, with-
out passing via traps situated just below the valence band, then the emission occurs
as fluorescence, however, if electrons relax on passing through trap levels, then the
emission occurs as phosphorescence, as shown in Figure IX-16-b.

Phosphors based on ZnS are not easy dope so that they are of n or p type, [page
79 of mom 95} and this sort of material cannot be used in a pn type LED.

4 Electroluminescent think film displays: how they work with
alternating current

A general abbreviation often used in this area is ACTFEL standing for ‘A.C. supplies
in a Thin Flim Electroluminescent displays’ [bre 99].

Typically, thin film electroluminescent displays are based on an insulator—
semiconductor—insulator structure, as detailed in Figure IX-17-a.
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Figure IX-17. (a) The different layers in an ACTFEL screen; (b) Band positioning on
application of an intense electric field.



IX Organic structures and materials in optoelectronic emitters 251

The active ‘phosphor’ layer (ZnS(Cu)), which is about 700 nm thick, is set between
two transparent dielectric layers, themselves each about 400 nm thick. The latter layers
are in contact with electrodes, one aluminium, the other transparent ITO deposited on
a glass substrate. This structure resembles that of capacitors in series, and permits the
generation of a relatively high tension at the active ZnS(Cu) layer from a low tension
at the electrodes by using the low capacities of the thin dielectric layers.

On application of a strong electric field (E,) the high degree of band ‘bending’
of the active layer allows electrons, which would otherwise be trapped at interface
states, to pass through to the conduction band by tunnelling effects (Figure IX-17-b).
Electrons cross the active layer by collecting energy along their pathway of distance 1.
With W = e E, |, and starting at the threshold energy, these electrons can transfer by
collision a high enough amount of energy to excite the luminescent centres with a
return to equilibrium through luminous radiation.

Given that the concentration of centres is rather low, of the order of 108 cm_3,
and that of the phosphor hosts is of the order of 10%3 cm ™3, the actual available surface
for generating impact excitations is very low. Accdrdingly, only a small proportion
of the injected electrons result in the excitation of a centre while most reach the
opposing electrode to give rise to a space charge which can affect following charge
injections into the component. The application of an alternating current, which contin-
ually reverses the sense of the applied tension, can use these electrons to again excite
the luminous centres in the reverse direction (these electrons accumulate with elec-
trons newly injected through tunnel effects from levels localised around the second
electrode).

The overall brilliance of these screens remains relatively low, principally because
the source of the electrons, the semiconductor-insulator interface, has at any single
moment a relatively low concentration of electrons and leading to a low availability
of electrons for impacts with luminous centres. However, the screens are relatively
robust and are widely used as monochrome displays in military applications. In addi-
tion, different colours can be prepared. On using manganese ions (Mn*7), introduced
by way with zinc sulfide (Mn?*: ZnS), a yellow emission at 585 nm can be obtained,
a result of the d-d transitions with the breakdown of d-orbitals by crystal poten-
tials. Other colours can be generated from f-f orbital transitions (due to incomplete
internal, atomic 4f layers) in rare earths. For example, red can be obtained with
europium [Eu2Jr : CaS], green with terbium [Tb2+: ZnS] and blue with thulium [Tm?>*,
F~ ZnS] (see also Chapter VII, Section II for more details).

5 Electroluminescent devices operating under direct current conditions

Here, the structures used are either of the metal-insulator-semiconductor (MIS) or the
Schottky barrier type. In both systems, the electron source is a metallic electrode.
The structure shown in Figure IX- 18 operates by the passage of electrons through
the insulator barrier from the semiconductor valence band (VB)—typically CdS—
towards a positively polarised metal electrode. The mechanism is equivalent to the
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Figure IX-18. MIS structure with CdS semiconductor.

injection of holes into the semiconductor VB with the following recombination of VB
holes with conduction band (CB) electrons.
This structure does, however, present two inconveniences:

e in the recombination zone, which is placed close to the interface, the interfer-
ence of defaults, which act as trap levels, results in non-radiative recombinations;
and

¢ the efficiency of hole injection is very poor due to the competing flow of electrons
through tunnel effects from the semiconductor CB to the metal.

In the case of the Schottky junction, an inverted tension is applied (i.e. the metal
is negative if the semiconductor transports electrons). Once the tension is strong
enough, electrons may be injected through tunnelling effects (barrier triangulation)
from the metal to the semiconductor. Thus, a considerable number of electrons can
be injected—more than is possible using an alternating tension—and can as carriers
collide with luminescent centres such as Mn (transition metal) or rare earths.

These devices can function in both continuous and pulse modes, although in the
former mode their lifetimes are shortened by a increase in resistivity, a problem which
is reduced by using the pulsed mode. (An alternating mode does not give the same
problems as it relies upon the structural capacitance). The quantum yields of these
devices in the continuous mode is rather poor (n & 0.1%) because of:

o the difficulties in obtaining a high enough number of hot carriers to excite the
luminous centres;
a low, effective sectional area of centres for collisions; and
a limited concentration of luminous centres (from 0.1 to 10 %). Above a certain
concentration, however, extinction of luminescence occurs due to the crossed
relaxation by transfer of energy between luminescent ions (Chapter VII gives
further details).

The main advantage of these systems, over those operating under alternating
current, is their low consumption of electricity and their relatively easy construction
due to their simple structure.
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VIII Organic (OLED) and polymer (PLED)
electroluminescent diodes

1 Brief history and résumé

The ability of organic materials, both molecular and macromolecular, to be deposited
on virtually any substrate, even flexible ones, has solicited the long running and
ongoing research into their use as replacements for inorganic semiconductors in a
wide range of applications. For a considerable time, the necessary tension required to
produce electroluminescence (the required work voltage) of these organic materials
was found to be too high for their general use. An example is that of anthracene which
required, because of the thickness of the crystals used, an application of around 100 V
to operate [pop 82]. However, in the last 10 years, the emergence of new materials
based on molecules such as 8-tris-hydroxyquinoline aluminium (Alqs) [tan 87] and
on mt-conjugated polymers such as poly(para-phenylene vinylene) (PPV) [bur 90] has
got around this problem and has allowed the formation of thin films by evaporation
and spin-coating techniques, respectively. More recently, there has been tremendous
growth in this technology, stimulated by the economic gains available in the display
market. Companies of note are Kodak and Uniax in the States, Cambridge Display
Technology (CDT) in Great Britain, Pioneer in Japan, Philips in Holland, Siemens in
Germany and Thales and Thomson Multimedia with the CEA and Leti in France.

2 The two main developmental routes

There do remain, however, certain problems to overcome before these materials can
provide the qualities required for full industrial exploitation. Most important is the
fact that, until now, most organic materials have displayed relatively short lifetimes,
varying from several hours to several hundred hours, although in some cases several
thousand hours. This limitation results just as much from the deterioration of the
materials themselves as the degradation in the various interfaces and the electrodes,
and depends heavily upon the configuration used in each device [sly 96]. In addi-
tion, the material of choice for the emitter has yet to be determined [bar 00], and
could be either based on molecules (for example Algs or more generally speaking g3
type complexes with group IIla metals such as Al, Ga or In) or based on polymers
(such as PPV and its derivatives, poly(para-phenylene) (PPP), polythiophene (PTh) or
poly(vinyl carbazole), to name but a few). Each material presents both advantages and
disadvantages. Oligomers, polymers made up of just a few monomer units, present
an interesting advantage in that the maximum emission wavelength can be altered
with chain length, given that with changes in their length, their optical band gap also
varies [had 00]. Polymers, meanwhile, generally present a better thermal stability and
can be easily processed to give large surface area films, although small molecules
can be spread onto large, flexible supports using the ‘roll on roll” technique [bur 97].
Materials based on molecules are generally more organised, charge mobilities are
higher and function at lower operating tensions. In addition, they are readily purified,
resulting in lower numbers of reactions and diffusions at the electrodes.
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For the present moment, both technologies based on molecules or on macro-
molecules remain important in the fabrication of organic electroluminescent diodes.
The terminology used for devices depends on the materials used: the term Organic
Light Emitting Diodes (OLEDs) is widely used for devices based on small molecules
and Polymer Light Emitting Diodes (PLEDs) is used for those based on macro-
molecules. For the latter, another term although less used is Light Emitting Polymers
(LEPs).

3 How OLEDs function and their interest

As detailed above, OLEDs have the advantages of low power consumption (requiring
operating voltages of only 2'V) and ease of fabrication (easily formed into thin films
or layers). In addition to which, relatively high quantum yields have already been
obtained. Their theoretical maximum yield is 25 %, however, this figure may be
eclipsed by recent methodologies which try to circumnavigate selection rules. Given
these qualities, it is not surprising that we are now witnessing an exponential growth
in the technology and its market [ole 01].

In the following Chapter X, we shall look in more detail at how these organic
LEDs actually work, both in terms of theory and practise. At the most fundamental
level though, the origin of the optoelectronic properties of these organic solids has
been given in Chapters VI and VIL.

In very general terms, the study of photometric characteristics of OLEDs, in
particular their quantum yields but also their lifetimes, are guided by an understanding
of the underlining mechanisms of charge behaviours and recombinations (radiative
or not) within the organic material. In classical terms, an OLED can be schematised
as shown in Figure IX-19.

The structure used for an organic diode is very different from that used for an
inorganic diode. It is not possible to use organic semiconductors in their doped form,
which would permit the fabrication of pn junctions similar to inorganic diodes, as dop-
ing agents tend to act as extinction centres, ‘killing’ radiative luminescence [ham 96
and hay 97]. In organic materials, what does happen is that the low mobility of the
charge carriers is exploited, so that when two charges are injected into the emissive

Cathode (Ca, Al

Battery

ITO (Anode)

Emitted light

Figure IX-19. Typical structure of an electroluminescent organic diode.
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layer and come into close proximity, their recombination is inevitable. This is in
contrast to inorganic systems in which charge carriers have such a high mobility that
recombination centres are required to realise a satisfactory level of recombinations.
It is due to the very low mobility of charge carriers in organic materials that there is
this gain in a high concentration of opticaily active recombinations.

Itis thus useful to study the how organic diodes function in terms of four successive
steps:

injection of electrons and holes at the cathode and the anode, respectively;
their transport through one or more organic layers;

their association to form a exciton quasi-particle; and

the relaxation of the quasi-particle resulting in luminescence.

As detailed in Chapter X, the models so far defined for each of these steps remain
controversial. What is probably true is that each type of material, and each type of
structure, follows a different system model. For example, current-voltage character-
istics are often studied, and explained, in terms of injection cither through Schottky
effects or through tunnel effects. They can also be interpreted through the so called
‘space charge limited’ (SCL) current model. In order to reduce the threshold tension
for a particular diode, and depending on the dominant process, we should look more
to varying the metal of the electrode and the mobility of charge carriers within the
organic layers.

In Chapter X, we shall concentrate on this physical aspect of the functioning
of electroluminescent diodes. The chemical and physico-chemical aspects of these
devices have already been covered in depth elsewhere [bar 00a, den 00 and kra 98]
so will not be covered in any great depth here. We shall finally concentrate on device
applications currently being developed, with special regards to the area of display
technology.
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Electroluminescent organic diodes

I Introduction

To have an idea of the vast number of articles published regularly on the subject
of electroluminescent organic diodes, it is worth looking at the journal ‘Synthetic
Metals’, in particular issues devoted to the ‘ICSM’ conference. While a large number
of papers are published in this journal, it shows only a small fraction of all the material
available. This Chapter can therefore only limit itself to a very condensed view of the
subject.

Following on from Chapter 9 where the principle upon which these devices
function was presented, this Chapter:

¢ compares empirically obtained results with those expected from theories detailed
in Chapters VI and VII;

o considers the yields obtained with organic light emitting diodes (OLED)s and the
strategies used to improve these yields; and

e details the actual and possible future applications of these devices.

This Chapter will not go into discussions on the origins of electroluminescence
in organic materials (radiative transitions) as Chapter VII (Section V-4) has already
covered an interpretation of the obtained spectra, while Section VI of the same Chapter
detailed the nature of excitations (excitons). We have also seen how electron-lattice
interactions play a role in these properties, without forgetting the limits of the model,
originally proposed for small molecules, when applied to polymers.

For now, we shall just give the simple example, as understood by Burrows
et al. [bur 96], that electroluminescence in molecular organic light emitting diodes
(OLEDs) is due to the generation and recombination of Frenkel excitons within the
Alq3 layer. This was shown by observing luminescence spectra of Alq3 in solution
(in dimethylformamide), which, unchanged from those of solid, vacuum evaporated
Alq3, indicated that the recombinations were independent of the molecular environ-
ment and originated from excitations localised at individual molecules. These excitons
come from both electrons and minority holes, which control luminescence intensity,
and diffuse through layers which will accept their injection. We shall look at these
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layers in more detail later on in this Chapter. The electrons are localised at traps, which
are themselves distributed within a gap of average depth E; < ELymo. These levels
come from electrons, which act as polarons initially placed within the LUMO con-
duction band (CB) and localised (trapped) at molecules with relaxations generating
a level with depth E;. Indeed, the shift in the spectrum of electroluminescence with
respect to that of absorption can be interpreted as a Franck—-Condon displacement,
due to the change in the conformation of excited molecules, while the width of the
electroluminescence spectrum can be attributed to strong exciton-phonon coupling.

IT Comparing electronic injection and transport models with
experimental results

1 General points: properties and methods applied to their study
a Properties

From the first studies performed on organic solids (using anthracene), it was observed
that various regimes of behaviour could exist, especially for example with respect
to applied tension. Chapter VI gives further details. However, with OLEDs, clean
transitions between different regimes are generally rather rare. Experimentally, we
tend more to see only slight variations from the slopes predicted by laws detailed in
Chapter VL.

Two examples are used in this Section: for the small molecules, a derivative of
Alg3; and for the polymers, poly(para-phenylene vinylene) (PPV). The structure
in which these materials are presented is simplified to anode/organic solid/cathode,
in which either Alq3 or PPV is the organic solid acting as a layer into which both
holes and electrons are injected and electroluminescence occurs. There have been
published proposals for distinct mechanisms for each of the materials under study
here, respectively, [bur 96] and [par 94], with following and differing proposals,
again respectively, [ioa 98] and [blo 97a, blo 97b and blo 98]. More complicated
multi-layer structures are discussed in Section V.

b The nature of the electrical measurements and some practical precautions

Given that these materials are relatively resistant, it is worth bearing in mind that
any measurements must take account of their relatively long relaxation times, of the
order of a millisecond to a second, rather than of nanoseconds or less [kar 97]. In
practical terms, we can observe in the first characteristic I(V) curve that there are
peaks in the tension which may appear randomly, only to be unobservable on the
second trace. These peaks may be due to the filling, during the first trace, of certain
deep traps which, statistically, do not empty themselves—and therefore do not need
refilling—so that they effectively disappear from the second I(V) trace. It is generally
the second curve which is shown.
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Classically, characterisations are performed by measuring the current flow across
a sample to which is applied an increasing tension. The intensity of any electro-
luminescence is simultaneously recorded (initially with respect to luminance) and
the following identification of charge transport mechanisms is made by comparing
the empirically obtained I(V) curve against those predicted by theory. The results,
interpretations and discussions issuing from this process are presented in the following
paragraphs.

It is worth noting, however, that there are other important electrical characterisa-
tions which may be performed:

e time of flight measurements which indicate charge carrier mobility (for example,
with PPV, at an applied field of 10° Vem™', a mobility p &~ 107> cm? V=151
has been observed);

o measurements of thermally stimulated detrapping, using thermally stimulated cur-
rents (TSC) or thermoluminescence (TL), which permit studies of the population
of traps and their origin or eventual depth. Using these methods, the depth (U) of
traps in Alq3 were determined as U ~ 0.2 eV [for 98] and in PPV as U = 0.35eV
for traps in the volume and U = 0.68 eV and 0.82 ¢V for the levels of traps at the
interface, whose values depended on the polarisation tension [ngu 01]; and

o dielectric studies which permit measurements of metal-semiconductor barriers for
Schottky junctions (using the curve 1 /C2 = f(V)), or the evolution of relaxation
phenomena with temperature and frequency to resolve both real (¢') and imaginary
(¢") dielectric permittivities.

Different layers of dielectrics and their interfaces can be represented by equivalent
circuits of resistors and capacitors, the values and connections (series or parallel) of
which are varied until a near approximation is obtained [jon 83]. For the phenomenon
of ideal relaxation, or a Debye dipolar relaxation, for the curve £’ = f(¢') we have
a semi-circle or flat half-circle (as in the Cole~Cole diagram which corresponds to a
distribution of relaxation times), and the presence of a (default) interfacial layer can
be characterised by an oblique Cole-Davidson type arc [ngu 01]. While relaxation
phenomenon in the volume are dependent on temperature, those due to interfacial
layers (next to empty space) exhibit a behaviour practically independent of tempera-
ture, as we have already seen in Alg3. The same material has also exhibited a Debye
dipolar absorption with a relaxation energy (U) around 2.3 eV, a value associated with
the depth of trap levels in the volume of the material {jeo 01b]. Appendix A-10 gives
further details.

2 Small molecules (Alg3)
a A study of interface barriers in a standard structure of ITO/Alq3/Ca

o Principal points  The simple ITO/Alq3;/Ca structure simplifies the study of pro-
perties of charge injection and transport. The electroluminescent properties, with
respect to an electroluminescent diode are, however, relatively limited as although
injection, transport and radiative recombinations occur readily in Alg3, the same is not
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true for the injection and transport of holes, which control the radiative emissions (thus
the necessity of a specific layer added to the anode side in device fabrication).

Thermoelectronic or Schottky [cam 99] or Fowler-Nordheim electrode emissions
are generally accepted to be responsible for injection at contacts, when the latter are not
ohmic. When the height of the apparent barrier is above 0.6 €V, in general, the current
within a structure is thought to be governed and thus limited by these electrodes [she
98]. Once the barrier is lower though, the current is only slightly dependent on the
electrode emission (as the contact is on principle ohmic) but is heavily dependent on
the volume and follows the laws we established in Chapter VI, where at low tensions
the ohmic law reigns and at higher tensions the SCL and TCL laws play their roles.

It is interesting to note here how there is a considerable gap between language
and reality: an ohmic contact actually results in a non-ohmic conduction law of the
type I o« V (with m > 2)and is characteristic of TCL or SCL laws, which reign over
virtually all values of tension. The SCL law is exceptional in that between the values
of around 0 to 1V, typically, the density of injected carriers remains lower than that
of thermally generated carriers (which is such that ng = N. exp{—E¢ — Eg/kT]). It
is only in this minor domain that ohmic characteristics are retained.

We shall denote the workfunctions of ITO, calcium and Alq3 as Wito, W,
and Wajq3, respectively, and the electron affinity, the potential ionisation energy and
the size of the forbidden band of Alq3 as x aiq3, Ipalg3 and Egalq3, respectively. As
empirically derived values, we have Wyto = 4.6¢eV, Wy = 2.9€V, a3 = 3.3¢€V,
Egaigs = 2.6¢eV, and thus Ipaig3 = 5.9€V [values for Alg3 obtained from sch 95].
On taking Waig3 = Xalg3 + (Ec — EF), a value calculated from the expression
(E. — Er) = kT Ln(N¢/ng) using Nc = NLumo = 101 em™3 and ng = 10! cm =3
(for Alq3 see [bur 96]), we obtain (Ec —Ep) =0.5¢V, that is Waig3 = 3.8¢€V.
Figure X-1 shows the electron levels prior to the application of a tension. Once
contact is made with the electrodes, the positions of bands are adjusted by the align-
ment of Fermi levels, as shown in Figure X-2 for Vapplies = 0. The values of the
diffusion potentials at the two interfaces adjust so that Waigr = Wrro — Waiq3 and
Wéiff = Waig3 — Wca. In general, we assume that for these organic solids the bands
are rigid (oblique, thick grey lines in Figure X-2) and correspond to the metal-
insulator-metal (MIM) structure in which there is a constant field across the insulator.

Vacuum reference level

Wrro =46 iga 1 33

Waiga =3.8
Ipas
: (E - Epl=0.5 VE
E - 4 A lq 3
ITO Egaigy = 2.6

Figure X-1. Electron levels prior to application of tension.
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Figure X-2. Electron levels after contact made (Vapplied = 0).

We should note that a constant potential gradient corresponds to a homogeneous dis-
tribution of charges within a volume and that band curvature occurs, typically, in
solids in which the concentration of carriers is higher than 1017 cm =3 [lei 98, p. 8551,
and that occurs only for organic solids when they are doped, something not generally
applicable to electroluminescent diodes.

B Electron levels following polarisation On making contact with electrodes and
applying a tension of the flat bands, i.e. Vgp = (Wito — Wea)/q, we arrive at the
situation detailed in Figure X-3 in which the tension Vpp = [Vir0 — V(a] > 0 is
applied at ITO and the potential of Ca remains unchanged. Here, the bands are in a
rigid conformation and are horizontal after application of the flat band tension Vgp
(thick, grey lines show the band structure of Alg3 with HOMO and LUMO levels
parallel to metal (ITO and Ca) bands and the initial vacuum level).

Once a flat band tension (Vgp) and an additional positive tension (Vpg) is
applied to the anode (ITO), that is Vg, = Vp + Vpy, the electron levels take up
the configuration described in Figure X-4 in which is represented the resulting band
movement.

v Recapitulation of applied schemes (Figure X-5) In practical terms, OLEDs are
generally fabricated as detailed in Figure X-5-a.

Wiro F 4.6

qu.

HOMO

Figure X-3. Regime of flat bands.
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Figure X-4. Band scheme following polarisation Vapp) = Vp + Vps.
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Figure X-5. Practical ITO/Alq3/Ca diode: (a) conception; and (b) band scheme.

Given the results shown in Figure X-4, it was possible to prepare the electronic
structure shown in Figure X-5-b for the example system. We can see that the drop in
tension which appears of its own accord is in fact what we called Vpg (the “positive sup-
plementary’ tension applied to the ITO anode), and is equal to the total applied tension
minus the flat band tension (Vgp). The latter is such that Vgp = (Wito — Wew)/q.
In this example Vgp = 2 volts, a non-negligible value in contrast to those generally
used of the order of 0 to 15 V.

Important information can be gained with respect to the interfaces, where the
barrier at the anode, seen by holes, is equal to Ax = Ipalg3 — WiTo, Which in this
example is Ay = 1.3 eV. Given the widely accepted value Wiro = 4.9eV, A canbe
considered to approximate to 1 eV. Following on from the points noted above at the
beginning of this Section, we can imagine that the contact at the anode is not ohmic
and risks even being limited by Fowler—-Nordheim emissions.

We can note though that at the cathode, there is no barrier to the injection of
electrons (the drop in potential energy for electrons being Ac = X a1q3 — Wca which
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works out as Ac = 0.4¢V). Indeed the contact can be assumed to ohmic as in the
region of this electrode the Fermi level penetrates the degenerated Alq3 LUMO.

b Experimental behaviour and first interpretations

Studies of I(V) characteristics have shown that Schottky emissions can give an ideality
factor (n) of the order 20, a very high value indeed, and an unusually high diode
series resistance at 50k2. However, the emission law for tunnelling effects is not
completely verified, even at high tensions, and contrary to theory it has been experi-
mentally shown to increase with temperature. In fact, only the TCL law is followed
completely within domains which yield electroluminescence (see Figure X-6 for the
ITO/Alq3/Ca structure).

The same conclusions as those detailed just above have been reached, qualita-
tively, for more complicated systems based on ITO/TPD/Alq3/Mg-Ag by Burrows
et al. [bur 96]. TPD is a material used to reinforce hole injection, and Mg-Ag as the
cathode has, like calcium, a low workfunction, but exhibits a slightly lower reactivity
[rot 96]. For Burrows et al., interface reactions between the low workfunction elec-
trodes and the electron transport layer (EL) introduce states into the HOMO-LUMO
gap and result in ohmic injection at the point of contact. On replacing Mg-Ag with In,
which has a higher workfunction, the TCL law is no longer followed and current is not
volume limited but controlled by the electrode injecting electrons. More precisely, the
ohmic law is followed at low tensions (due to thermally generated carriers of density
ng) in thick films, while the SCL law is followed in the same regime for thin films
(current varies as V2/d>, so when d is large, the current is dominated by the simple
ohmic law). As the tension increases, the Fermi pseudo-level rises and traps start to
fill up. This decrease in the number of empty traps, which now receive few electrons,
induces a rapid increase in mobilities and the overall current, resulting in the TCL
law being observed (I o« V™1 /d2m+1y At a sufficiently high value of V, all traps are
filled and we should once again find the classic SCL law, although this type of value
of V is rarely obtained without destroying the films.
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Figure X-6. (2) I(V) characteristics of the ITO/Alq3/Ca structure; (b) Luminescence curve
with tension for the ITO/ALqg3/Ca structure.
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There have been numerous arguments developed as to why the TCL law is
observed [bur 94] and [bur 96]:

e when m is sufficiently high, I & V/dz, so that when I is a constant, V = f (dz) i
a straight line as indicated in Figure X-7-a;
as Ty = E;/k = mT, m mustincrease as T decreases, again shown in Figure X-7-b;
additionally, m = Ty(1/T), and plotting m = f(1/T) gives T; = 1780K and E; =
0.15eV which is a value in agreement with that given by quantum calculations
(0.21 eV and detailed in Chapter IV, Section III-3 (see also Figure X-7-c));

e taking the law I o« V™1 /d2m+1 it is possible to determine N; = 3 x 1018 cm =3
and N, = 10'° em—3 (also using the formula for Jex, given in Chapter VI, Section
IV-6-b). In addition, from the volume mass, the density of molecular sites can be
evaluated to the order of 2 x 10?! cm™3. We can conclude that electrons injected
into LUMO levels are subsequently strongly localised and with a high proportion
of which being held in trap levels, from which they can recombine (radiatively)
with holes; nevertheless, their low concentration with respect to the overall number
of molecular sites can explain their low quantum yield in Alq3 (around 1 %).

Figure X-7-d gives a general view of the mechanism of electroluminescence.
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Figure X-7. (a) Line V=1 (d2) in which d = film thickness. (b) I(V) curves with varying T.
(c) Line m = f(1/T) in which the slope gives Ty, that is Ey = kTt. (d) Electroluminescence
mechanisms in Alg3.
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An ‘academic’ hypothesis of the TCL model operating with the trapping time being
longer than the average transit time (for a hop between two molecules in the LUMO)
was proposed to answer criticisms concerning electronic transport in the model, which
envisages a band structure arising from the solid (see discussion in Chapter VI, Sec-
tion IV-2-a). The mechanism of transport limited by traps (TCL) simply demands a
sufficient delocalisation of charges to establish a thermal equilibrium between free
and trapped charges [bur 96]. As we have seen, N; & N, indicating that each elec-
tron introduced into the LUMO band will subsequently and automatically trapped
on an Alq3 molecule. A relaxation would follow yielding a polaronic state which
would then result in conduction occurring through hopping mechanisms appropri-
ate to these quasi-particles (with reduced mobility, as experimentally confirmed with
p =5 x 1072 em? V171,

¢ Controversial points and proposed improvements [ioa 98]

a Controversial points [ioa 98] There are essentially two details which remain
under discussion:

¢ that concerning the actual existence of the band scheme for small molecules,
although this argument is not discussed here; and

o that which relates to the hypothesis of invariance of mobility with respect to an
electric field, which is used in establishing the SCI and TCL laws. There are the
following considerations which can be brought to mind:

— up until now, because of the low mobilities and short mean free pathways
(mfp) observed in organic solids, it was thought that between any 2 colli-
sions the carriers could not gain much energy from an applied field, and
that mobilities and transport were governed by temperature (T) through
thermal vibrations overcoming barriers and were essentially independent
of the applied field (in contrast to inorganics).

— However, in disordered systems, the general expression for p is empiri-
cally obtained and has only been verified through Monte Carlo simulations
in terms of position and energy for individual jumps between disordered
sites [bids 93]:

_Az o 12
W = Lo €Xp (k—2"1—"§) exp (C {[E;l;] - 22] E;/2>

in which g is the mobility in a zero field, o and ¥ are parameters which
characterise, respectively, the energetic (diagonal disorder) and positional
(non-diagonal disorder) degrees of disorder [cam 98b] and [shi 98], while
o represents the width of the Gaussian distribution of transport states and
A =2g/3.

Alternatively, Gill’s empirical law for charge transfer, established using
amorphous complexes is also used [gil 72]:

A JE 1 1 1
w(T, Ey) = poexp (——0> exp|G -2, where — = — — —
kTeff kTeff Teff T T0
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in which Ag is the activation energy at zero field, Ty is the temperature at which
straight lines p. = f(1/T) with respect to the applied electric field gives an intersection
{experimentally, these lines converge at 1/Tj).

Generally for small molecules, the derived mobility of carriers increases with the
applied field. In the presence of energetic disorder, the electric field aids electrons
overcome potential barriers due to energy differences between sites, which affect
mobilities [i0a 98]. The mobility follows a Poole-Frenkel like law (which works over
concentration—see Chapter VI, Section V1) of the form:

W o o exp(aE)/?)

from which variations with temperature can be obtained by placing t=
19 exp(—A/kT) into p = gqt/m.

However, in certain materials such as polymers doped with molecules to the order
of 5 to 25% by mass, mobilities do decrease above a certain value of the applied field
E,. As shown in Figure X-8, in qualitative terms, we can suppose that this effect is
due to ‘diagonal disorder’ associated with the variable distances between molecules
[gre 95]. Under a weak field, there are many available and facile pathways (short
distance hops in different directions with respect to the field) which are, nevertheless,
removed once a strong field is applied.

B Possible models The presence of trapping levels has been shown not to be
necessary by Conwell’s group, by modelling the characteristics of organic materi-
als [ioa 98]. The group has even supposed that such levels do not exist, because
in examples where only electrons have been injected (using the same LiF/Al con-
tacts on either side, which are supposedly ohmic), the I(V) curves are identical
whether or not the tension is interrupted during the measurements, indicating neg-
ligible electron trapping. We should consider, however, the kinetics of such an
experiment—see the preceding Section II-1-b. Experimental characteristics may be
verified simply by using Ohm’s law, into which can be included the appropriate
law for variations in mobility: p = g exp(aE;/ 2) where |Lg is the mobility under
a weak field and o a parameter increasing with disorder. This has been found to
be true when using I = ne uo[exp(aE;/z)]Ea, witha = 1.3 x 1072 ¢cm%3 V=93 and
Ho = 6.5 x 1071%cm?v—1s~1,
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Figure X-8. Qualitative description of charge transport in strong and weak fields.
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Its important to state though that the presence of trapping levels has been confirmed
using a variety of techniques:

¢ Thermo-Stimulated Luminescence (TSL) [for 98] in which the principal peak
was modelled using a distribution of traps with energies between 0.25eV and
0.15 eV. Two supplementary peaks were observed towards lower energies (around
0.07¢V); and
o Photodipolar absorption [jeo 01b] which results from a thermo-photo-dielectric
effect due to:
— a photonic, preliminary luminescence excitation with electron ‘pumping’
onto trap levels (typically with a Wood lap emitting light at A = 365 nm);
— a thermal effect with an initial cooling then heating of the sample; and
— a dielectric effect by reorientation of dipoles associated with trapped
charges using a radio frequency field.

This technique has given rise to traps with depths of approximately Et = 0.2 eV, and
has shown that traps can persist, following excitation with daylight, for around 1 hour.

It seems reasonable enough to assume that effects due to space charges and mobil-
ity dependencies on the applied electric field should affect J(V) characteristics [she
98]. However, if we look closely at these characteristics with respect to TCL repre-
sentations (which is the most widely respected law), then we can see that they do not
follow perfectly straight lines. There is very possibly an improvement which can be
made to the TCL law by taking into account mobility dependence on other parameters
such as temperature and the electric field.

If we look again at the general expression for current density, ignoring the diffusion
term, we have J = pv = qonuE, that is, J = qnuuV/d. In general, as above discussed,
the concentration n of current limited by space charge are in the form n oc V™ . Once
only free (untrapped) charges contribute to the space charge, then m = 1 (giving the
saturation current J; in Mott-Gurney’s law). If charge space is dominated, however, by
trapped charges (as can be supposed given the above detailed results) within traps of
exponential energy distribution, we now have m = T, /T where E; = kT. As detailed
above, we now have J oc V™! and in addition, if we suppose that mobility (p) is
not actually a constant, the J(V) law will depend on variations in p and will no longer
follow a law based on V™! if . varies with the electric field, that is with V /d (where
there 1s a break with the TCL law).

The essential problem is to resolve the dominant effect (space charge or mobility)
in any specific tension domain. If we can suppose that mobility varies negligibly with
respect to E,, so that Laplace’s equation may be integrated, we can directly introduce
the appropriate mobility law pw(E,, T) into TCL type equations.

3 Polymers
a Initial models [Par 94]

o Emissions through tunnelling effects (Fowler-Nordheim) In the case of poly(2-
methoxy,5-(2"-ethylhexoxy)-para-phenylene vinylene), commonly called MEH-PPV,
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Parker showed by experiment that carrier injection is controlled by the height of
the electrode-polymer barrier. For the demonstration, diodes which gave preferential
injection of one charge carrier type over the other (see Figure X-9) were used.

This effect is classically obtained by varying differences between the workfunction
of the cathode metal and the electron affinity of the polymer on the one hand, and
the workfunction of the anode metal and the ionisation energy of the polymer on the
other. In so doing, at the metal-polymer interfaces, one can favour the passage of
holes and destroy that of the electrons, as shown in Figure X-9-a, or indeed favour
the passage of holes and destroy that of the holes, as in Figure X-9-b.

With MEH-PPV, the best results have been obtained using a calcium cathode and
an indium tin oxide (ITO) anode. Experimental curves have shown that the I = f(V)
curves:

e uniquely depend upon the value of the electric field (and not the tensions, as is
found for Schottky inorganic structures); and
e are virtually independent of temperature.

This behaviour can be seen as characteristic of tunnelling effect, following the Fowler-
Nordheim equation, over a triangular barrier. Log(I/E2) = f(1/E,) is a straight line,
and permits a deduction of the barrier heights at the interface between the injecting
electrode and the polymer (for ITO see Figure X-9-a, and for Ca see Figure X-9-b).
This conforms with the scheme for rigid bands as the bands curves can only be at
a minimum given the low carrier density within the polymer, estimated to be of the
order of 10" ¢cm™3 from C(V) measurements.

B Functioning voltage and yield Generally speaking, I-V characteristics are essen-
tially determined by the majority carrier, which are in turn determined, be they holes
or electrons, by the lowest electrode-polymer barrier, respectively, situated between
the anode and the polymer or between the cathode and the polymer. However, the
yield of a diode is determined by the minority carriers injected at the highest level
of the barrier, a parameter which we will look at in more detail below. Indeed, the
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Figure X-9. PLED structure favouring: (a) hole; and (b) electron injection.
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yield can be varied by changing the barrier observed by minority carriers, and this
can be done without modifying the function voltage (the barrier observed by majority
carriers). The inverse is also possible. On going from ITO to Ag and then to Ca, as
shown in Figure X-10-a, the anode tension must be increased so that hole injection
can be maintained (respectively, 10, 15 and 25 V). The slopes of the bands ensure that
tunnelling effects are as large as the workfunction of the metals are low.

There is an optimised yield when the barrier observed by minority carriers is zero,
as in Figure X-10-b, i.e. the barrier at the cathode is as low as possible. However, the
lowest functioning voltage is obtained when a zero (minimum) barrier is observed by
the majority carriers (at the anode). Diode optimisation is generally accepted when
the chosen electrodes are such that the workfunction of the anode is equal to the
ionisation potential of the polymer, and that the workfunction of the cathode is equal
to the electron affinity of the polymer. For the system here, using MEH-PPYV, the best
pair of electrodes are thus ITO for the anode and calcium for the cathode (See Annex
A-11, Section II-1 for the description of MEH-PPV). The yield is around 1% for a field
of approximately 3 x 10’ Vm™!. We can remark that the barrier observed by holes
is around 0.2 eV, and for electrons is near 0.1 eV, and that the roles of majority and
minority carriers has been reversed. It has been shown the yield can be improved when
using Ag as an anode, and at the cathode, with Sm (2.7 eV) or Yb (2.6 eV), the opera-
tional voltage does not decrease and chemical reactions between the low workfunction
metals and the polymer may occur—risking the formation of interfacial barriers.

y Starting and function tensions The starting voltage depends only on the band gap
of the polymer, and would be equal to this gap if it were not for non-zero barriers
at the interfaces (see Figure X-11-b). The tension does not depend on the thickness
of the polymer film—as verified by the characteristics shown in Figure X-11-d. The
minimum voltage required for the diode to function—that is to produce tunnel effects
and emit a visible light—as shown in Figures X-11-c and d, does however depend on
film thickness, as the tunnel effect is a current fixed by the field, which has a value
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Figure X-10. (a) Effects on tunnelling at the barrier due to work functions; and (b) an optimised
component.
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Figure X-11. Band structures of ITO / PPV / Ca system: (a) zero bias; (b) at flat band condition;
(c) forward bias; and (d) corresponding log I = f(logV) characteristics.

dependent on film thickness. The minimum functional voltage is sensitive to barriers
at the electrodes, in contrast to the starting voltage which would vary directly by
0.1eV for a barrier of 0.1 eV, as detailed in Figure X-11-b.

b The roles of current limited by space charges (SCL), traps (TCL)
and double injection (VCC)

Bradley and his team have shown that for PPV used in the simple set-up ITO/PPV /Al
[Cam 97], the Fowler-Nordheim law did not correctly account for experimentally
obtained results with respect to temperature, film thickness and the amplitude of I(V)
characteristics. At high tensions, the law observed was of the TCL type, with an
exponential distribution of traps of average depth of 0.15eV. At lower tensions, the
law followed was space charge limited (SCL), exhibiting a mobility which varied with
temperature and field in accordance with the Arrhenius law. The transport through the
volume can be seen as a hopping mechanism between states distributed following a
Gaussian curve, with deep sites playing the role of traps.

Another study, run simultaneously to that detailed above and following the same
idea as that detailed previously [par 94], was carried out in the Philips laboratories [Blo
974, Blo 97b and Blo 98]. The Fowler-Nordheim law gave rise to currents considerably
higher (by several orders) than those found experimentally. Two mechanisms were
studied, those of hole and electron transport. Here we will describe each individually.
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a Hole transport Using the ITO/PPV /Al structure, which favours hole injection
only, it was shown that current followed the SCL law, as shown in Figure X-12-a. We
have J; = (9/ S)S;LPVZ /a3, showing that current is volume and not electrode limited.
With ¢ = 3, hole mobility could be estimated as 1, = 5 10~""'m?v~=1s~1 It should
be noted that at high fields, a deviation from the SCL law occurred (experimentally,
the current was higher than that given by J;, as shown in Figure X-12-b).

As detailed above, because of ‘non-diagonal’ disorder associated with variable dis-
tances between molecules, under low fields facile transport pathways are available
(short hops in directions at variance with the applied field) which become inaccessible
at higher fields. As the field strength increases, the mobility follows a Poole-Frenkel
type law (assuming that traps are not responsible for disorder, as there is a quadratic
SCL regime without traps unlike the TCL system).

With pg the mobility under zero field and A the energy of activation,
= noexp(—A/kTp) exp(uEl/z). This gives A =048eV and po=3.5x
1073 m2 V~1s7!, The factor o has been empirically defined with respect to tem-

perature as o = G (ﬁ - ﬁ) The insertion of y into J; has been used to obtain

an excellent agreement with experimentally obtained J(V) curves. Here, G = 2.7 x
107 eV V93 m=93 and Tg = 600 K, values similar to those obtained for poly(N-vinyl
carbazole) (PVK).

We should note again, however, that to obtain Jg from the SCL law, we have (0
suppose that p is a constant with respect to x, but £ = E(x), so we have to state that
the variation is sufficiently small so as to be able to perform the integration!

B Electron transport The example used here is that of Ca/PPV /Ca which favours
electron transport and is shown in Figure X-13. The current due only to electrons is less
than that due only to holes, up to 3 orders at low tensions. Limited by traps, electron
current is strongly field dependent, and follows a TCL law, that is J oc V! /d?*+! in
which traps are exponentially distributed. The slope of logJ = f(log V) gives m and
T, = 1500 K and N, = 108 cm 2.

vy Recombinations On the basis of bimolecular recombinations, mechanisms
involved in recombinations have also been studied [Blo 97a). The I(V) characteristics
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Figure X-12. (a) SCL I(V) curves at Typypients and (b) deviation from the SCL law at low
temperature and under a high field.
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Figure X-13. I(V) characteristics for electron transport.

give rise to only a slight difference between single hole and double injections. Double
injections are hole dominated while electrons are highly trapped. The recombination
constant has been estimated to show that only around 5 % are actually radiative, the
greater part in PLEDs occurring non-radiatively.

III Strategies for improving organic LEDs and yields

1 Scheme of above detailed

processes

Figure X-14 details the various stages towards electroluminescence [Bra 96].
To give a summary of the different stages, covered above:

A in which currents {1} (electrons) and {2} (holes) are injected, respectively, giving

rise to leak currents {1’} and {2'}. Figure X-14 shows current densities and carrier

speeds;
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Figure X-14. Basic mechanisms in electroluminescence.
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e B in which electron-hole recombinations occur, resulting in the initial formation
of excitons in singlet {3} and triplet {4} states;

e C in which excitons are dissipated either through the radiative {6} (singlet —
singlet) or non-radiative {7} (singlet — extinction centre) and {8} (triplet —
singlet) pathways; and

e D in which there is refraction of the light beam on going from the material to air
interface.

2 Different types of yields

As detailed in Chapter VIII, in general terms, different types of yields may be
defined as:

a The external quantum yield

This yield, the external quantum yield, is defined by:

number of photons emitted outside the structure

Next = = MEL-

number of injected charges
The external quantum yield can also be thought of as the product of two other yields:
Next = NoptNeint> Where Ngine is the internal quantum yield and nop the coefficient
given in Chapter VIII to account for refractions at the diode-air interface (step D
in Figure X-14). With an organic material with an indice n greater than that of air,
only internal emissions incident to the interface at an angle below the limiting angle
01 can escape towards the exterior. The result is a non-negligible loss, as the factor
Topt ~ 1/ 2n? (calculated in Chapter VIII, Section II1I-2, using Lambert emissions) is
of the order of 0.2 when n = 1.6. External yields are therefore only around 20 % of
internal yields. Efforts required to improve this figure are detailed later on.

b The internal quantum yield

The internal quantum yield can be thought of as the product of three different factors.
Each one is with respect to the steps A, B and C, detailed in Figure X-14, and can be
singled out in the defining equation for this yield, ngint = Ynr®¢, where:

e YVis the level of recombination of injected carriers i.e. y =J;/J1. In Step A,

with JT = Jh +J = Je + Jh (total current density) and Jr = Jh Jh = Je J’
(recombmatlon current density) then y = 1 if there are no leak currents (J/
J;l = O) and there is an exact equilibrium between the two types of current ie.
Je = Jh However, for example, if all holes are used up in recombinations, Jj, = 0,
then some electrons will traverse the whole structure without recombining giving
J.#£0,andy < 1

e 7y is the generated fraction of radiative singlet excitons, as denoted in Step B,
due to the probabilities of the spins required to yield electroluminescence from
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singlet states (S = 0, Ms = () and triplets (S =0, Ms = —1, 0, 1). 0, can be
directly estimated from n, = vs/[vs + v1] = 0.25 = 25 %; and

e &y is the fluorescence quantum yield (see Step C) and while always below 1, it
can reach up to 0.7, the loss being due to inevitable, non-radiative recombinations
{7}. The latter are due to singlet excitons recombining, in general, close to the
interfaces, or because of the presence of extinction centres such as impurities
and non-radiative traps. In addition, bimolecular recombinations do not operate
at 100%, even with the low mobility of carriers in organic media.

¢ The quantum energy yield

The quantum energy yield is expressed in W W~ and represents the ratio

_ Emitted luminous energy _ Dphoto 1shv B hv
n= Supplied electrical energy - Ncharges€ V = MEL eV

From the above equation it is evident that for a given emitted wavelength (given
hv), the lower the operational voltage, the higher the energetic yield. This explains the
interest in trying to reduce the operating voltage. Typically, organic materials exhibit
values of hv/eV of around 0.3.

d The luminous yield

The luminous yield takes into account the photo-optical response of the human eye,
which is defined by the relationship n;, = 1 - K(}) in which K(X) is constant relating
observed and actual scales of energy. At A = 555 nm, K(A) = 683 Im W™!. This yield
is thus expressed in lumen watt ™!,

3 Various possible strategies to improve organic LED performances

Luminance, which depends on the intensity of emitted light, is determined principally
by the current density of minority charge carriers and then by the number of these
carriers which undergo radiative recombinations with the majority carriers.
The quantum yield, which can be written as the product of the four terms detailed
just above NEL = NoptNg int = NoptYNr P, can be optimised with each of these terms.
The optimisation of these components necessitates:

o the highest number of minority carriers undergoing radiative recombinations. This
in turn necessitates the use of efficient electrodes and injection layers for these
carriers (with a high injection current or ohmic contact). Given that interfaces tend
to favour the presence of defaults, which act as extinction centres of luminance,
it is judicious to try and displace the recombination zone for the minority carriers
towards the bulk of the material. This necessitates the use of a minority carrier
transport layer, as the injection layer may not necessarily be good for minority
charge transport;



X Electroluminescent organic diodes 275

e an improved method for allowing otherwise trapped emitted light to exit the
device. Microcavities, structures which diffuse light, can help direct the emissions
and improve the otherwise highly detrimental value of nop:

e as high a possible level of injected carrier recombination. y = J./Jt will
increase if:

— J; is Jarge and, as previously noted, there is as great a current of minority
carriers as possible, which in turn demands as low a leak current as pos-
sible. The use of layers confining the holes and electrons can respond to
this demand;

— Jr is small and therefore the majority current is not too great with respect
to the minority current. The injection of majority charges which do not
go on to recombine with minority charges adds nothing beneficial to the
optical behaviour of the device, uselessly consumes current and results in
a harmful heating effect which reduces its lifetime [tes 98];

o the highest possible level of radiative exciton production possible (i.e. a high value
of ny). This in turn means recovering the highest possible percentage of triplet
excitons which result in electron injection. The use of phosphorescent materials
and mechanisms which can transfer triplet to singlet states can be envisaged; and

¢ the fluorescence quantum yield (®r) should be as high as possible. Generally, in
the solvated state, this factor can be very high, even near to 1 (for example, laser
dyes). However, in the solid state, this value is generally much lower, typically
of the order of 0.1 to 0.5. This is due to forbidden dipolar transitions between the
fundamental and lowest excited states which appear, either localised on a dimer or
as a band in the solid state, following the breakdown of degenerate levels present
in the solvated state [sch 00]. Thus well organised and crystalline states should be
avoided, as we have already seen in Chapter VII, Section VI-6. There is neverthe-
less a condition that can be imposed upon the latter remark, and that is that any
disorder imposed should not be so great as to limit any gains in transport (injec-
tion and that of minority charge carriers) which can arise from the organisation
of a system (where charge mobility can be high) and would otherwise improve
the fluorescence yield. This is a characteristic of certain types of materials, for
example those based on discotic molecules [seg Ot]. In addition, as previously
mentioned, non-radiative centres should be excluded, by the use of layers free of
structural faults or other imperfections.

Another, delicate problem is that of ageing, which results from external effects
or from the electrodes. The former may be resolved using encapsulation, while the
latter is slightly more difficult but can be resolved using barrier layers, an example of
which is PPX deposited via VDP (see Chapter VII, Section I-3).

There is no way we could even pretend to detail all the possible strategies that
have been devised to answer the above criteria. Instead, we shall limit this Chapter to
only the most currently used solutions, especially when we look at actual applications
of these devices. Nevertheless, we shall briefly detail why some organic solids are
p-type (polymers such as PPV or poly( para-phenylene) (PPP)) and why others are
n-type (small molecules such as chelates), at least when protected from oxygen.



276  Optoelectronics of molecules and polymers

IV Adjusting electronic properties of organic solids for
electroluminescent applications

1 A brief justification of n- and p-type organic conductivity
a Small molecules

The best known example is Alg3, in which the chelation, or complexation, of the
AP ion with 3 ligands leaves the aluminium reduced in electron density to become
effectively an electron acceptor. When assembled with other Alq3s, this character
results in a facile transport of electrons, and thus Alq3 is considered an n-type material.

Another example is that of layers of the complex rare earth complex of diphtalo-
cyanine PcoM, where Pc is [C3,H;6Ng]*~ and M is the rare earth ion. These materials
are intrinsically n-type (under vacuum). Scandium diphtalocyanine is paramagnetic,
as its outer orbital is but half-filled and has unpaired electrons delocalised over the
phtalocyanine macrocycles. The n-type conductivity, under vacuum, can be due to
intermolecular transfer of these single electrons. On contact though with oxygen,
the gas is chemi-absorbed and forms oxygen- Pc;M bonds. The oxygen cannot be
removed by the simple application of a vacuum, due to the formation of a charge
transfer complex in which the Pc,Sc is lacking in electrons and the oxygen gains a
negative charge. The positive state of the PcoSc moves as a hole through diphtalo-
cyanine molecules which surround the negatively ionised oxygen molecule. In effect,
these materials change to being p-type once exposed to air, as do many polymers
which are subject to a similar mechanism.

b Polymers

In general, polymers tend to behave as p-type semiconductors. The origin of this can
again be contributed to the presence of oxygen [gre 94, p 58]. We can also add that in
the case of PPV, obtained like many other polymers from the thermal conversion of a
precursor, that the process used for its preparation can give rise to many pendent bonds.
A possible result is therefore the transfer of electrons through the corresponding levels,
also possibly generated by thermally diffused oxygen, from levels at the highest point
of the polymer valence band. The latter thus generates holes. The generation of this
p-type character of polymers can also be evidenced on doping using ion implantation
[mol 96].

¢ Adjusting the type of conduction

The type of conduction of a material can be changed by altering the ‘backbone’ of
the organic material, simply by adding on electron donating or accepting groups (see
also Chapter X1I, Section II-3). For example, PPV can be modified to facilitate:

o the injection of electrons by increasing the electron affinity () of the polymer
on adding electron attracting groups, such as cyano (CN), onto its backbone.
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Figure X-185. Structure of cyanated poly(para-phenylene vinylene) (CN-PPV).

Figure X-15 shows the example of CN-PPV [bra 96]. Even aluminium can be
used to replace calcium as the cathode with this material, without altering the
yield;

o the injection of holes by stabilising their presence on the polymer by modifying
it with electron donors such as alkoxy (—-OR) or amine (-NH;) groups.

2 The problem of equilibrating electron and hole injection currents

As detailed above, the equilibration of electron and hole injection currents is essential
in order to generate excitons. If this cannot be done then:

o alarge current of electrons or holes can pass through the device without generating
excitons, an obligatory step in the process of light emission, thus reducing the
yield; and

e there is an initial formation of excitons only to be reduced in the neighbourhood
of one or the other of the electrodes (the cathode or the anode if, respectively the
majority current is holes or electrons) in a process tied to the presence of default
extinction sites of the organic-inorganic interface.

There are two methods by which an equilibrium can be reached (Figure X-16):

e adjust the workfunctions of the metallic electrodes so that the barriers at both
organic-inorganic interfaces are close, in a method only valid if the current is
determined by injection and not by the bulk. However, this can mean the use of
reactive electrodes, which suffer from problems which will be detailed in Section 3
below; and

¢ modify the organic solid to the workfunction of the metallic electrodes so as to
reduce the size of the barriers at the two interfaces. Electron affinity and ionisation
potentials are parameters used to choose appropriate materials, although the choice
is also governed by the type of transport.

3 Choosing materials for electrodes and problems encountered with interfaces

A very simple and conventional structure is illustrated in Figure X-16, into which
PPV or Alg3 can be placed.
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Figure X-16. Modification of electrode and bulk materials in a simple system.

a At the cathode
Briefly:

e Metal from the cathode can diffuse into the polymer, which becomes doped. The
injection barrier is therefore moved to between the doped and undoped parts of
the polymer. Covalent polymer-metal (aluminium) bonds can develop with the
generation of a barrier towards charge injection at this level;

e Different alkaline-earth metals have been used with Alg3. With Ca, it is appar-
ent that the presence of residual oxygen (10 mbar during deposition) forms a
passivation layer which arrests interactions (Ca with N then O of Alq3 if Ca is
deposited on Alq3), or degradations of Alq3 (if Alq3 is deposited on Ca). With Mg
as the cathode, oxygen needs to be completely removed. However, the injection
barrier at the interface of Al and Alg3 is actually reduced if a thin layer (0.5 nm)
of LiF (or CsF) is introduced between Al and Alq3. The introduction of a thin
layer (1 nm) of MgF, between Alg3 and an alloy of Mg:Ag (10:1) increases both
the quantum yield and lifetime.

b At the anode

The most typically used substance for the anode is mixed indium and tin oxide
(ITO). It has a square resistance between 4 and 802/0. An inconvenience which
does arise with this material is its ability to generate oxygen, which can diffuse
towards the organic solid and result in a degradation due to photo-oxidation. The
p-type character of conjugated polymers makes them good candidates as materials
for anodes, favouring the injection of holes. They can also play a role in protect-
ing against oxygen. Interesting effects were observed with doped polyaniline, which
being optically transparent was used to replace, or used on, ITO. As we shall see, in
multi-layer structures, polyethylenedioxythiophene (PEDOT) can also play the role of
barrier against diffusing oxygen and hole injectionif o > 2 Q~Tcem™!, as can copper
diphtalocyanine.
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Figure X-17. Confinement zone formation.

4 Confinement layers and their interest

It was very quickly realised that confinement layers were necessary to improve the
probabilities of carrier recombinations [fri 92], even though organic materials provide
high probabilities due to the relatively low carrier mobilities. The use of this layer
though also allowed greater separation of the recombination zone from the electrode
interfaces. As shown in Figure X-17, the confinement zone is obtained by choosing
materials which at their interfaces form barriers against holes coming from the anode
and against electrons coming from the cathode.

V Examples of organic multi-layer structures:
improvements in optoelectronic properties

1 Mono-layer structures and the origin of their poor performance

As an example of a mono-layer structure we will detail ITO/Alq3/Ca. Figure X-5
shows that while electrons may be easily injected at the cathode towards the emitting
layer, as there is no potential barrier, a similar remark cannot be made for holes.
The high potential barrier, around 1 eV, which holes observe at the interface between
anode and Alg3, reduces any charge injection. This can only be overcome by the
application of a high potential, which results in charge transfer, notably, by tun-
nelling eftects. As previously discussed, luminance and electroluminescent yields are
strongly dependent on the minority current. With the Alq3 molecule being n-type, the
difficulty found in injecting holes explains to a greater degree the poor luminances
obtained with mono-layer structures. To reduce these problems, different types of
layers can be used and there are examples of di-layer, tri-layer, and even multi-layer
structures.
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2 The nature of supplementary layers

Independent of the nature of the emitting organic layer (the organic material used
original in a mono-layer device), various other layers can be introduced. Generally
speaking, these layers can be termed:

Hole Injection Layer (HIL);

Hole Transport Layer (HTL);
Electron Injection Layer (EIL); and
Electron Transport Layer (ETL).

The following paragraphs detail the way in which these layers function and will
exclude descriptions of the operation of chemical groups from which they come, a
subject covered elsewhere [bar 00b]. Appendix A-10 does however give the chemical
formulae for molecules and polymers from which the layers are formed. HIL and HTL
layers are particularly necessary when the emitting layer is made of a small molecule
such as Alq3 which favours electron transport. When the emitting layer favours hole
transport, for example with polymers and notably PPV, it seems reasonable that to
aid minority carriers, electrons injected at the cathode, EIL and ETL layers should be
used. Here, we will study only examples relating to small molecules.

Itis worth adding that, as we have seen in Chapter VIII, there are effects associated
with different physical treatments of the emitting layer, which can be similar to those
obtained using various chemical layers. We shall see in Section 4 that the densification
by ion beam assisted deposition of the emitting zone in contact with the anode can
augment up to 10 times optoelectronic performances of OLEDs.

3 Classic examples of the effects of specific organic layers [tro 01]
a HIL layer effect

The HIL layer is in contact with the anode. One of its many roles is to perfect the
planeness of the interface, reducing effects caused by points which otherwise locally
rupture the dielectric field. Another of its roles is to act as a barrier against impurities,
notably oxygen, which diffuse from the ITO anode towards the organic emitter. If
allowed through, oxygen gives rise to premature ageing of the organic layer and
non-radiative centres may be formed.

The most widely known material, which fulfils this role, is poly(3,4-
ethylenedioxythiophene) doped with poly(styrene sulfonate) (PEDOT-PSS) and it
can be prepared as a film using spin coating. Alternatives, although less efficient, are
available in the form of copper phtalocyanines.

In order to study the benefits of using an HIL layer, optimised structures of
ITO/Alq;/Ca/Al and ITO/PEDOT-PSS/Alq;/Ca/Al have been compared. It was
found that the monolayer structure had a performance which was considerably
improved upon by the bilayer structure. As shown in Figure X-18, the luminance for
the former was 49 cdm™2 (at 18.0 V) while the latter displayed greater than 5000 cd
m™2 (atc.a. 9.2V). The threshold voltage, in the same order, dropped from 8.0t0 4.1V,
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Figure X-18. L = f(V) characteristics for ITO/Alq3/Ca/Al and ITO/PEDOT-PSS/Alq3/
Ca/Al structures.
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Figure X-19. Band scheme of the ITO/PEDOT-PSS/Alq3/Ca structure.

while the quantum yield improved from 0.02 to 0.72% (luminance yield increased
from 0.02 to 0.99 lm W—!).

In Figure X-19 it is evident that the band scheme of the bilayer
ITO/PEDOT-PSS/Alq;/Ca/Al structure has the PEDOT-PSS HOMO level lying in
between that of Alq3 and the workfunction of the anode Alqs, permitting hole injec-
tion into the structure. There is also a confinement of holes at the PEDOT-PSS/Alq;
interface.
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b HTL layer effect

This layer is generally deposited in between the HIL and emitting layers.

The materials used for this layer are either sublimed small molecules such
as N,N’-diphenyl-N,N’-(3-methylphenyl)-1,1’-biphenyl-4,4'-diamine (TPD) or poly-
mers such as PVK, which may be deposited using spin coating. These materials
display relatively high hole mobilities (u, &~ 1073 cm? V="' s~1) and have a HOMO
band quite close to the Fermi level of ITO.

In the bilayer structure of ITO/TPD/Alq3/Ca, as detailed in Figure X-20, we
can see that on the one hand, the intermediary level of the TPD HOMO level aids
hole injection into Alg3, while on the other, the LUMO level appears as a sizeable
potential barrier at the TPD/Alq3 interface. The latter stops electrons from going from
Alg3 to TPD and confining carriers. Thus at the same time the TPD layer generates
more holes and more electrons in the Alq3 layer, increasing the number of radiative
recombinations and improving the luminance from 49 to 9600 cd m~2, as shown in
Figure X-21.

¢ Trilayer structures

Individual studies of the effects of HIL and HTL layers on diodes have demonstrated
that:

o the HIL layer allows lower working voltages; and
e the HTL layer permits confinement of electrons and holes at the HTL/Alq3
interface.
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Figure X-20. Band scheme for the ITO/TPD/Alq3;/Ca structure.
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Figure X-21. L = (V) characteristics for ITO/Alqs/Ca/Al, ITO/TPD/Alq;/Ca/Al and
ITO/PVK/Alq3/Ca/Al structures.

Figure X-22-a shows how a structure can be made to combine the effects of
both of these layers. The results, shown in Figure X-22-b show that this optimisa-
tion can give rise to a luminance of around 22500 c¢d m~2 (at 12V). The working
voltage actually used can be optimised by varying the thickness of the various layers
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Figure X-22. (a) Band scheme of the ITO/PEDOT-PSS/TPD/Alq3/Ca/Al (2) structure,
(b) L = f(V) characteristics of bi- and tri-layer structures.
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Figure X-22. (Continued)

4 Treatment of the emitting zone in contact with the anode

While physico-chemical treatment of the anode (ITO) using oxygen plasma can lead
to an improvement in organic LED performances, we have seen that treatment of the
actual emitting zone can also improve the injection and transport of minority carriers
leading to an increase, by an order of size, of the luminance and yield of a LED.
The effect of this treatment is detailed in Chapter VIII, and here it suffices to present a
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Figure X-23. Quantum yields for mono-layer, chemical bilayer and physical bilayer structures,
in order of increasing yield. .
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comparison of the yields obtained by three difterent structures in Figure X-23. These
three structures are:

a single layer ITO/Alg;/Ca structure;

a non-optimised ‘chemical bilayer’of ITO/P30T/Alq;/Ca, in which P30T plays
the role of the HTL layer, preferentially transporting holes; and

a ‘physical bilayer’ of ITO/25nm Alg; deposited using ion assistance/50 nm
Algy/Ca, where the assisting beam was of helium ions with energy 100 eV and cur-
rent density j = 50 nA cm~2 and the period of assisted deposition was optimised
at At = 100s.

The advantage of the physical bilayer is that it requires only one single chemical

product to be evaporated, however, the technique does necessitate an ion source and
cannot be applied to OLEDs prepared using vacuum sublimation.

VI Modification of optical properties of organic solids for
applications in electroluminescence

1 Adjusting the emitted wavelength

There are several ways in which the wavelength of the emitted light can be varied:

The size of the forbidden band varies with the conjugation length n of a polymer
(or oligomer). When n is increased, for example in going from an oligomer to a
polymer, there is a global evolution in the number of interacting states and thus
a decrease in the size of the forbidden band. The result is a shift in emissions to
the red. Inversely, the use of oligomers shifts emissions towards the blue. In the

case of PPP, an empirical law has been given detailing the absorption peak (Eg)
[lei 98]:

3.16
o= 336+ 22 e,
n

which explicitly shows how, for example, when n decreases, on using
oligophenylenes, Eg increases;

when monomer units within a polymer gives rise to weak T interactions (overlaps),
for example between phenyl rings, the resulting gap is large. For example, PPP
is a good candidate for blue emissions as its gap (emission peak at 465 nm) is
greater than that of PPV (peak at 565 nm). The introduction of non-conjugated
sequences, which diminish the degree of conjugation, has been used with PPVs to
induce a blue shift in the emission. MEH-PPV, PPV modified with alkoxy groups
(used by CDT, Cambridge) emits at 605 nm (in the orange-yellow);

on turning to small molecules, we can see that the most widely used are
organometallic complexes, for example based on a central metal ion such as
beryllium, magnesium, zinc or gallium and an outer set of ligands which act as
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Figure X-24. Representations of Algs and Bebqy along with the ligands q, mq and b.

emitters (as we have seen in the case of Alg3). The emission wavelength for
these species is generally towards the green, but can also be modified slightly by
using a different metal cation, thus altering bond lengths with the ligands. For
example, we have . = 530 nm for Alg; and h = 517 um for Bebq,, as shown in
Figure X-24. Blue green and even blue colours can be reached by displacing the
emitting zone towards TPD, for example.

The central ion can also be a rare earth, giving rise to a change in the emitted
wavelength. This is discussed further in Section 4.

e Another strategy consists of grafting small electroluminescent molecules onto
polymers [gau 96]. Various possibilities have been explored, using varying concen-
trations of dye, such as coumarin. Alone, these dyes have a tendency to crystallise,
thus loosing efficiency. The problem remains though that such structures require
high starting tensions and do not appear to be particularly stable.

2 Excitation energy transfer mechanisms in films doped with
fluorescent or phosphorescent dyes

Studies of host-guest systems, Alq; (host) - DCM; (2% guest fluorescent dye)
and Algy (host — PtOEP (8% guest fluorescent dye), have shown in both cases
that excitations are formed directly on the host Alg3 system [bal 99]. However, the
emissions of the guest systems are very strong, and in the former system less than 1%
of emissions come from Alq3. This indicates a high level of excitation transfer from
the host towards the guest.
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(a)

(b)

Figure X-25. Transfer of excitation energy from a host molecule (D: Alg3) to a fluorescent dye
guest molecule (A: DCM3). (a) Single host — singlet dye fluorescent transfer; Ip* 414
I + 'A* Both Forster and Dexter transfer possible, but former is more important (b) Triplet
host — triplet dye fluorescent transfer; 3p* + 1A > 1D 434 Only Dexter transfer possible
here; with fluorescent dye, phosphorescence is only slightly possible.

Given the results detailed in Chapter VII, Section VI-7 concerning mechanisms of
excitation transfer, we can summarise the possible energy transfer processes from the
host (D for donor) to the guest (A for acceptor) for a fluorescent dye (Figure X-25) and
for a phosphorescent dye (Figure X-26). If the two mechanisms, Forster and Dexter
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Figure X-26. Transfer of excitation energy from the a host molecule (D: Alg3) to a phospho-
rescing dye guest molecule (A: PtOEP). (a) Singiet host — singlet phosphorescent dye —
triplet phosphorescent dye transfer; 'D* + 'A — 'D + 'A*_ Forster and Dexter transfer are
both possible, but the former is more probable. The following internal conversion, TA* 5 3a%,
relaxes radiatively as A phosphoresces. (b) Triplet host — triplet phosphorescent dye transfer;
3p* + 1A - DA Only the Dexter transfer is possible between D and the phosphorescent
doping agent A, which radiates.
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transfers, are allowed in a given system, then the Forster transfer normally dominates,
due to its ability to act over long distances.

3 Circumnavigating selection rules: recuperation of non-radiative
triplet excitons

a The problem

As detailed in Chapter VII (Section V-3-a), following an injection of electrons, three
triplets states appear for each singlet state. In fluorescent materials, only emissions
from the latter state occur radiatively, and more or less instantaneously, in a relaxation
to the fundamental state, which is generally also a singlet state. Three quarters of exci-
tons occur in the triplet state, which principally undergo non-radiative relaxations,
and therefore it is evident that for electroluminescent applications these excitons
should be recovered so that they can relax radiatively. Phosphorescent materials can
be used to do this. On modifying the (spin) symmetry of a system, the triplet states
disappear slowly through radiative recombinations. It is this slow decrease in lumi-
nescence which correspond to phosphorescence. While admittedly this method is not
highly efficient, the phosphorescence can be improved by the presence of heavy atoms
favouring spin-orbit coupling, mixing triplet and singlet states. However, there are
almost no useful phosphorescent organic materials, which have, however, given rise
to a vast choice in fluorescent materials.

b Initial, poorly efficient solutions: a phosphorescent layer and
Dexter transfers

An initial solution to recovering energy associated in electroluminescence with triplet
excitons is the introduction, in an organic LED, of a supplementary layer contain-
ing phosphorescent material [bal 00 and sam 00]. However, as we have mentioned,
there are very few organic materials which can generate from their triplet excited
state a significant phosphorescence. In addition, the slow decline of triplet states in
the phosphorescent layer leaves open the possibility of a transfer of these triplet states
to triplet states in the fluorescent layer (Alq3), which are non-radiative.

In practise, in a donor-acceptor system, where the fluorescent acceptor directly
dopes the phosphorescent donor material, only transfers over short distances can
occur. Forster type transfers are unlikely; Dexter transfers occur more readily due to
the proximity of acceptor and donor molecules, and excitons hop from one molecule
to the closest neighbour simply by overlapping molecular orbitals. The transfer of
energy from triplets states (phosphorescent molecule) to singlet states (fluorescent
molecule) is highly unlikely, as the mechanism of hopping over short distances con-
serves symmetry over the donor-acceptor pair, and only transfer from the donor triplet
state to the same triplet state on the acceptor can result. Once excitons reach the accep-
tor triplet state, in terms of radiation efficiency, they are lost as the fluorescent dye
can only yield a negligible phosphorescence.
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A change in spin orientation, thus assuring a transfer from triplet to singlet states, is
only possible if the donor exciton relaxes before reforming at the acceptor, following
a random exchange of electrons. This mechanism though remains improbable as the
required disassociation of the donor exciton requires a high amount of energy—of
the order of 1 ¢V in molecular systems.

¢ Multi-layer systems and Férster transfers

As we have already seen, there remains an alternative transfer mechanism. The Forster
transfer is associated with long distances, around 5 nm, and does not require contact
between molecules, and permits changes in spin of transferring excitons [bal 00].
Chapter VII, Section VI-7-b gives further details. In addition, in order to transfer
excitons from a host material to an excited singlet state on a fluorescent dye, a phos-
phorescent and organometallic intermediate is required. Thus, both singlet and triplet
states from the host material are transferred to the phosphorescent intermediate, which
in turn allows transfers to the singlet states of a fluorescent emitter, which in turn works
radiatively in an efficient manner. So that these transfers are possible, the exciton
observes a reduction in its energy at each step, much like a ball descending a stairway
and as schematised in Figure X-27. The phosphorescent dye, in this configuration,
stimulates the transfer of energy from the host material, which acts as donor, to the
fluorescent dye acceptor. The transfer is in effect step-wise. However, the concomi-
tant non-radiative Dexter transfer (illustrated by crossed out arrows in Figure X-20),
which permits the passage from the triplet state of the phosphorescent intermediate
to the triplet state of the fluorescent emitter, should be limited if not completely sup-
pressed. A near total suppression can be accomplished by using an emitting layer itself
consisting of alternate layers of phosphorescent intermediate and fluorescent emitter
both diluted within a host which ensures the sought Forster energy transfer. Once any
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Figure X-27. Schematisation of Forster transfer mechanism (full line), where the phospho-
rescent intermediate stimulates energy transfer from the donor host material to the acceptor
fluorescent dye. The internal conversion is detailed as a dotted line, while Dexter type transfers
are shown as dashed lines. Dexter transfers—to elimitate—are schematised as dashed lines
crossed out. After [bal 00].
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fluorescing dye singlet is formed, its radiative fall is immediate. This helps to reduce
the total number of excitons in the system at any one moment and, by consequence,
the risk that they would transfer towards a triplet state and extinction.

A widely used material for the host electron donor layer is a dicarbazole-
biphenyl called CBP. Typically, the phosphorescent intermediate is iridium tris(2-
phenylpyridine) otherwise denoted Ir(ppy)3, and the fluorescent dye is often DCM2,
a red dye. Complete chemical formulae can be found elsewhere [bal 00]. With an
optimised structure, which contains a considerable number of transport layers of both
holes and electrons, external quantum yields greater than 3% have been found, a
multiplication by four of that obtained from the fluorescent dye alone.

Another advantage of this configuration is that it does not rely upon phosphores-
cent emissions, which permits the application of molecules which are not necessarily
phosphorescent as the phosphorescent intermediate [sam 00]. We can also note that
the increase in radiative yield decreases the number of phonon descent processes,
which in turn diminishes losses due to heating and, accordingly, increases LED life-
times. There is however a cost, and that is that as the energy transfer descends towards
lower and lower levels, and the resulting emissions are mostly in the red, sometimes
in the green and with extreme difficulty in the blue. This tends to limit the number of
available applications for these systems.

In the fabrication of electrically pumped lasers we can see that this technique
can be used to limit losses due to reabsorption of light emitted by triplet excitons.
In addition, this by-passing of selection rules can be useful not only to optimise the
number of singlet excitons produced but also in order to prepare organic lasing diodes.

4 Energy transfer with rare earths and infrared LEDs
a Ligand-rare earth transfers at the heart of chelates

The name chelate encompasses a group of compounds consisting of multi-dentate
ligands attached to a central cation. Co-ordination bonds between the ligands and
the cation are formed by the ligands donating electron pairs. As already detailed for
the chelate Alq3, the standard chelate for electroluminescence, the emission colour is
determined by the ligands with a peak at 525 nm. Doping with dyes can induce blue
or red emissions. On inserting a hole transport layer at the anode side, luminances as
high as 10000 cd m~2 have been reached with yields of 1.5 lm W1,
Photoluminescence or electroluminescence can be obtained from chelated rare
earths, attached to ligands by single or double bonds. Gadolinium yields UV light,
while cerium gives rise to the colour blue. Terbium gives green, europium shows red,
dysprosium displays yellow and erbium emits in the infrared. Figure X-28 schematises
the basic mechanism. Either by photoluminescence or electroluminescence, respec-
tively from incident photons or electron injection, ligand electrons are excited from
a fundamental singlet to an excited singlet state from which relaxation results in
fluorescence. Triplet states are also occupied due to excitation by electrolumines-
cence. The excited states, whether they be singlet or triplet can go on to transfer
energy to energy levels associated with the rare earth 4f orbitals, as long as Crosby’s
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Figure X-28. Rare carth ion excitation by organic solids.

rule is respected [Cro 61]. This states that the lowest energy level of a ligand triplet
state in the complex should be close to equal or just above the resonance energy level
of the rare earth ion. A difference of 0.05 eV is sufficient to ensure a 95% photolumi-
nescence yield. On emitting light or through non-radiative processes, the rare earth
ion can then relax to its fundamental state.

It is interesting to remember that when a ligand is excited from its fundamental
state, 25% of the resulting states are singlets and 75% are triplets. All this energy
can be transferred to the rare earth ion, which means that there is a potential internal
quantum yield of 100% [Bel 99].

In these chelate systems, it is the rare earth which is responsible for their lifetimes
and the wavelength of the emitted light. The ligand though is responsible for the
absorption, the power of the emission and, in practical terms, the ease of handling.
ELAM, a company in London, indicates that yields obtained with these systems can
be up to 60 to 701m W', which can be compared against that of fluorescent tubes
at 100lm W~!, OPSY, a company in Oxford, UK, has announced luminances of
200 c¢d m™2 in the red and green, with photoluminescent yields of 80%.

b Infrared organic LEDs [Gil 99]

Following purification, sublimation of a methanol solution of erbium chloride and
8-hydroxyquinoline can give films of erbium tris(8-hydroxyquinoline) (Erqs). Er’t
exhibits a strong luminescence centred at 1.54 um due to a transition from the
first excited “Ij3 /2 state to the fundamental s 2 level. Light at this frequency is
within the window of transparency of silicon based optical fibres, used in com-
munications. Using the OLED structure glass/ITO/TPD(50 nm)/Erq;(60 nm)/Al,
photoluminescence around 1525 nm and electroluminescence around 1533 nm was
obtained. Secondary emissions were also found and attributed to isomers of Erqs.
There are certainly difficulties with respect to yields, and only qualitative results
have been published (i.e. graphs with arbitrary scales). The size of the difference in
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energy between radiative recombinations at the ligands, which persist in Erq, and the
s 2 = s ;2 line may explain these results.

5 Microcavities

A typical structure is made using a Bragg mirror inserted between a glass substrate
and a layer of ITO (98 nm and with n = 1.8), onto which a layer of PPV is deposited
(160 nm). Aluminium or silver electrodes function as a semi-transparent mirror, as
shown in Figure X-29-a.

The photoluminescence spectra, like the electroluminescence spectra exhibit
considerable narrowing of the spectral curve (having a width of only around 5 nm
half way up) with respect to that of PPV obtained in free space [Tes 96]. The
intensity of emissions permitted by the cavity are also increased greatly, and even
more so when using silver as the mirror as it allows less losses than aluminium
(Figure X-29-b).

6 Electron pumping and the laser effect

For the OLEDs so far detailed, the current densities are of the order of 1 to 10
mA cm~2 for luminances of around 100 cd m~2. For lasers, higher densities are
required, but they are a priori limited by low carrier mobilities so that at high injection
levels absorption increases. The use of tetracene (4 joined phenyl rings) has allowed
relatively high mobilities—at least for an organic solid!—at around 2 cm? V="' s~!
to be attained. Amplified spontaneous emission by optical pumping was observed in
the middle of the 70s [Pop 82] in anthracene and doped tetracene. More recently,
a lasing effect by injection has been reported [Scho 00]. For the latter, tetracene
was used in a perfect crystalline form in order to banish defaults and impurities
otherwise insupportable in optoelectronics. Vapour phase deposition was used to
give crystals of around 1 to 10 pm thickness and I mm? surface area. Two field
effects at the electrodes were used to ensure an equilibrated injection of holes and
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Figure X-29. (a) Microcavity structure; and (b) general shape of photoluminescence curves.
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Figure X-30. (a) Cross sectional view of structure; and (b) schematisation of grid-source
tensions applied to give field effect injections.

electrons (see also this point developed in Section 1-b in this Chapter). Figure X-30
schematises the fabricated structure for this device and shows the two field effect
electrodes used to inject charges. To describe the device we will refer to this Figure.
Around the crystal there were deposited a source, a drain, a dielectric grid and a
grid, with the former two for hole injections made from gold, while aluminium was
used to inject electrons. Holes were injected by the application of a negative source-
grid at the upside and electrons were injected at the lower side by the application
of a positive tension between the source and grid deposited on the lower side. The
field effect acts much like a variable doping at the contacts with the crystal, and the
concentration of carriers can be varied by adjusting the grid tension. Between drain
1 and source 2, and source 1 and drain 2, a tension was applied (around 5V) to a
slice of the crystal allowing electrons and holes to traverse the device, respectively,
upwards and downwards. Electroluminescence and amplified stimulated emissions
are detected laterally.

In addition, the organic crystal can play the role of waveguide, but the grid dielec-
tric here is too thin at 150 nm to act as a coating. In fact it is air which plays this
role, allowing only a multi-modal guide. Cleavage of the crystal faces, which have
a reflectivity of 8% can induce a Fabry-Perot type resonance. At a value V; = 50V,
carrier densities of 103 cm™> were estimated using measurements of capacity and
variations in tensions and thus conductivities. A potential drop of 5V held between
the high and low points of the structure assure current flow. As a consequence of
injection, excitons are formed and light emissions are observed. At a temperature of
5K, three peaks were observed for a very low pulsed current (<1 A cm™2). The peaks
were characterised as being due to radiative transitions between first excited and fun-
damental states and included vibronic levels (0-1, 0-2 ... transitions). They were
separated by 170¢V, a value corresponding to intramolecular vibrations. As shown
in Figure X-31, an increase in current density, by increasing the grid-source tension,
gave rise to a dominant 0-1 band with a mid-height width reduced to 10 meV at a
density of 30 A cm™2. At j > 500 A cm™2, a vertical line appeared, of width less
than 1 meV. This abrupt narrowing of the spectral line at a threshold current of 30
A cm~? is typical of a spontaneously amplified emission with the contributed guid-
ance gain. The second drop at j > 500 A cm™2 corresponds to the start of the lasing
effect.
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Figure X-31. Emission line width at mid-height and at 5 K with respect to the function of
pulsed current density (10 s, 100 Hz).

VII Applications in the field of displays: flexible screens

1 The advantages

One of the potentially most interesting developments, in industrial terms, is the
fabrication of flexible displays and screens. It was realised, right from the start
of the development of screens with pixels made from OLEDs and PLEDs, that
they had numerous advantages. (Recalling the term, pixel comes from the contrac-
tion of ‘picture-element’, while interestingly in French the word ‘eldim’ would be
used, a similar contraction of the words ‘€lément d’image’.) When compared to
liquid crystal displays (1.CDs), they have the advantages of giving a wider angle of
view (Lambert’s emission), a higher luminance (several 100,000 cd m~2 have been
attained), an extremely high commutation speed, a low minimum working voltage
around 5V, low levels of energy consumption and no need for back-lighting. There
have been plans to use OLEDs as back-lights and white diodes have been prepared
for the lighting market.

We will first say a few words on white diodes, before looking more in depth at
the realisation of screens.

2 The problem of ageing

Ageing determines the lifetimes of LEDs [Ngu 98 and Miy 97]. The definition used
to qualify the lifetime of a device is the time it takes for the luminance to descend to
one half of its original value {Si 97]. The measurement can be made using either of
two methods. In one the applied tension is kept constant, and in the other the current
which traverses the device is retained constant. Figure X-32 shows the results obtained
using the latter method. The original luminance is fixed at around 100 cd m~2. The
tension and the luminance are measured every 30 seconds so that the curves L. = f(t)
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Figure X-32. L = f(t) and V = f(t) characteristics of the ITO/CuPc/Alq3/Ca/Al structure.

and V = {(t) can be traced. The example structure shown, ITO/30 nm CuPc¢/60 nm
Alq3/Ca, has a half-life thus estimated as 12 hours.

Outside of problems due to breakdown, which can result from an inhomogeneous
film, migrations from the electrodes towards the layers can occur, stimulated by
field effects. As examples we can cite metallic indium which comes from ITO, as
does oxygen which can go on to modify chemical groups, most notably those which
fluoresce. At the cathode we can blame oxygen and water vapour for the appearance
of black points localised about defaults which were there to start with and just go on
growing. Another participating fault is no doubt that of crystallisation of active layers
due to heating. This is the reason why there have been numerous works published
concerning the treatment and improvement of electrodes and interfaces, most notably
those of ITO. An example of one treatment is that of subjecting an ITO surface to
oxygen plasma for 10 minutes which results in an improvement in its workfunction
and this an improvement in hole injection. The roughness and the resistance of the ITO
surface are also improved using this method and the overall yields are improved [Kim
99]. Finally itis worth mentioning the unavoidably necessary process of encapsulation
of organic LEDs. Different approaches have been used: that of sealing between two
glass plates and a ribbon of glue; and encapsulating within a polymer barrier layer
such as PPX or one of its chlorinated derivatives deposited using VDP (see Chapter
VIII for further details).

In common with all electrical components, organic diodes need to be fabricated
prioriinadust free ‘white room’ so that the lifetime required for industrial applications
is attained, which at present is of the order of 10,000 hours. Indeed, on an industrial
scale, the fabrication of specific layered devices requires the connection of individual
chambers each operating specifically to a certain layer. At the present moment, each
company will have without doubt its own proper techniques.
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3 The specific case of white diodes

Uniax, within the EEC, has fabricated PLEDs for lighting purposes which have photon
to electron yields between 2 and 3% operating at 3 to 41lm W~! at a low applied
voltage. The luminance is better than that obtained from incandescent or fluorescent
lamps. As ever though, the problem remains lifetimes, mostly due to heat. In a pulsed
mode, luminances close to 100,000 cd m—2 have been reached. If initial yields of 25%
can be attained, not an entirely unrealistic value, then this area awaits considerable
development.

Figure X-33 schematises the ‘intelligent’ layering of emissive layers with each
emitting in the visible region. The ordering of the layers is made with respect to the
type of injected carriers and the direction of emission, towards the emission window,
so that successive absorptions do not occur. In effect, the layer nearest to the window
should have the largest band gap [Jol 97 and Miy 97].

4 The structure of organic screens

One of the advantages of organic LEDs is their very short communication time.
Inversely, that also means that their remanence is very short lived. So, in the case of
multiplexing, where sweeping of each line of pixels is required (as in passive matrices)
and so the screen gives an acceptable average luminance (from around 100 to 200
cd m™? for a television), the luminance at any one moment needs to be very high (n
times the number of lines swept, for a screen with n lines). The lifetimes of LEDs
functioning under such conditions is therefore well reduced.

The use of active matrices therefore becomes inevitable. They also offer a gain in
resolution. This change in direction is also justified by the fact that OLEDs are particu-
larly well suited to individual addressing, which can be performed via a polycrystalline
silicon FET, although organic semiconductors can claim also to be perfect candidates
as materials for the commanding transistors [bur 91 and hor 00]. In Figures X-34-a and
-b, respectively, are shown a schematisation of a MIS field effect transistor (MISFET),
which has a semiconducting channel made from PPV implanted with iodine ions
(E = 30keV, D = 4 x 10%jons cm™2) and its characteristics. This transistor oper-
ates in the accumulation phase, with the gate voltage being negative with respect to
the p-type semiconductor finally obtained [Pic 95].
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Figure X-33. Schematisation of a white LED with the required order of layers.



X Electroluminescent organic diodes

drain Ar@—\l» s
gate
doped silicon substrate/
///////// //A
8 et - ey
w—Vgu-2V
g6 R 1
| o,
S feeereee—as
% 2 N o 4;‘?»._\\\_.
E Df—s o W W w - EE W W W -:' ‘\
i I S
-10 -8 - -4 2 0
Source/Drain Voltage (V) (b)
(D] ()
polythiophene Al cathode|
(©) Alq
SisNs TPD
Grid \ ITO [
Substrate

297

Figure X-34. (a) Configuration used in a polymer based MISFET transistor (after [pic 95]);
(b) Igs = f(Vgs) characteristics following Vgg for a MISFET with an iodine implanted PPV
semiconductor channel; and (c) schematisation of a completely organic pixel.

Figure X-34-c shows the general constitution of a completely organic pixel from
a monolithic integrated polymer FET and an organic LED [Bao 99]. The ITO, placed
against the substrate, makes the LED anode while a photographically imposed layer
of gold defines the gate electrode of the FET. The insulator for the gate is a layer
of Si3N4 which is about 180 nm thick. The semiconductor, poly(3-hexylthiophene)
(P3HT) is a regio-regular polymer helping give it a high charge mobility at around
0.002 cm? V~1s~1. Above this is the drain and the source and the channel is about
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5 m long and 1 mm wide. The drain is joined to the anode of the LED, which is of
a classical bilayer structure and has en external yield of about 0.4%. The maximum
current through the LED is 50 jLA cm ™2 (equivalent to a current density of 72 mA
cm~2). The luminance of such a pixel has been estimated at 2300 cd m~2, a value
well above the 100 cd m™2 necessary for display applications. An all polymer pixel
has also been described, in which PPV replaces Alq3 and polyimide replaces SizNy
as the dielectric grid.

As for the deposition techniques used, we can say that small molecules are
deposited using evaporation under vacuum and polymers are spread using spin-
coating. The technique of ink-jet deposition which has appeared is particularly adapted
to polymers, while there are also techniques based on ‘roll-on-roll’ for small molecules
[Bur 97]. Itis interesting to consider that while colour screens require the three colours
red, green and blue (RGB), the necessary materials have been identified (although
need some improvement [den 00]), and that all is required is juxtaposition of the
three types of pixels using techniques particular to organic solids, which are not that
removed from those currently used in microelectronics [Bar 00a and Bar 00b].

5 A description of the fabrication processes used for organic RGB pixels

Research into improving OLEDs lifetimes to greater than 10,000 hours with initial
luminances of more than 300 cd m™2 also stimulated a development in the technology
surrounding their use, specifically, in flat screens.

To fabricate the RGB pixels, various technologies were tested, particularly to try
and avoid etching based techniques:

development of white diodes which emitted through RGB filters;

e use of blue diodes (i.e. at the highest energy required) which excited phosphors
emitting in the green and red; and

¢ adjustments, using micro-cavities, of emissions from a wide band organic emitter.

However, for the above systems, the power emitted was limited, and the use of
three individual layers for each colour was found to be indispensable. This required
the fabrication of sub-pixels using etching techniques:

e ‘wet’ technology using solvents, either acids or water, which nevertheless generate
problems associated with the induced degradation of the active organic materials;

¢ ‘dry’technology in which pixels are obtained using plasma etching, which a priori,
presents no specific problems due to degradation.

In order to obtain high resolution screens, anodes and cathodes necessarily should
be made to a precise geometric form, and this in accordance with the structure of the
pixels on the screen which are either deposited in a matrix of points or as segments.
The ITO anode is the most facile to prepare, using either ‘dry’or ‘wet’ etching tech-
niques being done before any organic layer is deposited. For the cathodes though,
which demand an extremely high degree of geometric precision, their fabrication
requires extreme care. In reality, the materials used for the cathodes (Al-Li or Mg-Ag
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for examples), can be deposited directly onto an organic layer using ‘wet’ etching,
however, when the organic layer is one which is fragile and sensitive to thermal or
solvent induced effects, then particular steps must be taken. The literature proposes
various routes, depending on whether small molecules or polymers are involved, and
below we shall look at some of the possible methods.

a For layers from sublimed molecular materials: use of a T-form
cathode separator [Nag 97]

The technology should allow for the fabrication of OLED devices which have dimen-
sions around 1 pm. The technique involving T-form cathode separators was used by
Pioneer to realise their first commercially available screens. The separator between
pixels, sized around 30 wm, was prepared prior to depositing the organic layers and
the metallic cathode.

Practically speaking, the cathode is fabricated around the T-form separators in
three steps, as shown in Figure X-35. The cathode separator is shaped in conical
form and has a retracted base—as shown in Figure X-35-a. It can be obtained using a
negative working photo-polymer—the irradiated part of which resists etching devel-
opment—by relying on the cumulated exposure with depth. The photo-polymer,
deposited by spin-coating, exhibits properties similar to those of a photo-resin

substrate
‘ (2)

substrate

(b)

substrate

(c)

Figure X-35. The three stages in diode fabrication via a T-form cathode separator: (a) elabo-
ration of the cathode separator; (b) evaporation of organic materials at an oblique angle with
respect to substrate; and (c) evaporation of the metal cathode at a angle perpendicular to the
surface.
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Figure X-36. Realisation of the phase given in Figure X-35a: (a) spreading the photo-polymer;
(b) selective exposure through mark; and (c) development.

with additional properties in development speeds and exposure time. As shown in
Figure X-36, a longer exposure time can result in a more noticeable removal of
material.

The T-form of the separator can also be obtained using a double polyimide/SiO,
layer deposited on the anode (polyimide on the anode then SiO; on the polyimide).
The Si0O; layer is etched using a dry technique (to yield a anisotropic form with vertical
walls) of selective exposure through a mask (photolithography). The polyimide, which
is not sensitive to light, is then etched using a ‘wet’ process (thus isotropically) as a
sub-etching, thus giving rise to the vertical ‘leg’ of the T.

Organic layers are then evaporated, obliquely, onto the surface, as shown in
Figure X-35-b, and surround the foot of the cathode separator. The metal layers are
then finally evaporated perpendicularly to the substrate, schematised in Figure X-35-c,
in such a way as to never touch the bases of the separators. Adjacent cathodes are thus
electrically isolated from one another.

While the T-form separators were prepared with dimensions of 30 um X 30 wm
[Nag 97], with present day photolithographic processes, dimensions as low as
10 wm x 10 pm may be reached. A passive matrix screen was prepared 256 x 64
points with pixels sized around 340 pm x 340 pm. The geometrical placement of
cathodes can be rectilinear or curved, another advantage with respect to various
fabrication methods.

b Integrating three RGB polymer LEDs

The technology used for fabricating screens must be able to integrate sub-pixels. Poly-
mer based orange, green and blue pixels have been prepared by sequential sampling
of three polymer films on the same glass substrate covered with ITO, over which an
insulating layer had been placed. The polymer films were deposited using spin-coating
and then covered by a metal electrode, itself deposited by evaporation under vacuum.
The last layer served as a self-alignment mask for when the films were subjected to
plasma etching to expose adjacent polymer sub-layers [Wu 96]. Thus it is not the
organic layer which defines the dimensions of each pixel or sub-pixel (or the LED),
but rather it is the electrode (here the cathode metal or, otherwise the ITO anode). The
structure is schematised in Figure X-37. It should be noted though that the unpro-
tected sides of the polymer layers deposited first can be attacked by chemical agents,
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Figure X-37. Set-up of three sub-pixels with cathode defined.

for example the solvent of the second polymer layer, which may be required for a
different colour. Other than possibly forming geometrical deformations, this process
can also result in degradations and electrical short-circuits.

In order to limit and even completely stop these problems, the structure can be
modified so as to protect the side of the polymer layer. Figure X-38 shows that in
order to do this, an insulating layer is deposited onto the ITO layer, and a window
which allows access to the ITO layer is opened at the insulating layer, which defines
the active zone.

In practical terms, the insulating film is made of a nitride of silicon deposited
by PECVD at 250 °C and has a thickness of around 100 nm. The active window is
obtained in the SiNy using standard photolithographic etching processes. For the first
set of sub-pixels, the polymer film (orange following the particular reported case)
is spread over the whole surface of the screen and the cathode metal (Al included)
for this layer of sub-pixels is deposited by evaporation under vacuum (~10~° torr)
through a mask. The structure is then exposed to oxygen plasma which etches away
resins and isolated organic material but leaves intact zones below the Al. This plasma
etching is in some senses self-aligning and does not require a supplementary masking
stage. In addition, its use negates the risks of overexposure of the organic films to
solvents that would otherwise be encountered in a ‘wet’ process.

An additional layer of Al can be deposited through a mask to seal the device, as
shown in Figure X-39. This takes the sides of the organic layers out of harms way
from organic solvents, air and humidity. We can also note that this technology can be
extended to small molecules.

The following green polymer layer can then be deposited to gain the second pixel.
The above detailed stages, up to the sealing layer, are then repeated.

Al
- Cathode metal
Polymer —
Insulating film
(SiN,)

ITO

Figure X-38. RGB structures prepared to protect pixel edges.
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Figure X-39. Sealing sub-pixels with a layer of aluminium.

With mechanically aligned films, typically, dimensions for the active zone are
2 x 2mm? and the metallic contacts are 4 x 4 mm?. The zones of the metallic con-
tact go beyond that of the active material giving some space between the side of the
system and the electronically useful zone. This configuration has been tested with
success under a dry nitrogen atmosphere, without loss of characteristics. This tech-
nique may be extended to pixels of smaller sizes (hundred of microns), to fabricate
high-resolution screens, using classic photolithographic technologies. Excepting the
transfer of samples from the etching chamber, all preparation steps should a priori
be effected within a glove box under a dry nitrogen atmosphere.

The technology described above has been used with success, and without altering
optoelectronic characteristics, to prepare an integrated structure with PVK as the hole
transporter, doped PVK as the emitting layers, layers of Alq3 or PBD to transport
electrons and the following various dyes:

PVK/Alg3/nile red for red (orange) sub-pixels;
PVK/Alq3/coumarin-6 for green sub-pixels; and
PVK/PBD/coumarin-47 for the blue sub-pixels.

¢ Ink-jet technology [Bha 98]

The technique of polymer spin-coating presents, in fact, a considerably number of
disadvantages with respect to preparing pixelated screens. Normally, nearly 99% of
the polymer solution is wasted and it is difficult, if not impossible, to prepare lateral
faces. Deposition using ink-jets could therefore appear to be an excellent substitute
method, with only less than 2% of solution lost. This technology also allows treatment
of large surfaces, is compatible with the indispensable addressing of (coloured) pixels
and is relatively cheap to operate. Certain precautions are necessary, however, to
ensure a regular deposition of polymer solution. The use of dilute polymer solutions
was evaluated, with deceptive results with respect to the quality of the components.
Eventually a hybrid technology was adopted which uses an absorbent, intermediate
layer, which can be made of a host polymer, and has a thickness of around 100 nm.
The intermediate layer exhibits three principal characteristics:

e it smoothes out bumps and dips which can be generated by the ink-jet;
it acts as a sponge, virtually fixing the polymer solution; and

e if it is formed of a semiconductor with a large band gap, then a multi-colour
emission can be obtained by energy transfer when the ink-jet deposited material
has a smaller band gap.
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In order to fabricate colour screens, red, green and blue polymers are used and
the intermediate layer can be an electron injecting layer. Inversely, good results can
be obtained by using the ink-jet process for the charge injecting layer and with a
luminescent polymer for the intermediate layer. The emitting zone is thus defined by
the charge injection layer deposited directly by the ink-jet printer.

Figure X-40 shows a cross-sectional scheme of a system with the hole injec-
tion layer deposited using an ink-jet printer. A commercial printer was used with an
aqueous solution of PEDOT [bha 98]. The active polymer, MEH-PPYV, was deposited
using spin-coating and serves also as the absorbing, intermediate layer (120 nm thick
obtained from a 1% solution of MEH-PPV spun at 2500 turns per minute). At 5V, the
“logo sandwich’ ITO/PEDOT/MEH-PPV /Ca gave rise to a luminance of 200 cd m—2
with a contrast close to 800 (the luminance ratio of emitting an dark zones). Given
the ease of controlling the ink-jet printer and its depositions, a practically infinite
range of logos can be made and writing, in particular, can be computer generated.
In addition to variations in colour, different grey levels can be attained by changing
the superficial concentration or size of the deposited spots. Typically, plots of sizes
between 180 and 400 pm were possible in the original experiments. For monochrome
screens, dimensions of the order of 100 wm suffice. Ink-jet technology is thus well
placed to be used in the fabrication of screens and this is without having to define
pixel positions by overlapping lined anodes and cathodes in columns, for example.

As another example, we can cite the bicolour screen [Cha 98] which was fabricated
by directly spin-coating an intermediate layer onto ITO, and then ink-jet printing was
used to deposit a polymer that had a lower band gap and was capable of diffusing
through the intermediate layer. The intermediate layer was made from a polymer
with a large band gap, was soluble in water and emitted in the blue part of the visible
spectrum. The material that was ink-jet deposited was also water soluble but emitted
red-orange light. On absorption, there was a transfer of energy from the former to the
latter, and red-orange photoluminescence or electroluminescence could be obtained
from the ink-jet pattern, as detailed in Figure X-41.

A tricolour prototype has been presented by CDT-Seiko-Epson, as shown in
Figure X-42. Its structure was based around series of pillars, formed from strips
of polyimide (Figure X-42-a) deposited onto ITO and placed so as to leave spaces
to receive ink-jet deposited drops of solution. After adapting the wetability of the

— (Cathode (Ca)
____—Electroluminescent polymer (MEH-PPV)
——— Conducting polymer (PEDOT)
Anode (ITO)
~ Substrate

v Emission

Figure X-40. Pixel with an emitting zone defined by the charge injection layer (here, PEDOT
deposited by ink-jet process.
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Figure X-41. Bi-coloured pixels obtained following excitation of a polymer by another with a
larger gap.

polyimide by O, and then CF,4 plasma treatments, into each pixel caisson, constituted
from three sub-pixels, were placed in the following order:

PEDOT by spin-coating into the base of the caisson;

ared emitter and a green emitter by ink-jet printing into respective sub-pixels, as
shown in Figure X-42-c;

a blue emitting polymer by spin coating, as in Figure X-42-d; and

a cathode (Ca then Al) as in Figure X-42-¢.

6 Emerging organic-based technologies: flexible electronic ‘pages’

As often occurs in the course of scientific development, the electronic-ink (e-ink)
technologies were developed in paralle} to that of the electroluminescent (EL) organic
screens. Given that most people prefer reading ink deposited on paper, it is not unimag-
inable to think that ‘e-ink’ systems will replace EL screens, at least with respect to
certain needs.

A group at the University of Groningen proposed the use of e-ink systems in the
preparation of flexible screens, which might be used as electronic pages [ber Ola].
We could call these ‘e-pages’. This technology could be adapted to the fabrication
of screens operating either by transmission or by reflection, and uses as base a thick
plastic film covered with micro-holes each 10 to 20 pm in diameter. The holes resem-
ble pixels once they are filled either with a light emitter or by an electrophorescing
ink. For the latter, a coloured solution which contains white particulates is used. After
sealing the pixels, applied electrodes can control the movement of these particles,
directing them either towards the surface or the base of the plastic film and thus
changing their appearance from white to coloured. The German ‘start-up’company,
Papyron, which developed this technology is in competition though with an Ameri-
can technology, developed notably by E Ink Corporation) which is based on capsules.
The capsules, again between electrodes, are about 100 wm in diameter and are filled
with a dye and a white, negatively charged chip. On applying a positive tension to
the upper surface electrode, a capsule appears white as the chip is attracted towards
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Figure X-42. Steps in the realisation of a tri-colour prototype developed by CDT-Seiko-Epson.
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the screen. According to agreements made between E Ink Corporation and Philips
(from the journal Opto Laser Europe, vol 5, page 84, 2001) the ink can activated using
electronic controls delivered vig an active matrix developed by Philips.

Papyron insists that its technology exhibits numerous advantages over that of E
Ink. Papyron states that its system allows a wider angle of view due to its pixels being
flat rather than curving inwards and that its system allows a simpler fabrication of
colour screens by filling different holes with different colours, an objective which can
be realised using ink-jet technology. Thus, each pixel can be individually and elec-
tronically controlled using plastic transistors or other variants such as poly-crystalline
silicon based transistors. For more stable displays, a liquid which exhibits wide varia-
tions in viscosity with changes in temperature can be used to facilitate image displays,
as once the image is formed at a temperature high enough to allow easy movement
of coloured particles, then the image can be ‘fixed’ by decreasing the temperature of
the pixels, an operation which can be controlled by laser, for example.

For the present time, most companies concentrate their efforts on developing
systems which can be fabricated using ‘roll-on-roll’ techniques. A research group in
Limoges, France, is currently studying the formation of micro-holes through ionic
columns due to field effects, in a system probably well adapted to automatic control
of the depth of micro-holes for pixel fabrication. Xerox at Pali Alto have invented a
technology called Gyricon which may compete in the same domain [ber 01b). This
procedure uses a thin plastic film into which is randomly inserted small pearls. The
opposite hemispheres of these pearls are oppositely charged and are black on one
side and white on the other. Depending on the charge applied, the spheres present a
black or white surface. A continuous application of charge is not required; the spheres
do not rotate back to a certain position; their power consumption is thus relatively
low. Given that this sort of technology is not sensitive to air or humidity, it can be
easily transferred to large surfaces. However, the time required for each sphere to
change shade is relatively long and the integration of colour (using the three primary
colours) in the system is hard to envisage, so this technique may not be useful for
video applications. Nevertheless, such a system is sufficiently effective to enable
rechargeable electronic books, a possible market worth over US$10 billion.

Other possible techniques have been evaluated, notably by Lucent which devel-
oped a polymer based 25” screen using transistors fabricated through embossing
processes.

VIII The prospective and actual production at 2002

Most of the following information has come from issues of Opto Laser Europe at the
end of 2001 and details the actual commercial and industrial situations at this time.
The market for flat screens is worth several billions of US dollars, and concerns
both e-ink technologies, which necessitate external light sources, and emitting screens
based in particular on organic electroluminescence, which do not. The market esti-
mated for the year 2000 was US$24 million, a 100% increase on 1999, while the
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year 2005 is expected to encompass a market worth US$3.3 billion. An explosion in
this market is predicted for the period 2006 to 2010.

The main aims for those economically involved in this market concern the fabri-
cation of screens which are lightweight, flexible and exhibit high luminance, contrast,
wide angle of view, have low energy consumptions, and last but not least, cost little
to make. The target market includes applications such as portable telephones, digital
cameras, televisions — which can be hung up on walls or rolled up, tables which can
act as displays, programmable and therefore rechargeable books and even wallpaper!

Pioneer, with a licence from Eastman Kodak, commercialised, in September 1997,
the first organic screen, which was destined for an auto-radio facade. It was based on
Alg3 and had dimensions of 9.5 x 2.1 cm, and consumed 0.5 W. LG-LCD in Korea
announced the fabrication of a % VGA screen functioning at 5V and displaying a

contrast of 100:1. The screen was green and had a luminance of at least 200 cd m 2.
Uniax fabricated small screens for portable telephones which emitted orange light at
610 nm, operated at 10V and required only 1 mA per pixel to yield a luminance of
200 cd m~2. This screen was based on small molecules, much like the first colour
screen introduced by Pioneer for a portable Motorola telephone. [n May 2000, Sanyo
Electric associated with Kodak presented an active matrix screen of 5.5” consisting
of 240 x 320 pixels. The American company Universal Display Corporation (UDC),
risen from Princeton and South California universities, subsequently also developed
screens based on small molecules.

On turning to technology based on polymers, a highly involved company is
Cambridge Display Technologies (CDT), which grew from the Cavendish Laboratory
at the University of Cambridge, in which macromolecular electroluminescence was
discovered. The firm Covion has announced an annual production of 40,000 litres of
conjugated polymers, destined to be used by CDT and by Philips, the latter having
a factory in Heerlen (The Netherlands) producing screens based on light emitting
polymers (LEP)s for portable telephones. In March 2000, CDT and Seiko announced
the realisation of a R-G-B screen based on polymers deposited using ink-jet methods.
The fabrication, however, posed more problems than initially supposed, with incom-
patibilities arising between the polymer inks and the ink-jet deposition procedure.
Collaboration with Seiko Epson brought about the presentation of a colour proto-
type in May 2000 and then again in May 2001 at San Jose as part of the Society
for Information Display’s conference there. Lifetimes greater than 50,000 hours have
been attained using adapted encapsulation procedures. CDT has agreements with the
Japanese firm Tokki for vapour phase physical deposition procedures and encapsula-
tion, according OLE in July and August 2001. A pilot line worth US$25 million was
built in Godmanchester with the aim of fabricating 5 million screen units per year. The
effective production was planned for the start of 2002 with ‘roll-on-roll’procedures
taking the place of ink-jet methods.

At the University of Arizona, the ink-jet method was applied to screen fabrication
and yields of 0.9% were obtained. Sony though announced the fabrication of a 13”
diagonal screen with 800 x 600 pixels (SVGA), R-G-B colour and a peak luminance
of 300 cd m~2, the device controlled by an active matrix formed from polycrystalline
silicon.
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CDT’s polymer technology has also been developed by Hewlett—Packard and
Philips. The latter company has, in Heerlen, developed a pilot line for PLEDs on
a glass substrate, as the flexible films were found to not entirely fulfil the role of
barrier against humidity and oxygen. Philips consider that in addition to their higher
luminance and wider viewing angle, organic LEDs are preferable to liquid crystal
displays because of their shorter response times. By mid-2001 it was planned to
realise a monochrome display for portable phones of size 65 x 100 mm and capable
of displaying video images. Nevertheless, DuPont in the USA has announced a plan to
develop and fabricate plastic substrates for polymer based screens on active matrixes
with Philips and Alien Technology, another British ‘start-up’company. DuPont have
also planned, in co-ordination with other new companies, to develop more classical
technologies using active matrixes on glass in China and the Philippines. The German
company Osram, bought up licences from CDT and Uniax (a company started by A.
Heeger and subsequently bought by DuPont) and has installed a PLED pilot line in
San José (USA) and planned to start production in Malaysia during 2002.

Japanese firms are not sitting back. Sony announced the prototype of the largest
OLED screen, Toshiba planned to be selling in the market place polymer based screens
by April 2002 and Tohoku-Pioneer and Sharp began an association to invest 424
million Euros into the production of organic EL screens. NEC and the Korean com-
pany Samsung, meanwhile, also formed an alliance to invest over a 5 year period 472
million Euros for the production of similar screens in South Korea from the Autumn
of 2001 onwards.

In England, outside of CDT, there is another relatively young company called
Opsys based in Oxford which seems to be going through considerable expansion,
with at the time of writing this book, 25 employees and 15 University researchers
financed. The company first worked on organometallic luminescent materials, includ-
ing transition metals and rare earths, and then on macromolecular materials such as
dendrimers. At the same time, the company expanded in different areas, notably being
the first in Europe to take up licences to exploit Kodak’s small molecules. Opsys has
also been developing new small molecules with greater stabilities and yields than
those of Kodak, and, according to the Director, the absence of the necessary com-
petencies within Europe have meant that they have had to go to Fremont (USA) to
produce their screens. From 2002 onwards Opsys planned to fabricate their 1” to 5”
diagonal screens, with active matrixes and back-lighting for portable devices. Larger
screens, with appropriate licensing have been planned. The technology of the present
time—based on the evaporation of small molecules—allows for little flexibility (for
example with respect to changing substrate size), and it is planned that it will be
changed at some point to a technology such as ink-jet or spin-coating based on poly-
mers. The company does not see the choice between small or macro-molecules being
one of chemistry or even optoelectronics, but more to do with problems associated
with fabrication and costs. In addition, it seems that Opsys has already at its dis-
position a new class of polymers which do not fall under the umbrella of CDT’s
patents.
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IX Conclusion

The industrial competition is wide open and the diversity of competitors currently
operating is without doubt justified by the existence of such an enormous, and finan-
cially consequent, market. The market goes beyond that reached by liquid crystals
and is planned to be used not only in conventional systems such as screens but also in
a wide range of other devices, for example aeroplanes, cars, display panels, electronic
books and in teaching systems. While the field of organic electroluminescent diodes
remains young (for the most part being developed in the last 10 years), it is already
vast and the number of annual publications on the subject is considerable. We can
remark that a decade of intense research has actually given rise to a new source of
light which is now ready to enter our everyday lives. Organic solids, largely studied
during the 20th century with relatively few actual practical applications have now
found in the form of electroluminescent diodes an enormous field of applications, a
field which should continue to grow.

In this Chapter, we have tried to present the essence of current knowledge.
However, it would be highly pretentious to imagine that we have covered everything.
As a useful indicator of the results of ongoing research, it is worth mentioning the
reference [tro 01] which was prepared in collaboration with Thales and concerns
the preparation of an OLED emitting blue-green light.

A four layer structure, shown in Figure X-43, combines a hole injection layer
(HIL) made of PEDOT, an emitting hole transport layer (TNATA), a hole block-
ing layer (HBL) made of BCP and an electron transport layer (ETL) made of
Bebq2, which has been shown to be more efficient than Alg3. These molecules
and their chemical formulae are further detailed in Appendix A-11. The structure
ITO/PEDOT/TNATA /BCP/Bebq,/Ca, emitting in the blue-green at 508 nm gives
rise to a luminance of the order of 12980 cd m~? operating at 11.2 V (Figure X-44). In
the green though a greater luminance, more than 20,000 cd m~2, was obtained using
a tri-layer structure detailed in Figure X-22-b.

To conclude, these results show that luminances obtainable with OLEDs can be
particularly high and can satisfy the demands of a wide range of applications.

Cathode
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Figure X-43. OLED obtained from a four layer structure.
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Figure X-44. L = f(J) curves for various structure based on TNATA, including, notably, the
structure ITO/PEDOT/TNATA /BCP/Bebq, /Ca.

As an example is shown the prototype screen for a portable telephone fabricated
by the British firm Opsys using small organic molecular technology, a technology
in which Kodak Eastman holds numerous patents. The screen has diagonal size of
1.24”,is 1.8 mm think and exhibits a luminance of 40 cd m~2. It consists of 128 x 64
pixels (image from Displays Europe, February 2002).

X Actual state-of-the-art and prospectives

During the Society for Information Display (SID) meeting in Baltimore, USA, in May
2003, two firms claimed to have built the largest OLEDs yet. IDTech demonstrated a
50 cm diagonal display driven by “super amorphous technology”, a technology with a
cost much lower than this incurred with polycrystalline transistors. It had previously
been thought that amorphous silicon was incapable of delivering sufficient current to
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Figure X-45. (a): Kodak camera EasyShare LS 633; and (b) CDT concept for a TV watch
using its light-emitting technology.

drive OLED pixels, but IDTech claims that its display consumes half the power of a
typical high-end LCD, and offers better colour saturation and a wider viewing angle.
It has a resolution of 1280 x 768 pixels and draws 25 W of power at 300 cd m 2.
Sony exhibited a substantially bigger active-matrix OLED display at 60 cm. It was
comprised of four seamlessly joined pieces (displays) using a new tiling technology.
The Sony display, at 1024 x 768 pixels, had a slightly lower resolution than the
IDTech screen. Both companies say that their developments could lead to OLED
displays being used in televisions. Furthermore, Kodak and its manufacturing partner
Sanyo showed a 15 inch OLED screen which will be commercialised in three to four
years [Ole 03-b].

The first commercialised large scale OLED display (2.2 inch diagonal) was
inserted into the Kodak Easyshare LS633 camera (Figure X-45-a) sold with a price
tag of around €450. The display, with a viewing angle of 165° has a resolution of
512 x 218 pixels and a power consumption of around 300 mW. It was developed
by SK display, a joint venture between Sanyo Electric and Kodak. SK will initially
produce around 100,000 two-inch OLED displays each month, and hope to boost
this value to 1 million at the end of 2003 {Ole 03-a]. Meanwhile, Phillips Electronics
hopes to sell more than 100,000 electric shavers incorporating a small monochrome
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OLED display in 2003. Phillips have already exhibited a 1.4 inch passive-matrix
monochrome PLED at SID 2002, held in May 2002 at Boston, USA.

Cambridge Display Technology (CDT) of the UK and the Japanese firm Seiko-
Epson developed in a joint company, Polyink, an inkjet printing technology based on
light emitting polymers. They have fabricated a TV watch, shown in Figure X-45-b,
and commercialisation is in progress. However, an opportunity for CDT to buy up
Litrex, a Californian company which also manufactures industrial inkjet equipment,
may lead to new directions being taken.

It should be mentioned that displays made by Pioneer for car stereos and cell
phones have been on the market for sometime already.

Research into OLEDs has given—apologies for the pun—a vision of what may be
possible in the future. Flexible displays could one day depict an electronic newspaper
or, as curved screens, furnish the automobile or plane cockpit of tomorrow. ‘Electronic
ink’ is an alternative way to produce soft electronic newspaper and the E ink company
of Cambridge, Massachusetts, USA, has demonstrated the world’s thinnest active-
matrix display (0.3 mm thick). The construction combines a thin, shatterproof steel
foil transistor substrate with E ink’s paper-like electronic-ink display material coated
onto a plastic sheet.

In 2003 the OLED display market is valued at around $500 million, and according
to various market analysts (DisplaySearch, Stanford Resources, iSuppli), may reach
$3 billon (€2.7 bn) in 2007 or 2009 [OLE 03-a or Sie 03].



XI

Organic photovoltaic devices

I Principles and history of organic based photovoltaics

1 General points: the photovoltaic effect
a The photoelectric process

In general terms, photoelectronic processes correspond to those engaged in the
absorption or emission of light by a material. Solids can be subject to various effects,
such as photo-conduction (conduction once the material is illuminated) or the photo-
voltaic effect (generation of a tension by illumination), and these effects are directly
tied to transport mechanisms. Here we shall concern ourselves expressively with the
second process.

Within a photovoltaic system, we can see that following exposure to a ray of light,
charge carriers can be generated by:

electron band to band transitions (valence band to conduction band);
electron transitions from localised states in the forbidden band up to the conduction
band, or from the valence band to empty localised states in the band gap; and

e the generation of excitons following their dissociation or their ionisation.

The first process can be found in inorganic crystalline solids, the second in
inorganic amorphous solids, and the third, most commonly, in organic solids.

Whatever the process though, the photovoltaic process consists of 3 steps
which are:

photogeneration of charges, by one of the three mechanisms above;
the separation of those charges and their transport (and eventual multiplication)
to the physical limits (terminals) of the device; and

o the realisation of an electrically active contact that can give rise to a signal which
can be analysed either as a phototension with the circuit open, or as a photo-current
with the circuit closed.
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b Various configurations used for collecting photogenerated charges

For a photovoltaic device to operate, the second step mentioned just above is essential
and can be caused by several different effects [Kao 81]:

a The volume or mass photovoltaic effect This effect can arise from the diffusion
of charge carriers subject to a non-equilibrated regime, with holes and electrons each
having different mobilities. This effect was first observed in 1932 in diamond, and
then later in zinc sulfide, and is often called the Dember effect. It could be discerned
at the limits of materials which were under an intense light. Submitting anthracene
to light with wavelength X = 365 nm, equal to its fundamental absorption, yields a
phototension around 0.2 V. The negative ‘pole’ can be found on the side exposed to
light, as holes have a greater mobility than electrons, and therefore the former move
more readily away from the exposed side.

B The surface photovoltaic effect  This effect appears at the interface between a metal
and a semiconductor and leads to the formation of a potential barrier (a Schottky
barrier as detailed in Figure XI-1). When a metal (M) is placed in contact with a
p-type semiconductor (SC;), and the metal has a work function (Wpr) which is less
than that of the semiconductor (Wscp) i.e. Wscp > Wy, then the equilibration of
Fermi levels occurs via the passage of electrons from the metal to the semiconductor.
In the semiconductor, the same electrons recombine with holes and then acceptor
ions (A7), negatively charged, are no longer stabilised by neighbouring holes. The
result is the appearance of a negative space charge due to a certain density (N;) of
acceptors. Given the low value of N,, the space charge actually goes quite deeply into
the semiconductor and the diffusion of electrons from the metal to the semiconductor
stops when the internal field, generated by the space charge directed from the metal to
semiconductor, equilibrates the diffusion current. The metal takes on a positive charge
near the interface and then holes there observe a barrier AW = x + Eg — Wy, where
¥ and Eg are the electronic affinity and the gap of the semiconductor respectively.
On the semiconductor side of the interface, holes moving towards the metal observe

Metal
\\"_\1

T
..\\\-'¢ 1

Figure XI-1. Representation of the mechanisms giving rise to a phototension in a Schottky
junction (metal /p-type semiconductor) with Wgcp > Wiy
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the barrier Wit = Wscp — W At equilibrium, the modulus of the current of holes
going through AW is equal to that going through Wgisr. The space charge zone
is not a great conductor; it is resistive due to the lattice A~ ions being relatively
immobile. Thus, it is also the seat of any drop or rise in tension if we negatively or
positively polarise the semiconductor. If a negative tension is applied to the p-type
semiconductor, the current of holes going from the semiconductor to the metal is
blocked by a barrier which is raised to Wgirr 4+ |qV ™ |. If a positive tension is applied
to the p-type semiconductor, then the barrier is reduced to Wi — [qV ™| and the
current of holes from the semiconductor to the metal is reinforced. In effect, we
have a rectifying contact which permits the passage of strong currents going from
semiconductor to metal and blocks those from metal to semiconductor.

Turning now back to the photovoltaic system, there are three possible effects in the
structure of Figure XI-1, in which there is an interface between a p-type semiconductor
and a metal where the workfunction of the former is greater than that of the latter
(again, Wscp > Wy.):

e the absorption of light by the metal with the associated generation of a hole
of energy that can overcome the barrier AW, only when the light is such that
hv > AW, at the M/SC interface. With a sufficient amount of energy, the generated
holes can penetrate into the semiconductor and form a phototension at the barrier;

e with an incident ray of light with hv > Eg, an electron-hole pair is created in
the hole depleted zone d. The intense electric field, which dominates this zone,
of Ein; generated on the equilibration of metal and semiconductor Fermi levels,
in the direction left to the right of the Figure, efficiently separates photogener-
ated carriers. The result is a phototension between the metallic electrode and the
semiconductor volume; and

e when the incident wave has a low energy, and a long wave, the optical absorption
coefficient is small and in effect there is a poor formation of electron-hole pairs,
as hv is not greater than Eg. Such waves can penetrate quite deeply into the
material and can generate, within the semiconductor volume, electron-hole pairs.
In addition, minority carriers can be formed, created at a distance from the depleted
zone around their diffusion length (L, ), to diffuse towards the junction where they
are controlled by the field Eiy;. They can then contribute to the phototension at
the barrier limits.

Generally speaking the first process is relatively unimportant, and is associated
with photoemissions with an intensity of light dependent on the thickness of the metal-
lic film. When hv > Eg, the second and third processes are the most important. Once
the photons have an energy much greater than E, the absorption coefficient is very
high and any rays are, practically speaking, absorbed ncar the interface. A decrease in
the photoresponse is thus due to strong recombinations that occur close to the surface,
where there are normally a high concentration of defaults.

Photovoltaic effects like those described above have been observed in anthracene
[Kil 71], tetracene, chlorophyll and phthalocyanine [Gho 74]. We shall detail the
photovoltaic effects revealed from these materials in the immediately following
Subsection 2.
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vy The photovoltaic effect produced by an internal field at a hetero- or pn junction
As in the case above, the internal electric field across a space charge zone propels in
opposite directions the photogenerated charge carriers, resulting in the formation of a
phototension. There are now standard texts which well detail the theories associated
with devices, essentially made from inorganics, based on these effects (photovoltaic
cells) such as Section 9.2.4 of [Mat 98]. In organic materials, most photovoltaic effects
are obtained using Schottky pn-junctions, which require two types of semiconduc-
tivity. In Section 2 we will cite the example of phthalocyanine/perylene. Here the
former component, p-type, is a highly coloured chemical, historically derived from
the conversion of disubstituted benzene derivatives. The second, n-type, is a poly-
cyclic hydrocarbon with the chemical formula CogHyy and is used in the preparation
of dyes.

To give an overview, the development of solar photovoltaic systems has up until
now been essentially shouldered on inorganic semiconductors, in particular polycrys-
talline silicon. While the maximum yields approach 24%, the cost of fabrication of
the raw materials have limited commercial developments. Alternatives using micro-
crystalline or amorphous silicon have been widely studied and maximum yields have
neared 15%. Nevertheless costs remain a problem due to processes based on the use of
highly polluting materials, leaving them to compete poorly with other energy sources.
In parallel, the use of organic semiconductors, developed during the 1970s and 80s
[Sim 85] was also envisaged as a possible route. In the following Sub-sections 2 to
4 we will show the more notable results, before going on in Section II to describe
n-conjugated polymers and organic systems based on specific structures under going
development at the present time, notable interpenetrating materials.

2 Initial attempts using organic materials: the phthalocyanines

While the first results were hardly very encouraging, with yields of the order of 102
to 1073%, significant results, around 1%, were realised in 1978 using merocyanine
[Mor 78]. The considerable problem of instability associated with organics put con-
siderable break on their development. This was in part resolved though by using
phthalocyanines (Pc). Indeed, this material has found commercial success as a photo-
conductor in photocopiers or printers (Xerography). Their chemical structure, shown
with the example of CuPc in Figure XI-2, is close to that of chlorophyll [Keo 98], indi-
cating that real possibilities do exist for the conversion of solar energy. Two classical
configurations have been explored with this material: Schottky and pn-junctions. In
both cases, the Pc layer on being submitted to light rays is used to generate electron-
hole pairs. Their separation by an internal tension, which governs the limits of the
junction, can give rise to a photocurrent in an external circuit.

As shown in Figure XI-3, the Schottky junction is typically prepared with a
sandwich structure. The p-type semiconductor, phthalocyanine (see also Chapter X,
Section IV-1-a), is placed between an electrode that ensures an ohmic contact (Au
or ITO, which have high work functions) and a second, rectifying electrode which
permits the passage of current from the p-type semiconductor towards the latter metal
(Al or In, which have low work functions).
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Figure XI-2. Structure of the CuPc molecule.
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Figure XI-3. Configuration, under light, of a Schottky Pc/Al or In junction.

The rectifying effect, detailed in Figure XI-4, can only be efficient if the
phthalocyanine layer exhibits a negative space charge and is truly p-type. If the
layer is deposited under air it shows strong rectifying properties (Figure XI-4-a),
however, if deposited under vacuum the same properties are only weakly exhibited
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Figure XI-4. The (a) rectifying or (b) non-rectifying behaviour with respect to deposition
conditions used with CuPc; and (c) the resulting J(V) curve obtained on exposure to light.
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(Figure XI-4-b). In general, the degree of contamination by oxygen is highly vari-
able, making it difficult to compare results from different laboratories. However, the
characteristic curve obtained under light, as in Figure XI-4-c, can be used to deter-
mine the open circuit tension (Vo) (the photovoltaic regime) and the short circuit
current (Jcc).

The maximum electrical power (Ppax) 1s such that Ppax = Viax Jmax =
Jee Veo F. The factor F, called the fill factor, depends on the series resistance of
the device. Vipax and Jay are defined in Figure XI-4. The yield of the system, gener-
ally expressed as a percentage, is the ratio of maximum electrical power to the power
of the total incident light.

Using this Schottky configuration, yields of 1% were finally attained using
materials based on a spacer group (X) and non-metallic phthalocyanines (X-H»Pc)
and lighting through an indium electrode. The poor transparency of the electrode
resulted in a global efficiency of only 0.2 to 0.3%. Lighting the device from the side
of the transparent electrode (ITO) did not improve the result due to the Pc layer
filtering light, which otherwise would have reached the space charge zone situated
near the indium electrode.

The use of pn-junctions should, in part, help overcome the problem associated
with absorption due to the metallic electrode, used as a rectifying contact. This is
because the space charge now appears at the interface between the n- and p-type
semiconductors. Structures based on n-type perylene and p-type Pc, schematised in
Figure XI-5, have been experimented with. Better performances than those observed
with Schottky structures were obtained, due to a higher degree of light transmission
to the space charge zone. Excitons which diffused up to the interface between the
two semiconductors were thus ionised and the electrons and holes could be collected.
With devices sufficiently thin, a fill factor of 0.65 can be obtained. Tang, using this
method [tan 86], realised conversions of the order of 0.4 to 1%. However, a higher
value is required for the system to be viable at an industrial level.

3 Solar cells based on pentacene doped with iodine [Scho 00b]

In order to dope pentacene with iodine, the pentacene is introduced into a hexane
or acetonitrile solution of iodine and left there for 72h. This process gives rise

p-type Pc
1 n-type perylene
ITO or Au

A A A A

Figure XI-5. Organic pn-junction under light.
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to a good p-type semiconductor. The iodine molecules are incorporated between
layers of pentacene molecules and the resulting charge concentration can vary from
107 to 10'® cm—3. The iodine enables a high charge mobility (comparable to naph-
thalene and anthracene at 1 to 2em? V='s~!) and good electrical conductivity,
in addition to the efficient separation of charges. Useful also is the displace-
ment of the absorption spectrum (threshold at 1.4eV) towards that of the solar

spectrum.

The increase over several orders of size of the quantum yield of this system, which
can reach from 1.9 to 2.4%, can be reasoned by the following mechanism:

¢ the incident photon is absorbed by the active zone where an exciton is formed

(Figure XI-6-a);

e the exciton diffuses into the neighbourhood of an iodine dopant molecule
to generate an excited state at the pentacene-iodine-pentacene complex level

(Figure XI-6-b);
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Figure XI-6. Charge photogeneration in the pentacene-iodine system: (a) photogeneration of
an exciton; (b) diffusion of the exciton near to the iodine; (c¢) transfer of negative charge towards
the iodine and dissociation of the exciton; and (d) separation of positive and negative charges

under the field (E) effect.
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e the negative charge of the exciton is partially transferred towards the doping
molecule (Figure XI-6-c) and thus aids in the dissociation of the exciton; and

¢ the hole and electron are finally separated and the charges carriers are collected,
with the help of an electric field, to yield the photocurrent. (The electric field
which gives rise to the collection of these charges is an internal field generated
by a Schottky junction or a heterojunction).

The lifetimes of such devices remain controversial and it is for this reason that
any results announced should be viewed with some caution.

Cells with dimensions 5 by 5 mm have been made using the structure ITO/iodine
doped pentacene (50 wm thick)/Mg or Al and have yielded Voo = 995 mV, Joc =
4.5mA cm~2, and a fill factor (ff) of 0.45.

4 The general principle of Graetzel and current organic solar cells

In general terms, and as we have already seen in some examples, the heart of a solar
cell consists of a semiconductor which normally absorbs photons and thus passes
electrons from valence to conduction bands. This requires that the photons have at
least a minimum energy and that excess energy is lost, even if this means that in the best
materials 50% of the available energy is wasted. It is for this reason that the size of the
forbidden band (Eg) must be well adapted to the incident light. Excess photon energy,
with respect to Eg, results in the thermal excitation of photoelectrons towards the
LUMO band minimum (with, for example, an excitation of lattice vibration energy).

In the natural world, green plants which use solar energy are a priori subject to the
same problem. Graetzel [Gra 91] was inspired to transfer the solution that they pro-
vided to photovoltaic systems. In plants, light is recovered by chlorophyll molecules
which exhibit an absorption band well adapted to the solar emission spectrum. In
effect, few photons are not used. Once the solar energy is absorbed, it is transferred
via a protein complex in which a separation of charges gives rise to chemical reactions.
These reactions convert carbon dioxide and water into hydrocarbons and oxygen. In
terms of photovoltaic systems, the principal idea applied during the 1970s came from
the same logic. In order to limit losses, the processes of light absorption and conver-
sion to electrons were separated. Initially therefore, the structures were based on a
layer of absorbent dye molecules deposited on a SC surface. Once the dye molecules
were excited, they liberated, or rather transferred, an electron to the SC conduction
band. This completely removed the dependence of photon absorption with respect to
the SC absorption spectrum.

The problems that are now faced are:

the efficiency of electron-hole pair (exciton) disassociation; and
the efficiency of charge transfer towards the SC and the following collection of
charges at the electrodes.

In practical terms, the slow transfer of charges from the dye required that this layer
be extremely thin. If not, numerous recombinations could occur. The available material
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for absorption is thus reduced and the number of electrons that can be generated
becomes limited.

So, rather than using a specifically semiconducting material, such as crystalline
TiO,, Graetzel prepared a porous material from a large number of colloidal TiO,
particles and impregnated it with dye molecules. The particies, which were hardly
20 nm across, were in effect inserted within adye layer of about 1 micron. The effective
specific surface area of the dye using this technique hence became very large indeed.

Now standardised, the Graetzel cell is made up of a liquid electrolyte sandwiched
between two transparent electrodes. The instability of the system, due to evaporation of
the electrolyte, however, does demand a low operating temperature range, something
which has tended to limit their widespread use.

Poly( para-phenylene vinylene) (PPV) and its derivatives are, at present, mate-
rials widely under investigation for insertion in porous TiO, matrices. A problem
remains in the macromolecular size of the PPVs, especially important now that the
TiO; is prepared on a rotating disc from a very fine powder. At the Universities in
Santa Barbara and Cambridge, principally, research has now centred on the use of
buckminster fullerene (Cep) in place of Ti0, in composites with PPV. Here a PPV
chain is grafted onto Cgp, and we will look at these materials now in more depth.

II n-Conjugated materials under development
for the conversion of solar energy

There are many envisaged advantages to making polymer (‘plastic’) based pho-
tovoltaic systems. They include their ease of fabrication and manipulation, their
flexibility and low weight and their low cost, all of which are good reasons to imagine
their facile integration into buildings. These expectations have done much to push
research rapidly forward over the last few years.

1 Metal-Insulator-Metal structures

On using the structure of organic LEDs as a basis, the classic metal-insulator-metal
(MIM) structure was envisaged as a possible route to the preparation of photodetec-
tors. Organic LEDs were, incidentally, the first optoelectronic devices made using
nt-conjugated polymers.

As shown in Figure XI-7, once a contact is made, then the alignment of Fermi
levels adjusts band positions. Without an applied tension, i.e. V = 0, there is a swing
in the polymer bands so that, still without the application of the external field, there
appears an external field Eypyy = —grad Vi, # 0. The difference in internal potential is
due to the energy difference AWiy = Wanode — Weathode, I-¢. the difference in work
functions of the anode and cathode metals.

With the inception of a photon an exciton is produced. Under the photovoltaic
regime, only the slight difference in internal potential controls—with a low yield—
the dissociation of the photogenerated quasi-particle. In practical terms, the generated
phototension is not great enough to be of any use. With the structure ITO/PPV (120 nm
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Figure XI-7. Photogeneration of charges in a MIM structure.

thick)/Mg, the tension at open circuit is 1.2V and the short-circuit current is equiv-
alent to a quantum yield of 1% (electrons collected per incident photon). This yield,
however, improves drastically once the system is subject to an inverse polarisation
(around 10V) and can permits envisaging this system applicable as a large surface
photodetector.

The use of a Schottky structure resulted in only a slight improvement in charge
photogeneration.

It is generally acknowledged [Mar 94] that charge photogeneration in the volume
of the material occurs through dissociation of exciton singlets under field effects.
Instead of traversing the polymer layer, electrons are either trapped or undergo
combination with holes, giving rise to an rather unremarkable result.

2 How bilayer hetero-structures work and their limits

Following on from the fundamental principles, derived from the photosynthetic sys-
tems described in Section I, any improvements in the photophysics of the preceding
organic monolayer structures (MIM or Schottky M-SC) necessitate the use of bilayer
systems. The use of a donor/acceptor structure would allow the efficient trans-
fer of photo-electrons from a ‘donor’ semiconductor wt-conjugated polymer (p-type
semiconductor Pop) towards an ‘acceptor’ material which can either be an n-type
n-conjugated polymer (which are rather rare), or an accepting molecule, of which the
archetype is Cgp.

a Production and collection of photoinduced charges

The making and harvesting of photoinduced charges follows the processes given
below:

o the incident light generates electron-hole pairs at the p-type donor polymer (Pop)
due to electron transitions from 7 HOMO to =n* LUMO bands;

o the created pair is separated close to the acceptor, and electrons generated in the
Pop LUMO band are accepted on energetically favourable terms into the acceptor
LUMO band. As Figures XI-8 (which shows the flat band condition) and XI-10
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Figure XI-8. (a) Flat band regime of MEH-PPV /Cgq system; (b) Energy levels in the MEH-
PPV /Cgg system in the short circuit state.

indicates, this is due to the acceptor LUMO being of a lower energy than that of
the Pop LUMO;

e the separated charges are propelled in opposing directions due to the internal
field—to be collected—and as schematised in Figure XI-8-b.

b Transport of photoinduced charges to the electrodes

In order to transport charges up to the electrodes, the photovoltaic system exploits
the relative conductivities of holes and electrons with respect to the constituent donor
and acceptor molecules in the composite.

o Transport in the p-type donor polymer Once the donor p-type m-conjugated
semiconductor polymer (Pop) is excited by incident light, the first process it undergoes
is the transfer of electrons from the bonding m-orbital to the antibonding mt*-orbital.
Once the excited electron is transferred to an acceptor molecule, in this example Cgy,
then a polaronic state, associated with a positive polaron, appears on the Pop chain.
What we are observing here, in a sense, is a localised photodoping. The polarons have
transport mechanisms detailed in Chapter 1V.

B Transport in the n-type acceptor Csp  Once an electron is transferred to the Cgg
from the Pop, it can benefit from the n-type semiconductor character which Cgo
exhibits to be transported throughout the Cgg phase. Chapter III gives more relevant
details.

vy Overall result The rapid transfer of a photoinduced electron from Pop to Ceg
permits reinforcement of the generated charges at Pop and assures the separa-
tion of photogenerated charges—by enhancing their stability through a polaronic
effect. It is thus possible to obtain a heterojunction with a rectification factor of the
order of 10* for a bilayer structure based on poly(2-methoxy-5(2'-ethyl-hexyloxy)-
p-phenylenevinylene) (MEH-PPV) and Cgp, as schematised in Figure XI-8-b.
In addition to which, it is possible to yield either a photocurrent or a photovoltage.
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¢ Properties and practical limits of donor-acceptor bilayer systems

The photophysics of bilayer systems have been studied in depth by C.J. Brabec and
N.S. Saricifti [bra Ola]. Notably, it was shown that the time required for a decrease in
the luminescence of MEH-PPV (1 = 550's) was reduced by more than one order by
the presence of Ceg. This ‘quenching’ of luminescence by Cgp seems to be a general
phenomena for all -conjugated non-degenerate polymers. In particular, it indicates
that the transfer of a photoinduced electron occurs during an interval sufficiently short
to limit any radiative relaxations of the excited, conjugated polymer.

However, a bilayer system must present some limits in performance, as even
though the system has a high optical absorption coefficient (=10° cm~!), the absorp-
tion zone is considerably greater than the exciton diftusion length. As the exciton
can only dissociate in a volume close to its zone of existence (the region at the inter-
face between the donor polymer and the Cgo and no further from the Cgg than the
short exciton diffusion length), all photoexcitations generated outside of this zone
are condemned to undergo recombinations without generating efficiently separated
photo-carriers. They cannot, for example, participate in the formation of a photocur-
rent. Also, the photovoltaic effect arises only from photons absorbed with this thin
layer. An improvement in this situation can be made by introducing layers with high
levels of optical absorptions or, alternatively, by using crystalline semiconductors of
a high level of purity which allow longer exciton diffusion lengths.

Another approach to improving this system involves using elaborate thin films
constituted of intimate mixtures of both the conjugated polymer and Ceg. There is
thus a large surface area for absorption which is always close to a Pop and Ceg
interface, where the dissociation of an exciton can be assured {Hut 01]. Figure XI-9
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Figure XI-9. Schematisation of (a) a bilayer structure; and (b) an interpenetrating structure.
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gives two representations corresponding to a classic bilayer device (Figure XI-9-a)
and a device made using a composite of two interpenetrating phases (Figure XI-9-b).

3 Volume heterojunctions
a Principle

At each donor-acceptor element constituting the composite, the same mechanism is
reproduced. That is, the creation of the exciton, its disassociation and the transfer of
an electron from the donor to the acceptor, and the eventual separation—in opposite
directions—of the hole in the donor phase and the electron in the acceptor phase
under the influence of the internal field generated by the asymmetric electrodes. This
process is detailed Figure XI-10.

As the zone of interaction between the donor and the acceptor are not reduced
to a simple plane (as found in the bilayer system in Figure XI-9-a), these composite
devices present a zone for the absorption of light which is sufficiently thick while
at the same time maintaining the process of dissociation and separation of charge
carriers in the volume of the layer. Outside of this, the transport mechanisms are the
same as those exhibited by the bilayer device, and the mechanism used in the physical
transfer of charges is the same as that schematised in Figure XI-11.

It is for these reasons that an interpenetrating composite can exhibit high (close
to 100%) efficiencies in charge generation. It can be thought of as interpenetrat-
ing latticework of donor/acceptor heterojunctions, allowing efficient separation of
photogenerated charges throughout its volume vig the two n- and p-type phases. In
effect, the photoactive layer is one mass heterojunction. The two intermixed materials
of different gaps give rise to zones of sub-systems with levels where electrons are
transterred between donors and acceptors.

The ideal situation is that the acceptor is placed at a distance less that the diffusion
length of the exciton so that the separation of the photogenerated pair, or in other terms
the dissociation of the exciton, is facilitated.

b The results

Under solar light, efficiencies have reached 3% [Brab Ola]. The composition and
morphology of the film is, however, a critical factor. Rather than obtaining composites
which are completely homogeneous, the films are rather disorganised, with isles
forming of each component material. The size of these aggregates depends on the
solvent used to prepare the film. As an example we can site the use of chlorobenzene
and toluene, the former giving rise to smaller aggregations. This effect acts directly
upon the performances of the device as the smaller the size of the aggregates, the
greater the specific interface zone available for dissociation of excitons.

We should also remember that the donor-acceptor matrices should interpenetrate
to a sufficient degree, so that the transport of the two charge carriers is assured. A high
concentration of Ceg can increase both the yield of photo-carriers and their lifetimes,
resulting in a global increase in photo-current.
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Figure XI-11. Schematisation of the physical process within a composite of Pop and Cg.

Outside of the system based on MEH-PPV /Cg, the research teams of A. Heeger
at Santa Barbara [Yu 95] and R.H. Friend at Cambridge [Hal 95] successfully exper-
imented, independently, with a composite based entirely on polymers. The system
used was based on MEH-PPV and CN-PPV, the former acting as the donor and the
latter, a cyanide derivative of MEH-PPV, acting as the acceptor. CN-PPV exhibits
a high electron affinity due to the presence of —C = N groups substituted on its
backbone (which have a character discussed and detailed, respectively, in Chapter X,
Section IV-1-c and Appendix 1-10). As shown in Figure XI-8-a, and much like Cgp,
the LUMO of CN-PPV is below that of MEH-PPV. More recent studies have resulted
in even higher efficiencies by gradating the stoichiometries of the different compo-
nents in the layers, facilitating conduction of electrons and holes in the volume of the
heterojunction [Bra O1b].

¢ Using n-conjugated polymers grafted onto Cgq

One way of reinforcing the contact between donor and acceptor molecules, and over-
coming phase separation, is to directly graft the donor chain directly onto the acceptor.
Thus, a bicontinuous medium is obtained. There are two notable examples:

e grafting poly( para-phenylene) onto Cepo (a route chosen by E. Mignard et al)
[Mig 01]; and
e grafting oligo( para-phenylene vinylene) (OPV) onto Ceg [Nie 99].

Using the structure ITO/Cgo-OPV/Al allowed both the generation of electrons and
holes and also their collection at opposing electrodes. On exposure to light, using the
oligomer tri(para-phenylene vinylene) (3PV) an open circuit tension of 0.46V was
obtained, roughly equivalent to the difference in work functions of the ITO and Al.
Under short-circuit conditions, the photo-current was found to be 10 wA cm™2 and
the fill factor 0.3.

The rather poor yield, nevertheless more than two orders greater than that of
a layer of 3PV alone without the Cgp, could be explained by considering that the
transfer of photoinduced electrons (Figure X1-12, level I) between the 3PV and Cgg
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Figure XI-12, Schematisation of the energy levels involved in the relaxation of Cgo-3PV (after
J.E. Nierengarten, G. Hadziioannou, Materials Today, 4, (2001), 16).

Figure XI-13. Representation of the compound Cgo-4PV.

molecules was in competition with an energy transfer to the lowest energy singlet
state of Cgp (Figure XI-12, level II). A better result was obtained using 4PV in the
structure shown in Figure XI-13, indicating the relationship between structures and
characteristics. These results do highlight the route towards other developments based
on, for example, new derivatives of Cgo [Nie 01].

IIT Additional informations about photovoltaic cells
and organic components

1 Discussion about mechanisms leading to the generation of
charge carriers in organics

The making and harvesting of photoinduced charges follows the processes given
below where donor and acceptor materials exhibit an interface which induces charge
separation.

Figure XI-14 details the various processes of varying efficiencies (n), which are:

(1) photon absorption (n4). The incident light generates electron-hole pairs at the
p-type donor material (Pop) due to electron transitions from 1 HOMO to w*
LUMO bands. n4 depends on the value of the optical absorption coefficient and
on the thickness of the donor material;
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Figure X1-14. Mechanisms of photocarrier generation in organics.

generation of excitons. The generation of an electron-hole pair, by photoexcitation,
results in an excited but neutral state with a limited, finite lifetime. This state is
termed an exciton and consists of an electron and a hole paired by excited energy
states (Eex) within the limits of permitted bands (LUMO and HOMO bands,
respectively). The occupation of these excited states, the LUMO by the electron,
the HOMO by the hole, is termed a non-recombined exciton generally observed
in organic materials;

exciton diffusion (ngjfr). This quasi-particle diffuses inside the donor material as
long as recombination processes (of the hole—electron pair which make up the
exciton) do not take place. The Forster (long range) or Dexter (between adjacent
molecules) transfers can take place between an excited molecule (considered as
excitation donor) and a molecule that receives the excitation (excitation acceptor).
ndgiff < 1 because various recombinations can occur in the thick donor material;
hole — electron separation (exciton dissociation) (ntc). If the diffusion length
is sufficiently long so that the exciton meets an internal field, hole and electron
separation occurs. The internal field may be obtained at a donor-acceptor interface,
provided the LUMO level of the acceptor is lower than the excitonic state located
at the bottom of the conduction band of the donor. More precisely, Figure X1-14
indicated that the condition which must be fulfilled is Eex > Ipa — X Ea, where Eex
is the bounding energy of the exciton, Ipq is the ionisation energy of the acceptor,
and g, is the electronic affinity of the acceptor. As this condition is generally
verified, nyc & 1;

carrier transport towards the electrodes (1 ). This transport involves the classic
mechanism for hopping processes in organic materials. Traps can reduce the
mobility. If carriers are not infinitely trapped (as for example in lattice defects
such as dislocations), we can consider that n,, = 1; and

charge collection at the respective electrodes (ncc). For this to occur,
(EF)cathode < (ELUMO)acceptor and (Ep)anode > (EHOMO)donor- When fulfilled,
nee ~ 1.
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2 Electric circuit based on an irradiated pn-junction; photovoltaic parameters

For this study, we will consider a pn-junction with an ohmic metallic contact.

a Current inside the junction under short-circuit conditions and in the dark

The Fermi levels are aligned on the same horizontal line and the barrier which prevents
the major carrier flowing is qVpg = Wp — Wn, where Wep and Wiy are the work
functions of the p- and n-type semiconductors (Figure XI-15-a). If we denote with
the index 0O the currents in the dark, the resulting electron and hole currents are,
respectively: _

jOn = JonN + jonp = 0 (moduli of the majority and minority electron currents are
equal); and jop = Jopp + jopn = 0 (moduli of the majority and minority hole currents
are equal).

J\\: ‘~.| +] wn J a)
(a) Jou T () T -~

I)
Mder -
| Jgen

Figure XI-15. Current densities in a pn-junction (a) under short-circuit conditions and in the
dark; (b) under short-circuit conditions and under irradiation; and (c) in open circuit and under
irradiation.
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The resulting current is of course zero:
Jo = jon +Jop = 0, and we can write: jo = (onn + Jopp) + Gonp +J0pN) = JMa_]
Jjs» With (J0nN + J()pp) = JNLle (current of majority carriers) and (]Onp +J0pN) —Js
(saturation current).

b Current inside junction in short-circuit and under irradiation

Under short-circuit conditions, the Fermi levels remain aligned, but in the irradiated
areas the Fermi levels become the guasi Fermi levels as shown in Figure XI-15-b. We
then have JMaJ = JnN + Jpp o JonN + Jopp because the irradiation does not drastically
modify the density of the majority carriers. Conversely though, the minority carrier
densities are strongly modified in the n- and p-regions because of the irradiation
which generates the hole-electron pairs. The minority electron and hole currents are
thus jnp >> jonp and jpn >>q joquand ttle resulting current is practically generated only
by minority carriers as in js = jnp + jpN.

Inside the space charge area there is some recombination of electrons and holes
to give a recombination current which we will neglect. In addition, hole-electron
pairs are also generated in the space charge area and giving a current going from the
n to the p region which is denoted Jge, in Figure 24-b. As a result, the irradiation
produces a reverse current (going from the n to the p zone) and we can write: Jph =

]sal + JGen

¢ Junction in open-circuit and under irradiation (Figure XI-15-c)

This situation can be obtained when the junction is connected to an
electrometer/voltmeter of high impedance (Zejecyometer —> 00).

The Fermi levels move closer to one another as the metallic electrodes are not
directly connected by means of a short-circuit and a voltage appears across electrodes.
Because the circuitis s open, the current density is zero andJ = JMle + jth + JGen =0,
where J. Jsat + if Gen = ] ph is the same reverse current as that calculated above in §1V,2,b.
The resulting current being zero, the majority current must now be increased so that
]JMaJ| = |ant + JGenl |Jph| In fact, if the majority current is increased, then that
means that the barrier which prevented the flow of the majority carriers is reduced
from its initial value of qVyg to qVy, which verifies qVy, < qVyg. So that the barrier
observed by majority carriers becomes qVy, (for example, barrier to electrons on
the metal (M») side), the Fermi level must be raised on the same side by a value
qVbo — qVp = qVoc, and thus Voc = Vi — Vy, is the voltage which appears at the
contacts in the open-circuit configuration. The n region which is initially positive with
respect to the p region with a value Vg, becomes less positive under irradiation (with
a value Vy < Vig).

What is important is to underline that, contrary to what is often stated, the voltage
in an open, irradiated circuit is not equal to the voltage difference between the surfaces



332  Optoelectronics of molecules and polymers

of n and p regions and (Wgp — WN)/q = Vpo. This value is the bias voltage which
has given, not without some error, the name photovoltaic.

As demonstrated above, the value for Voc is given by the variation in the potential
bias between its value without and with irradiation and it is only when Vi, — 0 that
we have Voo & Vpg. Vo = (Wep — Win)/q is thus the maximum value that can be
reached by Vg, the open-circuit voltage for an irradiated pn-junction.

d Electrical characteristics

If the non-irradiated junction is biased with a voltage V, the current of the minority
carriers is unchanged at js, while the majority current is exponentionally reinforced

kT

()]

When the junction is irradiated, the current density becomes:

J=jg|exp ﬂ — 1| —Jon, (1)
S KT p

and we have the characteristics shown in Figure 25-a. Under irradiation, the
curve no longer goes through the origin. The irradiated biased junction can thus
work as:

Vv
to become Jyy = js exp (q_ . The resulting current density is thus:

— arectifier with a forward bias V > Vg in the first quadrant;
— aphotodiode with a reverse bias in the 3™ quadrant where V « O and [V| > —,
q

J = —(js + Jpn) that is to say with js < Jph, J = —Jpn. The measured current is
approximately proportional to the irradiation and when V. — 0,1 — Icc =~ —Ipn
(short-circuit current); and

— aphotovoltaic cell without external bias, but with a current flowing through a load
resistance Ry, in the 4th quadrant so that the photovoltaic function is not reduced
to the open circuit only. In this 4th quadrant, the product of VI is negative so
that power (and electrical energy) can be produced by the device. With I' = —I,
the curve I'(V) can be depicted for the general case in the first quadrant (see
Figure XI-16-b) where the optimised (maximum) power (Ppax) fits the values
I' =1, and V = Vy; so that Ppyax = V.

The fill factor (FF) is then defined as the ratio of Pp,x to Voc X Icc and can be
Pmax

written FF = ———.
Voc x Icc
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(a) A (b)

Figure XI-16. (a) J(V) characteristics; and (b) I'(V) characteristics with the maximum power
rectangle.

Furthermore, the open-circuit voltage (Voc) can be directly deduced from
relation (1), where J = 0, so that we have:

KT (] KT, /1
Voc=-—Log (Lh+1) = —Log (lhﬂ) . )
q Is q Is

e Photovoltaic parameters

The internal quantum efficiency (IQE), is defined by IQE = ngir X N1c X M X NcC,
while the external quantum efficiency (EQE), is givenby EQE = ns x IQE. Ineffect,
the EQE, obtained by the multiplication of all the efficiencies, represents the ratio
between the number of generated electrons to the number of incident photons. This
coefficient, also named the Incident Photon-to-Current Efficiency (IPCE) represents
the ratio between:

— the measured photocurrent expressed as the number of collected electrons in the
unit time and per unit area: ICC/ S JCC , where Jcc = Icc/S is the current density
inAcm 2;

— to the intensity of the incoming monochromatic light expressed as the number of
incoming photons (of » wavelength) per unit time and area: % hc it Ge 15
the incident energetic flux (expressed in Watt) and E is the illumination defined

by Ee = ¢/S (in W/cm?). Thus, we have:

I he ] h
EQE = € , X _lc o
e ex Ee el

With A expressed in pm, numerically, EQE = 1.245 JCC
Finally, the external power conversion efﬁ01ency n is defined as the ratio of
the maximum electric power Pp,y to the energetic flux ¢, = B, x Sien = P$:‘ =

FFXICd)M This yield is the maximum value for the theoretical yield, and to optimise
this yield we have to optimise each of the three factors in the numerator. In practice,
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the yield is diminished by two factors: the effect of the series and shunt resistances
and the effect of reflection at the surface of the cell.

3 Circuit equivalent to a solar cell

a Equivalent circuit for an ideal solar cell

Asl=1g [exp (%) - 1] — Ipn, the biased and irradiated pn-junction can be seen as
a current source Ipy (a reverse current proportional to the incident light) in parallel

with a diode in the dark which delivers the current i = Ig [exp (%) — 1]. We thus

obtain the equivalent circuit for an ideal solar cell, outlined in Figure XI-17, which
consists of an ideal diode and a current source in parallel.

If the junction is connected to a load resistance (Ry), the voltage (V) is the result
of the ohmic fall of the current through Ry (in open circuit, Rf, — ocand V — Vo).
The orientation of Ip, towards Ry, produces a V which induces a forward bias across
the junction so that the current (i) is a forward current in the direction opposite to
Iph. Alternatively, we can consider that the direction of the photocurrent in the load
resistance induces a voltage across the junction which generates the i forward current
in the direction opposite to Iy, so that in the external circuit we do not observe the
entire I, photocurrent, but only I' = Ipp — i.

b Equivalent circuit for a real solar cell

When the contact resistances (electrode resistivity and metal-materials interfaces) and
the ohmic losses (due to the bulk resistivity of the materials) generate a non-negligible
resistance in relation to the load resistance, we must include in the equivalent circuit
a series resistance (rs), as detailed in Figure XI-18. If we denote V; the voltage across
the junction, the voltage V across the cell is reduced to V = V;j — rI’, and in the first
quadrant we have:

qV; [V + 1]
I' = Ipn—Is [exp (k—Tj) — 1:| =1Ipn —Is [exp <qu —-1}.

(@ (b) 1L U=l

h“% 1

Figure XI-17. Electrical circuit of (a) ideal irradiated pn-junction connected with a load
resistance Ry ; and (b) equivalent circuit.
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Figure XI-18. Equivalent circuit for real irradiated pn-junction with (a) series (rs) resistance;
and (b) with series (rs) and shunt (rp) resistances.

Furthermore, when leakage currents (which include shunt currents through
short-circuits) arise across the cell, we can take into account this component by intro-
ducing a parallel resistance (rp) such that r, — oo when leakage current ip ~ 0. We
then have:

U =Tp—i—iy=1Ip—1 20y =2
ph —1—1Ip =Iph — I [CXP < kT) ] o

Replacing V; by Vj = V 4 1l we have:

qV +rJ V41l
I'=Iy~1 — -1 - . 3
ph — Is [eXp < T - 3)

While for the ideal cell in the external circuit we do not find the total photocurrent
(Ipn) but only I' =Tpn — i, in a real cell the same reduction is more pronounced.
This is because the shunt resistor ry introduces the linkage current i, leading to
I' = Iy — i — ip. Simultancously, series resistor consumes the voltage rsI’.

In ideal cells, we have ry = 0 and ry — o0: so, the departures from these values
give an evaluation of the imperfections of the diode; considering that ry always
presents a small value and that ry < rp, we can then estimate the values r and rp: by
differentiation of expression deduced from (3):

qV + rSI/> 1] V415l

-1'=0,

f(A', V) = I—1
(I', V) = Ipn s[exp( T

Ip

£, .
we have: 9 = — ' that leads to (with up = kT/q = 0.024 V):

a =T

[dV} Ip
i PP R T
dl’ Jy—o 1+ —Pexp—

ut ut

(because when I’ = 0, V = V¢ > ur)
l:dV] Iy
—— B i A S o
dr |y_ Ir I’

(as rg is small)
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Figure XI-19. Reverse values of series resistance (rg 1) and shunt resistance (rp 1) linked with
the characteristics slope at V.= Vg and at V = 0, respectively.

With 1= -1, we also have r;! = [],_, and r; ' = [§],_,- The slopes of
the characteristic I( V) under irradiation, calculated for I = O (at open circuit) and in
V = 0 (at short circuit) give the inverse values of the series resistance rs and of the
shunt resistance rp, respectively (see Figure XI-19). If 1 increases, the slope of the
characteristic decreases in the first quadrant and Icc also decreases. If 1, decreases,

the slope increases in the fourth quadrant, and Vo then decreases.

Note: To take into account a more general behaviour of the current inside the real
junction (recombination current in the space charge area), eqn (1) must be written
in the form: J = jg [exp (%) —1] —Jpn, where n is the “ideality factor” (n =1 in
the ideal case). The relationship between Voc and Iy, expressed in eqn (2) obtained
when rg = 0 and r, — o0, is thus changed to Voc = r—‘IC‘I—TLog (IILS"—H). Eqn (3) is

also modified and becomes

I (1 + r_s) - g =15 [exp (;%(V =) = 1]~ Tpn.

4 Possible limits

It can be thought that a power conversion efficiency as high as 10% can be reached
with organic solar cells ([Nun 02] and {Peu 03]). Given that

FF x Icc x V J
=—CC OCZFFXV()ng
de Ee

= FF x Voc x — x EQE,
: hv



XI Organic photovoltaic devices 337
then (¢f. § IV, 2-e):

CVOC
hv
CVOC
hv

n = FF x

x na x IQE

= FF x

X NA X Mdiff X NTC X Nr X NCC-

As nT1c, Ne and nec are all close to 1 (see §IV,1), we can consider the power
conversion efficiency (n) as being essentially the product of 4 terms as in 1) = FF x
(@Voc/hv) x na x ngirr. With small series and shunt resistances (ry < 50 Q andr, >
25kQ), and FF & 1 (see §IV, 3), we have for the power conversion efficiency. n =
e\{l‘gc X NA X Ngif. With e\t’gc ~ Ofe‘\’;/ = 0.25, na = 0.5 and ngig =~ 1, a value we
can hope to achieve with appropriate systems [Nun 02], we finally have n ~ 10%.

So, with at least 3% power conversion efficiency already demonstrated, and with
improvements toreach 10% in the years to come, “plastic solar cells” may significantly
contribute to future energy needs.

5 Examples; routes under study and the role of various parameters
a Recent results

As recent results we should mention Brabec’s cell based on PPV and fullerene
derivatives: at Siemens, he claims an efficiency around 5% [Bra 04]. Conversely
to this wet route, dry deposition with small molecules can also be realised; so,
with the structure ITO/PEDOT/CuPc ~ C60/Ca+Al, we obtained as photovoltaic
parameters (Figure XI-20): Vco = 0.45V, Jecc = 0.768 mA cem ™2, n & 1.8% with

ITO/PEDOT/3*(15nm CuPc+25nm CBO)/AI

0,001
10,0005
S
< |
E a8 0,4 -0,2 [] 08
=
Z
g -0,0005
:-'3 =#=illumination
E —a=— dark
o

-0,0015

Bias Voltage

Figure XI-20. I(V) characteristic of ITO/PEDOT/CuPc — C60/Ca+Al.
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4mW cm~2 as luminous flux. As we can see on the I(V) characteristic, an impor-
tant series resistance drastically disturb the measurements; an electron transport layer
at the cathode interface could improve the results.

With pure CuPc as an acceptor layer and a BCP layer acting as a blocking layer
in relation to exciton diffusion at the cathode interface, J.M. Nunzi [Tro 03] obtained
very encouraging results with an interpenetrating network made of ITO/PEDOT:PSS/
CuPc:Cgp (1:1) (40nm)/BCP (8nm)/Al (60nm) with annealing of CuPc:Cgo at
150°C under argon atmosphere for 20 min. Under irradiation of 100 mW cm™2,
the optoelectronic parameters are as following: Voc = 0.50V, Isc = 11.5mA cm ™2,
FF = 0.37 and n = 2.14%.

b Improving the photovoltaic properties of materials

It could go via the implication of several different technological routes. Here we can
cite five examples:

o Adapting the band gap of materials to solar light
this step is possible using the various, available, synthetic routes to 7-conjugated
polymers with differing band gaps [Ronc 98];

e Orientation of chromophores to generate an internal field
An alternative method to effect photodissociation throughout the whole volume of
a film was proposed by C. Sentein ez al. [Sen 97]. The proposed route implicates
the creation of an internal field due to the orientation of chromophore molecules
by the continuous application of an external field, in a technique otherwise known
as ‘poling’. This provokes in the photovoltaic device an effect of rectification
which would stimulate photodissociation. This effect has been shown to improve
a mono-layer device, based on non-optimised polythiophene used initially for
photovoltaic conversion, by a factor of 40 [Sic 00];

e Improving deposition techniques to increase absorption capacities [Fic 00]
The octamer octathiophene (a-8T), shown in Figure XI-21, was examined by
C. Videlot and D. Fichou. They found that its properties varied greatly with respect
to its orientation once deposited on a substrate. A pn-junction, in which the a8-T
acted as the p-type semiconductor and a derivative of perylene was used as the
n-type semiconductor, was used in the system ITO/a-8T/perylene derivative/Al.
Between 400 and 600 nm, a photo-current (Ipc) was generated when the system
was illuminated from the ITO side with polarised light. It was found that the
current increased by a factor of ten when the a8-T molecules went from being
perpendicularly aligned to being aligned in parallel with the substrate. This effect
was attributed not only to an improvement in the transport properties of the a8-T,

IN ASST N AP NS0 N8
AW AW AW A A

Figure X1-21. Representation of a-8T.
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but also to a better coupling between the molecules and the incident light, an effect
which improved their optical absorption;

o Improving charge transport
Following the disassociation of photogenerated charges, the problem of their
transport to the electrodes, as we have seen, needs to be tackled. Given the low
mobility of charges in organic solids, possible solutions may exist in the use
of ordered phases based, for example, on liquid crystals. Furthering this idea,
the mobility of electrons being again low in polymers, an eventual solution may
rest in the use of mixed organic/inorganic systems, in which the transport of the
electron may be assured through the inorganic phase. Doping effect of n or p
layers is also studied, as well with molecular materials (dyes) as with the ion
beam implantation technique we have previously developed [Mol 98] to realize
organic devices (diodes or transistors);

e Optimising the morphology of interpenetrating systems The optimisation of
photogenerated charge separation requires, on the scale of exciton diffusion
lengths, a perfect homogeneity of the donor-acceptor system. A solvent free
method, using the co-evaporation of p-type oligomers and n-type molecules could
reasonably result is such a structure; the vacuum quality is a critical parameter
really. It has also been remarked that the use of composites which exhibit con-
centration gradients, with donors and acceptors on opposite sides of a structure,
should improve the collection of positive and negative charges at the respective
electrodes.

6 Conclusion

At the present moment there is a considerable push in research into the field of
organic photovoltaics and it is with some excitation that more results are expected in
the near future. On bringing together the various possible techniques, which are not
necessarily exclusive to one another, the short term aim is realise structures which
display efficiencies of the order of 5%—6% and have lifetimes of around 5000 hours.
Activities based on organic photovoltaics should be possible on an industrial scale.
And given the recently published results, researchers could well be there in the next
few years.



XII

The origin of non-linear optical properties of
n-conjugated materials and electro-optical modulators

I Introduction: basic equations for electro-optical effects

1 Context

Whilst this book is mostly concerned with coupling electron transport properties with
emission and optical absorption properties, this Chapter deals specifically with the
effect of an electric field (E), whether static or variable, on the optical properties
of an organic material. In particular we will look at the effect of electrical fields
on the indices of materials, and the changes in the intensity or phase of an optical
wave propagated through a polarised organic medium. The assembly of polymer
based electro-optical modulators is then introduced. First of all though, as a general
overview, we shall detail the generally observed laws.

2 Basic equations used in non-linear optics [Sal 91]
a Standard equations

In general terms, a material subject to a static or low frequency electric field undergoes
certain deformations. These typically result from either ionic movements in mineral
based composites or from electron displacements in organic media (following elec-
tronic and molecular orbital deformations). Under the effect of an external electric
field, as shown in Figure XII-1, the change in polarisation induces a modification of
the optical indice of the material at a given frequency. There are two main types of
effect that can be observed:

e when the indice varies proportionally to the strength of the applied field the
electro-optical effect is called the Pockels effect; or

e when the indice varies with the square of the applied field then the effect is called
the Kerr electro-optical effect.
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Figure XII-1. Coupling an electric field with an optical field traversing an electro-optical
material.

On following the hypothesis that the variation in the indice is small with respect
to the applied field, we can use a Taylor type development around values of the indice
for when E = 0. Using the notation thus:

dn d’n
nE=0)=n0)=n a = — , A= — ,
dE /g—g dE? /5o

gives:

1
n(E)=n+a1E+§a2E2+--- (D

For the reasons of notation which will become apparent in Section b:

are the electro-optical coefficients which are such that:

1 ]
n(E) =n — §m3E - Esn3E2 +-- )

Typically, the 2nd and 3rd order terms are small, by several orders, with respect to n.

b The form of electrical impermeability

The term electrical impermeability is particularly useful when describing anisotropic
media (for example, following ellipsoidal indices). It is defined by n = 1/¢; = 1/n2.
As on one side ) = niz, that is 3—2 = ;—32, and on the other there is

1 1
An=n(E)—n= —§m3E - Esn3Ez,

we can write

d 2 1 1
An = (ﬁ) An = <—n—3> (—Em3E - ESHBEQ + - > =1E + sE%.
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With An =n(E) —n,
nWE)=n+rE+sE>+. .. (3)

(The coefficients r and s are defined beforehand to arrive at this simpie relationship
for An, which introduces the simple coefficients r or s in front of E or E2).

¢ Pockels effect and order of size

In many materials the term relating to the 2nd order Kerr effect is small with respect
to that of the 1st order Pockels effect. In effect:

I
n(E) ~ n — Em31~:. (4)

Typically, r & 10712 to 10719 m V', that is from 1 to 100 pm V",
If E=10°Vm™!, then the term %rn3E is of the order of 107% to 1074, a very

small variation in the indice with respect to the effect E (the usual minerals considered
are KH,POy4, LiINDO;3, LiTaO3 and CdTe).

H The principle of phase modulators and organic materials
1 Phase modulator

Phase modulation means that information, based on either V(t) or ]:Z(t), can be
transferred using an optical signal by moditying the phase of this optical wave. An
alternative method is with an amplitude modulator which varies the intensity of the
optical wave by using parallel monochromatic luminous beams, i.e. a laser beam.
When an optical beam traverses a Pockels cell of a certain length (L) subject to
an electric field (E), as detailed in Figure XII-2, the wave undergoes a shift in phase:

27
¢ =n(E)kL = )\—n(E)L, (5
0

where g is the wavelength of the light in a vacuum.
The introduction of eqn (5) into eqn (4) yields:

: (6)

__ L
‘l/ L I (b) gl — = L
Optical field i I T T | ’7 ;

—p :
L _L-'_{:]\ B

Figure XII-2. Pockels cell under: (a) transversal (E = V/d); or (b) longitudinal polarisation
(E =V/L).
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with @9 = 2’{3]‘

tension).

The vanation in ¢ (the shift in phase in the presence of a polarising field E) with
respect to the polarisation tension (V) is shown in Figure XII-3. From the Figure we
can define the ‘half-wave tension’ as an applied tension at which point results in a shift
‘of 1 from an unaffected wave. This can be written as g — (Q)v=half-wave tension = Tt

In the transversal cell, shown in Figure XII-2-a, the half-wave tension is
denoted as V, (and accordingly ¢p — (¢)v=vyx = 7). In addition, in this system
E = (V/d)y=vx = Vy/d. The value introduced into eqn (6) can give eqn (7) in the
form

(¢go representing the shift in phase at V =0, i.e. at zero applied

©) wtrn? VL D
— — =T = —
P0 — (P)v=vn Y d
Accordingly, we can deduce egn (8):
o d
Ve L ®

For a longitudinal Pockels cell, as in Figure XII-2-b, the field is now of the form
E = V/L and the half-wave voltage, which is commonly denoted by V! > becomes

V%, r= % We can now use eqn (6) again in the form

v \%
¢ = Qg — nV— (transversal cell), or ¢ = @p — T (longitudinal cell) .  (6)
T P,

Thus the shift in phase changes linearly with the applied tension. This we can use
to modulate the wave traversing the cell.

Generally, the value of V},y  €an be of the order of 1 to several kV for longitudinal
modulators. Transversal modulators permit a lowering of the value of V through
variation of the ratio % (d can be several microns and L can be around 1 cm), so that
V= 1to 100V.

Comment If the applied field (E = E(t)) varies greatly during the transit time (T) of
the optical wave, then obviously the optical wave will be subject to a varying value
of E during its passage through the modulator. The field E(t) which can be used is the

Figure XII-3. Variation in dephasing(¢) as a function of the applied polarising tension (V),
and the definition of Vy (transversal cell).
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Figure XII-4. Positioning of electrodes with respect to the transmission in a transverse
modulator. '

average field E during the two instant t and t + T. The size of the modulation band is
generally taken as being equal to 1/T.

In order to limit this problem, the tension (V) can be applied at the side of the
entrance of the optical guide so as act directly on the transmission axis. This is
schematised in Figure XII-4. Modulation up to several GHz is possible using this
technique.

2 The advantages of organic materials

Other than the advantage that organic materials have in being easily shaped, they do
present other advantages specific to this field:

a Advantages over inorganic materials

As the inorganic materials used are normally ionic in nature, the displacement of these
charges is slower relative to the movement of electrons alone, especially electrons
delocalised in organic media. Ionic polarisation is relatively slow especially when
compared to the response times of organic materials, and in particular rt-conjugated
polymers, which can be extremely fast (of the order of femtoseconds).

b Advantages due to the low dielectric permittivity of organic
materials (e, ~ 2)

Figure XII-5 schematises the circuit used to control a Pockels type cell. The generator
provides an excitation at low frequencies which is applied to the cell and acts, no less,
as a condenser. Its losses are shown in the scheme by the parallel conductance G,,. The
response time, T = RC, is small if C is small. This is favoured in organic materials as
their permittivity (e;) is also relatively small (g, & 2).
In addition, we have:
A 1

1
- ~ ith G, < wC).
Ve = 132Gy 1 j00) T4 jwzc WG <)

The modulator acts as a low frequency filter, with a cut-off frequency (f;) at
f. = ﬁ As C = % = S—O%EI—L (denoting S = [1 x L] as the available surface of
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Zc

Figure XII-5. Schematisation of a Pockels cell control unit.

capacitance, see also Figure XII-2), we can see straight away that with organic mate-
rials that have a low value of g, C is also small given that the cut-off frequency is
high.

Comment On introducing V, which insures the phase shift by m and is such that

X d . . fehg nr
Vy= SEL» We arrive a7 = Tazheon
For any given system in which f. increase, Vy also increases (along with

consummation). And the ratio fohg/Vy defines the figure of merit of the modulator.

= constant, for a given system.

¢ The state of the art

Y. Shi at the TACAN Corporation, along with his colleagues at the Universities of
Southern California (Department of Chemistry and the Centre of Photonic Tech-
nologies) and Washington, has shown that by controlling the form of the organic
chromophores it is possible to obtain electro-optical modulators having half-wave
tensions lower than 1V (V; &~ 0.8V with VL =~ 2.2V cm) [Shi 00]. The results
also showed a large increase in gain (inversely proportional to Vi). And the consid-
erable decrease in parasite signals allowed the operation frequency to be increased
to 100 GHz, equivalent to a transfer of data of 100 Gbitss~!. The decrease in V
was realised by increasing the concentration of chromophores while simultaneously
limiting electrostatic interactions (which reduce the electro-optical effect). This was
made possible by inserting chromophore molecules containing bulky groups that
contributed to steric effects. Other materials, notably those with octapolar charge
distributions, have been used in attaining ‘giant’ non-linear effects [Med 95].

3 Examples of organic donor-acceptor non-linear optical systems

Two principal effects are responsible for electronic displacements in molecules
[Mer 95]:

o the induction effect which gives rise to a preferential attraction for electrons
shared by atoms having o-bonds (in a range of electronegativities range based on
the capacity of atoms to attract electrons); and

e a mesomeric effect which brings into play m-electrons or doublets of unshared
electrons situated in p-orbitals. These charges can move from one bond to another
and are not localised to the extent of electrons in o-bonds.
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a The induction effect

Briefly put, when two atoms are bonded by a ¢-bond, the more electronegative atom
tends to attract the electrons in the bond towards itself giving rise to a dipolar moment.
In addition, the polarisation effect can be transmitted along a chain of covalent in
an effect which diminishes with distance (and typically disappears beyond the third
bond). The inductive effect is represented by the symbol + — with the arrow directed
towards the negative end of the dipole, and in the opposite direction to the sign
— —> +: djL.

b The mesomeric effect

The structure of a molecule, in reality, is in between the two limited formulas which
are both unable to describe the partition of electrons, given that m-electrons are more
mobile than o-electrons.

Example: the isolated double bond The carbonyl group is normally represented by:

e

Nevertheless, O is much more electronegative than C, and can attract electrons
more powerfully. The following representation is therefore also plausible:

N
C
/

The m-electrons are delocalised towards O and, in effect, this situation can only
be written using both of the proposed forms. These two forms are called mesomers
and are both intermediate with respect to reality.

—_'3_?

¢ Competition between induction and mesomeric effects and the example of
substitution on benzene rings

a Influence of an electron donor: —NHy, resonating with the benzene ring The
chemical representation schematises specific effects:

(1) a weak induction effect [N (5e™) is more electronegative than CJ;
(ii) astrong mesomeric effect through the conjugation of the N free pair of electrons
with the benzene ring; and
(iii) the pair of electrons on N(:) tend to delocalise towards the ring.
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Result The electron cloud is delocalised towards the cycle and, in effect, the
—N(:)H, group acts as a donor.

NHZ

NH;
J
@

(i)

'N'<H NH, NH, NH,
(i) - =
Pt \
- 1

Strong mesomeric effect

Minor inductive effect

B The influence of an electron attracting group: NO>  In the case of NO; there is no
free electron pair ready to delocalise towards the benzene ring. With O being more
negative than N, O tries to saturate itself with electrons moving them from the ring.
In effect, NO; is an attracting (or acceptor) group.

Induction effect Mesomer effect

-i

o -

L &G

4 General structure of molecules used in non-linear optics [opt 93]

As will become apparent when looking at the materials in more real terms, organic
molecules which allow intermolecular charge transfer can give rise to a particularly
high hyperpolarisability. These molecules are termed ‘push-pull’ molecules. They
consist of donor and acceptor groups linked by a conjugated system, otherwise termed
a ‘spacer’ (S) or a transmitter, as shown in Figure XII-6.
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D%onjugated system}, A
(S)

Figure XII-6. Donor-spacer-acceptor system.

III The molecular optical diode

Here we will show that molecular optical diodes can in fact give a rectifying effect.
Light polarised in one direction can pass, while light polarised in the opposite direction
is ‘blocked’. An analogue is, of course, a rectifying pn-junction, which rectifies by
exploiting effects due to a passing current and the excitation developed by an electric
field. .

In molecular optics, the created electronic response is f’E = ndjL (: %—‘:) in which

n is the density of electrical charges and di = qd_f is the dipole formed on displacing
by dl an electric charge from its centre of gravity due to the passage of an optical wave.

Comment In linear optics, the polarisation is tied to the optical indice by the
relationship P = gg(e. — 1)E, with ¢/ = n? for non-absorbing media. In absorbing

media, ¥ = n*2.

1 The centrosymmetric molecule

The centrosymmetric molecule contains electrons which are highly polarisable. A
gogd example is that of delocalised mt-electrons, as found in benzene (CgHpg). dji =
qdl represents the dipole moment.

dl
—q ——> 1q

Additionally, in one dimension, moving a charge (q) by a distance di superimposes
on the system a dipole moment of d{i =qqd—1', as detailed in Appendix A-9, Section III.
Similarly, moving a charge —e by —dl is the same as applying a dipole moment
dji = edl, as shown in Figure XII-7. In addition, if we move electrons under an

Initial electron  Superpositioning a Result: displacement of an
position dipole du = edl electron by - di=- 00
. di =00
Q7 o . 0«0
X dy = edl -~ -2
=) Q0 ——
-2 +e + E -

Displacement can be due
to field (E)

Figure XII-7. The equivalence of charge displacement, polarisation generation and vice-versa.
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Figure XII-8. Representation of the electron clouds in an unpolarised benzene molecule.

electric field (E), with direction —dI, that implies the application of dji = edl and
thus a polarlsatlon P= ndji is generated in the opposite direction, depending on dl.

If E= 0, the benzene molecule electron cloud has the form described in
Figure XII-8.

We can now consider the same benzene molecule under an electric field (E), as
in Figure XII-9.

With respect to the axis of time, successive lobes due to the function P remain
symmetric. There is no ‘rectifying’ effect observed at this size of optical field (E)
whether it be a weak field in which case P is directly proportional to EasP=
go(er — l)fi or whether it be a strong field in which case the polarisation stays as
a unpaired function (with successive + and — lobes) and a non-linear effect is
introduced simply by the unpaired harmonics at the level of P.

2 Non-centrosymmetric molecules

Now we can look at the same benzene molecule which has, however, been modified
by the addition of electron donor (D) and acceptor (A) groups so that it has become
non-centrosymmetric. This modification results in the displacement of the electron
cloud towards the attracting, acceptor group. Any effect exerted by an optical field will
be exacerbated by orientating the optical field so that it displaces electrons towards
A. Inversely, its effect would be minimised by orientating the field so that it tends to
move electrons towards D. Figure XII-10 schematises these two, opposing effects.

As detailed in Figure XII-11, Fourier analysis of the resulting polarisation wave
shows that it contains, that for non-centrosymmetric molecules, a fundamental, a
second harmonic and a continuous component. In a one- dimensional medium and
when the optical wave is E = E*, the terms for the polarisation wave should thus be
written in the form:

=Py + Xa1E® + Y22EYE®

wherein Y, is the absolute dielectric susceptibility and such that x, = eox,. Here
Xr = (& — 1) is the relative susceptibility, hereon denoted simply by ¥.
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Figure XII-9. Polarisation by strong and weak fields of a centrosymmetric molecule.

3 Conclusion

The second order non-linear polarisation (P?)) is proportional to the square of E
(the term EZ introduces cos® wt = 1—+—°°252—“’t). It is only with a non-centrosymmetric
molecule that that either %, or Y42 can be zero. In addition to the phenomenological
evidence described above, we can also perform a direct demonstration of this effect
[yar 89].

If a molecule is symmetric, then changing from Eto —Eis effectively the same
as moving charges in an exactly similar but symmetrically direction, so:

P@E) = —P?(—E) (1)
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Figure XII-10. Polarisation of a non-centrosymmetric molecule.
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Figure XII-11. Resolution of polarisation wave for a non-centrosymmetric molecule.
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Additionally, the definition of P® gives:

OF) = b . q
P}; (_(Ei - i ; ey (-E)} = PO(E) = PO (-F) @)

And finally:

-

from eqn (1): Ya2E- —xa2(—E)-(—E)

L= B — a2, thatis xa2=0.
and from eqn 2):  xa2B-E = Ya2(—E)-(~E) }: Raz =~ Xa2, HALIS Ka2

IV Phenomenological study of the Pockels effect in
donor-spacer-acceptor systems

Here we shall describe a molecular system containing m-electrons and establish,
directly, the relationship between modifications of the function indice with respect to
the applied field, otherwise known as the Pockels effect. The establishment of the same
type of equation, using more conventional methods, is detailed in Appendix A-11.

We will use an optical wave (E®) which propagates in the Oz direction and is
polarised in the Ox direction. Figure XII-12 indicates how the electrodes are placed
about the active medium.

1 Basic configuration
a Molecular system with prior orientation of x-orbitals in the direction Ox
A static polarisation field (Eg) is applied using ‘poling’, that is to say the field is

applied during a descent in temperature of an electro-optical material from its glass

transition temperature (Tg) to ambient temperature (T) to give the result shown in
Figure XII-13-a.

b For systems also containing a D-A pair

Here we are considering the system surrounded by the dashed line in Figure XII-13.
The electronic cloud is deformed and the centre of gravity for the charges is moved

7
//’
0 -

p:4

7 >z

Figure XII-12. Configuration of an active medium placed between electrodes parallel to the
plane yOz and traversed by an optical field polarised with respect to the Ox direction.
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(a) D

/A O=G=0
QYT ETE,

Symmetrical molecular
system. (Centres of
atomic and charge

gravilies coincide).
D-A system

Figure XII-13. The position of the centre of gravity of electronic charges (Gg) for: (a) a
symmetrical molecule; (b) a non-centrosymmetrical molecule whether or not (c) in the presence
of an optical field directed towards Ox; and (d) the same as (c) excepting that the field is directed
towards —Ox.

by x > 0 so that OGg = x. The greater the donor-acceptor character of the additional
groups, and in effect the greater the size of the electron cloud, the higher the value
reached by x (Figure XII-13-b).

¢ In the presence of an optical field

The ions which are attached to atoms within the solid material and in effect itis only the
electronic cloud which moves, in a manner similar to that shown in Figure XII-13-b,
once the system is under the influence of an optical field. The movement of the electron
cloud is with respect to its centre of gravity, already moved by the D-A pair. With Gg
displaced under the effect of both the D-A pair and the optical field by a distance x
we thus have f; = —kx (Figure XII-13-c, identical to Figure XII-13-b).

d The effect of a static electric field (Eg) applied in the direction - Ox

Here we consider the situation presented in Figure XII-13-d. The electric field goes
against the return force f; and has a tendency to displace Gg towards x > 0. This
displacement occurs as strongly as the charged electron cloud is large due to coupling
strength. In effect, as we have seen in Sub-section b just above, the value of x tends
to be high. We can therefore write that the force generated by Es is in the form
fgs = +Dx; the force fgg increases proportionally with Eg.

¢ Result of combined forces

The result of the forces (fr) with respect to Ox of forces f; and fgg is thus in the form
fr =f1; + fgs = —kx + Dx.



XII The origin of non-linear optical properties 355

With k = mw? and D = md? (which is such that §* o« Es, as D oc Eg):
fr = —m(wj — 8%)x. (1)

Comment 1 If the resulting displacement x is, in effect, as large as Eg and thus also
D(D « x), the term Dx = 82x varies similarly to x2, that is as an inharmonic term.

Comment 2 With an optical wave polarised in the direction Oy, the fundamental
relationship for the dynamics of the system can also be written for the direction Oy.
Here the field E; is put into terms of Oy and this effect may be greater than that in the
direction Ox given the anisotropy of molecular orbitals (see Comment 2 at the end of
this Chapter, Section IV-4).

2 Fundamental equation for a dynamic system

Here we will assume that in the permanent regime under study frictional forces (f; =
—mTI'x) are negligible due to I < |®w — wg| (the further from the resonance point we
g0 (® — wo) the more I tends to zero).
Therefore, the fundamental dynamic relationship for an electron with respect to
Ox is:
m¥ = —m(wj — 3°)x + qE®. (2)

Only the gE® component contributes to the Coulombic force. The effect due to the
static field (E,) was taken into account within the term md2x, which is included as part
of the return force (f;) as the electronic effect of Eg was considered as a modification,
or rather perturbation, of the return force.

With E® = E( cos wt, the solution under a forced regime x = xg cos wt(= xpelet
that is ¥ = —w”x) gives us:

eE®
(lwg =¥ — oh)x = ——
m

3 Expressions for polarisability and susceptibility

With N as the electron density, a polarisation of P caused by the displacement of

electrons by a distance x along Ox can be determined using P = —Ne x Uy and
2 Ne?
wp = m 10
2
3 “p B Pw
P=¢g—F——-—E" =¢yxE"”. 3)

T 0 =82 — w2

Typically, we set

2

P
Yo = ———. )
Wy — o
This is the term which appears in a linear polarisation of a system not subject to an
additional static polarisation (Eg). In this case, we have fgg = 0 and the term in 82
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disappears. The eventual expressions of the polarisation (P(*) is thus in the form:

2

13(03) . mP Em - Eco
=£8— > =gl .
(1)0 —

On assuming that 3 is small with respect to |® — wg|, placing it outside of the
resonance zones. And on using eqn (3) then with eqn (4):

% wp ( 8
0 — 0 =3 (w% —w?) <1 _ w232w2> w5 —w
2-

4 Expression for the indice—and the insertion of the electro-optical
coefficient r

With ¢ = n% =1+ %, we have as a relationship for the indice in Ox and in the
presence of Eg:

52 1/2
nx = 1+X%(1+Xw+§w—2)

8 1,2
=1(l+xw) |1 >
{( T )[ +(w3—w2)(1+xm)“

Xwd? v
(03— ) +¥o) |

= (1 4+ xo)'/? [1+

On introducing n,, = /1 + X , the indice in Ox and without Eg gives

1 Xw82 ) stz
RN ll+-———=)=np,+ ———. 6
e ( 2(@0— Mg/ " 2ng(wf — ?) ©
Finally:
2
Ywd
An=n; —ny,=———+-—— 7
X w 2nw((,o(2) _ (,02) ( )
. w2 1 XZ 82
With x, = TL’ or rather = Yo wehave An =ny — n, = 2o,
wo—wz u)%—coz oo}z, 2nmw12)
Asng = V014 %0 € Xo = nz, — 1, we can write
2 -1 2 3 2
An = (ny, — D~ (__) (8)
2n,, wp

As indicated above, 3> oc Eg = aFg, so that to a first approximation—neglecting 1 in
front of ng) (given that with the presence of chromophores the medium is, intrinsically,
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highly polar so that its permittivity (e = nz)) can be relatively high by even 3 or 4
orders)—we have:

An = Lo >a Egs, in which An is in the form
anwp
1 4
An = 51‘1‘1 ES (9)

in which r =1, &~ £ and is the electro-optical coefficient, and n,, = n by notation,

an indice following the direction of the polarisation of the optical wave and measured
in the absence of the polarising field Eg. An is proportional to Es, and eqn (9) is
identical to eqn (4) and well characterises the Pockels effect.

Comment 1 There is another, possible way to represent the Pockels effect:

1
asd <_2> = d(x—z) = —2xdx, we can write
X
1 1
()| ()

A (;11—2—> = 1Eg. (10)

Here we recover the classical expression used to define the electro-optical effect,
which was evolved from the ellipsoidal deformation of indices at a low frequency

=2n"3An = 2—A—n and on usin 91
= =2 g eqn (9) leaves

electric field (linear variation within the electric field of coefficients [ ] from an
ellipsoid of indices).

Comment 2 Variations in the indice due to the application of Eg can themselves
be variable. This depends on the orientation of the static field E with respect to
the direction of polarisation of the incident optical wave and anisotropic effects can
appear. However, in reality it can be advantageous to polarise the wave in the direction
Oy perpendicular to Eg (which follows Ox).

The deformation of orbitals by Eg, only for the propagation of the same wave
but polarised in the direction Ox, can have a greater effect on propagation along Oz
than along Oy. In the adjacent scheme, we can see that the p-orbital retains the same
elongated form in Ox (admittedly slightly longer in the presence of Es), but is also
much ‘skinnier’ in the presence of E;.

lesh)
@

]

(=]
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V Organic electro-optical modulators and their basic design

1 The principal types of electro-optical modulators

An electro-optical material can be used as a polarised wave phase or amplitude
modulator depending on the design geometry chosen.

a Phase modulator

The phase modulator demands the more simple structure. It consists of a modulator
arm constructed from a simple optical guide, onto which the incident wave falls.
The modulation is performed by applying a transversal tension, which induces a
phase delay (A¢) dependent on the frequency of the electric field. The information
contained in the latter frequency is then ‘written’ on to the optical wave in the form
of a phase modulation, as detailed in Figure XII-14. The electrodes, which can be
placed in either of two positions, used to apply E are not shown in the Figure for the
sake of clarity. One position corresponds to a sandwich structure, in which the organic
material is held in between the two contacts shown in the Figure. The alternative is to
make the electrodes coplanar, that is to deposit the contacts on individuals parts of the
same surface of the organic material. The latter design gives rise to field lines which
interact—to a lesser extent—with the electro-optical material. The often introduced
overlap figure (T) between optical and electrical fields actually decreases and in turn
V5 increases. The latter can be written in an equation more widely applicable than

eqn (8): L4

Vi=N—s—
K O B TL

(8)

b Amplitude modulator

Phase shifting alone does not change the intensity of the optical wave subject to
modification. However, here, the modification of the intensity of an optical wave is
possible by using, for example, a Mach-Zehnder amplitude modulator. This device
can be inserted into an arm of an interferometer.

As shown in Figure XII-15, the amplitude of the incident wave (I;) is equally
shared into two waves, each with intensity %Ii, down two arms neither of which have
been subject to an electrical field E. The from of the modification induced by E on

Exiting light
modulated by E

Incident light with period T

Figure XII-14. Schematisation of a phase modulator.
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electrodes =>cos Ap

Figure XII-15. Schematisation of a Mach-Zehnder type amplitude modulator.

one of the arms is %Ii cos A in which A is the degree of dephasing with respect to
the non-modulated wave in the unaffected arm.

The exit intensity is therefore:

Ip = %Ii + %Ii cos A = I; cos? %, with Ag = |¢ — @p| = “V\Ln (eqn (6') from

Section II-1). When cos? x = ——1+c205 ZX and cos2x &~ 1 — 4——32 , that is
1 4x? Ag
2 2
~ -1 1l——— ] =1- , d = —,
cos” X 5 < + 5 ) X and x = 5

we can obtain:

or in other terms, II—O =1-KV2
1
If V = Vgcos wt, then V2 « cos® ot o cos 2wt, and thus ll‘ll x C; — Cy cos2wt.

The intensity Ig is thus modulated by a frequency 2w.

2 Figures of merit

As already described in Section II-2-c, the half-wave tension, in the form V; =
Ao #% for a transversal polarising modulator, should be as low as possible (in
principle around 1 V). V is often used to characterise the performance of a modulator.

Given the expression for Vo, in order to decrease this parameter it is in our interest
to decrease the coefficient % and in effect increase within reason the length of the
modulator arms. d is normally around several microns and L = 3 cm. In addition, the
factor m® needs to be as large as possible to decrease Vo, and can thus also be taken
as a figure of merit as in FM = n’, and is expressed in pm V™!

Figure XII-16 shows the figure of merit as a function of the wavelength of the
optical field for several different materials (from [Bos 95]).

Figure X1I-17 shows the general configuration of optimised stilbene and benzene
in addition to values of r and n at given wavelengths of light. D and A, respectively,
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Figure of muW\“l}
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Figure XII-16. Figure of merit MF = n3r (pm V1) as a function of A (nm).

Optimised benzene Optimised stilbene
r (501 nm) =210 pm v! r (579 nm) = 1150 pm V!
n (501 nm) = 2.2 n (579 nm) =24

Figure XII-17. Configuration of optimised benzene and stilbene with example values for r

and n.

Acceptor A Donor D
CH; OCH; NH, N(CH);
CN 12 20 56 60
NO, 35 67 197 218

Figure XII-18. Values of B (10~*m v~y for D-CgHg—A with varying donors and acceptors
A (\ = 1064 nm) (from [bos 95]).
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donor and acceptor groups exhibit efficiencies in the following orders: D, N(CH)3 >
NH; > OCH3 > OH; and A, NO > NO, > CHO > CN.

The second order molecular polarisabilities (B), expressed in 10~*m V!, are
given in Figure XII-18 for various para-substituted benzenes. B, which is also called
first order hyperpolarisability, is defined by the relationship:

p = Mo + eo([a]E} + [BIEYE} + [YIEYEVEY +---)

in which g is the dipole moment of the fundamental state, without deformations and
therefore without contributions from the various first [a], second [B], third [y] and so
on orders of polarisabilities. [a], [B] and [y] are tensors in effect and E{ is the field
localised at each molecule.

Macroscopic polarisation follows the form (see also Section ITI-2):

13 = f’0 + [Xa]]ﬁw + [XaZ]EwEw + [Xa3]éwﬁméw +

Once molecules are organised in systems with centres of inversion, resulting in
centrosymmetric dispositions, strong, microscopic non-linear effects (high value of
B) become ineffective at the macroscopic level (y 52 is small).

3 The various organic systems available for use in electro-optical modulators
a Benefits and losses with organic media

As already mentioned in Section I, polymers exhibit several attractive qualities with
respect to their use in electro-optical devices such as their low cost, their ease of
synthesis and manipulation (using spin-coating techniques for example) in addition to
their interesting physical characteristics, which include their low functioning voltage
and dielectric permittivity (¢, or the order of 2 to 4), the latter of which makes it
possible to envisage a good adaptation to the response times between the electrical
excitation and the optical wave.

Certain inconveniences found with these materials should, however, not be
ignored. They include the elimination of the isotropic character in organic (amor-
phous) media, most notably in polymers (m-conjugated included) which tend to
form centro-symmetrical systems in which non-linear second order effects also tend
towards zero. In addition, in order to activate the non-linear properties, ‘poling’
microscopic aggregates with an electric field is necessary.

Any alignment of such aggregates breaks down the centro-symmetry. The material
does, however, retain a certain instability due to the ability of thermal effects to agitate
and disorientate any aligned aggregates. The stabilisation of centro-symmetry is the
main cause of problems at an industrial level, especially when the materials otherwise
exhibit high chemical resistance, and a reasonably low sensitivity to humidity and to
oxidation of m-bonds. For the present moment, one of these materials used in organic
modulators is polyimide [Gar 99].
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b The different systems

Most crystalline organic materials are centro-symmetric and thus useless with respect
to second order effects. Non-linear moieties are thus often used incorporated into
an amorphous polymer, which is vitrified directly following preparation into a
film. The electro-optical performances are conditioned by the concentration of the
chromophores (non-linear D — 7 — A moieties) used which can be inserted into the
final material. Different systems, using this technique, can be prepared:

e ‘guest-host’ systems, as shown in Figure XII-19-a, are prepared from a mix-
ture of an optically active medium mixed with a polymer (which necessitates
solvents such as toluene or chloroform). Solubility parameters control the final
chromophore concentration;

e systems prepared by grafting chromophores onto the back bone of a polymer, as
detailed in Figure XII-19-b; and

e covalent systems obtained via the formation of covalent bonds between chro-
mophores and polymers chains, as shown in Figure XII-19-c.

A step common to the use of these systems is that once prepared the chromophores
must be aligned so that the material looses as much as possible its amorphous character
and improves its electro-optical efficiency. The effect of this procedure is shown
in Figure XII-20-a and -b for guest-host and polymer grafted systems. In order to

@ ' ‘ ;

A
(b) X , |
(c)

Figure XII-19. Different possible systems: (a) ‘guest- host’; (b) chromophore grafted to back
bone chain; and (c¢) chromophore inserted into polymer chain.
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Figure XII-20. (a) ‘Guest-host’ and (b) grafted systems, after chromophore orientation by
‘poling’.

get around this stage, or to stabilise the orientation obtained by using this method,
mesogens (polymer mesogens) can be used which orientate themselves in a given
direction (in the liquid crystal state). In theory though it seems that this latter method
may not give satisfying electro-optical performances.

VI Techniques such as etching and polyimide polymer
structural characteristics

1 Paired materials: polyimide/DR1

Asamaterial for a polymer matrix, polyimide presents numerous advantages including
its low optical losses, low water permeability, low refraction indice (1.56 at 1.3 um)
and dielectric constant (3.2 to 3.5) and good thermal stability (T = 290 °C).

The method used for obtaining films has been well established. In the case of
polyimide 6FDA /ODA (otherwise known as PI 2566 and supplied by DuPont) which
is detailed in Figure XII-21, an adherence promoter is used first of all (VM 651
promoter spread at 2500 rpm for 30s), then an initial layer of PI 2566 is spread at
500 rpm for 5s, and then finally the PI 2566 is spread at 200 rpm for 30s. Following
this step is an annealing step at 120 °C for 30 min on a heating plate and then a second
heating stage at 300 °C in an oven for at least 1 h.

Turning to one-dimensional chromophores, a good example and representative
molecule is Disperse Red One (generally called DR1) (Figure XII-22), a well known

O  FC_CF O
OO X T
n
0 0

Figure XI1-21. The monomer unit structure of polyimide 6FDA-ODA (PI 2566, DuPont).
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DRI: HO_ ,/NONOZ
\/N

Figure XII-22. The structure of DR1.

nitroazobenzene based dye. It has been well characterised and widely used for the
last decade.

2 Device dimensions—resorting to lithography
a The dimensions

o Intensity modulator Figure XII-23 shows the commonly used Mach-Zehnder
configuration for an amplitude modulator. The sizes, shown in the Figure, have been
determined with respect to both guiding conditions (mono-mode) and the need to
produce a significant electro-optical effect. Assuring the length of the component (to
obtain the required effect and reduce V), while retaining a guide depth of around
1 micron (to verify guiding conditions) complicates the experimental preparation of
such a device. Lithographic masks are used which have to work well at very different
scales: of the order of microelectronics and of the order of several centimetres. The
technology used for motifs results in poor quality preparations.

B Phase modulator The simplest device to prepare is that based on a single arm, as
it consists of an optical guide sandwiched between two electrodes. In order to obtain
a good electro-optical signal and to have appropriate guiding conditions, the dimen-
sions of the device can resemble those shown above for the amplitude modulator.
A simplified component can be obtained by using a cladding material to cover over
the device made from a polymer which rests in contact with air. This type of guide
can be particularly useful in determining losses due to the polymer (such as poly-
imide, polyimide/DR1 etc.). The geometrical form of the guiding conditions were
determined by Petermann [Pet 91 and Pet 96]. With the expression

H = (h/2)y/n? —n3 > 1,

Polyimide/DR1
= =3“ mm

A

Figure XII-23. Dimensions of a Mach-Zehnder amplitude modulator.
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the mono-mode guiding condition is

t/h
Y o034 —Y

— < e —
h =" /T @/n)?
Definitions of parameters for these equations are detailed in Figure XII-24.

For polyimide using the parameters detailed above, we have H = 1.49 (which
holds well to the condition H > 1) and R = w/h = 1.25, a value below that derived

yh
from 0.3 + NS 44,

The distribution of field lines, obtained equally well from calculations or experi-
ment, is shown in Figure XII-25-a. What is particularly interesting is the way in which
the lines are well confined within the rib guide. Figure XII-25-b shows the critical
evolution of the ratio w/h with respect to h for different values of the coefficient
r = t/h for a ribbon guide.

A mono-modal regime is reached when (w/h) = 1 for r = 0.5. For polyimide,
when r = (1.75 and (w/h) = 1.25 the mono-modal regime is attained.

R =

3 Etching

Once the dimensions of the devices have been determined, they can be prepared by
photolithography (see Chapter VIII, Section II-2) using masks of an appropriate size
and quality. Given the research already gone into preparing etched surfaces exhibiting
vertical walls, in principle it should be possible to use dry etching techniques to attain
an excellent level of anisotropy. The speed at which the etching can be done depends
on the rate of pulverisation, which in itself depends on two component parts. One is
physical and is based on the inert ions used such as argon, and the other component
is chemical and is based on reactive reagents, for example oxygen ions used for
polymer etching. Appendix A-9 details the principal mechanisms and characteristic
parameters used. As described therein, the etching of polymers (polyimides) by ion
beams used for microelectronics must be performed using parameters close to those
used in plasma etching (RIE etching).

Figure XII-26 indicates (for polyimide PI 2566) the rate of etching speeds with
respect to the energy (E) of the incident ion beam (3keV < E < 6keV). With a current
density J = 0.4mA cm~2, and a liquid nitrogen trap set close to the sample so as to

np =1:air

n; = 1.56 : Polyimide
n; =1.45:8i0;

Si

Figure XII-24. Parameters used in the Petermann conditions (mono-mode guide).
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Multi-mode region

r=0.8
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Figure XII-25. (a) Distribution of field lines in a rib shaped guide; and (b) mono- and multi-
mode regions.

cool the sample, limit its degradation, trap excess reagents and condense reaction
products, a comparison of etching speeds has been performed for various ion beams
(see also with Figure XII-16 in which the characteristics of the techniques used are
shown), including:

dry etching using Ar™ ions;
Reactive Ion Beam Etching (RIBE) using O ions without a trap;

¢ lon Beam Assisted Etching (IBAE) using Ar* ion beam with a flux of molecular
oxygen; and

o IBAE with a beam of O™ ions and a flux of molecular oxygen.

As we can see in Figure XI1-26:

e the difference between dry etching and RIBE etching is as great as the energy E
is small; and

o there is a step between the optimised energy for RIBE etching (E &~ 3keV) and
the energy used for the optimised IBAE process (E ~ 6keV). This difference
can be accounted for by the energy of O+ ions which generate reactive species
(O) by colliding with the oxygen flux. The energy transmitted through collisions

1400 - -
1200 —~ IBAEO' / O,
gl
@ — 1000 -
@ & goo L RIBE O
2 E
£ ¢ 600 +
6~ +
: vl /ﬂ)'foz
200 + dry etching Ar*
0 -+ 1 i 2
2 4 6

Figure XII-26. Etching speeds compared using different techniques.
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between O and O is of the order of 3 keV (taking into account the Kinetic transfer

coefficient y = 1/2), in precise equivalence with the energy of O ions used to
optimise O RIBE etching.

Finally, the optimised parameters obtained were:

e RIBE OV etching: E = 2.5keV (with J = 0.4mA cm™? and realised using a
similar method [Mou 00}); and

e IBAE O™ etching: E = 6keV (with J = 0.4mA cm™? realised also for an ion
beam current density).

4 Examples of polymer based structures [Cor 01]

a Polyimide guide (as passive material) and characterisation of optical losses

n,=1
5 pm

i

lpym ¢
6FDA/MPDA LI24™

n; = 1,575

0y =146

280 p

Figure XII-27. Geometrical structure of electron microscopic image of a polyimide guide.

absorption (arbitrary unit)

X-axis on guiac

(a) (arbitrary unit) (b)

Figure XII-28. (a) Appearance of transversally diffused light; and (b) the corresponding
absorption of the optical signal along the guide length.
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Figure XII-29. Measuring propagation losses using the ‘cut-back’ method (Lpropagation ~
2dBcem™ ).

b Modulator structure with polyimide/DRI as the electro-optical material

| Dopped Si
' Orientate 0=
(a) PRI A

Figure XII-30. (a) Scaled representation of a polyimide/DR1 phase modulator; and (b) light
injected into the same phase modulator equipped with electrodes.

VII Conclusion

Using electro-optical materials such as lithium niobate (LiNbQO3) [Pap 85], the method
by which modulators worked was well understood from the beginning of the 1980s.
However, the rapid development of active organic materials during the last decade or
so indicates that completely organic modulators will be soon available. These hold the
promise of being relatively cheap to fabricate and could be used in fibre optic networks
either directly with the user or through a Hertzian process. Their exceptionally fast
response times, originating from the electronic processes involved, will probably be
required in response to the demand placed on communication systems, a demand
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Figure XII-31. Future prospects: (a) schematisation of an all-organic electro-optical device;
(b) schematisation of an emitter; (c) principal of erbium emission; and (d) photolithography of
polyimide which may permit network fabrication.

necessitating a doubling in optical telecommunication networks every 18 months in
a process nicknamed ‘Moore’s optical law’ [Tou 01].

Figure XII-13 shows the possible structure of an all organic device [Umop 99]. The
emitter could be fabricated using the layering shown in Figure X1I-13-b and using the
current knowledge detailed in Chapter X. The transfer of singlet and triplet states from
the ligand q to erbium could be highly efficient, as detailed in Figure XII-13-c. The
filter, within a network, could be fabricated using a focalised ion beam (FIB) machine,
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giving 1.5 pm mono-mode guides with polyimide derivatives. Figure XII-13-d shows
a photo of the derivative 6FDA-ODA as a pertinent example.

The electronic servocontrol needs to be constructed taking into account the
behaviour of the polymer based electro-optical modulator. In simple terms, exper-
iments are devised in order to model derivatives and their characteristic behaviours
and any secondary opposing reactions. In order to measure the dephasing attained at a
given applied and continuous tension, a triangular and periodic signal can be directed
at one arm of a Mach—Zehnder device. Then the modulated sinusoidal exit signal is
recorded and once again another triangular tension is applied but this time with the con-
tinuous component. The recorded signal, again sinusoidal can be compared with the
previous signal and the difference in the two accorded to the continuous component.

We can finally say that the actual progress made recently will allow the fabrication
of such devices without any major obstacles. As we have already mentioned, one
problem does remain and that is the stability of organic materials. The continuous
improvement in their qualities should, however, allow the emergence of devices very
early in the 21st century.
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Atomic and molecular orbitals

Introduction

This appendix proposes a relatively simple construction of atomic and molecular
orbitals for a covalently bound solid. And is aimed at readers relatively well
versed in physical electronics. An example is made of the hybridisation of carbon
orbitals.

I Atomic and molecular orbitals
1 Atomic s- and p-orbitals

Speaking approximately and with respect to atomic orbitals, we can imagine that each
electron within an atomic moves in a spherically symmetrical symmetry. This is the
result of a potential from the nucleus which varies with 1/r, represents the overall
effect of all other electrons and is, to a first approximation, spherical.

The electronic state is represented by the wave function (W, ; ) which is depen-
dent on the three quantum numbers n, n and m. The energy level depends only on
n and | while the degree of degeneration is equal to the number of values taken on by m.

When 1 = 0, the atomic orbitals are called s-orbitals and the wavefunctions vary
only with n, as in ¥y 1 m = Rin® @) Pp) = Ry, 1O1,mPm = Ry, 000,0P0, in which

B0 = gandtbo = \/Lz_n These wavefunctions do not depend on 6 nor on ¢. Only
R takes on different values as the principal quantum number n varies. The s-orbital

therefore takes on the spherical symmetry shown in Figure 1.

Whenl=1,m = —1, 0, 1 and the orbitals are called p-orbitals:
m=0: 01 = (+/6/2) cos 6 and By = 1/+/21

m=1:01; = (+/3/2)sin0 and &; = (1//7) cos ¢
m=-1:0;_; =(~/3/2)sin0and ®_| = (1//7)sin @
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ns2

V..

Figure 1. s-Orbitals.

If R(r) represents the function Ry 1, as m varies, invariably the wavefunctions for
the three preceding p-states are of the form:

1 /3 1 /3
(I): Yo==,/—R()cos® (I): ¥; ==,/ —R(r)sinbcos ¢
2V m 2V n

1/3
() : W_y = =,/ —R(r)sinBsin g
2V

If we set R(r) = R(r) so that ry has a value defined by the relationship
forf IR(r)|?r2dr = 95% (which indicates that the probability of an electron being
within a sphere of radius 1y is equal to 95%), then we can say that the three equations
represent the orbitals in a conventional manner.

Comment 1t is worth noting the placing of points M as defined by ¥ = OM in
Figure 2.
As an example, we’ll use the relatively simple relationship

1 /3 —
Yy = 3 ER(r) cos 6 = [[OM| = OM.

Here D is at the origin of the Oz axis, where cos8 = 1, and therefore OD =

%ﬁR(r). Now OM = ODcos 6. If 6 € [0, /2], OM > 0. The M points are now
placed with a varying 6 in a sphere above the plane (xOy).

H6e[n/2, n],cosH < 0, then the M points are in a sphere below (xOy).

The signs of the orbitals Wy, ¥| and W_; can be obtained directly from the signs
taken by the variables x, y, z. To do this, we can use the relationship between spherical

‘f.

p.-Orbital

Figure 2. Shape of the pz-orbital. The 4 and — signs concern Wy which follows cos 6.
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Figure 3. Axes normally used for spherical co-ordinates.

co-ordinates and the Cartesian co-ordinates indicated in Figure 3:

X .

— =sinfcos ¢
r

y . .

— =sinfsin @
r

z

- =cosf

r

So for example, if cos6 < 0, then z < 0 and ¥y < 0.
For f(r) = 182 /3 5 0 (with r & ry), the functions Wo, ¥; and W_; can thus
be written in the following way:
U =X =xf(r) =Wy (Ypx > 0or < 0depending if x > 0 or x < 0)
V_1=Y=yf@r) =¥,y (Ypy >0o0r <0dependingify > Oory <0)
Vo=Z=2z1F1)=W¥p, (Vp,>0or <0dependingif z> 0orz<0)
We can at last schematise in Figure —4 the s- and p-orbitals using r fixed to the

value ¢ (which is such that [ r?|R(r)|2dr = 95%):
To conclude, the s-orbitals are non-directional, unlike the p-orbitals.

Comment The orbitals we have shown so far concern only one electron per orbital.
They are the orbitals which we will go on to use when constructing molecular orbitals
from the sharing of one electron per atom in covalent bonding. However, if we were

Orbital ns npy npy np,
Nodal plane (yOz) (x02) (xOvy)

Figure 4. The ns and np orbitals. Note: the nodal plane is the plane in which there is zero
probability of finding an electron.
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to consider atomic orbitals which contained more than one electron, or i electrons,
then the orbitals will take on the form ¥ = I1;¥; in which ¥; are the wavefunctions
for each electron. Prior to being anti-symmetric (Pauli), these W functions are used
in the Slater determinate form.

2 Molecular orbitals
a The example of the simplest molecular system H;'

In the simplest scenario we ignore the possible overlapping between adjacent orbitals,
which would otherwise have to be taken into account using the supplementary con-
dition dE/dk = O in which energy is minimised following a variation method. With
the two nuclei in our system placed—and fixed—at ﬁl and ﬁz and the shared electron
at T, as shown in Figure 5, we have the Hamiltonian for the system
2 2 2
He — _hﬁ A— e _ e .
2m  4mep(F —Ryl)  4meg(F — Ral)

If o(r) = A exp(—r1/a,) is the wavefunction for the fundamental state for a hydro-
gen atom, the solution for the system H; can be used on assuming that the electron
is localised preferentially on one of the two nuclei:

e if the electron is localised on the nucleus (1), then ¢(r) — <p(|§>)|)

o(f —Ri]) = ¢l; or R
e if the _(;lectron is localised on the nucleus (2), then ¢(r) — ¢(|BD|) =
o(If — Ra)) = ¢2.

If the electron is localised in between the two nuclei, then the solution has to come
from a mixture of the two preceding states. We can therefore look for a wavefunction
¢ of the H; molecular ion in the form ¢ = c1@1 + co¢2. If the electron is localised
on nucleus (1), then ¢; — 1 and ¢y = 0. If the electron is localised on nucleus (2),
ci=0andc; — 1).

As this equation must satisfy the demand for proper values, then:

Hlp) = El¢), or rather Hlc1¢1 + c2¢2) = Elc1¢1 +c2¢2).
On multiplying the left of the equation by (¢1]:

cr{gtHle1) + caf{@1IH|gp2) = E ci1{9p1]@1) + E co{p1{¢p2).

Figure 5. Layout of ions and the electron in H;‘
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On using the simplifying assumption of negligible overlapping, i.e. S = (¢ | ¢2) =
0, we can place Hy| = (¢1|Hl¢1) and Hi2 = (¢1|H|¢2) and then obtain:

ctHit+coHip =Ecy.

Similarly, on multiplying the left hand side of the same equation with r{g;|, and
with
Hjj = (¢i[H|gj), we obtain c; Haj + ¢z Hyp = Ecs.

Thus there is a system of two equations in which there are two unknowns (¢ and
c3), which can be written:

cit(Hi—E)4+cHip =0 (IV); and
¢t Hop +cp (Hp —E)=0. (V)
In addition:

e we know that the wavefunctions ¢; and ¢, are real, so can write
His = {@1Hig2) = (¢2/H|¢1) = Hay = —p (with p)0); and

e the problem (and thus also the Hamiltonian) remain invariant by permutation of
the nuclei A (indice 1) and B (indice 2), so that Hj; = Hy» = —a.

As the system of the two eqns (IV) and (V) contain two unknowns, the solution
is admittedly non-trivial as its determinant is zero. Using our notations, we obtain
the equation (a + E)? — B2 = 0, which gives rise to two solutions for the energy
(a0 + E) = £P that can be written using the form:

E; = —a — B (the lowest energy corresponding to a bonding level as « and B are
positive); and Epx = —a + B (the highest and therefore least stable energy, corre-
sponding to the anti-bonding level). In passing, we can just note that Es — Ep, = 2.

On inserting Ea into eqns (IV) and (V), we obtain (¢y + ¢3)B = 0, that is
Cl = —C2 =CAa.

In the same manner, on placing Er into eqns (IV) and (V), we discern (—c; +
c2)p =0, thatistosay c; = ¢, = ¢.

The wavefunction of the H;“ system will allow us two solutions which can be
written in the following way:

WL = cL(¢1 + ¢2); and
WA = caler — ¢2).

The normalisation condition for these two functions W and Wa is (¥ [V ) =
(Wa|Wa) = 1 and allows determination of cp, = ca = (1/ V2). We thus finally obtain

1
vy, = %(W + @)

1
W = — (¢ —
A ﬁ(wl ¢)
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As shown in Figure 6, a schematisation of these wavefunctions is quite possible.
It is of interest to see that for the bonding solution, the electrons displays a very high
probability of being between the two nuclei so that the strong electrostatic attraction
between the electron and nuclei (1) and (2) bonds the entire system. However, we can
see in the anti-bonding system that the electron displays a high probability of being
on the outside of one of the other nuclei so that the strong electrostatic repulsion
between nuclei (1) and (2) is destabilising.

Comment With S =< ¢1|¢@2 ># 0, a similar, longer calculation results in:

_ Q1+ ¢2 E __oc+B
2059 L= " 1Fs
_eze | | a-p

2019) AT TS

b The molecule H;

In Hj there are two electrons which we can assume are placed at the same potential as
the electron in the previous example of H;r , as to a first approximation we can neglect
the interaction potential between the two electrons.

Each of the two electrons has available to it two orbitals (W1, and W4 ). The system
with the lowest energy would be with both electrons each in a bonding orbital. In this

‘IIL N N Wavefunctions

\\ 2 =
\‘ »
v/ =02
Probability of presence
o1+ 2|
M

Bondmg and anti-bonding orbltals
(equi-energy curves)

©

Figure 6. Wavefunctions and orbitals in H;‘ : left and right, respectively, bonding and anti-
bonding orbitals.



A-1 Atomic and molecular orbitals 379

[Wal?
Il ‘t: Ex _...—n/ﬁ/’b\_/://b,___ ®
i SRS O O E, % =
e — 2 LA
EI.. .////; 7
i

2= (@)*
Independent hydrogen Degenerate \\:"':“'_:,/

atoms denoted 1 and 2 energy level for Bonding and anti- Probability of presence

a system of 2 bonding energy densities for bonding Isodensity surfaces
independent levels as atoms 1 and anti-bonding states  for : (a) anti-
atom and 2 come close bonding orbital ;

and (b) bonding
orbital

Figure 7. Energy and electronic states in H».

state, with the electrons localised around the position between the two nuclei, the
system energy would be minimised as the electrons would benefit from an attracting
potential (negative potential energy) due to the overlapping of Coulombic poten-
tials developed by the positively charged nuclei. This charge localisation (and the
maximum electronic density between two nuclei) is the very basis of the concept of
covalent bonding.

When looking at the overall system, the combination of two hydrogen atoms
resembles the melting of one into the other with the final result of an increased local
probable electron density in between the two nuclei. The bonding state is again realised
using a linear additive combination of the individual orbitals of each atom, as shown
schematically in Figure 7.

The wavefunction can be written, generally speaking for both bonding and
anti-bonding states, as W = c1¢; + c2¢2 and results from the linear combination of
atomic orbitals (LCAQ).

Comment While the function Wy, is symmetric, the function Wy is antisymmetric.

— on the E level, the spins are anti-parallel so as to distinguish the two electrons
(undistinguished from the point of view of the orbitals as W remains unchanged
if they are permuted) so S = 0 (singlet states);

— on the E, level, the spins can be parallel as they are distinguished at the level
of the orbital (WA changes sign if the two electrons are permuted) so S = 0 or 1
(singlet or triplet states).

kwn"*'“ |
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O Q decres: I\ln-. s
: pn[Ln ial +
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Lfrf..

Figure 8. 1s o- and o™-orbitals.
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oD DD — O P
2p, 2py \% °®9 o 2p,

Figure 9. 2p o- and o*-orbitals.

3 ¢- and n-bonds

a o-bonds

Sigma (o) bonds are those which have as axis of symmetry the straight line in between
the two covalently bonded atoms.

For example, from a pair of s-orbitals we can derive the (c-orbitals shown in
Figure 8.

If the axis Ox is that on which the two atoms (A and B) are placed, the 2p orbitals
will have the combination shown in Figure 9.

With Wi = —=(Wazp, + Wh2p,) and Wa = Z5(Yazp, — Yh2yp,)-

planes of symmetry

y/ —_ S 1’:2]1y

Figure 10. n2p,-, n*2p,-, n2py-, and n*2py— orbitals.
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b n-bonds

7 bonds are molecular orbitals which have a plan of symmetry which passes through
the straight line Ox joining the atoms and is perpendicular to the direction Oy for
T2p,-orbitals or the direction Oz for n2py-orbitals, as shown in Figure 10.

II The covalent bond and its hybridisation

1 Hybridisation of atomic orbitals
a What is hybridisation?

Imagine a carbon atom with the atomic configuration 1s22s>2p®. While it should
behave like a divalent element, as in CO;, the same configuration does not explain
how CHy4 comes to exist in its tetrahedral sp3 state, how CH; = CHj; exists in its
triangular hybrid sp? state nor how C,H, presents a diagonal sp hybridisation.

These structures can be interpreted on realising that when two carbon atoms are
‘united’, the valence states of each carbon atom (2s and 2p) are in effect presented as
one s and three p orbitals. This first excited configuration (1s22s!2p?) is favoured if
the energy levels of its constituent orbitals are lowered on its formation, and this is
what happens when they are ‘mixed’, or rather, hybridised.

The general form of molecular orbitals derived from the process of hybridisation
can be written using quite self-evident notations (here carbon atoms A and B are
identified by 1 and 2, respectively):

W) = A1l2s)1 + A2]2px)1 + As2py)1 + A4l2p )
+ Bi112s)2 + B2[2px)2 + B3[2py)2 + Bal2p,)2 = |W1) + |Wa).

b Different degrees of hybridisation

There are indeed different levels of hybridisation—different levels of coupling of each
of the various and involved orbitals.

Diagonal sp' hybridisation This sort of hybridisation, involving for example s- and
px orbitals gives:

W) = Ay|2s)1 + Azi2p«)1 + Bil2s)2 + B |2px)2
= [¥)) + [¥2),

in which |W¥) and |W;) correspond each to 2 possible orbitals to give a total of 2
bonding oj-orbitals and 2 anti-bonding o} -orbitals. So |W¥;) can thus correspond to
W) = a1|2s)1 £ az)2px) or to |W,) = a}|2s); £ a5|2py)1 and in both cases the +
and — give the signs of each of the pairs of hybrid orbitals.

The resulting w-orbitals are obtained with respect to both Oy and Oz, as shown
in Figure 11.
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¥ A
12p,>

Voy

| q 12p,>; Q e )
. / d b n*2p,

\ 2 anti-bonding
= 2p, — n*-orbitals
X and

ditto with n*2p, 2 bonding m-orbitals
7 2p,

Figure 11. n* and m-orbitals.

Triangular sp* hybridisation The system couples only the states |2s >, |2px) and
I2py) while leaving the state |2p,) outside of this linear coupling. The coupling can
thus be written:

W = A1]2s)1 + A212px)1 + A3l2py)
+ B112s)2 + B2|2px)2 + B3i2py)2 = [W1) + [W2)

The three hybrid orbitals have their axes in the same plane and are generally denoted
2sp2, 2spi and 2sp?. In a plane perpendicular to these is the fourth orbital, 2p;, which
gives rise to the w-orbital.
For the molecule C;Hy4 below, the orbitals are schematised in Figure 12.
H>~ —-H
H Sy
The angles between the three hybrid o-orbitals, which originate from the same carbon
atom, must be 120 °. A calculation performed in the same manner as that shown in the
following Section 2 (for the sp> hybridisation), allows a determinations of the three

Figure 12. Orbitals in the molecule CoHy.
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hybrid orbitals with respect to the sp? hybridisation:

1 1/2 I po) 372
hi = 5775 (|s>+z |px>),hz =3 (9 =375 T 3 oyl )

1 Ipx) 37

sp? Tetragonal hybridisation This state draws on all states without exclusion through
a hybridisation which corresponds to the structure of diamond and is further detailed
below.

2 sp® Hybridisation
a Rotational symmetry of the orbitals

The normalised wavefunctions for the s- and p-states (with r = r¢) of the valence
electrons in carbon (n = 2) result from initial calculations (see Section 1-1):

Is) = Ra,0(080,0%0 = h¢y =S (1=2,1=0,m =0)

1 /3
Ipz) = @0 = E\/gR(I'f)COSO = g(r)cos 9

=) =Z=y¢p, (M=21=1,m=0)

1 /3 ,
Ipx) = @1 = =/ =R(rr) sinfcos ¢
2V
=g)sinbcosp=xf(r) =X =¢gp, n=2,1=1,m=1)

1 /3 Lo
Ipz) = ¢-1 = =4/ =R(rf) sinOsin ¢
2V

=gmsinbsing =yf(r) =Y =g, M=21=1m=-1)

(the functions f(r) and g(r) are related simply by g(r) = rf(r)).

The four proper functions, S, X, Y and Z constitute the orthonormalised basis for
a space in four dimensions. On considering the carbon hybrid state sp* in which none
of the four orbitals (X, Y, Z and S) play a specific role, the proper functions of this
new state can be developed using the preceding basis, although we now have four
more functions to deal with given the number of dimensions in the system;

U =S+ X+b1Y+c,Z
Uy =S+ arX+bY +cZ
W3 = a3S + a3X +b3Y +¢c3Z
Wy =048 +a4X +bsY +c4Z
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’
i

S

X

Figure 13. Representation of W;.

[W1), [¥2), [W3) and |W4) are the hybrid orbitals which correspond to the excitation
1s22s22p? — 1s22t*. This is only possible if the reached energetic states are equal to
the gain in energy required by the atomic excitation.

Here m is the unit vector going in the direction and the point M has the spherical
co-ordinates ry, 6 and ¢. In Cartesian co-ordinates &, éy and €, are the unit vectors for

the axes Ox, Oy, Oz, and the respective components of 61—\7[ are X = ry sin 6 - cos @,
y =r¢sin 6 - sin ¢ and z = ry cos 0 as shown in Figure 13.

The components of m, a unit vector equal to |r| = 1, with respect the system of
axes Ox, Oy and Oz are thus:

sinBcos @ = - €4
m | sinBsing =m-é,
cosf=m-é,

Given the form of X, Y and Z, detailed at the beginning of this Section, we can
write:

X =g() & -m
Y =g() & -m
Z=gr) - -m

We can now write (withi = 1,2, 3, 4): I = oS + g(r) (aiex + bi€y + ¢i€,). m.
On introducing the vector t; = a;éy + b;&y + cj&;, which thus has components a;, b;,
and c; in the system based on the axes Ox, Oy, Oz.

Each function W; can now be written as: ¥; = o;S + g(r)_ﬁ. m.

With |m| = 1, [§] = ‘/aiz + b12 + ciz and on setting o = (t;, M), we have
¥ = ;S + g(r),/ai2 + bi2 + ci2 COoS .

We can state that ¥; = o;S + &, in which the orbital &; thus introduced exhibits the
form & = aiX +b;Y +¢Z = g(r)?i. m.

Once g; is normalised co-linearly to &;, and by consequence verifies: (g;]g;) =1
and §; = \ig;.
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¢i thus takes on the form

i1
G = % = x(aiX +biY +¢Z) = (@)X + b)Y +¢Z)
1 1
3w
! i AP
- - I | o
=fig(r)ti'm=g(r))\—'im=g(r)t{-m, Wltht{:fli fi:b{
aj ,
— = C.
N

As (Gilti) = 1=a), +bj, +¢;, = |¥{|2, we can say that
& = g, - i = g(r) cos(fl, M) = OD - fh, in which OD = g(r){..

Using o = (fi’ , m), now ¢; = OD cos w, the position of points M’ are such that
{; = OM' is a sphere with diameter |(i))| = g(r) and is directed following the unit
vector t..

Figure 14 shows, in the plane of the paper, a representation close to that which
allowed us to determine the p, orbitals.

Similarly, the M points are placed so that OM = &; = \;{j giving rise to a sphere
of radius A; OD.

As in Figure 13, we finally reach the hybrid orbital ¥ through the addition of the
S orbital (which has a spherical symmetry around O, as shown in the Figure) with the
orbital & = \;t;, and is also equivalent to a rotation about fi’ or about fi(z )\ﬁi’ ).

b The angle between the direction of equivalent hybrid orbitals

It is possible to determine the expression for the angle between the directions for two
orbitals of the &; (or §;) type in rotation (so that the ¥ and W, orbitals are equivalent).

Figure 14. Representation of g;
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If we take the indice of the two orbitals under consideration using eqns (1) and
(2), we can write, for example,

¥V =oS+%
=018 + MG = a1(S+ wig)with Ay = oy
Y2 =S +§&

= S + Ml = ap(S + watz)with hy = aspa.
The orthogonal addition of ¥ and W; gives:
(W11W2) = a1a2(S + n181]S + pat2)
= o[l + pip2(Cile2)] =0

(with the functions S and {; orthonormal with respect to one another).

With o; and o unequal to zero, we can say that we should have 14
Wip2cosapp = 0, in which app = (?1,?2) represents the angle between the two
directions given by the rotational axes of the two normalised wavefunctions ¢ and .

The interchangeability of orbitals applied to the orbitals W; and W, in effect
impose that | = wy (¥, and W, orbitals, as for S orbitals, are equivalent as the
parenthesis has the same coefficient of 1, and so we should have w1 = py = p so
that U = W),

Finally, we can state the orbitals W and W, are equivalent if cosay = —ﬁ.

¢ Wavefunctions in the sp3 hybridisation

Here we now have a carbon atom at the centre of a tetrahedral with orbitals about
axes that join the centre to the extremities of the tetrahedron, as shown in Figure 15.
The lines of the axes have angles between them which can be calculated, for example,
using the t; and t; components.

As |t}] = 1 and the carbon is at the centre of a tetrahedron, we should be able
to write that a), +bj, + ¢}, =1 and a] = b} =/, and in other terms that a] =
by =c| = % Similarly, for ?2, and in taking into account its geometrical position,

A A
a2_c2_ﬁandb2_ 7
From this we now have cosajp =t - t) = —%, thatis ;o = 109°28’ and —ﬁ =

—%, which is the same as writing . = V3.

Figure 15. sp> Hybridisation.
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Using W1 = a1 (S + n181), we can say that W) = o (S + ﬁcl), and the normal-
isation condition for W brings us to a value for a;:

1
(W1¥)) = 1 = a3[1 + (v/3)?] = 403, which is a; = 5
Finally,

v

—_

1 1
=5+ V3g) = SIS+ @X+byY + ¢|Z)V3],

. . ’ 12 12 . : val — W A L 4 .
in which (al , bl, ¢}) are the director cosinus: a; = b1 =c = 7 to yield:

0= (54 (Lt L )
- 2 \/§ P2p, \/5 (pZPy ﬁ P2p, .

We obtain:

Wi = 5 (S + gnp, + Q2p, + Q2p,) = JS+X+Y+2)
1S — ¢op, — 2p, + 92p,) = 5(S—X-Y +2)
1S+ @ap, — G2p, — 2p,) = 3S+X =Y =2)
Wy = 3(S — gp, + 92p, — 92p,) = 38— X+ Y -2)

5 5
o
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Representation of states in a chain of atoms

I A chain of atoms exhibiting o-orbital overlapping

1 o-orbitals and a compliment to the example of 8 atoms in a chain

A chain of 8 atoms (N = 8) was detailed in practical terms in Chapter I, Section VII.
Each atoms presented was considered as having the s state. The energy levels are
shown in Figure I-24 and the representative functions for the lowest lying band bond-
ing states (of the function Wy, ) and the highest band antibonding states (of the function
Wy, ) are shown explicitly in Figures I-22 and I-23, respectively. Figures 1-a and 1-b
describe the forms of these functions as an aide-mémoire.

In addition, between k = kg and k = k4 there are the intermediate states, which
are represented the real parts of the wavefunctions \IJ{(I and \P{Q fork = k; in Figure 2
and for k = k3 in Figure 3, with

8
Wi, () = R(Wi, (0) = ¢ Z cos(kpta)Yo(x — ta).
=0
Here, t

2
cy= ‘/ﬁ’ kp = 231—1\% and Wy(x — ta) = Ce ™,
— For p = 1, we have:
k=l and an=Xog
=— an = — = 8a.
'T 1 Tk

The successive values for t, kjta = Jt, and cos %t are listed in the table below.

¢ 0=38 1 2 3 4 5 6 7
3 7
kita=—t 0 hid ror b1 5_31 3_7t il
4 2 4 4 2 4
2
cos ;t 1 % —=0.707 0 —0.707 —1 —0.707 0 0.707
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Wk,
U (fr\ 6 X7 (PSS E‘psO
(a)
s * * - + P X
;< L=Nd >
Allk“ =22 >
'sO - (psl s2 - (Pss (P - (Pss (Ps - (ps7 (p58 = (Pso
(b)
»x

Figure 1. (a) Representation of Wy, = @s1 + @52 + ¥s3 + @4 + 955 + @56 + @s7; and
(b) representation of Wi, = @50 — @51 + @52 — @53 + Ps4 — P55 + P56 — P57 + Ps8=0-

From this we can deduce, to an approximation of c;, the expression for \IJ{q:
Wi, = @s=s + 0,707 - 951 + 0 - 52 — 0,707 - @53
— @s¢ — 0,707 - 935 + 0 - @56 + 0,707 - @57

We can thus see that when k = k;, the nodal points start to appear in the wavefunction
as shown in Figure 2.

A \V kl
Deo 0,7.Q51 0Pz x0T Qg2 P, 20,7 0.....0. Q0 0, 7. 07 Pse = P50
N e
\\ /,
\\ //
AN 7/
\\ //
1 . »x
/
i [Nodal point : P(x) /
| . y
=1 = 2 .
{E wCof /€ Re(explikta)
< = >

M =8a

Figure 2. Representation of \IJi(l with W, = Re(Wk1) = @50=8 + 0,707 - 51 + 0 952 —
0,707 - @53 — 954 — 0,707 - @55 + 0 - g6 + 0,707 - @g7.
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— For p = 2, we have

T 2n
k2=—7 and )\.2=—n—-=4d
2a 74

The successive values of t, kjta = %t, and cos %t are shown in the table below:

t 0=812 3 4 5 6 7

bl T 3n St n
k]ta=5t054'ﬂ75 T —2—27[—2—37[7

cosgt I 0-101 0-10

Here we can state that at the centre of the band, for k = k», the states are neither
boding nor antibonding, as shown in Figure 3.

2 General representation of states in a chain of overlapping o s-orbitals

When we have positive s-orbitals (a lone, single atom with an s state—see
Appendix 1-4, Figure 4) and a chain as in Chapter I, Section VII, we have from
Chapter I, eqn (20)

- Bs = (Wp(x —ta)| W(x — sa) |Wp(x —sa)) = (V| W |¥s) <0, as W, and W
have the same positive sign (from the orbital of the lone n°t or n°s atoms) while
W <.

From an energetic point of view, the result with E given by eqn (22) of Chapter 1
that Eg = Eog — a5 — 20, coska, and the energy is, as in the lower half of Figure 4
for s-orbitals:

ﬂl'k A=4a

P Y = Pe 0.9 = Pso Poenven:s Py = Ps0
P X
|
l
/,-“—Re(exp(ikzta)

Figure 3. Representation of \II{Q with llli(z = Re(Wk,) = 950=8 + 0 - @51 — @2 + 0+ @53 +
@54 + 0 055 — @56 + 0 - 57
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A

_E/G - s band
0s ~ ZBS
»k

- 1t/a m/a

Figure 4. E = (k) curves for the o overlapping of s and p orbitals.

o lowered at the lowest part of the band as —f, is always negative and coska >
0(—m/2 < ka < 7t/2 at the bottom of the band) and we have a bonding state (o—s
band);

e increased at the highest part of the band as —Bs is always negative and cos ka <
0(m/2 < ka < 7 at the top of the band) and we have an antibonding state (¢%—s
band).

This result can again be found by taking into account the phase term associated
with each wavefunction for each atom in the chain:

e two adjacent and bonding s-orbitals are in phase (k = 0 as in Figure 1-a) and
have the same sign. The geometrical form and the orbital and its sign can also be
shown graphically, as in Figure 5-a. The interaction (coupling) of the two states
gives rise to a decrease in the energy (the o-s band); however,

e the antibonding states are associated with adjacent orbitals which have opposite
phases (when k = £ /a) and also therefore opposing signs, as in Figure 1-b.
This situation is represented in Figure 5-b in which the geometric form of the
orbitals along with their signs are shown. The energy resulting from their inter-
action is increased (in an unfavourable state) and the result is the (o*-s band shown
in Figure 4.

AD D AD DD
AD A AD O D wom

Figure 5. Distribution of: (a) o—s bonding orbitals; and (b) ¢*-s antibonding orbitals (arrows
indicate phase terms).
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Figure 6. Distribution of: (a) antibonding o*—p orbitals; and (b) bonding o—p orbitals (arrows
indicate phase terms).

3 General representation of states in a chain of overlapping ¢ p-orbitals

For the p-orbitals, once again we can use —Bgp = (Vo(x — ta)|W(x — sa)|
Yo(x —sa)) = (W |W|W¥;) where W < 0. Now the functions W; and W represent
p-orbitals, which have the form shown in Figure 6. Noticeably each has adjacent
positive and negative lobes so that —B, is positive (see the upper half of Figure 4
which details o—p orbitals). We can note that:

e when—mn/2 <ka < m/2,coska > 0 and the energy is increased by Ef)p =Eopp —
Ops

e whenn/2 <ka<mand —m < ka < —7/2, we have coska < 0 and the energy
decreases by E{)p = Eqp — ap.

The same result can be found:

¢ when k = 0, the wavefunctions are distributed in phase (following Floquet’s cal-
culations, the term cos kpsa is equal to 1) and they can be geometrically represented
as shown in Figure 6-a (using as example the px-orbitals). A positive lobe interacts
with a negative lobe to produce an antibonding state with the appropriate increase
in energy (o*-p band shown in Figure 4). This behaviour is in opposition to that
of the s band in the same k region; or

e when k = £7/a, the phase factors alternate (coskpsa equals, alternatively, +1
and —1) so that the geometric representation is that shown in Figure 6-b and
corresponds to the interactions between lobes of the same sign. The result is a
decrease in the energy for what is a o-p bonding state as detailed in Figure 4.

II = Type overlapping of p-orbitals in a chain of atoms:
n-p- and n*—p-orbitals

The p,—orbitals bonded to each other by a n-bond give rise to a m—p type orbital,
as shown in Figure 7. The resonance integral, —frp, involves both the overlapping
of the two positive and the two negative lobes. With W < 0, —By,, is now negative
(as for —Bs) giving a behaviour similar to that of (o-s-bonds. Figure 8-a and -b show,
respectively, the geometrical representations of the lowest energy bonding and highest
energy anti-bonding orbitals.
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1

Figure 7. The n-p-orbital.

Figure 8. Distribution of (a) n—p-orbitals and (b) w*—p-antibonding orbitals.

III o-s- and o-p-bonds in chains of atoms

In general terms, and as we have seen in Chapter I, with k = m/a a stationary wave
system can easily arise. The wavefunctions and the presence probabilities take up
solutions of the type (Figure I-5) in which:

e the electron charges are essentially spread in the neighbourhood around the lattice
nodes, so that Wt o cos(mx/a) and P* = cos?(nx/a); and

e the charges are essentially about the mid-point between lattice nodes, so that
¥~ « sin(mrx/a) and P~ = sin?(nx/a).

Given the geometrical shape of the atomic s- and p-orbitals and their corresponding
electron distributions:

o the electron charges associated with s-orbitals are concentrated about the atomic
nodes with probability P™; and

o the concentration of electrons associated with px-orbitals, mid-way between
atomic nodes, can be expressed as the probability P~.

In terms of energy the two orbitals and their associated electron concentrations
are separated by a gap of Eg which is precisely defined by k = n/a.

In addition, as the waves (IT) associated with the s-states tend to concentrate
electrons in the neighbourhood of the centre of the atoms, the electrostatic interaction
energy effectively lowers the energy of the electrons, which are more stable than
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those associated with the progressive wave (in exp(ikx)) which delocalises any sort
of electron.

Conversely, the W™ wave associated with the p-states concentrates electrons at
the mid-point between atoms (that is the further point from the centre of the atoms
involved) and minimises as much as possible the electrostatic interaction energy.
The result is that the electron charges are less stable than those associated with a
progressive wave (in exp(ikx) delocalising all electrons) of the s-states W wave.

Thus, in this particular example, an energy gap can appear in a 1-dimensional
system with the simultaneous existence of at least two orbitals (here s and p). Figure
4 can be compared with Figure I-12.

IV Comments

1 The Bloch function

In Chapter I it was shown how with a zero order approximation (an electron placed
in a flat-bottomed well) an electronic wavefunction can be written:

Yy (x) = PO — eikx (to the order of a normalisation constant).

However, for a semi-free electron (placed within a potential well with a bottom
perturbed by electrostatic interactions with atomic nuclei situated at lattice nodes and
undergoing a periodic perturbation w(x) = wq cos 2T“x) we need to find a wavefunc-
tion for the perturbed state of the type Wy (x) = You(x) = e‘k"u(x), in which u(x) is
the unknown function. With a potential perturbation of w(x), the Hamiltonian can be
written as

d
H= -/ — + w(x).
dx? )
and is conserved on undergoing the translational operator T,, which transforms x into
x + a. This can be expressed in

d
+w(x+a) = —h:— + w(x) = H.

T,H = —h°
a dx?

d
d(x + a)?
H remains invariant with respect to the effect of T,, and commutes with T,: [H, T,] =
0. We can thus find the same proper system of functions for T, and for H, in a process
which is followed up in most standard text books on quantum mechanics.

In order to find the form of the proper functions of T, which can also be taken as
the proper function of H, we can use the following equation which they verify:

Ta Wk (X) = ¢ a Wk (%).

The product from the application of these functions is T, 0 T—_,, and involves succes-
sive translations with modules —a and then a so that the operator T, 0 T_, changes
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as though it has the identity 1. Thus:
(Ta 0 T-a) (WK (X)) = ck,aCk,—a Wik (x) = [(Wk (x)) = Wk(x).

From this we can deduce that c acx,—a = 1, thatiscx o = e* and the equation for
the proper values becomes:

T, Wi (x) = X2y (x) = e*e®y(x) (1)

From outside we have the definition of the operator T, which transforms x to x + a,
and allows the expression:

TaWi(x) = W (x + a) = *EHy(x + a). ()

On comparing, eqns (1) and (2) we can extract u(x) = u(x + a). So, the proper func-
tion Wy (x) = e®*u(x), which describes the state of a semi-free electron—which
has the form under analysis—is such that u(x) = u(x + a). This proper function,
Y (x) = eik"u(x) with u(x) = u(x + a) is called the Bloch function.

2 Expression for the effective mass (m*)

By definition, m* = Fex in which Y= ddlf and vy, in the dualistic theory, is given by
the velocity of the pacil(age of the wave group as

dw
Vg = *
so with
1dE
E = ho, Vg = ﬁ’
and

_1d (dE\ 1d’Edk
Ve = Fa\dk )~ hdkZdr
In addition the exterior work force (Fex; = qEex; for an external field Eqx, applied
on a charge q) is such that dE = Fexdr = Fexv,edt, so

IdE  1dEdk  h dEdk hdk

Fext = — = == —.
T vgdt  vgdkdt S ke dt

Calculating the ratio

2

Fext * % I}
— =m" givesm" = ——.
y d°E
diZ

212 .
For a free electron, E = %}I‘l—, and we find again m = m* as Fj, = 0, so that

Fext = Frota = my = m*y.
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Electronic and optical properties of fullerene-C60 in
the solid (film) state

I Electronic properties of fullerene-C60: the band scheme as
indicated by the Local Density Approximation Method
[Tro 92 and 96]

Figure 1 schematises the first Brillouin zone of the cubic face centred (cfc) system of
fullerene-60 (Cgp).

Table 1 goes on to detail the energies of states at the centre (I') of the Brillouin
zone and have been calculated using the density function in the Local Density
Approximation (LDA) [Tro 92]. In Figures 2-a and -b the theoretical state densities
are compared against empirically obtained photoemission or inverse photoemission
spectra, respectively.

In Figure 2-a, the theoretically obtained spectra of the density of full states,
compared against photoemission spectra, and the highest energy peak arising from a
valence band results from the ws-states. These states are derived from the HOMO h,

Figure 1. Brillouin zone for a cfc structure.
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Table 1. Electronic state energies for Cgg at the Brillouin zone point T

Energy (eV) Label Energy (eV) Label Energy (eV) Label
—18.766 op-ag —7.109 o7ty -0.965 T4-tg
—18.146 o1—tu —6.533 07—ty —0.225 T5—ey
—17.262 op-1g —5.829 o7-ay 0.000 T5-ty
—17.221 o—€g —5.802 07—ty 1.710 T5—ty
—16.098 03—ty —5.563 -ty 2.372 Tg—tg
—15.381 03—ay —5.389 T -tg 3.469 5ty
—15.326 03—ty —-5.371 og—€g 4.052 T6—€g
—14.137 o4—€g —5.257 og-lg 4.103 Tg-tg
—13.983 o4—tg —5.004 Ty —€g 4217 Co—ag
—13.585 o4-ag —4.946 og—ag 4.971 T7—€u
—13.542 o4-tg —4.929 og-lg 5.149 Tg-ag
—12.021 05—y —4.587 og—tg 5.515 7ty
—11.993 05—ty —4.109 09—ty 5.878 gg—ay
~11.873 o5-ty —4.089 09—y 6.240 Te-lg
-10.917 o5ty -3.597 T3~ay 6.423 09—ty
—9.830 o6-1g —3.452 T3ty 6.495 Op-ag
—9.752 op—€g —3.189 og—€g 6.974 Toa—ay
—9.564 og-lg —3.120 og—tg 7212 Top-ag
—9.423 og—ag —2.766 g9—ey 7.430 Ci-ty
—8.252 cg—ag -2.755 g9-ty 7.454 o10-1g
—8.128 og—tg —2.628 T3ty 7.815 09—ty
—7.368 07—-€y —1.850 T4—€g 8.298 Co—g
—7.271 o7-tu —1.615 T4-ag 8.318 o10—cg
-7.114 Tg—ag —1.084 T4ty 8.754 Oty

level of the molecule, which is however broken down on the interior of the tetrahedral
crystal to give 5 bands with symmetries t, and e,. Yet this dispersion of bands does
not permit their resolution and the breakdown can only be discerned at the point I"
(see Table 1). In the same Figure 2-a, the band of 714-states derived from the molecular
states g, and hy. On increasing the energy of the bond, there is the first appearance
of ¢ and = character mixtures.

In Figure 2-b, the theoretical spectral state densities calculated for empty states are
compared against inverse photoemission spectra. The conduction band, here called
‘A’, is formed from 75 states, which are derived from LUMO states exhibiting Ty,
symmetry. There follows this the band ‘B’ formed from mg-states and appears at an
energy lower at the point I" than in the state density spectrum.

On dissecting the various contributions which go up to make the ‘C’ band, it is
possible to see that the first non-molecular state is at 4.217eV. This state and its
wavefunction are localised about the centre of the molecules and, characterised by
L = 0, is denoted Cg.
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Figure 2. (a) Calculated state density functions for the valence band and empirical photoemis-
sion spectra. The lower 2 plots show density distributions for ¢ and 7t at I'd of the Brillouin
zone (bands numbered in terms of L); and (b) the lower conduction band function densities
compared against two experimentally obtained inverse photoemission spectra.

Using the self-consistent field theory it was shown that there are relatively flat
regions at the centre of the Ceg sphere and in the tetrahedral and octahedral interstitial
sites of a cfc lattice. The wavefunctions localised around these sites appear with
energies between 4.8 and 5.3 eV above the conduction band and are called Og, Tga
and Top, with the latter two names being, respectively, for bonds and antibonds around
a tetrahedral site.

The D and E peaks are due to simultaneous contributions from both mole-
cular and non-molecular states; in effect they have reached the stage of delocalised
states.

We can see that with these results the derived peaks are distinct, considerably
more so than those observed for graphite and diamond and would tend to indicate the
molecular nature of solid Ceo. As already discussed in Chapter 111, we can safely say
that Hiickel’s method results in a good approximation.

To end this Section, we have shown the structure of the Cgq crystal bands along
the A senses in Figure 3. They are defined by the points I' and X from the Bril-
louin zone and Z defined by X and W, as shown in Figure 1. Figure 3 shows
energies close to the fundamental gap and shows the highest group of valence bands
and the two lowest groups of conduction bands. The direct gap is here determined
as 1.2eV at the point X, although this method tends to underestimate the actual
value.
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Figure 3. Band structure of Cgg in a cfc structure along the A and Z directions.
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Figure 4. (a) The relationship between the experimentally derived state densities in the solid
and the molecular orbitals levels along with permitted transitions [Law 92]; and (b) permitted
transitions derived from the energy levels of molecular orbitals. The v band is forbidden for
reason of symmetry, however, it is not excluded from electron-phonon coupling effects and
appears weakly in the spectrum [Kel 92].
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II Optical properties and observed transitions

It has been observed that the absorption spectra derived from solid Cgp were very
close to those of Cgg in the molecular state, a result which indicated that Cgq displays
only very few interactions between molecules in the solid state [Kel 92]. The eventual
similarity of spectra derived from solid and solution state Cgg allowed an attribution
of the solid phase bands, along with help from known optical transitions associated
with the energy diagram of molecular orbitals as shown in Figure 4-a. Even though
the hy, — ty, transition is forbidden, (as it accords AL = 0 and not AL = +1—see
Figure 11I-13 where the hy, and t, levels both correspond to L. = 9), it is nevertheless
just observable (Figure 4-b). This is due to vibronic coupling which modifies the
selection rule (see Chapter VII on optical properties for further details). And accord-
ingly a rather weak band at 550 nm (2.50 ¢V) was attributed to this transition [Law 92}
with an energy rather elevated when compared to alternative estimations (from 1.5
to 1.9eV). Figure 4-a permits the deduction of the energy of additional transitions
which are hy — tig, hy — tiu, hy = hg, gg — toy, and hg — tyy, each of which has,
respectively, an energy of 3.0, 3.4, 4.3, 5.0 and 5.4 eV. These values coincide quite
closely to those experimentally derived [Kel 92].
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General theory of conductivity for a regular lattice:
the Kubo - Greenwood equation for conductivity in
delocalised states and expressions for mobility

I Electron transport effected by an external force and its study

1 Effect of force on electron movement and reasoning within reciprocal space

Here we take as example a square plane crystal with sides (L) defined by L. = na. The
Brillouin first zone and the dispersion curve (E(k)) exhibit the forms represented in
Figure 1.

The first band is assumed to be partially occupied by electrons in a symmetrical
manner so that E(k) = E(—k). At the point of thermal equilibrium, the velocity of an
electron can be given by:

] —>

v = —gradyE. (1)
h

As all the carrier velocities cancel each other out (orthogonal in the circle E = constant
as in Figure 1-a) the total result is zero and there is no charge transport.

E
Ak, 4
T/a
._.F [} [}
E, =Cte 170y, — ! !
N AIRNT: > | |
- T/a v ) x H H
kJ’ /a i N rBy 5 E
| \ /I 1
- Tt/a i \‘\ //’ i ky
L X 1 >
[} [}
- 1t/a /a

Figure 1. Representation of a reciprocal lattice with: (a) the Brillouin zone and an equi-energy
surface; and (b) the dispersion curve E = f(ky).
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Comment Eqn (1) can be justified by the following: the velocity of an electron can
be represented by the velocity of the group associated with the wave packet, which
describes the wave-like character of an electron:

1 9E

withE = hw = vy = 7K

w
Vg = —;
&7 3k
to give in 3-D:

" —> o .
Vg = 7 gradyE = v (simplified notation).

If an external force (F) is applied for a certain time (dt) on an electron which
has a velocity v, then the resulting change in energy is expressed by dE = F.v.dt.

Following eqn (1) we have: dE = F (ﬁgr_ac)lkE> dt.
Additionally, in 3-dimensions

OE OE 9E
QB (ks Ky, kg) = == - dkx + == - dky o+ =
Z

—
. dk, = gradyE - dk
ks ok, = = 8k

By identifying between the two last equations,

dk
F=ho )

Eqn (2) shows how F and dk are colinear and results from the effect of a force
displacing an electronic population in the Brillouin zone parallel to 3 (dashed circle
in Figure 1), and the distribution symmetry is perturbed (as E(—k) # E(k)). The
resulting speed of the electrons is non-zero and charge transport is initiated.

2 Boltzmann’s transport equation

At the thermodynamic equilibrium, the probability that an electron with a wave vector
k will be in the reciprocal space is given by the Fermi—Dirac function:

" 1
fo(K) = ——— 3
oK) = DT ®

This function changes in the presence of an external force:
f&, 7,0 = o) + 1K, T, 0) @

Most generally, this function depends not only on k but also on the geometrical posi-
tion (f) of an electron, when the force induces a local inhomogeneity in temperature
or concentration, and also on the time (t), if the permanent regime is not reached.
During an interval of time dt, the variation in f is equal to the sum of variations
caused by the applied force (interactions with the exterior) along with a contribution
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due to collisions (internal interactions). This gives:
df df df
— = — +{ —
dt dt applied force dt collisions

(df)forces = (f)instam t—dt — (f)instant t= _[(f)instam t— (f)instant t—dt]

- . dk dr af of
. fk,." _f k____dt’_'____t —__dk__ R
= [ k,r) ( m r dtd )} = dr

And with

dk ar

during the interval [t — dt, t] we have:

df _ofdk  ofdr
dt /e Ok dt  drdt’

_—9
df — &k —  dr
— = —gradyf - — — grad,f - —
dt J ¢orces dt dt

and in 3-dimensions:

o

ar e find:

On introducing the last expression into eqn (2) and given that v =
df > -
(-) (r.k) = 1 'F - gradyf ~ v - grad,f
dt Applied force

With respect to the collisions, the contribution is in the following form (system with
a relaxation time):

df f—1 . Lo
— = - , T being the relaxation time.
dt collisions T

Under a permanent regime, df s zero and we find Boltzmann’s equation (in which
p g at q

we have replaced f by fy for all gradk f and grad; f, in a legitimate act as f; < fy
and the perturbation is weak and therefore negligible with respect to the value at the
equilibrium state).

1z — . — f) , .
F~'F - gradg fo + v - grad, fo + — = 0 (Boltzmann’s equation). (5)
T

If we assume that the crystal we have is homogeneous, then g_r_;i)irfo =0, and
eqn (5) becomes

N f -
F'E - gradifo + — = 0, or even f; = —th™'F - grady o (')
T

On taking the latest expression and inserting it into eqn (4) f = fp + f;, and on using
. e P . orads fo = M oracdi E = K%
qn (1) for velocity v = 7 gradkE, we can write that gradk fo = 37 gradkE = hgv,

to finally obtain
- dfy

fzfo—r-F~v-aE (6)
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IT State density function, carrier flux and current density
in the reciprocal space

1 General expressions for fluxes of particles

The flux of charge carriers generated by an applied force (F) is consistent with respect
to the product of the concentration (c) of charge carriers of a certain charge (q) and
their displacement velocity (vg). This is because the flux represents the quantity of
charge which traverses a unit surface in a unit time. So we can write for the average
over all carriers that (@) = {cqVq).

In reciprocal space, the carrier concentration is expressed by ¢ = f, N(k)f k)d’k,
in which N(k) is the state density function and represents the number of possible states
for carriers in a unit volume in reciprocal space when they are in a unit volume in
direct space. We can thus write that

d = f N f (k)qk)v(k)d’k. )
k

2 Expressions for the state density function
a Initial comment on the expression for charge carrier concentration

From the expression we have just given for the state density function N(k) inreciprocal
space, we can directly note the carrier concentration by:

n= /N(k)f(k)dSk, sowith f = fo, n ~ /N(k)fo(k)d3k. ®)
k k

b Form of the state density function in k space

In order to evaluate N(k), we can use a simple cubic lattice with sides of length
L. Here the conditions on the periodic limits (the Born-Von Karman conditions) are
written, for example, in the x direction so that {(x) = {(x + L) and are applied to the
Bloch wavefunctions, as in: U(x) = e®*u(x) = ¥(x + L) = e*&+tLy(x + L) [with
u(x + L) = u(x) as L is written as L. = na in which a is the crystal periodicity]. This
gives us the relationship e = 1 which fixes the form of k, which has to be such that
k= n%“ (where n can be either positive or negative).

In the direction ky, one cell (the space in which we can place a state without
having to take spin into account) therefore has the dimensions Aky = 2%‘, which can

be written in 3-dimensions, using the usual notations, as (AK)? = % (with V = L3).
Without taking spin into account, the number of states into which we can possibly
place carriers, in a unit of reciprocal space, is equal to (—ALT = #
Once we introduce the spin states, which multiply by two the preceding result,
and remember that N (k) is defined for a unit volume of direct space (V = 1), then
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we can write definitively the density function of N(k) states as:

Nk) =2 v _ 9
©0=2(55), =5 v

¢ State density function in energy space

The titled function we shall denote as N(E), although sometimes it is called Z(E),
and it such that N(E)dE represents the number of states distributed in energy space
between E and E + dE, the whole still being in respect of the direct unit volume in
space (V = 1).

Supposing that the electron effective mass (m*) is invariable whatever the value of
k, and that variations in k are isotropic in the space of wavefunctions, then we can write
(in approximation of the effective mass) that E = % taken with p = fik = m*v,
E= %m*v2 (and thus with v = %).

Ink space, as shown in Figure 2, the surface equienergy E = cte, and is a sphere of

v/2m*E

radius k = <= In the same way the surface of the equienergy E + dE is a sphere
with radius
V2Zm*(E + dE R (k + dk)?
ktak= Y2 EHIE) gy ap o METATY
h 2m*

In terms of the state density function, the density of the states N(E)dE corresponds
to the density of states spread throughout the k space in between the spheres of radius
k (for E = constant) and k + dk (where E + dE = constant). As the volume held
between these two spheres, and shown as the greyed zone in Figure 2, is equal to
d’k = 4nk?dk, we can write that

N(E)dE = N(k)d>k. (10)
With a
2m*E *
@k = 4GB T mdE
FLZ

we have:

1 A1t (2m* 3/2El/2

NOdk = —— Pk = 222 e N(E) - dE.
4q3 3

E+dE: radius k + dk

i: radius k
k\

Figure 2. Representation of equi-energy spaces within reciprocal space.
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From this we deduce that

4K(2m*)3/2E1/2

N(E) = %

(1D

3 Expression for flux

In general terms, eqn (7) describes the carrier flux and is an expression in which
we can now introduce the value of N(k) given by egn (9). Additionally, the statistical
distribution function (f) is such that f (k) = fy(k) + f; (k) and with the velocities being
zero at the point of thermodynamic equilibrium it is only f1(k) which contributes to
the expression for the carrier flux, which can thus be written:

- 1 -
¢=L¥/§mm&w¢m%. (7

4 Expression for current density in reciprocal space

For a force due to an applied electric field we can assume that the electric field (Ey) is
applied parallel to the axis k in reciprocal space in order to simplify the expressions
used.

With the force being exerted on a charge q being }E(x) = ql:ZX, eqn (6) becomes

afoy
f=1y— qrExvxa—E. (6

On writing

E—Ee\]! E—E
f0=|:1+exp( o F)] = [u(@B)]! andposingv:( T F),

the derivative with respect to E in the expression for fo gives:

of
8_};’ = —[uE)]2u = —f2v, with v’ = [1 + exp(v)]’
1
= [exp(v)] = V' exp(v) = T exp(v).
1 1 —f 1 1—f
Asl+expv = & soexp(v) = To,we have u’' = T 0

and finally:

afo 21 -1 fo
3E kT f, rl— o) (12)

We then find that eqn (6) gives f = fo + f()%%Exvx(l —fp), in whichf —fp =1f; =
%Exvxfo(l — fo).
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On assuming that the field Ey is constant and uniform, the result gained from eqn
(7") for the flux, now the current density (Jy) is such that:

2
q°Ex 2 3
fo(l — fo)d’k 1
4ﬂngT/W o(l —fo) (13)

(Here the Boltzmann constant is denoted kg in order to distinguish it from the
wavenumber k which defines the reciprocal lattice and is such that, for a cubic

3-dimensional system, k = /k2 + k§ +k2)

III Different expressions for the current density and relaxation
times and forms of conductivities and mobilities

1 Usual expression for current density in energy space

Eqn (13) which gives the current density can be rewritten as a function of energy by
using eqn (10), which is such that N(E)dE = Z]—lﬁd3k. Eqns (7) and (13) thus give:

2
Ix= qux/ t&fo(l — fo)N(E)dE. (14)
E kT

When considering both an isotropic diffusion and the approximation for the effective

2
y

this value for Vx into eqn (14) in addition to eqn (11) for N(E), and on setting A =
%(2111*)3/2 we now have

mass thenE = & 2 Yandv2 = vZ = v2, (inwhichv2 = z) sothatv? = 3 £ Inserting

2 qux 1/2 ’
——*I(-;I:/‘t(E)Efo(l — fo)AE /<dE. (14)

Iy =

34n3m

In addition, from eqn (8) we have n & fk N(k)fo(k)d3k, that is:

1 1 271 A
fodnk?dk = — | fo== (2m*)?PEV/2dE = /f E!/24dE,
e R 4n3/0h3( ) a3 ] 0

in which
_ 4m3n @)
~ [fE/2dE’
Introducing eqn (8”) into eqn (14") results in
_ 2nq’Ey fy"™ tB)EYfo(1 — fo)dE
X (15)

= 3 mkT fEmdx E!/2fydE
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2 Studies using various examples
a When tis a constant i.e. T(E) =t

T can be given by the integral I of a numerator which is limited:
I= fOEma" E3/2fy(1 — fo)dE. On using eqn (12):

E E

max 8f Emax max 3

[ = —kT / E¥2204E = kT [fOE3/2] - / “E!/fydE} .
b 9B o " J 2

The first term in the integration by parts is zero (as fo(Epax) = 0 when Eppyx — 00),
so that I = 3KT f;™ E!/2fodE.
Moving this into eqn (15), we find the usual formula

=" (16)

b Degenerate semiconductor

a First order calculation Here the Fermi-Dirac function goes from 1 to 0 in small
intervals (of the order of kT) about Er. So forE < (Er — kT/2) we have fyg = 1, and
for E > Ep + kT/2 we have fy =~ 0.

On placing ® = t(E)E*/?, for a numerator for J; given by eqn (15) the term
B appears which is such that B = ﬁ f(f "% B (E)fo(1 — fo)dE. Using eqn (12) and
factorising the integral gives:

Ep—kT/2 a1, Er+kT/2 of E max af,
B= _/ ®(E)—2dE —/ ®(E)—2dE —/ ®(E) =2 dE.
0 oE Ep—kT/2 E Ep+kT/2 oE

As fg ~ 1 = a constant between 0 and Ep — kT/2, the first term is zero, as is also the
third term as fy ~ O between Er + kT/2 and Eax.
As between Ep — kT/2 and Eg + kT/2, we have ®(E) =~ cte = ®(EF), we can
write
Ep+kT/2 of Ep+kT/2 of
B= ~f ®(E) 22 dE ~ —d(Ef) °0
Ep—KT/2 oE Er—kT/2 OE
Ep+kT/2 3/2
= —®(Ep) [folp 1), = P(Er) = W(ER)EY”.

Calculating the denominator means determining

Emax Er 2 3/2
/ E'/?fodE ~ / E2dE = ZE/". (17)
0 0 3
On introducing the last two results into eqn (15) we have:
2
E
I = MEX. (18)

m*
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B The more general form Eqn (15) can be written in the form

Cng’Ex 2 1 fy™ WB)EYo(1 — fo)dE
m* 3kT fOEmax El/2fydE

so that with eqns (12) and (17) we now have

2 00

B[ _ of

I = d = [—EF3/2/ t(E)E3/2—0dE].
m* 0 JE

X

By consequence

Jy = B, (19)
with o ot
t= B / WE)E? 2 gE. (20)
o 9E

¢ Non-degenerate semiconductor

Here E — Ep > 2kT, so that exp([E — Eg]/kT) > 1. And

fo = : ~ : = Aexp <——>
1 +exp([E — Ep]/kT)  exp([E — Eg]/kT) kT

in the Boltzmann distribution.
As fp « 1, we have fy(1 — fy) = {5, and eqn (15) gives:

> 3/2 E Ry E
E = -
2 nq?E, fo T(E)E”“exp ( kT) dE /0 E”“exp ( kT) dE

T 3mkT [ E > E\
3m / E*2exp (——) dE / E'/2exp (——) dE
0 kT 0 kT
e E
/ E3/? exp{ —— | dE
0 kT 3

= —kT and

o0 E
/ E'/? exp| ~-—= JdE 2
0 kT
o E
] W(E)E? exp (——) dE
0 kT
o0 E ?
f E32exp <> dE
0 kT

2
n
I = "L (1), @1
m
(We can note that the weighting factor is EAN(E), with N (E) = N(E)fy &~
EY2 exp(— &), and not V/(E) as we might initially think).

With

(E) =

(v} =

we finally have:
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3 Expressions for mobility

As a preliminary step we can note that mobility (i) is classically defined by one of
the two relations |v| = wEx, or 6 = qny.

a When the relaxation temperature (t(E)) is constant i.e. T(E) =t

ng’t nq’t

Eqn (16) written as Jx = —Ex allows us to write 0 = —=, s0 that
- 151111*. 22)
b For a degenerate semiconductor
o First order calculation Eqn (18) written
2 2
E E E
I = ML*L)EX, yields 0 = M so that u = M (23)
* m*
B The more general form With
- -3/2 *® 3/2 dfo . ng’%
T=-Eg A 1(E)E EE—dE’ eqn (19) written Iy = FEX’
gives
2_ -
o= and p=-— (24)
m m
¢ Non-degenerate semiconductor
Here, eqn (21) written
g E
s f WE)E*exp | —— | dE
nq . 0 kT
JX = _*<I)EX7 Wlth ('C) = 00 E ’
o / EY/? exp (——) dE
0 kT
is such that o = n_n?; (1), so
b= (1), (25)



A-4 General theory of conductivity for a regular lattice 413
4 The Kubo - Greenwood expression for conductivity
a General case

We have already realised eqn (14) for current density, that is

2 2
Ji=q Ex/ ZX£5(1 — fo)N(E)dE.
& kT

So that conductivity is in the form

2 [ Wk
o=q —fo(1 — fo)N(E)dE. (26)
g kT
Eqgn (26) can be rewritten to give
o= QfEM(E)fo(l — fo)N(E)dE, 27
with 5
qu(E)vy
E)= 2
(E) T (28)

in the Kubo-Greenwood expression for conductivity initially found in general
physical theory.
Following on from eqn (12), we can also write

- 3fo(E)
o= —/EGE oE dE, (29)
with
o = q KT N(E)i.(E). (30

b Isotropic diffusions and with an approximation of the effective mass
(vz _ v _ 2E )
X7 3 7 3m*

The introduction of v% into eqn (14) gives

—f 2B (1 — fo)N(E)E ih E = KT
o=q Eq3kTm*0 0 , SO wi = kT,

qtE
o= q] —=fo(1 — fo)N(E)dE. 3hH
g m*E

We once again find eqn (27) of the Kubo-Greenwood expression in

o= Q/E W(E)fo(1 — fo)N(E)dE,

but here with

| fal
A

w(E) = (32)

*

B
||
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IV Complementary comments

1 Concerning the approximation of the effective mass and isotropic diffusions
a Basic expressions

If the band structure is known we can express E(k) as a Taylor series, as in

9E 1.,[0%E
E(k) = E(0) + k —k?
w=sosk[g] egelEE] v

Once the band exhibits a minimum at

OE h2k?
k=0, {akJ =0 and E(k):E(O)+ﬁ,
with
1 19%B(k)
m* K2 9k?

On introducing the crystal moment Pk = m*v, we have for a parabolic band which
is such that E(k) — E(0) = 2m* (which also takes into account the 0r1g1n of the

energies for electrons in E(0) = Ec (lowest conduction band), E(k) = 2m*) and
E= %m*vz. As we have already seen, for isotropic diffusions, we therefore derive

2 . . . .
(v2) = (v%) = (v}) = %, so that on using the effective mass approximation we have

2 2E
(Vi) = 3w

b Additional remarks concerning the approximation of the
effective mass [Lun 00]

When an electron moves through a device, it is subject to both a periodic potential of
the crystal (V) and an internal or applied tension (Vya) caused by impurities due to
donors, acceptors, super-lattice effects and so on. Typically, Vi varies little in space
with respect to V. Electrons evidently see both V¢ and Via.

If we assume the collisions between electrons and the lattice to be negligible, then
the electronic wavefunctions must accord to

h? 9?
4+ Ve + Via [ W(x, 1) = lﬁ— 33)
g Ve
In the absence of Via, the solutions of eqn (33) are the well known Bloch functions.
The question which must now be asked is with what condition is it possible to
express the solutions for the complete problem as expressed in eqn (33), and, without
an evident solution, do this with the help of the known forms of the simplified problem.
The response is that it is possible using carriers situated at the lowest point (k = 0)
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in a parabolic band (which exhibit energy bands with a minimum at k = 0) for which
we can write W(X, t) = F(x, t) - ux—g, in which F(x, t) is such that

2m* 9x2

The function W is thus the product of a function envelop and varies slowly due to
the presence of Vi4 in the equation, and also a function ugg(r) which is periodic and
varies rapidly with the Bloch function calculated from k = 0.

The advantage of this type of solution is that the complicated crystal potential
effects (V¢) can be written into a single value for the effective mass, hence the
name the effective mass approximation. Nevertheless, writing eqn (34) did necessitate
that Via varied sufficiently slowly with respect to V. In effect the potential wells
associated with Vi should not be too steep implicating a low level of internal disorder
and tension, and a sufficiently low frequency and tension in the applied field.

2 2
[ L -I—VIA} F(x, 1) _1h2— (34)

2 General laws for changes in mobility with temperature
a Semiconducting system (non-degenerate)

We have seen that generally speaking t is dependent on the energy of the charge
carriers in T = t(E). The classical law for the evolution of tis T = AE™S, in which s
depends on the type of collision encountered.

With eqn (21) which expresses (t), following [smi 61], the calculation can give

(t) o« ACKT)™™. (35)

In more precise terms, we can put T into the general formula t(E) = tq (%)r, in
which 1¢ is a parameter dependent on the nature of the interaction and the temperature
of the lattice. When collisions do occur:

e on the lattice (collisions with phonons), when the temperature is sufficiently
high, we have r = —1/2, and 19 is proportional to T~!/2. We then have Tres =
aE_l/zT_', so that:

(Tres) X T3/2 as much as res OC T_3/2; (36)
e on ionised impurities, then r = 3/2 and 19 T3/2, and 1i; = bE¥2, 50 that:
<Tjj> X T%? much as Wi OC T3/ 37

and
e on neutral impurities, thenr =~ 0, T & T, and t ~ constant.

If We consider that neutral impurities are negligible, then here we also have % =

1 L i
T T Depending on the temperature

— + = which can also be equal to & =

Tres

reglme.

Mm and L & e X T™ 3/2 at higher temperatures (T3/2 > T=3/2); and

ﬁ and p & py o T3/2 at lower temperatures (T3/? « T73/2).

';|._.;|»-4
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b metallic conduction (¢f. example given by [moo 93])

Metallic systems involve transport by electrons which are considered to be practically
free and diffused by phonons and impurities, of which:

— the frequency of electron-phonon collisions (Wpn), at a temperature higher than
the Debye temperature, is proportional to the number of phonons (Npp), which is
such that Ny, o< T. Thus Wyp = ;11’—}; ~ Npn oc T. With o o 1, the law of change
of conductivity (opn) as a function of temperature is opp T~!, and also oph o T;

— if the concentration of impurities (Njmp) remains independent of T, the frequency
of collisions between carriers and impurities is Wiy, = Elg & Nimp, so that

‘ i T
Pimp X T = po (constant).

If we assume that the two collision mechanisms are independent from one another,
then we have as a total number of collisions W = Wph, + Wipp, in which the average
time between collisions (equally electron-phonon and electron-impurity) is % = # +

—L_ The upshot is that the resistivity (p) is such that p o =L 4 L andcanbe
T p y T T

imp ph Timp

written, following Matthiesen’s law:

p = pph + po = po(1 +aT). (3%)

Eqn (38) is useful at temperatures close to ambient.
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General theory of conductivity in localised states:
generalisation of the Kubo-Greenwood formula,
thermally activated mobility, and localised and
degenerate state bands

Even if the application of transport equations, usually obtained for ordered media
in which it is a simple matter to define a reciprocal lattice—see Appendix A-4—is
‘fanatically’ classical, we shall now record how a general Kubo-Greenwood type
expression can be used to describe hopping transport mechanisms between localised
states. We will indicate an expression for mobility and detail a new distribution func-
tion form which may be used in accordance with whether or not the Fermi level can
be found in the band of localised degenerate or non-degenerate states.

I Expression for current intensity associated with hopping
transport of a given charge placed on a specific energy level

1 Transcribing transport phenomena into equations

We will consider that the transport here is of a given charge (q) which is initially placed
on a certain energy level (E) (occupied with the probability f(E) = fo which, very
generally speaking, is the Fermi-Dirac function). The transport is through hopping
over a potential barrier of height U and situated between two sites A and B, each pair
of sites for the moment having a given energy E.

In the absence of an applied electric field, as in Figure 1-a, the probabilities of
occupation (fp) are identical for the two sites. Per unit time, transition probabilities
from A to B and from B to A above the potential barrier U are also equivalent. We can
therefore write Pag = Py exp (— %) = Ppa in which Py is the transition probability
per second from A to B or from B to A with zero barrier and can be written as
Pp=2 = ti (as is the frequency of oscillation between two sites unaffected by
barrier or external field). Once a barrier is set up, but still there is no external field,
we have therefore

1 _u 1

kT = —

Pagp = Ppa = —¢ ,
AB BA =5 .
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(@) d (b) d
A FPotential energy A Potential energy
P
\
A ‘ E ‘\ . -
) »
—dn +dn2 X -dan2

Figure 1. (a) A and B sites separated by a barrier over which hop carriers; and (b) the
modification of potential energies following application in Ox of an electric field (Ex).

or rather

s

T =T10€ (1)
In the presence of an applied electric field Ex which is directed with respect to Ox, as
shown in Figure 1-b, the potential energy W = qV for a charge q is reduced at B and
increased at A (when q > 0). With E; = —dV/dx, and supposing that E, is uniform
with respect to Ox, on taking the origin of the potentials in terms of O(V(0) = 0) we
have:

A O d
V(A)—V(O):/ dV=/ Eydx = E,(0 — x4) = E, = = V(A).
0 A 2

B 0
V(B)-V() = / dv = / Exdx = Ex(0 — xp) = —Exg = V(B).
0 B

For a charge q situated at A or B, the modification in energy due to the application of
Ex is, respectively, W(A) = qExd/2 or W(B) = —qExd/2. It is noticeable that the
energy increased by (qExd/2) at A and decreased by the same quantity at B. Here
we finally have an asymmetry with the A wells increased in height and the B wells
pulled down.

At A the barrier to overcome is reduced and becomes: Uy = U — qExd/2. At B
the barrier is increased and can be written as Ug = U 4 qExd/2.

Consequently, in the presence of an electric field the transition probabilities, Pap
and Pga, are no longer equivalent and become:

U —qExd/2 1 a2 1 qExd/2
Pag =P, - ) =- T o~ — |1
Ae °CXP( KT = o L
U Eyd/2 1 _ gBxes2 1 E.d/2
kT T T kT
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2 Calculating the current intensity due to hopping mechanisms

The current due to transport of a charge q between A and B, I¢, is the resultant of charge
transport from A to B and from B to A, i.e. Ic = Ia.p + Ip_, . It is the total charge
moving per second in both these directions. If fy is the probability of site occupation
at equilibrium and if (1 — fp) is, inversely, the probability of non-occupation, the
quantity of charge moving from A to B can be written as [Ia_.p| = qfp(1 — fy)PaB.
Similarly, |Ig-»a} = qfo(1 — fp)Pga.

As the currents Iap and Iga are in opposing directions, the resultant can be
obtained:

Ic = la»Bl = I al = qfo(1 — fo)[Pap — Ppal.

which gives:

Ic = qfo(1 — fo)l [e+ B e'qﬁﬁj/z]
1
1. . (qBxd/2 1_[qEd
= gfp(1 — fy) -2 sinh ~ gfg(1 — fy)-2 ,
qfo( 0)t sin ( ) gfp( o)T [ZkT
or rather:

T ~ (1 — f) - | B2 )
TV TIRT |

II Expression for current density and thermally
activated mobility

1 Expression for current density relative to transport
at a particular energy level

The state density function for an energy level E being N(E) (number of states per unit
volume of material) with in the volume V of a unit sectionis V = S x d]s=1) = d,
and the number of states with energy E is thus N(E)d. This is the number of individual
charges (q) situated at sites with energy E (with T = t(E) for carriers leaving the sites).

If we take a unit section between two sites A and B separated by the distance d,
the current passing through this section thus becomes a current density with the value:

_ _2q B . qExd/2
JE) = IcNE) = _——T(E) fo(1 — fo) smh( T )N(E)d
. 9 3 qE«d
~ fo)[ - }N(E)d,
which yields:
, d? 1
JE) ~ q°Ex —— —fo(1 — fo)N(E). 3)

WE) kT
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Figure 2. Schematisation of all possible hops through the section S = 1 giving rise to the
current J(E).

2 Generalisation of the form of Kubo—Greenwood conductivity

In order to assimilate all the possible hops—shown in Figure 2—through the section S,
the length d must be placed in to terms of the mean free pathway (L) the mean distance
between two hops. In addition the current density, which involves all carriers from
a volume V traversing the section S in both senses whatever their initial energy (E),
can be written as:

J=q’E f——ﬁi-—l—f (1 — fo)N(E)dE )]
=(q Ebx E'IZ(E)kTO 0

Again using the definition of conductivity (¢} as that given by the relationship
J = oEx can be used to give a Kubo—Greenwood type equation:

o= Q/ w(E)fo(1 — fo)N(E)dE, )
_ £
with p(E) = q@ﬁ (©6)

Comment
With £ = vx1(E), and with the help of eqn (4), we can go directly to:

2

E

6=gq / qv’l‘:T( )1 — f)N(E)dE,
E

a form of o deduced from the Boltmann transport equation shown as eqn (14) in
Appendix A-4. We can thus be content to use eqn (14), Appendix A-4, in which
L = vxu(E) is introduced and from which we can directly obtain eqn (4). However,
such a path tends to hide the physical reality of the problem which we have detailed
in this Appendix.

3 Thermally activated mobility

2
Following on from eqn (1), we have T = toexp (31), and on placing po = fo%,

eqn (6) gives:
U
= —— 7
R = o exp ( kT) @)

This equation shows us that the mobility is thermally activated.
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Comment
From eqn (6), we can write that

£ q L£?
Ey=q—— = ——.
W) = a4 kT T kT
On posing
£2
D=—, (8)
T
which has as dimensions a diffusion constant, we find Einstein’s relation:
kT
D=—uu. )
q

While the study of transport with respect to the direction of the electric field does
not a priori require the introduction of the coefficient 1/6, we can have the isotropic
diffusion

1 1
D=-P£2, withP = . (10)
6 T

III Approximations for localised and degenerate states

Here the calculations for conductivity can be performed using the Kubo-Greenwood
relationshipi.e.c = q f W(E)fo(1 — fo)N(E)dE, but require, in general, the following
approximations:

— asthe states are neighbours at the level E = Ep, we assume that N(E) ~ constant =
N(EF); and
— I = o exp (—%) = constant with respect to E, as in w(E) = w(Eg).

The calculation for o requires therefore the evaluation of

U
0 = ( jLo eXp (—ﬁ> N(Eg) / fo(1 — fo)dE.

We must therefore go on to evaluate f fo(1 — fo)dE. This can be done using
egn (12) of Appendix A-4, so fo(1 — fp) = —kTgi}g. Figure 3-a represents the Fermi
function and Figure 3-b the function — %.

At not too high a value of T, (T & T| = 300 K), the above schematic representa-

tion shows that % behaves similarly to a delta function, so that
of
/ kT [ =2 ) dE ~ kT.
oE

ffo(] — fp)dE =~ kT.

When a high number of defaults result in deep localised states within the
gap, we find that (Ec — Ep) > kT, and carriers cannot be thermally excited into

Thus:
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Y O

0
*
----
.

Figure 3. Representations of: (a) the Fermi function; and (b) the function %%0.

the conduction band. These carriers remain localised around Ef in a degenerate
band of states. The transport process in the neighbourhood of Ef is realised by
bringing into play a density of charge carriers given by n = [ N(E)fo(1 — f)dE =
N(EF) [ fo(1 — fo)dE ~ KTN(Ep).

The conductivity is thus in the formo = g kT N(Ep)po exp (— ) and is thermally
activated by the form of the mobility.
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Expressions for thermoelectric power in solids:
conducting polymers

I Definition and reasons for use

1 Definition

Under the effect of a temperature gradient, there is a diffusion of carriers from hot to
cold points which is associated either with a concentration gradient as in the case of
semiconductors, or a velocity gradient of carriers in the case of metals. The result is
an excess charge and, in effect, the birth of an internal electric field (E). The resulting

. 2 = —
current is the sum of two parts: j = oE + M gradT

v .,
[ Be—A l
I T var T+AT |

At equilibrium the current is zero and the internal field is such that:

gradV. Vo, —-Vg AV
gradT = Ta—Tg AT

- —
E =S gradT,s0 S = —

in which, by definition, S is the Seebeck coefficient.

2 Reasons for use

The parameter, called thermoelectric power (TEP) is:

e an intrinsic property of a material and is independent of the geometrical dimen-
sions and insensitive to faults such as cracks, in contrast to other properties such
as conductivity; and

e essential to distinguish metals from insulators and understand which carrier is in
the majority in a particular material.
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II TEP of metals (Er within a band of delocalised states)

A rigorous calculation must be performed within the context of the Boltzmann
transport equation:

2k dlno(E
sm=—“——kT{ no(E)
dE

] ., with o(E) & N(E).
3q

For a metal close to the Fermi level, we have (dIno/dE) < 0 and therefore Sy, > 0.

lN[E]

dN!dE ]]-}' <0

\ 4

Er

On developing the calculation with o(E) o aE' and [dIno(E)/dElgr ~ 1/EF) we
have the following equation:

k n2 kT
Sm~ ——— ~several uV/K |
q 3 Er

Thus Sy, has a low positive value and Sy = f(T) is linear with S, — 0 with
temperature.

Qualitatively speaking, we can say that with a good metal the thermal gradient
does not practically ‘destroy’ the equipotential at its surface and that AV % 0, so S
is very small.

III TEP of semiconductors (SC) (Ep in the gap)

TN{E)

SC \ :_.',!-11.\! - 4, |1_1’:' >0
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1 Preliminary remark

In a metal the diffusion of hot electrons of charge —q, takes place above Eg and
therefore the effective negative mass is such that the associated force is directly
opposite to the diffusion velocity: = Va < 0 and V4 — Vg < 0, which gives Sm >
0, as we have already seen. For SCs, the carriers (—q) have m* > 0, so, only in p-type
SCs, we have carriers with +q and m* > 0. In order to determine the force applied
on the carriers, (+q or —q), we can use f = m*y with 7//V and m* > 0 or <0).

B++ v A
K 4_£ it o
T++ % T+AT
+4++ 00 eeee-

2 An ideal n-type semiconductor

Locally around A, the concentration of carries increases with the effect of AT (n
T3/2 exp(—[Ec — Er]/kT). The result is that electrons diffuse from A towards B
(my > 0 = f.//v) where a charge <0 appears. And leaves a charge >0 at A. We can
thus write that Vo — Vg > 0and Tp — Tg > 0, so that Sy < 0.

More quantitatively, without going through the rigorous treatment of the transport
equation) we have S = % (Kelvin’s 1st relationship), where I1 is Pelletier’s coeffi-
cient. For electrons, with the energy transported per unit charge and by taking the
potential origin as Ef, and then with

Energy = Ppolemial + Exinetic» Epotental = Ec — EF,

E. — Bf + 2kT
Bpineie & 2KT ¢ [T = —¢_F + X2
—q
BC Ec Y
| A
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Finally:

k [EC —Er
SN=—-

q kT
Thus Sy < 0 and typically goes in value from a hundred or so wVK™! to more than

several mV K~1.

+B] , withhere B =2

3 An ideal n-type semiconductor

The diffusion of holes (4-g, m; > 0) with f; //v results in charging B positively (while
leaving a negative charge at A). So we have V4 — Vg < 0 and T — Tp > 0, and
that Sp > 0. Thus:

k [Ef — E
Sp=— ¥ * + B, herewithB=2
q kT

4 Comment on amorphous semi-conductors

for which Ec — EF = AE — oT. For a n-type semiconductor, for example,
k[AE «
SN=——|——--+B
NT g [kT Pl ]

while S = f(1/T) and Inc = f(1/T) exhibit the same slope. The ordinate at the origin
for S = f(1/T) yields a.

5 A non-ideal amorphous semiconductor with Er below its states
in the band tails

Here the carriers have a thermally activated mobility in the band tails and p =
wo exp(—U/KT). The form of the tail band is such that
N(Ec)
N(E) = ————(E — Ea)*
(Ec —Ea)
and calculating S within Boltzmann restrictions gives
k[Ea—E C
g__X [ a—Br G :I
qL kT Cst1

oo (KT Epo—Ep+U
o~ 0 —_ X _——
s \Ee—E, ) P KT
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as discussed in Chapter V, Section IV-1).

A
| U |
| =P
| 4
.r]i’ \
Lo B »
Er Ex E

Conclusion The slope of Ing = f(1/T) is larger than S = f(1/T) by an amount U,
and is characteristic of this transport mechanism within tail band localised states (in
the absence of localised states in the band tails, the two slopes are identical.

IV TEP under a polaronic regime

We will distinguish between high and intermediate temperatures in a manner similar
to that used for conductivity.

1 High temperature regime

Here, S can also be deduced using Kelvin’s Ist relationship, S = I[1/T in which
Pelletier’s coefficient (energy transported per unit charge) is such that we can suppose
that the polaron does not transport the vibrational energy IT = £o (B is the energy

which characterises the thermal generation of carriers and Ey = Ep — Eg). From

which we can deduce that in the high temperature regime, S = —g (E—%)

2 Intermediate temperature regime

The regime implicates a VRH transport mechanism and, as we shall see in the
following Section, S follows a law of the form S/T = f(T~1/4).

3 Other regimes

It has been found that for amorphous semiconductors, S &~ Cte with respect to T.
Nagels proposed that with the concentration of polarons being constant with T, S
follows Heikes law which is of the form S &~ —(k/q)Ln([N — n]/n), in which N is
the number of sites and n is the number of carriers.

V The TEP for a high density of localised states around Ey

1 Initial hypothesis

If Er were to ‘dive’ into a band with a high density of (localised) states, it has been
supposed that the expression used for a metallic system for the TEP would still be
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valid by Cutler and Mott. In reality, however, experimental results have shown that
S # 0 as T — 0 in complete discord with the hypothesis.

BV

In fact Nagels has shown [Nag 85] that in the low temperature domain we can
write:

S ~1t_21£KT{d(lno(E)}
3 q dE E=Ep

and that o(E) is expressed as a function of N(E) for which we assume that close to Eg
there is a linear variation such that N(E) = N(Ep)[1 + y(E — Eg)] with yW < 1, in
which W is the height of the hop.

2 The result in VRH

Here we follow the work of Nagels in J. Non Cryst Sol. (1983) and consider the
VRH condition with respect to the optimisation of both the hopping distance and the
hopping height (W(E)), the calculation of S, with y = (1/N(Eg)[dN(E)/dE]g=EF,
gives:

S n¥k%y (To\"*
T 129 \T

Comment The advantage of the above calculation with respect to other possible
routes is that it brings in the factor y which takes into account variations in N(E)
near to Ep and does this independently of the origin of the states in the gap disorder,
polarons efc.).
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VI General representation

Inc
. N(E) A
S E 4
I{} ’ \ Ec-Ey

BB VRH \

q : \
E\-Ep \' Ea —_
q ; P T

Eﬂ>

/T T

VII Real behaviour

1 General laws
a Different levels of conduction participate in parallel

The law is derived from the general equation itself generated from the Boltzmann
formalisation, and is such that

M;
g M_ LM _ Loy YeiS:
02 .

(&) (&} o

As an example, we can site the conduction by both electrons and holes in

S = TeSe + onSh
Oc + On

and that in an intrinsic semiconductor we have
kpt—p=/E

=~k 7P (= ,p),
le] wt +u= \ 2kT

b Differing domains in series

int

Kaiser proposed [Kai 89] that during a drop in temperature, is remain proportional to
the thermal resistance (W) of each domain, so that from S = —AV/AT = —(AV| +
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AVy)/AT = (AT /AT)S| + (AT,/AT)S, we can deduce that S = (W;/W)S; +
(W2/W)S,, with W being the total resistance.

2 Behaviour as a function of doping levels
a Highly doped conducting polymers

In addition to the metallic component in S, it has been observed that at low
temperatures there is a distortion of which Kaiser brought into account by using a
non-linear component \*(T)T associated with effects on the carriers due to phonons.
The resulting equation is therefore:

S = XT + M (T)T

b Moderately doped conducting polymers

Here there are two ways of looking at the scenario:

e Eg is more or less outside of the extended states and the system tends towards a
semiconductor character = S/T o« —y(Ty/T)* (see also Section y) or the system
is an ideal semiconductor in which case exhibits a slope {Ec — Er]/q with 1/T);
and

o that we have a heterogeneous structure (Kaiser, Phys Rev 1989), with conducting
fibres separated by barriers and we have S = (W{/W)S; + (W2/W)S, = XT +
CT1/2. The first term in this equation characterises the (metallic) transport along
the fibres while the second term, for inter-barrier hops, follows a VRH type law
with respect to T!/2 de type proposed by Mott. If the barriers are thin and conduct
heat better than electricity, we can simplify things by assuming W1 > W5 and
that S =~ XT (see also Section a).

¢ Poorly doped conducting polymers

(EF is placed within a quite large gap that has few states and the material is close
in character to an insulator). Whether looking at polaronic states or states tied to
localised defaults, at low and intermediate temperatures, in principle they both follow
a VRH law in the form S/T o f[T~!/4]. Indeed, under certain conditions, such as in
the impurity band, Heikes law can be envisaged so that S ~ —(k/q) In([N — n]/n) is
reasonably constant or decreases only slightly with T.
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3 Representational graph

alsl

\

Moderate to weak dopingy
(Semiconducting state with few
localised states) |
|S| = (/g)( [AE/KT] + B) |

Moderate doping: Weak doping:
S=XT+ (’L,,_,/’/ (many localised states)

|S| /T =y8T

Weak doping:
Heikes law

S=Ctewith T

Strong doping: S>0
and S = XT (‘metal’)

»

T(K)

4 An example result

An useful example is that with reversible doping—performed with ion implantation at
30keV in poly( para-phenylene)—followed with respect to the changing positive and
negative value of S [Mol 98]. In the Figure below, the curve (a) shows the variations of
a sample initially made p-type using iodine and then doped to n-type by an increasing
flux of n-type alkaline ions. Curve (b) shows the effects due to a sample undergoing
initial n-type doping with alkaline ions and then a subsequent implantation with an
increasing flux of halogen ions.

60
| bibinibabiaci 4
. /| Inmitial iodine implantation
: B 40 xf (D =5 x 10"), followed
/ by Cs implantation
= 2 D: Flux (ions cm?)
(]
= (a) I"quj
2 0 | | | (doping)
® g
E 10 10" 10"
é e N — P Transition (localised states|
; - 20 |- Semiconductor ssociated with strong doping) |
ransition e
—N Initial Cs implantation |
.40 (D =5 x 10%), followed

by iodine implantation
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Stages leading to emission and injection
laws at interfaces

I Thermoelectric emission and the Dushman - Richardson law

With W > kT, we have E — Er > kT and the Fermi function tends towards the
Boltzmann function:

h2k2
f(E) ~ exp(—[E — Er]/kT) = exp <{EF — E}/kT) .

So that an electron is emitted in Oz—simply through thermal agitation—and
without taking into account a reflection coefficient, the equation [(E)selon 0z — EF] >
W, must be true, as schematised in Figure 1. Given that the energy is uniquely kinetic
than the emission condition is thus

21,2 21,2
[E]inOzzhkZ EEF‘}'Ws:thO- (1)
2m 2m

We will define the number of electrons as dn in the reciprocal space volume
d3k. The latter is divided into elementary cells so that Aky Aky Ak, = Ak® and

AK3 =82 On reasoning that V =1 (dn will be a density) and the possibility of
placing two electrons per elementary cell (due to electron spin), we have:

d’k
dn = 2 x [number of cells in d°k] x f(Ek]) = ZFf(E).
b1

The elementary current density (dJ,) emitted in the direction Oz and effective for
dn electrons is therefore
%k, &k Rk,

=e-— exp(Er/kT) exp(—E/kT) —.

47 m

The emitted current density can be obtained by adding over all electrons which
have a vector k with a component k, which complies with the already established
condition eqn (1):

dJ], =dpv; =ednv, =edn

h2k? 2 EN
- = EF + WS = )
2m 2m

whatever the other components ky and ky.
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Oz
Emission direction AE Ak

WS

Ep
Conduction band

EC = »
Metal f(E) U ky
Electron

distribution
function

k space

Figure 1. Schematisation of the thermoelectric emission condition.

Therefore:

b +o0 hzk,%
=[] a0 = BT [ et dk
473m oo

+oo plkd +00 g2
X / e~ ZmkT dky / e kT k,dk;,.
—00 kz0

With k,o = %, on calculating by way of the well known results for integrals

+o00 +o0o
—ax? b1 _ 1 _ 2
e ™dx=,/— and ze ¥ dz = —e %0,
—0 a . 2a

we arrive at the desired equation:

2
I=lr= ———47[;’;11( T2e ¥ = AT2e ¥t )
Exactly speaking, a reflection coefficient R should be introduced to take into account
any possible reflection during emission.
An example of this calculation can be given with tungsten (Wg = 4.5¢V).
With A =1.2 x 10°Am™2K and {2 ~ 19 at T = 2700K, the calculation gives

J=22Acm™2

II Schottky injection (field effect emissions)

Here we have an increase in the thermoelectronic emission due to the lowering of the
barrier (Ws in thermoelectronic emission) due to the electric field effect applied at
the metal (electrode) interface.
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1 The potential barrier at the atomic scale

On the atomic scale at a metal-vacuum or dielectric interface, the potential barrier
observed by an electron extracted from the metal is not an abrupt step (see Figure 2-a).
In effect, an electron situated at z > 0 in an insulator is not completely free and to
distance itself from the metal is must overcome the attractive force exerted by the
latter material due to the image charge (+q) which the electron induces in the metailic
electrode (see Figure 2-b). For an electron (—q) on the z abscissa, its image (hole +-q)
is at a distance 2z.

The force which is therefore exerted on the electron, which is in an insulator that
exhibits absolute permittivity &, is thus

¢  q

T 4me22)? T 16mez? -

in which W¢ is the electrostatic energy. In 1-dimension,

F=

—_—
—grad We,

A z q2 q2
We(2) — We(oo) = We(r) = — [ Fdz= =~
e(z) e(00) e(7) /oo z /oo 167ez2 16mez

(with the origins of energy at infinity).
Comment The above representation is only acceptable when the distance z is large
with respect to the interatomic distances. When z — 0, W, (x) is brought towards the

potential energy level at the bottom of the conduction band (Ec). When z = 0, we
join the energy of the electrons to Ec.

2 Emission conditions: Schottky emission law and the decrease
in the potential barrier by field effect

a Without an applied field

Here the condition (E)in 0, = Er + W, must be fulfilled (in the Oz axis) using the
metal side as the origin of potentials in the lowest conduction band (in E.). With the

A Potential energy

0 z

W, 2
W)= 3

16mez

+q -q
p . T e!tron)
Dielectric or :
vacuum >

Figure 2. Graphical representations of: (a) an electrode potential as seen by an electron at the
atomic scale; and (b) the charge image (4+q) of an electron.
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energy of electrons exiting being solely kinetic energy, we should be able to apply

condition (1) which can also be written as %mvg > Er + W,.

b In the presence of an electric field

The field is applied so that the metal has a negative potential (cathode) and the part
external to the metal is positive.
We have

- —> - z
F = —~grad W, = —qE,, and W (x) = —/ qE.dz = —qE,z.
0

Thus, the total potential energy of an electron situated at a distance z from the surface

becomes:
2

Wrotal= — qEaz — %

The resulting curve presents a maximum in zp, which is such that

W 1/2
( Tmal) =0, and z;, = ( q > .
0z ),y 16meE,

E\ /2
Wrotal (Zm) = ‘g (&) .

2\ me

The result is that

The work function is reduced by an amount AWy = W1 (zZm )|, a value not
more than W, = W — q % (see Figure 3).

The emission condition (1) now becomes the condition (1'): %mvg > Er + W,.

A Potential energy

(0] Im Lz
F I~ | = >
W, AW, R
ré
O A A
’ 7/
W, )
B Y _ i
P = | I
'''''''''''''''''' 1 J Dielectric or —qE.z
Ec b vacuum
Metal "< + W = _qE.z — %
Ea Total = ~A8a? ~ T ez

Figure 3. Energy diagram describing effects due to application of an electric field.
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LOg JSch A

Schottky straight

line
Log Jr -
Pian
// Effect due to space

charge
> E,

Figure 4. Representation of Log Jgcp = f («/ Ea).

Eqn (2) for current density is this still usable, as long as Wy is replaced by Wy in
teh presence of an electric field the emitted current density thus becomes

Wi —q qka

4
J = Jgn = AT? exp o =

3)

For a give value of T, Log Jsch = f(+/E3) is a straight line. Nevertheless, in prac-
tical terms, we can observe at low values of E a deviation from the linear law
and this is due to the appearance of space charge close to the emitting surface
(see Figure 4).

b Comment using numerical example

With E, =10*Vm~!, we have (Figure 3) zy ~0.2um, while with E, =
101 V™!, we find z, & 0.7 nm. The height of the potential barrier is reduced in the
first case by AWs = 4 x 1072 eV, and by AWg = 1.2V in the second. In a strong
field, AWg =~ Wg and the height of the barrier to overcome is extremely low, so that
breakdowns can occur under high fields (Wg[Cs] = 1.8eV; Wg[Th] = 3.35eV and
Ws[W] =4.5¢eV).

IIT Injection through tunnelling effect and the
Fowler—Nordheim equation

1 The problem

As the applied electric field increases, the height of the barrier observed by electrons
close to the Fermi level actually decreases. This in turn greatly facilitates the passage
of electrons over the barrier (field emission due to a Schottky effect). In fact, another
mechanism appears once the field is increased. As shown in the qualitative example
just above, as E, increases z, decreases; also we can perceive a qualitative decrease
in the barrier. If the barrier decreases sufficiently then the probability of electron
presence, initially close to that of the barrier (in terms of z is equal to 0), turns to
being non-zero at the other side of the barrier. This is due to the wave like character
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of electrons, which is accounted for in the probability of presence at the point z being
written as P(z) = |¥(z) |2. The barrier transparency can be calculated for simple cases.

Before going in to the calculations, we can remark that if E, increases, then the
effect due to the force image—which is predominant in a weak field and in Schottky
emissions (close to z = zp,)—diminishes when we are at a sufficiently high value of
z. This can be a point, for example, in the region of z ~ zr (defined in Figure 5 in
which zp corresponds to the point at which E = Eg). On the side of the insulator, the
potential energy there is simply approximated to using the field effect of the electric
field so W(z) = —qE, zr, in which zg is the size L (such that zg = L) of the barrier
seen by electrons situated at E = Eg. Thus q E, L = Wg, that is

L=—.
qE.

“
In effect, the higher the value of E,, the more narrow the barrier.

In the case of tungsten, we can use Wg = 4.5eV and E, = 4.5 x 10°Vm~!to
calculate that L = 1 nm. At high enough field strengths, the barrier becomes suf-
ficiently narrow to present a non-negligible transparency to electrons free in the
metallic electrode.

2 Form of the transparency (T) of a triangular barrier

The transparency (T) of a barrier is usually defined by:

_ Flux of transmitted particles
~ Flux of incident particles

in which the flux represents the number of particles which traverse an unit surface
area per unit time. The flux can this be represented by the product of the probability of

EA
0 zp=1
------------- 1 et el 1
Wi
Ey /, ——————

Function N(E) E; Line of the equation
for T # 0K W=-qE,z
for T=0K ~

< Ec Insulator
N(E)

Figure 5. Diagram of potential energies for tunnel effect emissions.
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presence per volume with a unit section and a length v (if v denotes particle velocity)
(see Figure 6).

It is possible to write eqn (5) for a barrier of length L by assuming that the initial
velocity of free electrons in the metal (v;) and their velocity after traversing the barrier
(vy) are such that v; & v;:

_ VlN"transmis|2 ~ Nr't|2 _ NI(L)|2
Vi|’~lfincidem'2 N’i|2 N’(O)|2 .

In this problem, it is reasonable to think that the most important part of the
injected current, following the application of a field, will come from electrons which
have an energy close to the Fermi level as the distribution function N(E) has as
maximum E = Eg.

Thus the expression for T of the barrier is given by eqn (5) in which L is the size
of the barrier observed by electrons for E = Ep (Figure 5). In order to calculate the
size of the barrier more precisely, we shall have to look at the origin of the energy at
the EF level by treating a classical rectangular barrier with quantum mechanics (see
Figure 7).

We shall look at electrons with an energy E; just above Er and denote their velocity
v when z < 0 and v’ when the electrons are at z > (.

Generally, the conservation of energy for an electron placed initially at the level
E; (neighbour to Er) and then at A after having traversed the barrier can be written,
using the notations detailed in Figure 7, as:

)

1
E = —mv?2

= lmv’2 +U(z)
2 2

from which can be deduced m?v'2 = p = 2m(E; — U(z)), so that withk? = h2 we
have k2 = M . For Ei < U(z), k'(z) is imaginary and

2m(U(z)—E;) 12
K'(z2) = =
The wavefunction, in the form e/ for free electrons and with a real k, takes on

the form s(z) = el Jo K@ dz,

L) _ 2m !/ 12
T can be written therefore as T WL = zf" (Ej) (D@-E] 7 d

O

L]

Z= (V At)Atzlz \%

Figure 6. Geometric parameters required to define flux.
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Line of the equation - qE z

Figure 7. Representation of a triangular barrier.

and definitively

2m7? (L
T = f(E, W) exp —2[ﬁ} /0 [U(z) — E;]"%dz . (6)

3 The Fowler—-Nordheim equation

In the relationship (6) for T, the term to integrate, [U(z) — E;], is such that: [U(z) —
E;] = Ws — qE.z — E;j = u(z), so that v’(z) = —qE.
Thus

L L 1 L
| we -ere- [ wan e - —— f [u(z)]?du(2)
0 0 qE Jo
_ 12 32\
=353 (v@*?), .
and on taking into account eqn (4):
L 12 ' 3/2
/0 [U(z) — E;)"/2dx = ~E3 [ws - anﬁ - Ei] — [Ws—E;]*?

21
~ gq—E-wgﬂ, as By < W

(and notably at T = 0 K). Finally:

2m\'/?2 1
T =f(E, W) exp [—2 (ﬁ) EEWS/Z . @)

AsL = %, we can see that (T = 0K) the transmission coefficient is an expo-

nential function of the size of the barrier. Only electrons very close to Ep can leave
with a non-negligible probability.
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When T # 0, electrons situated just above Ef are privileged as even though they
are few in number the actual barrier they have to cross is thinner.

The Fowler—Nordheim calculation performed at 0 K does nevertheless take into
account all electrons. In using the fact that the current density contribution from levels
situated in the interval [E;, E; + dE;] is in the form dJ = q N(E;)7T(E;) dE;, the sum
over all the E; states results in a current density of the form:

¢’E2 4 (2m\'? W
J= expl —={ — .
8thWi 3\ A2 qE,
(Note that N(Ei) dEi is the number of electrons hitting the unit surface area per unit

time with an energy between E; and E; 4 dE;).
Numerically speaking we can use this equation as in:

S a

E2 w3/2
J(Am™?) = 1.54 x 10719 =% exp (—6.83 x 10°——.
w E

The above relation shows that the current density emitted for this process is
negligible at E; < 108 Vm™!, and that it increases rapidly at higher field strengths.
Ln(\%) = f( %) orLn( é) =f (Eia) are the lines drawn for these types of emissions

and linear behaviour over a decade of 1/V can permit determination of Wj,.

Comment The obtained equations relate to emissions into vacuum (barrier Wy seen
by electrons coming from the metal). When an emission is into an insulator the barrier
to overcome for the electrons coming from the metal is just Wg = (W — %), where x
is the electron affinity of the insulator or semiconductor. Wg can be substituted for W
is the equations (see the Fowler—Nordheim equation is Section III-4 of Chapter VI).
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Energy levels and permitted transitions (and selection
rules) in isolated atoms

This Appendix gives a brief, but ultimately essential description of the construction of
energy levels in an atom which appear under the effects of successive perturbations,
going from the most to the least intense.

I Spherical atoms with an external electron

Typically the titled scenario resembles that of hydrogen atoms, but it can also be
applied as a first approximation to the more general problem of describing an atom
with more than one electron (through the potential, observed by an electron, being
approximated as a symmetrical sphere).

1 Energy levels and electron configuration [Cag 71]

Given the symmetry of the system under study, the energy levels can be obtained by
assuming that each electron moves, to a first approximation, within a potential sphere
which originates from the nucleus potential and the spherical potential which globally
represents the effects due to all other electrons. The states of the electron orbitals
(without therefore taking into account spin) are written using an electron orbital
wavefunction (Y 1,m, = Rn,101,m,$m;) which depends of three quantum numbers.
They are: n, characteristic of the layer; 1, characteristic of the sub-layer and the kinetic
orbital momentuml which is such that |1| = fi/1(1 + 1); and my, characteristic of the
projection 1, of the kinetic orbital momentum along the axis Oz which is such that
1, = hmy, while my takes on (21 + 1) values: my = -1, =1+ 1... (1= 1), L

The movement of an electron about itself brings into play the spin kinetic moment
(s), which is such that [$| = h+/s(s + 1) where s = 1/2. Here it is worth realising that
the electron is a fermion and therefore the wavefunction is antisymmetric while the
spin is one half (see the symmetry postulation in [p 1374, Cohen 73]). The projection
of s, on the Oz axis of the spin kinetic moment is s, = Amg in which m, takes on
(2s + 1) values, so here mg = —%, —I—%.
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In addition, the invariability of the Hamiltonian of the system during a rotation
shows that the energy levels (E) of a spherical system depends only on the two quantum
numbers n and 1sothat E = E(n, 1). This can mean that the system is highly degenerate
and at a given energy level E(n, 1), we can associate [21 4 1]{2s + 1] electronic states
represented through electronic wavefunctions ({(n, 1, my, mg) 0, using Dirac notation,
[n, 1, mj, mg)) from orbital and spin wavefunctions.

In order to know the total energy of an atom, we need to sum over all the energies
relating to each of its electrons. This requires an understanding of the spread of
electrons with respect to layers and sub-layers, as defined by the quantum number
n and 1, respectively. In other words, the atomic configuration of the atom must be
known. To denote this, each layer is symbolised by a number equal to the principal
quantum number (n) following by a letter which represents the value of the quantum
numberl(forl = 0, 1,2, 3. .. the letters are, respectively, s, p, d, f .. .). When several
electrons are in the same sub-layer, we just write the symbol denoting the sub-layer
once, and then add an indice indicating the number of electrons in that sub-layer. As
an example, we can write the configuration of sodium, which has 11 electrons in all,
as 1s% 252 2p 3s.

The filling up of layers with electrons occurs in a specific order defined by
Klechkowski’s rule, which states that it follows the increasing order (n + 1). For
a value given which is the same as (n + 1), then it is the value which corresponds to
the lowest value of n which is filled first, as shown in Figure 1.

2 Selection rules

In this Section we finally have to consider the conservation of kinetic momentum and
how, for a lone atom with one electron, there is a radiative transition. this occurs when
the variations in quantum numbers of the energy levels involved concord with:

e An = any integer (as the principal quantum number is not tied to kinetic moment
and governs only the energy level); and

e Al =1 (as in, for example, the transition from the p-state {1 = 1] to the s-state
[1 = 0] is radiative, as for the transition d — p, however, the transition d — s is
forbidden and is therefore impossible with photon emission.

1{n| 1 2 3 4 5

N =

0 S ol S ;S 4 8 |8
‘U '/ 0/ap

2 & ] d

Figure 1. Filling up layers following Klechkowski’s rule.
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IT An atom with more than one peripheral electron

In addition the electron configuration (y), which uses only the n and 1 quantum
numbers to represent energy levels and only includes a global, symmetrical, spher-
ical potential representation of electron interactions, we need to take into account
successively:

o the exact electrostatic interactions between electrons which introduce into
the Hamiltonian of the system a perturbation operator Hee, which raises the
degeneration of the system; and

e weaker perturbation terms which progressively raise the remaining degeneration
in the energy levels. The nature of the perturbation terms which must be succes-
sively introduced depends on the type of atom under study—whether it be heavy
or light, with the limit generally around the mercury atom (Z = 80), along with
its environment, for example whether or not it has been inserted into a matrix.
The latter effect has been discussed with respect to atoms with incomplete inner
layers in Chapter VII, Section II.

1 First effect produced from the perturbation He, due to
exact electronic interactions

The Hamiltonian of the system is only invariant when there is a simultaneous rotation
of all electrons. This can be associated with an orbital resulting kinetic momentum
operator and a spin resulting kinetic momentum operator. We can show, relatively
simply [Cag 71, Mol 81], that the energy levels from an electron configuration (y),
under the influence of a perturbation Hee, correspond to energy levels (E) in the form
E = E(y, L, S). For an atom with two peripheral electrons, respectively characterised
by quantum numbers 1 and s for one, and 1, and s; for the other, L and S are such that
they vary by whole values in the Clebsch-Gordan series, sothat L. =1y —1>......1; +
bandS=s81—52...... S1 + 8.

The electron states are, for their part, written using a wavefunction in the form
lv,L, S, ML, Ms), in which M, = —L, (=L +1),....+L and Mg = —S, (=S +
1), ..., +S, so that the energy levels are degenerated (2L + 1)(2S + 1) times.

The fundamental state is thus determined from Hund’s rule which indicates that
the lowest energy terms that for which:

e S is the maximum (because from Pauli’s principle, taking on the maximum spin
implicates a distinction between states by their orbital states which must thus b
different and minimises electrostatic interactions by distancing electrons); and

e L is a maximum after taking into account the above condition.

The spectral terms, which relate to the different states, are thus denoted by an
approximation nZSHT, where T is one of the letters S, P, D or F for which L takes
on respectively to signify one of the values 0, 1,2,3.... If we take Cr™t+ as an
example, it has the configuration 3d?, and we find:
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1 3
——Smax=3>(§=§

— As 1=2 (sub-layer d), we have m;=-2,—-1,0,1,2 and O m)max =
(ML)max = 2+ 140 = 3, wherein Lyax = 3.

By consequence, the fundamental state of Crt++ is 3*F (denoted simply as *F).

2 Perturbation involving the coupling energy between different magnetic
moments exactly tied to kinetic moments

Two different cases can be distinguished:

a when the spin orbit interaction energy is weak (typically for atoms with
masses below that of mercury)

In this case we use Russel-Saunders coupling, which is generally considered to not
be significant until we have coupled it up with, on one side, all the orbital kinetic
moments and, on the other, the total spin kinetic moments. It is only after this that
the two kinetic moments interact through the intermediate of spin orbit coupling.
L and § represent the resultant of this total coupling. The perturbation Hamiltonian
due to the spin-orbit coupling is in the form Hs o = (L, S)L.S in which L(L, S)
is positive in the first half of the layer. With J =L 4+ S....L — S, there is a rise
on the degeneration of the energy levels which is given by the proper values of the
perturbation Hamiltonian Hs ¢ :

AE O+ —-LL+1)—-SES+ D]

ML, S)A?
T2

The spectral terms are thus denoted n 25+1Ty, in which T corresponds, as above
indicated, to the letters S, P, D and F which as values of L are, respectively,
0,1,2,3.... The upper left indice gives the number of possible orientations of the
resulting spin, and is called the multiplicity of the term (doublet, triplet and so on),
however, one needs to be prudent in using this notation. If S < L, then J takes on
2S + 1 and the number of values for J is given by the upper left indice, however, if
S > L, then J cannot be negative and can only take 2L + 1 values and therefore there
are only 2L 4 1 permitted levels.

In the case of Russel-Saunders coupling (also termed L — S coupling), the
schematic representation of increments in degeneration of energy levels under the
influence of increasingly small perturbations are shown in Figure 3. For example,
from the level L'S’ degenerated [2L' + 1][2S’ + 1] times (resulting from exact elec-
tron interactions, also called electron correlations) the spin orbit coupling is partially
raises the degeneration so that J' takes on [2L’ 4 1] or [2S’ + 1] values (denoted as
the values I}, J5,, J; in Figure 2).

b Heavy atoms—jj coupling

When the spin and orbital kinetic moments of each electron are coupled in the first
step (with the resultant kinetic moment j; for the ith electron again obtained from
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LI/I S/II
L// SII
Y (D) L’S'J;
L's’ L'S’)]
configuration LS5y
LS
Spherical potential Electronic correlations (He.) Spin orbit interaction

Figure 2. Levels of degeneration in L — S coupling.

terms of the Clebsch-Gordan series), the resultant kinetic moments of each electron
are then coupled between each other (jj coupling) to yield a global moment J. For
an atom with 2 electrons with kinetic moments j; and j», J takes on the values J =

it —Jjabs -+ - s 1 o

3 Selection rules

There are two final cases to consider:

a Russel-Saunders coupling for light atoms with several electrons

The emission or absorption of light, which requires a variation by one unit of the
kinetic moment, can happen when (selection rules):

e AS =0 and the optical wave does not affect the internal movement of the
electrons;

e AL =110 with Al = +*1 (I is the kinetic moment of an electron which
undergoes the transition, while L is the kinetic moment of the atom;

e AJ =41, 0, however, the transition J = 0 — 0 is forbidden.

b jj-Coupling for heavy atoms with several electrons

The Russel-Saunders coupling selection rules are not applicable to heavy atoms with
several electrons as the S and L quantum numbers no longer have any physical signif-
icance, as the effective jj coupling suppresses the coupling of orbital moments to give
L, along with the coupling of spin kinetic moments which give S. In this eventuality,
transitions between singlet and triplet states S = 0 — S = 1, where AS # 0, become
possible (jj coupling for heavy atoms). However, the condition AJ = %1, 0 with the
forbidden transition J = 0 — 0, remains [page 372, Cag 71].
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Etching polymers with ion beams:
characteristics and results

I Level of pulverisation (Y)

1 Definition

v Mean number of atoms ejected from target
B number of incident ions for a given At

Ineffect Y = £(E, J, 6, M1, M2), in which M2, E, J and 8 are, respectively, the mass
of the target atom, the energy of the incident ions (M1), the incident ionic current
density and the angle between the incident ion beam and the normal to the target
surface.

With:

the energy transmitted to B during a sequence of collisions (Tg);
the energy of the surface bond (Us) reasonably estimated to be equal to the
sublimation of the target, so around 5 to 10eV,

the condition for ejecting an atom from the target is that Tg > Us.

There are two possible sequences:

For the threshold energy, either Egy for sequence I or Egyr for sequence II, and
with the energy of displacement as Eg4, and

2MM;

YEM MY
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E,J\ |
6 AY
M, \!
M
- Sequence I efficient for © =0 - Sequence 11 efficient for M1 = M2.
(normal incidence)

'hl L1}

¥ 'f'/

E\H e T.l

Type I collision sequence Type Il collision sequence

it is possible to write that

2
Esr = and |Esp= ;(2Us +Ey)

2 The result Yypysical = f(E): 3 zones

Y (pulverised atoms/incident ions) I: below threshold (Tg < Ug);

II: E~Eg and threshold energy
fixed by sequence type I or Il

(I (Ts = Us); and

III: when E > Es, rapid increase
in Y, then a saturation plateau
(reached rapidly if mass M and

E, M, are greatly different).

w M
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Analytical forms (Yphysical):

Pulverisation level ¥ppy.
A (atom/ion)

1
cos6

Y(0)

Thomson:

(N: target atomic density)
Sigmund: Y(E, Ug) « SN(E)/Us

Y(0) x
Angle cos o

50° 90°

Result if My 1,Y 1;if 94,Y 4
well verified when 6 < 60°.

3 Level of chemical pulverisation

- When using RIBE or IBAE, we can write: Yiotat = Yphysical + Y chemical
— If the projectile (P) forms with the target (T) a compound (T, Py,) which is volatile,
then in general, we observe that Ychemical < % and the sign < takes into account
the reflection of particles and the re-pulverisation of implanted atoms;
— If P and T form a non-volatile compound TPy, we observe a decrease in the
velocity of attack on the target, so that Y chemical = —(—aft:__ijphysicaB

— When 0.25 < E < 2.5keV, we tend to observe Ychemical > VE;
— It has been observed that Ycpemical ¢ cos 0, so if 6 increases then Ychemical

decreases.

IT The relationship between etching speed and degree of

pulverisation

1 At normal incidence

Ton flux with
density J

«—
Surface S

451

If N is the atomic density of the target and the
volume eroded is equal to S x e (see Figure to left)
then the number of atoms pulverisedis N x S x e.
During time At, the number of ions incident
to the surface S is equal to the flow of ions (D)
multiplied by S.
With D = Jqﬁ in which q is the charge on mono-
charged ions,

_ NSe Nqe _qu
C SIAt/q T At )

With V = £ we have the etching speed.
In addition, itis possible to write V = NquJ x YI.
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2 At oblique incidence

The number of atoms pulverised is equal to
N x S x e x cos®.

During time At, the number of ions
incident to the surface at S is equal to D
multiplied by S x cos 6.

The result is again Y = ¥ e

. By defining
S.cos@

<cos O
V(e):C—L:C COS ’

At At

. I—\S' we have:
Nq V()
Surface S Y(O) - T CcoSs

and we can also write:

1
VO = —Y®)Jcosb x Y.
Ngq

Finally, we can always apply V o YJ when dealing with:

— non-reactive dry etching Y = Yphysical;
— RIBE or IBAE in which Y = Yot = thysical + Ychemical-

IIT Speed of reactive etching IBAE Ar*/0; or 01 /0;)

Degree of resurfacing (or fraction of absorbed

surface): 6 = %, in which N is the surface con-

centration of absorbed molecules and N* is the

J(Ar) surface concentration of absorption centres.

I' is the flux of O and J is the flux of incident
I'02) ions, so the flux of O particles absorbed is 2I'n (1 —

l i 6) in which 7 is the probability of absorption for a

molecule which hits an absorption centre.
—‘ The degree of O atoms pulverised consists of 2
terms:

e O atoms which have not reacted and is written
afJ, in which « is the level of pulverisation
of O atoms which have not reacted and 0 the
degree of absorbed surface;

e O atoms which have reacted and is written p6J,
in which B is the degree of reacted O atoms
pulverised.
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At equilibrium, the number of absorbed O atoms equals the number of pulverised
O atoms and: 2I'm(1 —8) — (¢-6-J4+p-6-1) =0, so

_ 1
=——5 77N
Ly ]
2n \T
The etching speed is the sum of 2 components. One is physical and the other is
chemical, each taking on the form Y x J in which I is the flux of incident ions. For a
unit surface (S = 1) of a given substrate, 6S = 6 takes on the chemical pulverisation

while (1 — 0)S = (1 — 0) takes on the physical pulverisation.
Thus:

iflgr,e=1.

V o Yehemical 87 + Yphysicat (1 — 0)J

If the current of ions under study is O, we

have to take into account the O ions which

J(0Y attach themselves to the outer atom layers to

IOy yield reaction products. If y is the probability

of an O ion being fixed (implantation does

l l not bring into play a 6-type coefficient for the

absorbed surface), the contribution from the

‘ ] O™ ion beam to the resurfacing of the target
with oxygen is 2yJ.

The equilibrium equation becomes 2yJ + 2I'n(1 - 6) — (a-0-J+B-6-1) =0.
With

o=) amdo=2"F
n 21
we have
J
1+ Q=
0= L
1+d>J
r
and retain:

LV o Y chemical8J + thysicall(1 - 6)J

If the reaction products are of the form XOy, (in which, for polymers X is princi-
pally carbon), the probability of desorption being B (through pulverisation), and the
number of O atoms which carry away X atoms is 1/n, then the level of pulverisation
of X atoms is: Ychemical = B/n.

From V we can deduce Ychemical, if Yphysical is determined using an additional
method, such as, for example, TRIM or empirically using a beam of Ar* ions.
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IV Preliminary modelling of Ypnysicai for PI 2566 (a polyimide
commecialised by Dupont and dedicated to microelectronics)

For its use in microelectronics, PI2566 has a chemical formula which tends to favour
etching, and can be used as an example to indicate typical etching parameters.

1 Levels of carbon pulverisation using O ions

Here the calculation is made on the basis of the surface bond strength (Us) being
7.4 eV and with 2000 shots:

e the chemical effects are not taken into account, so here are only cascading
collisions or rather, physical effects;

o thelevel of pulverisationis atamaximum whenE ~ 11keVand 6 = 80° (Yax ~
1.36 atoms C/ion OT).

1.4+
1,2

14
0,84
0,6
0,44

(atom/ion)

Degree of
pulverisation

30
Incidence angle ©

©) Ion energy (keV)

2 Comparing simulations of Yphysica1(0) = £(8) and the Thompson and
Sigmund models

The various models show good agreement with TRIM obtained results.

45

A TRIM (E = 15 keV)
40 + A

—0— Thompson
35 4 Ompsc

—&— Sigmund

Y(0) / Y(0)

0 10 20 30 40 50 60 70 80 90

Angle of incidence 6 (°)
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V Results from etching of polyimides
1 Self-supporting polyimide: the UPILEX
This material presents high losses in optical absorption most likely due to added
plastifying agents.
a Etching conditions
The accelerating base energy was configured with the following optimised, and rather
critical, parameters: (oxygenions) E = 30keV,D = 107 jonsem™2,J =2 LA cm™2,
b Result

Areasonably good result was obtained in that an etching with depth 4 m was realised.

¢ Nature of the etching

With O ions, there is no orientation effect from the beam (Sigmund or Thomson type
laws are unverified for Y physicar). With Ar™ ions, and the same ion beam parameters,
etching to 100 nm only is possible. If D > 10'7 ions cm™2, for O, the depth of the

etching decreases a,d the polymer changes its appearance (due to arepeated depositing
phenomenon).
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d Conclusion

Reactive etching due to oxygen chemical effects is extremely sensitive to the flow rate
and can even greatly influence the structure of the polymer, determining whether or
not etching can take place. This test material, developed for its electrical properties,
is not particularly well suited to optical applications, due to its high absorbency. With
fluorinated polyimides (for example Dupont’s PI 2566), which are well suited to
etching, more satisfying results were obtained (see Chapter XII, Section V).

2 A study of the etching of PI 2566
a Results from etching under accelerating conditions
The parameters used come from those optimised for Upilex.

Nature of the ions OT was used with E = 30keV,J =2 Acm™2, and the flow
(D) was varied. In contrast to Upilex, the depth of the etching was insensitive (more
or less constant) and remained relatively poor at e ~ 90 nm.

Observation At D > 2 x 107 ions cm ™2, the polyimide was degraded and could
not be measured. Bubbles appeared due to strong local heating.

1400 |
< 1200 +
B 1000 + - 0w =
5
2 s00+ -
2
2 600 +
;E 400 +
£ 2004

0 t t + + +
0 SE+16 1E+17 1,5E+17 2E+17 2,5E+17 3E+17

Flow (ion cm-2)

b Why?

With 0% ions, and also with Ar™ or He™ ions, a study of the effect of energy shows
that e & Ry, (see Figure below). In addition, under the ion beam the polyimide is very
fragile and there is a formation, from the start of the irradiation (at E > 10keV) of a
hard layer with e ~ Ry, (due to C = C and C = O bond ruptures and in consequence
reticulation and contraction of the polyimide leading to e = Cte) which:

— limits (blocks) physical pulverisation (e & constant while D increases); and
— decreases the reactive polymer component in the polymer, which becomes just a
thick carbonised layer.
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¢ Conclusion

These results indicate the importance of keeping close to the RIE parameters (with
an increase in J and a decrease in E which is of the order of only a few keV). Results
obtained using parameters close to the RIE are detailed in Chapter XII, Section V.
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An aide-mémoire on dielectrics: a model for double
potential well and its application in determining the
depth of trap levels

I Definitions of various dielectric permittivities [And 66] and the
classification of different dielectric phenomena [Fre 60]

1 Absolute permittivity

Generally, absolute permittivity (¢) of an isotropic, dielectric material is defined as
a quotient of an electrical induction formed by an electric field, so ¢ = %. If we
consider a charge (Q) caused by a potential difference (V) between the arms of a flat
capacitor with surfaces S placed at a known distance (d) apart, the preceding ratio

can be formed as:

e — Oreal _ _Qﬁ _ g_d
E V/d S’
in which C is the capacitance. By consequence, in the meter, kilogram and second
(MKS) system, the absolute permittivity can be expressed in E m~L. If the system
under study is a vacuum, then the vacuum permittivity (go) is g = %T—[ 107°Fm™!
under MKS conditions, while in a centimeter, gram and second (cgs) system, gg = 1.

2 Relative permittivity

It is often practical to introduce the term relative permittivity (e;), which is also
simply called, in an abuse of terms, permittivity. It is defined by the relationship
¢ = g in which ¢; is a number without dimension and equal in the ues system to
absolute permittivity (or the dielectric constant), which explains the often encountered
confusion between these two parameters.

When an alternating tension (V = Voei®!) is applied to the flat condenser, which
has a capacity Co when with an empty dielectric, the current which flows between
the two plates on inserting a perfect dielectric (does not exhibit a leakage current)
with permittivity e, can be written as

d ‘
I* = d—? With Q = CV = £.CyVge!" we have I* = jwe,CoV.
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3 Complex relative permittivity

As usual, in reality, the dielectrics in use are not perfect. They exhibit various sorts
of currents, which we shall not detail for the moment, but give rise to a variety of
similar effects. (Suffice to say that the effects of ‘free’ or ‘bonded’ carriers can give
rise to heating effects or dielectric ‘losses’). Such a current flow is entirely due to
the dielectric material and we can characterise it with an imaginary component of the
relative permittivity in the expression ¢} = ¢, — je!’. In order to simplify the notation,
the indices ‘r’ are often left out, and the reader is left to understand whether the system
under study is working in relative or absolute permittivities.
The intensity of the current thus becomes:

I = we; CoV + joe,CoV = Ir +jlc

The second term corresponds to a dephasing of 7 between the tension and the
purely capacitor based current. ¢, Characterises therefore the capacitor (insulator)
part of the dielectric. The first term, relating to the fact that V and the intensity are in
phase, corresponds to the resistive quality of the dielectric and is thus characterised

by ¢/
The power dissipated by the Joule effect is thus written:
1 1
PJ = EVOIO = ECOS;/(DV%;

and the quantity €’ is called the dielectric absorption as it intervenes in the expression
for the conversion of electrical energy to heat in the medium, thus absorbed by the
dielectric and lost to the electrical circuit.

i we"CoV ¢

The quantity tan§ = ‘,i‘ =0

Jici we'CopV 4
is the (dielectric) loss tangent and allows a definition of the loss angle (3), which
translates the dephasing between the resulting current and the ‘ideal capacitor’ part
(I¢c) of the current.

"

[=VCw 1

The quantity Q = anl—a is a quality factor of the capacitor and is as large as tand
is small.

4 Limited permittivities

gs is defined as the limiting (occasionally relative) permittivity obtained at low fre-
quencies (the indice ‘r’ is removed by convention). At zero frequency we have a static
field and e is the (relative) limiting permittivity at very high frequencies (infinite
frequency).



A-10 An aide-mémoire on dielectrics 461
5 Dielectric conductivity

On taking the expressions E = V/d and Cy = ggS/d into I*,
S S
I* = we/ g aEd + jwe, €0 HEd'

With] =oE andI = [/ JdS = JS, we can go on to the complex relation:

o = ! = L = wepe, + jwepe,

E ES ! r
The real component for conductivity, called here the dielectric conductivity, is thus
04 = wepE] .

6 Classification of divers dielectric phenomena [Fre 60]

As already noted, the introduction of an imaginary term (¢”) into the dielectric
permittivity, to take into account the existence of a current in phase with the applied
tension, makes no presumptions about the origin of this current, whether how it is
conducted or what losses may occur. In fact, there are numerous possible origins of
this dielectric absorption and we can class them, schematically, with respect to the
frequency or temperature domain in which they appear:

I absorption due to free carriers, for example, thermally generated carriers in the
permitted band which exhibit a very low density ion insulators due to the limiting
large forbidden band in these materials, or ions which permit ionic conduction at
low frequencies;

II the Maxwell-Wagner effect, due to charge accumulation in the discontinuities of
the dielectric, found most notably in powders;
IIT the dipolar Debye absorption which is caused by bonded tied carriers and electrical
dipoles;
IV anomalies in ¢’ and ¢” due to orientations of foreign molecules such as water at
the solid surface;
V anomalies in ¢’ and ¢” tied with changes in phase; and
VI absorption due to resonance.

Finally we present the Freymann representation [Fre 60] in Figure 1 below. Here
the parameters of frequency and temperature are coupled. For a classical represen-
tation of ¢’ and &” with respect to frequency only, we can turn to a textbook on
electromagnetism, for example [May 96] or [Per 96}.

Phenomenon [ is due to a leak current resulting only from free charges, the number
of which can be increased introducing impurities (such as ZnS, CdS doped with copper
in analogy with semiconductors) into the dielectric. This results in an insertion of
trap levels into the large forbidden band of the dielectric. Under a sufficiently high
field, their electrons can attain a sufficiently high enough energy to collide with the
lattice and provoke ionisations of the atoms. The upshot of this is that electrons are
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A
Ivn\ //t

100 Hz 1 MHz 10°MHz

VI

v

Low

High temperatures

temperatures

Figure 1. Representation of ¢ and ¢” as a function of 1/T.

advantageously ejected into the conduction band to produce what is commonly known
as a intrinsic breakdown of the dielectric.

Phenomenon II is due to an accumulation of charges, such as electrons, in discon-
tinuous regions within the dielectric. We can treat this problem as though studying a
condenser made of several dielectric layers.

Phenomenon I1I, otherwise known as a Debye dipolar absorption (DDA) generally
results from the presence of neighbouring + and — charges (dipoles) which are
linked so as to indissoluble, and act as pairs of tied carriers. The phenomenon is due to
dielectric relaxations associated with the orientation of these dipoles once submitted
to an electric field. The orientation occurs after a certain delay, characterised by a
relaxation time. The dipoles exhibit a dephasing due to the inertia of their orientation
with respect to viscous brushing against the rest of the material. We shall show in the
following Section 2 how the hopping of a single charge over a potential barrier can
be analysed following this sort of relaxation.

Phenomenon IV can relate to a surface conductivity of the insulator, caused by
‘semiconductors’ such as dust, soilings and so on deposited on the insulator. This
can also include surface humidity—impure water is a conductor with an extremely
elevated dielectric constant of around 80. It is for this reason that the surface of a
dielectric must be carefully cleaned prior to being studied. A usual methodology is
to use alcohol first, to remove the humidity, and then a non-polar solvent such as
benzene or toluene to remove the polar molecules, which could otherwise disturb the
characterisation. And then of course, to work, if possible, in a dry atmosphere.

Phenomenon V relates to an evolution in &’ with changes in the dielectric density,
caused by changes in phase, and above all, when the dielectric is a polar material,
a degree of blocking of the dipoles in a new phase, for example when going from
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the liquid to solid state. This mechanism can be accompanied by dipole ‘frictions’
between the dipoles and their environments giving rise to a heating effect in the
dielectric which can be comparable to that due to a current.

Phenomenon VI can be explained by considering that the charges of a dipole are
elastically tied to an equilibrium position (in the simplest cases they can be compared
to harmonic oscillators). Following the suppression of a field which displaced these
dipoles from their equilibrium positions, they return to the equilibrium with a series
of oscillations which display an amplitude which decreases as quickly as the breaking
forces are strong. This model directly permits the possibility of an absorption due to
resonance, which has a maximum at a characteristic alternating field frequency.

II Relaxation of a charge occupying two position separated
by a potential barrier: dielectric model for double potential
wells and its application to trap levels

1 Aide-mémoire (see also Chapter IX, Section VII-2)

The existence of trap levels in solids was demonstrated during the study of optical
processes in semiconductors of groups II-VI. As an example we can take the spread
of electronic levels in an inorganic phosphor such as ZnS(Cu), shown in Figure 2 and
resembling that in Figure IX-14.

Phosphorescence is due to a radiative emission which occurs with a delay after
the initial luminous excitation, which excites electrons towards the conduction band
(CB). The delay is caused by the passage of the same electrons, excited into the CB,
through intermediates levels, called traps, in the forbidden band (FB). The relaxation
from these traps is not instantaneous, thus the delay in the luminous emission and
the persistence of phosphorescence, and occurs with a probability given by the Mott,
Randall and Wilkins law, which states p = vy exp(—U/kT), where vg is a constant
for a group of traps. We can write T = 1/p to detail the average trapping lifetime
[Cur 60]. In contrast, fluorescence, caused by an instantaneous emission, results from
an electron which does not pass through these intermediate trap levels.

CB trapping detrapping (by thermal agitation of the crystal) [, Ilg Ip
o« T
.. A —E . S
P2 A B A B
FB L Euorescence phosphorescence:l
ekcitation
Eminogen level v

Figure 2.
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Physically speaking we can characterise phosphorescence with respect to a
thermal energy (kT)—loaned by phonons—which is involved in the transit of elec-
trons trapped at an energy level A (the transition I5) towards another position with
energy B by overcoming a potential barrier of height U (the transition IIg). The barrier
corresponds to a trapping level E; with respect to the lowest part of the conduction
band. Together, the transitions I, IIg, and eventually, IIIp, make up the mechanism
of phosphorescence. In addition, different trapping levels can exist, so we can have
U, U; and so on.

2 Transportation in a dielectric with trapping levels, and the effect of an
electric field on transitions between trap levels

a In the absence of an electric field

Here we shall look at an electron with two possible equilibrium positions (A and B)
separated by a distance a and a barrier U (assumed to be considerably greater than
kT). The electron has as much chance of being found in A as in B, and the overall
situation can be represented by a model of two potential wells separated by U, as in
Figure 2-a.

The probability per unit time for the electron to hop from A to B (and reciprocally
from B to A) is given by Pg exp(—U/kT), where Py represents the same probability
when the barrier is zero (i.e. when U = 0). At equilibrium, with N electrons per unit
volume, all electrons of this type are equally spread between the two sites and the
mean polarisation, due to these electrons, is zero.

b When an electric field (E) is applied in the sense AB (dielectrical
measurements)

The potential energies Ua and Ug of an electron (of charge —q) differ by the quan-
tity Ua — Ug = qaE. Given the orientation of the field, we have Vo < Vg, and by
consequence (with U = —qV) Uy is above Ug by a quantity qaE, if the origin of the
potential is taken as being at B (as in Figure 3-b). The symmetry of the system is
thus broken, implicating a probability of presence of the electron being higher at B

potential energy potential
ener
5
- |E +
44—
A Ar
distance \U
5 | : > qaE \/ -
A 0 'B N a "
<+«——» B

Figure 3.



A-10 An aide-mémoire on dielectrics 465

than at A, if we take into account the Boltzmann function which is proportional to
exp(—U/kT).

¢ Expression for probability of transfer between wells

a Calculation of transition probabilities Initially we assume that the electrons
oscillate (with their thermal energy) about their equilibria positions with a frequency
wo/27. In the absence of a barrier, the probability that an electron will transfer from
A to B or from B to A, in one second, is thus wg/21 = Py. With a barrier of height
(U — qaE) on the A side and U on the B side, and in the presence of an electric field,
these transition probabilities, respectively, Pap and Ppa, become:

U —qaE U
Pap = 20 exp (— aa ) and Ppa = 20 exp (——) . (1
27 T

kT 2 kT

If we suppose that gaE <« kT, which typically is true for dielectric measurements
taken under weak fields around 1V cm_l), we can go on to write:

W0 _y/kT qaE qaE
Pap = — 1+—) =P 1+ —1. 1
AB =5 < 1T N R (D

B Variation in the number of particles in the A and B states at an instant t  If at the
instant t there are N4 electrons in A and Ny electrons in B, then there are NAoPap
electrons which undergo the transition A — B and NgPga electrons which undergo
the transition B — A, so that:

dNa
dt

On taking the difference between the above two equations and given that N = N +
Np is a constant and equal to the total number of electrons, then

dNg ,
= —NaPap + NpPga and & = NaPap — NpPga. (2)

d(Ng — Na)

% = —(Ppa + Pap)(Ng — Na) + (Pap — Ppa)N. )

On using eqn (1),
Pap + Ppa ~ 2Ppa {1+ FE) ~ 2p 3)

AB BA ~ BA KT ~ BA
and
Pap — Poa ~ Tp @)
AB BA ™~ KT BA-

Moving eqns (3) and (4) into eqn (2) yields:

d(Np — Nja) qaE
— — = _2Ppa(Ng — N 2Ppa ——N.
m Ba(NB A) +2Ppa KT

The integration of this differential equation, without a second member yields:

Np — Na = C exp(—2Pgat).



466  Optoelectronics of molecules and polymers

And moving this into the differential equation, while varying the constant C, gives:

qaE

C="——
2kT

Nexp(2Ppat) + K

By using the limiting conditions which are thatatt = 0, Ny = Np = N/2, determines

that K = — %N, from which can be derived that:

N Np = an(1 [—2Pgat]) )
— = ——(1 —exp[— .
B A > kT p BA

3 Expression for the polarisation at an instant t following the
displacement of electrons

a General case for displacement §; in a system of q; charges at a
concentration n;

Moving the charge q; by §; is the same as superimposing a dipole 8u; = q;3; on the
initial state. Schematically:

5; 3;
—
+ 4 ~_ 7 Y *x
. o by displacing g; by §; .
initial state ! final state

To arrive at the final state from the initial, it suffices to superimpose on the latter
a dipole 3p; = q;d;, as shown in the scheme below:
3 3

1 1

S

1

———» , &—>» _ *———»
9 0 =g +q; 0 i
O =q; &

Similarly we can consider that the displacement of the charge q; by §; is the same
as applying a dipole 8j.; = q;d;. The polarisation (dipole moment per unit volume)
associated with the displacement of charges q; by 3; is the same as applying a dipole
moment per unit volume equal to P; = n;q;d;, where n; is the number of charges g;
per unit volume.

If there are other (i) types of charges (q;) present, then the polarisation is thus

P= Zpi = ZniQiai-
i i

b Polarisation due to the displacement of N electrons—per unit
volume—shared over a pair of wells with initial potential depth of U

The two wells are separated by a distance a and, at an initial instant t = 0, are equiva-
lent so that No = Np = N/2. Under the influence of a field E, the electronic charges



A-10 An aide-mémoire on dielectrics 467
(—q) are displaced by a distance +a for those in A and a distance —a for those in b, so:

P =" nigi% = Na(—q)(+a) + N(—q)(—2)

1
= Ngga — Naqa = qa(Ng — Na) (6)
Finally, on moving eqn (5) for (Ng — Na) into (6) we acquire:
_ N q%a’E
T2 KT

(I — exp[—2Pgat]). D

4 Practical determination of potential well depths
a Basic formula

Following on from eqn (7), if t — 0o, P — Ps (static polarisation) we have:

_ N g%a’E
2 KT

The term exp(—2Pgat) from eqn (7) describes the transitory regime of electrons
trapped in potential wells and delayed (dephased) with respect to the applied field. As
this varies exponentially with time, the relaxation of the system can be characterised
by a macroscopic relaxation function: Y(t) = exp(—t/1).

The model for two potential wells thus can be seen in terms of a relaxation,
much like that found in Debye’s theory, which yields similar equations for dielectrics
(Debye’s equations). The equivalence of the two terms obtained from the two well
model and in Debye’s theory (where Y (t) = exp(—t/1) as has been detailed elsewhere
[Jeo 01}), yields:

Pg

™)

t 1
exp(—2Pgat) =exp{—— )., witht= .
T 2PBA

With Pga given by eqn (17), we can deduce:

T QU/KT — 1 U/KT ®)
o

T =

Comment The term 19 = 1/wq represents the duration of a single oscillation, as in
the example A — B — A. In addition, as U > kT, we can find t > 1o.

The representation of the Debye curves shows us that ¢” goes through a maximum
at a frequency v, which is such that w.t = 1. Taking into account eqn (8) for T, we
thus have:

U/KT o—U/KT

1 =2nuc.te , sothat v, = ——

Ty
In practical terms, the above formula is used in the form:

U
Log v, = ot Log 2mvp. 9)
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b Empirical characterisation

Theoretically and as shown in Figure 4, we should obtain a straight line if we trace the
logarithm of the critical frequency against inverse temperature. The slope of which
should allow us to calculate the height of the potential barrier and the ordinance at
the origin should yield the value of 1. In practical terms, we can arrive at the values
for 1o and, above all, U, as we have done below with the example of Alg3.

The law is in the form v, = A exp(—U/kT), so that Log v, = —U/kT + Log A.

For 1/T = 0, we have Log v. = Log A. The ordinance at the origin gives Log A,
from which A = 1/2m1g.

In addition, when T = Ty we have Log v, = 0, so that 1/Ty = k/U Log A which
permits a calculation for U using U = kTo Log A. UisineV withk = 8.64 x 1073 eV
K~! molecule™!.

ALogv,

LogA N

Figure 4.
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¢ Experimental representation using Alq3 [Jeo 01b]

The result of empirical observations is shown in Figure 5, from which U=
0.217 eV. This value is in good agreement with quantum chemistry calculations and
thermoluminescence measurements.
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The principal small molecules and polymers used in
organic optoelectronics

I Chemical groups and electron transport

As indicated in Chapter X, a particular chemical group can be associated with a certain
type of electron transport. As examples, the amine and carbazole functions favour
p-type (hole) transport, while oxadiazole and triazole functions tend to favour n-type

(electron) transport. Table I details their structures and characteristics. In general,
metal based complexes act as electrons transporters.

II Examples of polymers used for their electroluminescence

1 The principal emitting polymers

Table 1. Functional groups and their favoured electrical transport

Amine Carbazole Triazole Oxadiazole
Functional group N/ /< X\ /[ X
| | |
Conduction
type Y p n n

Example TPD PBD
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Table 2. The principal polymer based emitters (note
abbreviations are widely used)

Material Amax (nm)
fluorinated polyquinoline (PQ) 450
poly( para-phenylene) (PPP) 465
polyalkylfluorene 470
poly(3-cyclohexylthiophene) (PCHT) 555
poly( para-phenylene vinylene) (PPV) 565
poly[2-methoxy,5-(2’-ethyl-hexoxy)

-1,4-phenylene vinylene] (MEH-PPV) 605
poly(3-octylthiophene) (P30T) 690
poly(3-alkylthiophene) (P3AT) 690
(@ b

\
n n
(0)

S

Figure 1. (a) PPP monomer unit (the polymer emits in the blue part of the visible spectrum);
(b) PPV monomer unit (exhibits yellow emission); (c¢) MEH-PPV monomer units (emission is
yellow-orange); and (d) P30T monomer unit (emits red light).

2 ‘The’ polymer for hole injection layers (HIL)

{7
B

n

Figure 2. The repeat unit of poly(3,4-ethylenedioxythiophene), which is often mixed with
poly(styrene sulfonate), abbreviated commonly as PEDOT-PSS, to give an injection layer(HIL).
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3 Example of a polymer used in hole transport layers (HTL)

'('HZC—(r‘H');

Figure 3. The repeat unit of poly(N-vinyl carbazole) (PVK).

4 Example of a polymer used in electron transport layer (ETL)

Figure 4. Repeat unit of CN-PPV.

IIT Small molecules

1 The principal green light emitting ligands

X
| AN
R N/ l | P
OH N N

H

R=H: 8-hydroxyquinoline (q) 7-azaindole
R = CHj; : 2-methyl-8-hydroxyquinoline (mq)

X
Pz

N
HO

10-hydroxybenzo[h]quinoline (Bq)

Figure 5. The structure of the principal ligands.

473
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2 Principal electron transporting small molecules emitting green light

Mgmq;

Bebq,

Figure 6. Structures of the molecules: beryllium bis(10-hydroxybenzo(h)quinolinate)
(Bebqz) (Mphotoluminescence = 529 nm); magnesium  bis(2-methyl-8-hydroxyquinolinate)
(Mgmqy) (Mphotoluminescence = 487 nm); and aluminium tris(8-hydroxyquinolinate) (Alqs)
(photoluminescence = 504 nm).

3 Example electron transporting small molecules emitting blue light

Zn (bis salen-4),
O‘“"— Zn O—Q

CH—-N—(CH N==CH
CH—N‘P CHf~ N=HC
Zn (bis salen-n), 4
Figure 7. Structures of Zn (bis salen-n); and the particular case of zinc bis(2-hydroxylate-
benzylideneamino) butane (Zn (bis salen-4),) which displays Aphotoluminescence = 460 nm.

4 Example small molecules which emit red light

Small molecules which emit red light are principally based on europium octa-
hedral complexes in which ligands (L) derived from B-dicetone or aminopyrazine
saturate the co-ordination sphere of the lanthanide (M) along with phenanthroline,
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or two electron donating molecules such as triphenylphosphine oxide or dibenzyl

sulfoxyde.

5 Examples of small molecules which serve principally as hole
injection layers (HIL)

N
XN
\ N, /N_
N\ 1\|Y/Cu\N /N
Y
N

Figure 8. Structure of copper phtalocyanine (CuPc).

6 Examples of small molecules serving principally in hole

transport layers (HTL)
H3 HEC
jC L
TPD

@ O TNATA

Figure 9. Structures of the molecules: N, N'-diphenyl-N, N’-(3-methylphenyl)-1,1’-biphenyl-
4,4'-diamine (TPD); 4,4-bis|N-(1-naphthyl)-N-phenylamino]biphenyl (NPB); and 4,4’ 4"-
tris[N-(1-naphthyl)-N-phenylamino]triphenylamine (TNATA).
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7 Example of a small molecule serving principally to confine holes
in ‘hole blocking layers’ (HBL)

Figure 10. Structure of bathocupuroine (BCP).
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Mechanical generation of the second harmonic
and the Pockels effect

I Mechanical generation of the second harmonic
(in 1-dimension)

1 Preliminary remark: the effect of an intense optical field (E®)

Non-linear effects occur when the force (with E = E®) returning displaced electrons
towards their equilibrium position is no longer of the form f; = —kx = —mw?x. It
is the Coulombic force developed by nuclei, which is exerted between nuclei and
electrons, that gives this returning force. Typically, these internal electric fields are of
the order of 108 to 10° Vem™!, while the optical field developed from several MW
cm™? is only of the order of 10* Vem ™!,

When the optical field is no longer negligible with respect to the internal field,
for example on the use of a laser, the returning force must be rewritten in the form
f, = —kx + dx? = —mw?x + md%x, and is thus privileged by an inharmonic potential
(W, although commonly denoted by V):

1 1
F=—§§1W=—gr_m)iV=>V=5kx2—§dx3.

2 Placing the problem into equations

The inharmonic potential, which takes on the form V(x) = %kx2 — %dx3, along
with the corresponding returning force f, = —kx +dx? are schematised in
Figure 1.

The response of the system, in terms of displacements, due to an optical excita-
tion (electrical field E® = Eg cos wt) is governed by the fundamental dynamic law
for which a displacement x(t) is formulated with respect to the various harmonic
components,
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1 L, 1.3
V(X)=53052 ¥ 2?01‘ 3a‘x
(a) (b)
le=mamg?
d=md?
Sy (%) = ~kex £ (5) = —kx+dx? = —may’x +mB 2

Figure 1. Representations of: (a) harmonic potentials; and (b) inharmonic potentials, each
shown with their corresponding forces.

With the system being non-linear, we have to be prudent in using our habitual
imaginary notation (E® = Re(Ege’®")), and have to work always with real functions.
On denoting the conjugated complex by cc, we have

(ej“’t + cc) )

When we study the movement of electrons in a material using classical forms (in
the linear regime with a returning force f; = —kx), we can bring in all the applied
forces in the system, which include the Coulombic force fc = qfiw, in which q is the
charge under study (q = —e for electrons), the friction force (f;), which is such that
fy = —mI'vy = —mI'%, and the returning force f; = —kx (see, for example, Chapter 4
of [May 96]).

The same route can be used in non-linear regimes, although we must
take on board the new expression for f;, as in f, = —kx + dx? = —mw?x +
m&’x.

The fundamental equation for the dynamics with respect to X can
thus be written as: mX =) F=1f; +f +f;, so as to give, on simplifying
with m:

E® =Ecoswt =

| m

E .
5(+F)'(+co(2)x—82x2=q7(1‘”l+cc>. 1)
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V(x):%kxkldﬁ

(@ ’
b
\ j (b)
N d harmoni
E() S€CONaG narmonic
NG
T . - X 5
S L E—
L — ] ____:'53_____..,.__._;
—" —— . /”W—Pﬂ/
( Decomposition /":‘) -_._<~
3 e T e e e
T C ]
q >«
N a
)... Sl My el I "m”:j
v -
- time " fundamental
Movement due to E?;de uous mode
E) =E cos ot

Figure 2. Displacement of a charge placed in an inharmonic potential (a) and its
decomposition (b).

Under a permanent regime, X is thus sort after in a form which displays its development
with respect to the harmonic components:

1 . .
x(t) = 3 (xo +x16' 4 xpe 2t L cc) . )

To simplify the calculation we can take xo = O (even if the term exists: see
Chapter XII, Section III, studies therein).

The resolution of the problem is sadly through long, laborious calculations,
which involve inserting eqn (2) for x(t) into eqn (1). The result is the startlingly
long equation (3):

2 .
) . . I . R
- ——2—<xlel‘”t + cc)— 2(»2()(26“’“ + cc) + %(xle'“’t + cc) + iooF(xze"”t + cc)

2 2 2
(€Y ; [ . .
+= (me‘z“t + cc) + (Xze‘““ + cc) + %‘) (><ze‘2‘”t + cc)

82 : : : .

-7 (x:f‘e?‘“”t + 2xyx%e 9 4 x XY 4 xoxd 4 2x %08 4 x3etit 4 cc)
E /.

= ;5 (elw‘ + cc) 3)
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3 Solving the problem
a First order terms (linear approximation)

Identifying the coefficient to the el®! terms in eqn (3) gives

_gB 1 o 1

X ~ . 4
T (w(z) —w?) +iol'  20m (g — o) +i(T'/2) @
T
if resonating at wg = ®
The linear polarisation for a displacement x; (t) of the charge q is thus
PD (1) = Ngx; (t) = Ng= (ei“" + cc) .
2
By identifying with
P .
P(l)(t) — %(Xiw)Eelmt +co),
we obtain N .
ng) _ q (5)

meg (oo(z) - w?) +iwl

(here of course we find again the expression for the dielectric susceptibility of a linear
medium; see eqns (4-36) in [May 96]).

b Second order terms

In the same way as for the linear system, the identification of the coefficients for 2!

allows us to determine x;, which is such that
82
X2 (—40)2 + 2iol™ + co(z)) = 7)(%

We can thus see that it is the term in x% (term dx? in the relation f; = —mm%x +
md2x? = —kx + dx?) which generates (forces) the movement in 2w. On moving
eqn (4) for x; into our latter equation, we arrive at:

_gVE? 1

X2 = . ©)
PT M [(0f — o?) + el [(02 - 40?) + 2iel]

The second order susceptibility appears within the second order term of the
polarisation, which is written by analogy to the linear polarisation as

PO (1) = %0 I:X;Zw)EZGiZml + CC] - Nq_);_2(ei2wt +co).
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From which we can therefore deduce ngw):
Na3s2
2 q ] 1
2= )

2280 [(02 — 02) + iwl']? [(02 — 402) + 2ieT]
In a similar manner to ng)’ Xéz(”) presents both real and imaginary parts but does,
however, have a denominator which exhibits double resonance, as in w = wqg and

W
o= 3.
Comment 1 Here the charge under consideration is that of an electron, i.e. ¢ = —e,
and thus g> = —e>. We can thus rewrite eqn (7):
352
2 Ne’d 1
x5 = )

2% [(w3 — ) + el [(0F - 402) + 2]

Comment 2 In addition, we can establish the following relationship between linear

and non-linear susceptibilities, respectively, ng) and xgz‘”):

(Rw) 2
X2 B _omd £20)
2 = 5N243 T
2 2N
[ g~

The parameter £, called Miller’s paramter, is in fact practically identical for all
materials: 2(2‘*’) 2 310 8 x 10” SI for InAs, GaSb, GaAs, CdTe, ZnTe and ZnSe.

Comment 3 In this Section we have looked at the problem in one dimension only.
If instead of considering an incident wave with only one component, we imagine that
it presents three components, then the second order polarisation will have compo-
nents Py, Py and P,, which generally can be obtained by using all possible quadratic
components of Ey, Ey and Eg, as in:

2
Ey
Px ey | E2 _
Py [ =e0x5 (2w) * |, inwhich x5 (%) s thus a tensor.
b E,E,
YA
E;Ex
| ExEy |

II Excitation using two pulses and the Pockels effect

1 Excitation from two pulses

While studying the mechanical generation of the second harmonic, we have shown,
in a classical manner, that an excitation due to a photon (E®) can generate movements
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with frequencies of w (movement X1 (t)) and of 2w (movement x;(t)). Respectively,
photon emissions from charges which move through x; (at a frequency w) and through
X2 (at a frequency 2w) do so by emitting dipolar rays at the frequencies w and 2.

We can thus generalise this emission mechanism for an excitation in a system of
two photons with pulsations ’ and @”. We should allow for the emission detailed
the Figure 3:

For a system excited with a pulsation ®, we can use the classic eqn (7) for the
second order (relative) susceptibility as follows:

for an excitation pulse at w;, given D(w;) = u)% — “)12 +iwi[", eqn (7) becomes:
Qon _ Ng*¥? 1
X

2 T ImZe DX(@)DQw)’ ®

and, similarly, for a two wave excitation pulsating at @’ and w”, the pulsation
harmonic (ot = ' + ®”) is associated with a second order susceptibility in the
form:
352
wewry _ NG 1
2 2m?gy D(0)D(w”)D(w’ + o)

®

2 The Pockels Effect

A particular case which draws interest is when there is an incident optical wave (with
pulsation @’ = w) and a second wave at low frequency. At the limit zero, for a static
field (w” = 0), the preceding eqn (9) becomes:

(@+0) _ Ng’¥* 1
X2 = (10)
2m2ey D(0)D(w)D(w)

This second order susceptibility depends only on the optical pulsation w. Nevertheless,
a reduction to the single, varying polarisation term is inexact, as we shall see.

If we write the expression for the polarisation using the more usual development
(see Chapter XII, Section II1-2), we have P(t) = Py + xa1E(t) + XazEz(t) + ..,
in which here E(t) = E(gy + E(,)e!®" + cc and where ¥, is the absolute suscep-
tibility, we can see that the dependence of the susceptibilities with two pulses

7 ’

w w
\ //v' a)”
—»ow’
" / Q: 20"

(pw’+ gw”)in which p and q are integers

Figure 3. Possible emissions from a system excited by pulses at o’ and «”
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(static and optical) involves some complications in the calculation. In fact, we end up
writing that (with relative susceptibilities to the 1st and 2nd order of y; and ¥7)

. . 2
P(1) = ¢ {)u [E(o) + Eye® + cc] Yo [E(o) + Eel®t + cc] ¥ } (a1

We can quickly see that this description is completely ambiguous as, for example, the
first term (x 1) carriers both the static term (E(q)) and the optical term (E,,e!®"). If we
continue with the calculation, even given the previous remarks (and thus x; = ¥ (0)

or \1 = \1(w) = x%m) by notation) while limiting ourselves to the static term and
the pulsation term w, we have:

P() = so{[x1 OE@) + X1 (@)E)e®] + [x2(0E, + 2x2(0+ 0)
x EBwe ]} + -
= {eo[x1(0) + x2(0)E0) |E(0) } + {eo[x1(®) + 2x2(0 + 0)E(p)]
x E(w)ej‘”t} 4,
which gives a polarisation of the form:
P(t) = Py + Poto (). (12)

We can see here that the polarisation varying in w (the term Py, (t)) depends on
®2(0 4 ®) and also on ¥ 1 (w). A polarisation with frequency w is thus in the presence
of E(p), so:

Pyt (t) = €0 [X1 (@) + 2x2(0 + 0)Eg) | Ewe’". (13)

The indice 0 4 o for Py, (t) indicates that the polarisation is independent of w
in the presence of the static wave E(g) and the optical wave E(,,. This polarisation
is a linear function of E(,,el®" although it is calculated in the presence of the static
field E(g).

Additionally, in the absence of the static field E(p), we have as polarisation
due to the pulse w, Py (t) = €0(Er(w) — DE(w)e’®. With (g — 1) = x1(0) =
n? — 1, in which n = n(E, = 0) = n,, using the notations detailed in Chapter XII
(Section IV-5) we can write P, (t) = gg(n? — 1)E(,)el® = x| (w)E(,elt

If we now consider the expression which takes on this polarisation in the presence
of a static field E(q), this supplementary polarisation changes the indice to the form
n + An, and we find that

P(t) = eo[(n + An)? — 1][]5(0) + E(w)ej‘”‘]
= eo[(n + An)? = 1]Eq) + eo[(n + An)? — 1]Epyel®t
= Py + Po+ (1)

so that: '
Poto(t) = go[(n + An)? — 1]E e/ (14)

By identification of Py, (t) in eqns (13) and (14), we obtain:
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[(n + An)? — 1] = [x1(w) + 2X2(0 + w)E(g], so that with x| (w) = n? — 1 and
[(n + An)?> — 1] ~ n? + 2nAn — 1. This gives us
2nAn = 2y2(0 + w)Eg). And this we arrive at the definitive equation

0
An = ME(O)' (15)

The variations in the indice appear to be proportional to the applied field E(p).
However, this qualitatively exact result for the dependence of An on E is very
imprecise with respect to the function in n due to the presence of the term ¥ 2(w + 0),
itself coming from the rather ambiguous eqn (11).

A more phenomenological and alternative method, which takes account of the
dependence of the optical indice on the static polarisation field—in organic media—is
proposed in Chapter XII, Section 5.

We can though go on to exploit eqn (11) by remarking that from eqn (5):

Ng? 1
X1(®) = ———
meg D(w)

and that D(0) = w% = Cte, and from which, after eqn (11),

(040) _ Nq 82 m 80 2( ) B
2 T om%, Ngt M g
— ——

1 1

D(®)Dy D(0)

(which resembles Miller’s relationship)

82
2N 2 ]( )
If with xl(u)) = (e — 1)?! = (0?2 - 1% ~n* (and assuming 1 to be negligible with
respect to n?), we have x(m'o) o n*
If we move this law into eqn ( 15), we find:
1’14
An ———E(o),
n
that is
1 3
An = —rn’Eg
2

where E(g) = Es, and r is a coefficient of proportionality.

Comment Tt is worth noting that x ?®) comes from the term of x% (resulting from
the term for dx? from the inharmonic force f = —kx + dx2) so as to relate to the
pulsation 2w.

xg @ +0) corresponds to a pulsation of w. We have shown in Chapter XII, Section IV,
that we do not have to return explicitly to the inharmonic term, thus simplifying greatly

our calculations.
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