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Chapter 1
Introducing Theories and Simulations
of Complex Social Systems

Vahid Dabbaghian and Vijay Kumar Mago

1 Introduction

Complex networks exist throughout the domains of nature and society: swarms,
circulatory systems, roads, power grids. These networks enable the efficient distrib-
ution of resources, resulting in greater and more impressive activity. Social systems
are networks that go one step further: they are not only there for the distribution of
resources, but also to act as a medium for the interaction between numerous intelli-
gent entities. Thus they combine efficient resource use with intense productivity, in
the sense that interactions between these entities produce numerous effects on the
system, for better or for worse [1]. We live our lives in a nexus of numerous social
systems: family, friends, organizations, nations. We benefit from the fruits of their
power, including energy, learning, wealth, and culture. We also struggle with the
crises they generate, such as crime, war, pollution, and illness. Our motivation for
studying these systems is clear: they are the fabric upon which our lives are woven.

Research into social systems is challenging due to their complex nature. Tradi-
tional methods of analysis are often difficult to apply effectively. This can be due to a
lack of appropriate data, or too much uncertainty. It can also be the result of problems
which are not yet understood well enough in the general sense so that they can be
classified, and an appropriate solution quickly identified. Simulation is one tool that
deals well with these challenges, fits in well with the deductive process, and is useful
for testing theory [4]. This field is still relatively new, and much of the work is neces-
sarily innovative, although it builds upon a rich and varied foundation [6]. There are
a number of existing modelling paradigms being applied to complex social systems
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2 V. Dabbaghian and V. K. Mago

research [2, 3, 7–9]. Additionally, new methods and measures are being devised
through the process of conducting research. It is vital to point out that this novelty
is not a reason for hesitation in following this line of research: the problems under
consideration here are of significant concern [5]. The intensification of activity in
modern life means that the consequences for mistakes or inaction in public policy are
grave. This is true for political, financial, justice, and public health decisions, among
many other fields. We present in this volume a selection of research that seeks to
address the challenges being faced in these fields, both in terms of finding solutions
and the best ways to pursue this kind of research.

2 New Contributions

New directions in science require new ways of thinking about the practice of science.
This volume begins with Chap. Software Solutions for Computational Modelling in
the Social Sciences with discussion of the challenges of creating the software which
underlies modelling research of social systems. A general approach for the devel-
opment process is presented, along with solutions to common issues. This approach
takes advantage of the dynamic nature of software so that it can be effectively used
as a tool of discovery and communication. In Chap. Modelling Epistemic Systems,
Martins seeks to model the process by which a community of scientists produces
scientific knowledge. He employs the ideas considered by precursors in this field
and builds upon them by using a computational model to investigate different ideas
through experimentation. This extension of traditional approaches through the appli-
cation of computational experimentation demonstrates some of the new ways in
which computational research is expanding the social sciences.

In Chap. Modeling Human Behavior in Space and Time Using Mobile Phone
Data, Couronne discusses the properties of mobile phone tracking data. With the
ubiquity of mobile phone use in both developed and developing countries, this kind
of data has great potential for providing insight into many aspects of human activity.
Couronn outlines some of the issues of using this data and describes useful metrics for
this purpose. Chapter Change Detection in Dynamic Political Networks: The Case
of Sudan derives its data from a more traditional source, newspapers, to consider a
recent area of instability. Tambayong and Carley analyse political networks in Sudan
through the application of an algorithm to detect social network change. In this
way, they are able to pinpoint network behaviour that matches historical activity. In
these works, mathematical modelling provides a way to analyze data and encapsulate
salient features lying therein.

Complex social systems are found throughout the gamut of large-scale human
interaction, including activities of great concern to social policy decision making.
The next two chapters consider criminal justice as their topic. In Chap. High-Level
Simulation Model of a Criminal Justice System, Dabbaghian et al. present a system
dynamics model of the criminal justice system in British Columbia, Canada. This
high-level model incorporates the numerous component systems necessary for the

http://dx.doi.org/10.1007/978-3-642-39149-1_2
http://dx.doi.org/10.1007/978-3-642-39149-1_3
http://dx.doi.org/10.1007/978-3-642-39149-1_4
http://dx.doi.org/10.1007/978-3-642-39149-1_5
http://dx.doi.org/10.1007/978-3-642-39149-1_6


1 Introducing Theories and Simulations of Complex Social Systems 3

wheels of justice to turn, and is designed to give stakeholders better understand-
ing of how the system works as a whole, and how it will behave in certain situa-
tions. In Chap. Celerity in the Courts:The Application of Fuzzy Logic to Model Case
Complexity Criminal Justice Systems, Reid and Frank propose a methodology for
increasing the efficiency of the criminal justice by identifying complex cases early
on in the process. Their proposal adopts the expressive capabilities of fuzzy logic to
mediate uncertain and ambiguous factors involved in a mathematical manner.

A different kind of interaction that is also of significant concern to policy mak-
ers is the widespread transmission of disease. Mniszewski et al. tackle the issue of
face-mask use (to prevent the transmission of disease) in Chap. Understanding the
Impact of Face Mask Usage through Epidemic Simulation of Large Social Networks.
They adopt agent-based simulation to consider face-mask use within the context of
an influenza outbreak. Their research underlines the need for a warning that masks
alone are not sufficient to fight disease transmission: an integrated approach includ-
ing education and monitoring is more promising. Chapter e-Epidemic Models on the
Attack and Defense of Malicious Objects in Networks (Mishra and Haldar) consider
not biological disease but technological: the proliferation of attacks on computer
systems. They adopt modelling techniques from the health sciences designed for
epidemiology to the aim of developing comprehensive models and methods for deal-
ing with this problem. While these chapters consider fundamentally different kinds
of disease, modelling is useful in both cases to capture the essential nature of the
phenomena under study.

This volume also includes works which highlight the capabilities of contemporary
modelling techniques. Chapter Modelling the Joint Effect of Social Determinants and
Peers on Obesity Among Canadian Adults (Giabbanelli et al.) produces results that
suggest that network qualities affect the way in which obesity prevention is trans-
ferred through social connections. This research is based on a well-founded Fuzzy
Cognitive Map (FCM) modelling obesity trends, processed in parallel across a sim-
ulated social network. In Chap. Youth Gang Formation: Basic Instinct or Something
Else?, Morden et al. apply FCMs to the age-old problem of criminal youth gangs.
Here also, FCMs appeal because of their ability to capture interconnected domain
knowledge in a theoretical object with useful mathematical properties.

Agent-based modelling (ABM) focuses on the activities and interactions of indi-
vidual humans within a larger environment. The close ontological match between
model and our perception of the phenomena has made ABM a favoured choice for
research into complex social systems. Malleson et al. (Chap. Optimising an Agen-
t-Based Model to Explore the Behaviour of Simulated Burglars) combines this tech-
nique with a genetic algorithm to model the target selection behaviour of burglars.
Problems in criminology are notably difficult to obtain complete data for due to
the nature of the field: criminals are unsurprisingly reticent to reveal all the details
of their activities. As can be seen here, simulation provides a venue for combining
expert knowledge and logic in order to come to better conclusions.

http://dx.doi.org/10.1007/978-3-642-39149-1_7
http://dx.doi.org/10.1007/978-3-642-39149-1_8
http://dx.doi.org/10.1007/978-3-642-39149-1_9
http://dx.doi.org/10.1007/978-3-642-39149-1_10
http://dx.doi.org/10.1007/978-3-642-39149-1_11
http://dx.doi.org/10.1007/978-3-642-39149-1_12
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3 Conclusion

The research contained in this volume demonstrates how modelling is being used
in the social sciences and public health to formalize knowledge, develop theories
and perform experimentation via simulation. We see a different approaches and
techniques being applied to unrelated problem domains. This new wave of science
has been enabled by advances in computing technology, but its ongoing impact on
a variety of sciences and related disciplines is manifold and pervasive. Successes in
both experimental results and methodology feed into each other and further reinforce
a foundation of knowledge and practice upon which to base evolving vectors of
research. The selection of works presented here each seek to meaningfully advance
science in their own way, and it is our sincere hope that you will agree that they are
valuable and interesting contributions to this dynamic and growing area of inquiry.
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Chapter 2
Software Solutions for Computational Modelling
in the Social Sciences

Piper J. Jackson

Abstract Social science is critical to decision making at the policy level. New
research in the social sciences focuses on using and innovating new computational
methods. However, as a relatively new science, computational research into the social
sciences faces significant challenges, both in terms of methodology and acceptance.
Important roles software can take in the process of constructing computational mod-
els of social science phenomena are discussed. An approach is presented that frames
software within this kind of research, aiming at involving software at an early stage
in the modelling process. It includes a software framework that seeks to address the
issues of computational social science: iterative knowledge development; verification
and validation of models; and communication of results to peers and stakeholders.

1 Introduction

With the emergence of cheap and powerful computation, social scientists have
started to explore the potential of applying computational to their research topics [1].
Hummon and Fararo claim that the traditional two component model of science—
theory and empirical research—needs to be expanded to include computation as its
third component. Simulation can be thought of as the interaction of theory and compu-
tation components. High-level programming code, with the capacity to clearly repre-
sent both entities (data structures) and behaviour (algorithms), provides a conceptual
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6 P. J. Jackson

link between the underlying mathematics of the simulation model and researchers’
understanding. Being able to test theories using mathematics promises insight for-
merly limited to the physical sciences, but it is important to remember that social
structures are always at least partly interpretive in nature, since they are constructed
and maintained by human activity. Gilbert claims that this is not problematic, and
indeed may even be more faithful a representation than simulation of physical phe-
nomena: a translation from a (social) construct to a (computational) construct is likely
to be less problematic than translating something in the real world into a constructed
computer representation [2].

For the social sciences, applying computational techniques helps in overcoming
some of the core limitations of studying social phenomena. Social scientists have
always been limited by the inextricability of the subject of their research from its
environment. Hence, it is difficult to study different factors influencing a phenom-
ena in isolation. Safety and ethical issues can be an obstacle to innovation, e.g., for
criminologists, it is very difficult to get first-hand evidence of crimes while they
are being perpetrated—an observer would most likely be legally required to try to
prevent the crime rather than letting it take place. Developing response strategies to
unpredictable and dangerous situations is difficult to do in the field, since such situ-
ations are unpredictable and by their nature very difficult to control. Computational
methods allow us to circumvent these problems by generating scenarios inside a
virtual environment. In particular, modelling and simulation allow us to dynamically
and interactively explore our ideas and existing knowledge.

Computational thinking about social phenomena, however, means thinking in
terms of multiple layers of abstraction [3], which facilitates a systematic study of the
phenomena by adjusting the level of detail given to the various factors under study.
Computer models of social systems simulate dynamic aspects of individual behaviour
to study characteristic properties and dominant behavioural patterns of societies as a
basis for reasoning about real-world phenomena. This way, one can perform exper-
iments as a mental exercise or by means of computer simulation, analyzing possible
outcomes where it is difficult, if not impossible, to observe such outcomes in real life.

However, when we speak of computational methods, it is easy to gloss over the
software that is the means to our research goals. We have an intuitive model of
what a software program should be, and it is easy to apply this in a superficial
sense to the problem of building a social system simulation. Yet the characteristics
and functionality of that software are of great importance to our work, as are the
roles which we want it to play in our research endeavours. The aspects that make
software successful in an interdisciplinary computational social science research
project will be outlined here. From these roles, a framework has been developed that
is presented here. This framework aims at circumventing problems commonly faced,
and increasing the productivity and advancement of groups working on these kind
of simulation research projects.

The chapter is organized as follows. Related work is described in Sect. 2. Issues
related to the software development process are discussed in Sect. 3. Section 4
describes the main pillars of a social science computational modelling project, as
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well as the characteristics such an endeavour should possess. Section 5 is a presen-
tation of the framework, followed by some final words in Sect. 6.

2 Related Work

Discussion and guidelines for how social simulations can be developed using the
input of multiple stakeholders is presented in [4]. Importantly, human factors, such
as maintaining stakeholder motivation, and technical factors, such as the importance
of a formal computing models, are emphasized in their approach.

A particularly complete methodology for prototyping and developing agent-based
systems is presented in [5]. The methodology described, ELDAMeth, includes an
overall development lifecycle model, automated code generation based on high-level
models, and testing through simulation of the target system.

There are numerous multi-agent modelling toolkits available, which include pro-
gramming libraries and/or languages that facilitate the production of simulation
software. A common and important component are methods for visualizing models
graphically, reducing the need for toolkit users to have specialist technical knowledge
in that kind of programming. Two toolkits are of particular note. Repast has a wide
user base and allows for the creation of models using ReLogo (a dialect designed for
Repast), Java, and flowcharts [6]. MASON is another toolkit with which a variety of
model types can be developed, and is notable in that both the simulation itself and
its data visualization can be run concurrently [7].

More generally, Nigel Gilbert and his many colleagues have been central in pro-
moting the use of simulation models in social science research. One example is [8],
in which the motivation and general methodology for using such models for social
simulation is presented. Other work in this field has suggested common approaches
and vocabulary to describe agent-based social simulations [9].

3 Software Development

Software development methodologies enable systematic production of software.
Agile methodologies have found widespread adoption in industry due to higher rates
of success while using fewer resources. Here success is in terms of getting a project
done on time and on budget. The category of agile methodologies includes Extreme
Programming (XP), the Rational Unified Process (RUP) and Scrum, among others.
Agile methods are diverse in practice, but share a number of important characteris-
tics. First of all, they emphasize the role of people in the development process. Thus,
how people interact and relate to each other is considered as an important factor
in the production of software. This includes clients as well as the people working
on the software. They also emphasize flexibility in the face of change and obsta-
cles, which is appropriate since this is a strength of software itself. A particularly



8 P. J. Jackson

important characteristic of agile methods is their subscription to an iterative mode
of production. Instead of following an initial plan from start to finish (the classical
“waterfall” style), the problem is broken down into minimal milestones which can
each be evaluated when complete. This means that the project is continuously being
tested and considered by all stake holders. The result of this is that development is
given many opportunities to adapt in the case that problems arise, or if the program
does not match user needs, or if those needs change, or any other such issue.

Applying computational techniques and tools in developing scientific software or
to support the work of researchers in other disciplines calls for special attention to the
unique qualities of a research environment. It is easy to see superficial similarities
that the interdisciplinary research environment holds with a production software
development environment. For example, in both cases there can be ongoing changes
to what is being built, otherwise known as requirements creep. One could say that
this is a central advantage of working with software: it can be redesigned and rebuilt
without repercussions in the physical world, so it makes sense to take advantage
of this flexibility. It is not surprising to see this characteristic in any endeavour
that adopts software as a tool. Yet there are fundamental differences in who builds
research software and what exactly is being constructed. Despite many varieties of
development frameworks available today, they all assume a production model at their
core: a product is developed for a client. There is a gap between current methods of
software development and the needs of the research environment [10].

The communication problem is a recognized challenge for all software devel-
opment projects [11, 12]. In interdisciplinary research, this is intensified because
all team members are specialists. Researchers spend many years building up their
domain expertise and cannot be expected to develop deep understanding of another
field over a short period of time. By the very nature of research, the topics under
investigation are cutting-edge. Finally, in order for the results of a project to be
recognized, it is necessary to be able to communicate the workings of any computa-
tional elements to reviewers. For these reasons it is vital that there are methods for
expressing the essence of an idea that allow for critical inspection, validation and
modification.

Traditionally, a software development process is focused on producing a final
product for an end-user. In the context of simulations of social systems, scientific
research uses programs as experiments, to test theories and generate ideas that lead to
new ones. Testing is useful at each stage of theory development, so a single project
can generate a number of programs; they should be thought of as a set of related
experiments. In science, the core methodology for discovery of new knowledge can be
concisely described as the iteration of the hypothesis-experiment-result-conclusion
cycle [13].1 In the case of the social sciences, this includes exploratory techniques
as well as classic inductive and deductive approaches. The programs developed for

1 “A SCIENTIST, whether theorist or experimenter, puts forward statements, or systems of state-
ments, and tests them step by step. In the field of empirical sciences, more particularly, he constructs
hypotheses, or systems of theories, and tests them against experience by observation and experi-
ment.” [13]
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scientific research are computational experiments, and in order to accept the reality
of iteration, it is necessary to envision the software developed for a research project
as a set of related experiments. In order to relate to one another, they must share
the same theoretical foundation. In other words, it is the conceptual schema that
holds the continuity between programs, and not their functionality. However, the
specific implementation of any program will be determined by the requirements of
the experiment it embodies. Furthermore, since the software being developed is for
the use of the team members themselves, the final configuration of that software is
not a primary concern. The configuration of a program is only a concern to the extent
that team members find it usable. These characteristics firmly shift the focus of the
development cycle to the design or prototyping phase instead of implementation [14].

Central to all of these unique characteristics of the research environment is the
underlying aim of scientific discovery. A completed program is not the final goal:
software is used as a route to testing existing theories and creating new ones. Software
is important because of the results experiments can provide. It can act as a sandbox
where scientists are able to try out different ideas. It is also important because the
transformation of theory into something computable captures the concepts being
considered in a mathematical form. This mathematical model provides a blueprint
for researchers to explain their ideas, or for peers to analyze its validity. It allows
different projects to be compared to one another, and it acts as a foundation for
further exploration of the subject matter. This process can be assisted by the adoption
of current best coding practices [15]. Agile methods are well suited to research,
particularly the importance placed on people and the idea of iterative development
[11]. However, new techniques tailored specifically for the research environment can
help to encourage software development that is more successful in generating new
knowledge.

It is important for all researchers involved in the project to be able to understand
and identify how the computational model works, or in other words, what is going on
“under the hood”. This does not mean that all members should know programming,
however, their understanding of the model will allow them to recognize issues that
need to be addressed and either make the alterations directly (through a UI perhaps)
or be able to communicate directly to the development members. This is especially
important with an experimental project, since vital characteristics may change with
each experiment, and may diverge significantly from the design agreed upon in initial
phases. Clear representation is necessary for this, and graphical feedback can provide
a satisfying way of achieving this. It is important to remember that the goal of any
such graphical output is to communicate the behaviour of the program, and not to
give an illusion of validity or to otherwise hide inner mechanisms. It also will make
it easier to confirm the validity of the computational model. A program with obscure
innards is useless to a researcher: they have no confidence in its results (it is just bells
and whistles to them), and it cannot be used academically, because the source of any
results it gives cannot be explained, so it is not convincing to peer readers.
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4 Roles of Interdisciplinary Research Software

The roles computational modelling can play in a simulation modelling research
initiative are outlined here. It is upon these points that the framework presented in
the next section is premised.

Reinforce Iterative Discovery The executable nature of software means that it
can be tested for various things such as accuracy and bugs whenever a change is
introduced. Feedback from such testing can be used to iteratively improve either the
program or the model itself. Of course, this is also possible with non-computational
research, but software encourages this feedback loop through interactivity. To main-
tain this process, it is important for the mathematical model and computational mod-
els to remain flexible and capable of change.

Visualization Visual representation of data allows human users to examine and
interpret using natural cognitive and pattern-matching capabilities, in addition to
deductive reasoning. Ideally, a variety of visualizations should be available, allowing
the user to alter their view of the data in order to consider different perspectives or
subsets of the entire data set, which can be overwhelmingly rich in a social simulation.

Formalization Computational modelling forces researchers to precisely define
the modelled elements of the subject phenomena so that it is possible to execute it on a
computer. This process helps to frame existing domain knowledge in a mathematical
manner. It also highlights areas which are poorly understood (which can become
clear since they are difficult to formalize) and areas which are not important to the
current research focus (which can become clear when defining them takes more effort
than the value they add to the model).

Testing Ideas Computational models are ideal for testing hypotheses in a sandbox-
like environment.

Raising Questions The modelling process can help raise questions that can be
answered by more traditional research in the domain field. This can happen when
information is missing to complete the design of the mathematical model, or if the
computational model produces contradictory or conflicting results. In these cases,
further literature review or discussion among experts may help to elucidate the miss-
ing information. It can also guide field research by suggesting questions to ask in
future surveys.

Demonstration A computational model is valuable if it can illustrate domain
concepts to non-experts. The dynamic qualities of a simulation combined with visu-
alization capabilities combine to provide a powerful means of explaining complex
phenomena in a straightforward manner.

Communication of Ideas As a formal model of a concept, the computational
model is a proposed theory that can be used to communicate new ideas in an inter-
active manner among peers. Likewise, the model should be transparent enough that
peers can examine it critically to point out problems, ask for clarification, or use the
ideas in other research.

Complex Calculation A computational model is often a combination of many
simple rules and concepts, but in aggregate the behaviour of such a model can easily
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be beyond the comprehension or predictive capabilities of a human expert. In this
way, a simulation program can act in the place of a human expert, correctly combining
rules and concepts to produce aggregate (and sometimes emergent) results.

Reproducibility A hallmark of the scientific process, since it allows results to be
validated independently of the original claimant. Computational models are repro-
ducible in two senses: one, in a very literal sense, the simulation program can be dis-
tributed and executed by other people, demonstrating the results directly to them (or
not, depending on their independent analysis); and two, in that aspects and elements
of the proposed model can be taken out and used in other projects, or modelling
ideas from other projects can be combined with or substituted into the proposed
model [16]. The result of this latter point is that the model concepts can be tested
and validated more widely. From a Popperian perspective, if the model concepts are
transferrable and useful, they are more general and qualify for greater esteem and
respect (at least until shown to be problematic)[13]. Reproducibility of specific runs
can even be achieved for stochastic systems by recording the seed number of the
random number generator.

5 Social System Computational Modelling Framework

Here, a high level description of the characteristics and goals of a framework for
pursuing computational social science is presented. The framework includes both
a process through which the model is developed, and a structure for the simulation
software that closely aligns with this approach. Note that this does not refer to a
specific piece of software, but rather the structure and features a simulation software
should possess in order to fully support the model development process.

The agile software development paradigm is in general the most appropriate for
working on computational models. The emphasis on flexibility to change is crucial
here, since the level of understanding and current focus of interest is subject to ongo-
ing change. Scientific fallibility means that we must be prepared for the discovery of
errors in our model, and be able to try out promising alternatives when they appear.
It is important to recognize the role of insight as both a driver and goal of working
on this kind of project. When it comes to the model of the system, the attitude of
“if it isn’t broken, don’t fix it” is not appropriate; instead it is a constant drive to
improve something that is necessarily broken (to some extent). Another reason for
an emphasis on agile methods is their focus on the role of human beings in the devel-
opment process. Team members bring a variety of skills, knowledge, and needs to
any project, and failing to take advantage of the good and/or deal with the difficult
can be catastrophic in terms of success of the project. With these ideas in mind, some
important characteristics of the software package used to implement the simulation
system should be:

1. Easy to change, so that suggestions and requests for changes, as well as new
ideas, can be implemented in a rapid manner. Obscure programming languages
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are problematic here, or complicated libraries the code is dependent upon (e.g.,
for graphics).

2. Easy to distribute, so that each team member can easily remain up-to-date with
regards to the latest build and test it out on any machine they have access to.
Software that is difficult to compile or that requires specific operating systems or
settings may be intimidating to some team members, and prevent adoption.

3. Easy to use, so that all team members feel comfortable using it to test out their
ideas. This can accomplished in part by simplying the user interface and layout
of the program. It can also be accomplished by identifying and maintaining an
effective user interface, so that users are not forced to relearn the program fre-
quently. Changes to the user interface are acceptable depending on the level of
their contribution to the program.

4. Easy to discuss, so that the experiences and insight of users can be efficiently
converted into improvements to the software. This requires a user-friendly system
for reporting errors and discussing ideas. Time spent on establishing a shared
vocabulary to describe important features and concepts is also valuable.

The structure of this framework is based on the widely accepted hypotheticpo-
deductive model of the scientific method [17]. Generally, this is broken down into a
series of stages applied iteratively. For example: observation, hypothesis, methodol-
ogy, testing, and analysis. In principle, all stages of this process should be represented
in a simulation software package, since this allows researchers to tighten the iterative
cycle of experimentation. They should not have to waste time switching back and
forth between software packages and data formats. Of course, they do not need to
visit every step of the cycle each time: they may be uninterested in results analysis at
an early stage of sensitivity analysis, where they are interested in parameter values
and are still becoming familiar with the qualitative features of model behaviour.

Expanding upon the iterative computational model development process first pre-
sented in [18], the stages of the experimental process are:

Conceptual Design A general description of the features and expectations of the
model. Relevant domain theory and ideas.

Mathematical Model Equations, formulas, and mathematical statements used to
precisely define the structure of the model.

Computational Model (Program Code) The parts of the program related to
the simulation model (not technical aspects like the GUI, visualization, etc.) should
always be visible to users. Having it visible at all times would encourage the writing
of clear code, and allow users familiar with the programming language to verify that
the computational description of the simulation entities matches their expectations. It
also encourages peers to check over the relevant code while testing out the software,
without forcing them to sift through the entirety of the code base. A straightforward
specification language (e.g., Abstract State Machines [19]) is ideal for this purpose.

Experimental Design This is where the initial state of a system and the duration
of an experiment are specified. Combined with the user’s expectations, this composes
the scientific claim or hypothesis of this experiment.
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Playback Here, the user can view the behaviour of the system as it passes through
time during the simulation. They are capable of shuttling back and forwards through
time to compare relevant states, such as the beginning, midpoint, and end. Options
for viewing all simulated variables and entities should be accessible here.

Visualization/Analysis The data generated by the experiment is presented here
for analysis. Currently, the changes in predetermined variables over time are plotted
here, but this stage could benefit greatly from including a visualization suite (pre-
existing or custom) that would give users the freedom to modify their view of the data
as they consider it. In particular, it would be most useful if the visualization tool was
capable of identifying all of the variables of the entities included in the simulation,
so that data options at this stage would update automatically whenever the model is
reprogrammed.

Each of these stages can be clearly included in the design of the software frame-
work for working on social system simulations, for example, as a tab in software user
interface. It may be a good idea to limit some users from changing some elements,

Fig. 1 Binge drinking cellular automata program: parameter set-up
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particularly the model code, but it should still be available for them to check over.
In the case of something like the conceptual model, a box of text is likely sufficient:
it would contain expectations, ideas, and references to relevant literature (perhaps in
the form of hyperlinks). Having this as a reference is useful for some or all of the
people using the program, even if the project has moved beyond frequent updates of
this aspect.

Figures 1, 2, and 3 show the Binge Drinking Cellular Automata program, a model
of peer influence on the drinking behaviour of undergraduate students [20]. This
model was one of several projects whose development led to the framework pre-
sented here [18, 21, 22]. As shown in the screenshot, the program interface has the
following tabs (which correspond to the stage in parentheses): Parameters (exper-
imental design), Simulation (playback), Population (visualization), and Averages
(visualization). In this case, there is also a Log tab which contains system output
(including random number generator seed values). It is important that the software
reinforce good scientific practices, and remain a unifying theme across different

Fig. 2 Binge drinking cellular automata program: simulation playback
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Fig. 3 Binge drinking cellular automata program: population visualization

projects, ideally across different work groups, so that they may more easily under-
stand each other’s work. Indeed, developing and maintaining a clear and accessible
user interface will allow users to get to understand it better so that they are less
intimidated by the software and are able to focus more of their attention on the
computational model it is simulating.

6 Final Words

The framework presented here for the construction and development of computa-
tional models of social systems is the result of collaborative work on several com-
putational modelling projects in the social sciences. It succesfully brings the varied
elements required for producing a computational model together in a way that empha-
sizes the integrity of the model and facilitates feedback-driven improvement. Perhaps
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more importantly, general acceptance of a development framework by stakeholders
in research and policy making institutions could be one of the factors that leads to
computational modelling being more widely used as a tool for inquiry. It provides
structure for the careful production and refinement of knowledge, and mechanisms
for independently establishing the value of ideas and reusing them. There is still a
great deal of work to be done before simulation is as widely used as, for example,
statistics in research and decision making, but considering the potential for a method
that exploits the algorithmic and mathematical nature of computing for the purpose
of advancing science, it is a worthwhile goal to aim for.
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Chapter 3
Modelling Epistemic Systems

André C. R. Martins

Abstract In this Chapter, I will explore the use of modeling in order to understand
how Science works. I will discuss the modeling of scientific communities, providing
a general, non-comprehensive overview of existing models, with a focus on the use
of the tools of Agent-Based Modeling and Opinion Dynamics. A special attention
will be paid to models inspired by a Bayesian formalism of Opinion Dynamics.
The objective of this exploration is to better understand the effect that different
conditions might have on the reliability of the opinions of a scientific community.
We will see that, by using artificial worlds as exploring grounds, we can prevent
some epistemological problems with the definition of truth and obtain insights on
the conditions that might cause the quest for more reliable knowledge to fail. A simple
model of scientific agents opinions influenced by colleagues and experimental results
about the world they live in will also be discussed.

1 Introduction

The classical description of the work of a scientist is one that many of us would like to
believe true. According to it, scientists are as close as reasonably possible to believe
to selfless individuals who pursue knowledge using always the best means available
to them. They propose hypothesis and theories according to what they feel would
describe all relevant data better. And, from those models, they draw predictions that
are tested under very strict conditions. Finally, still according to our idealized view,
it is the agreement between observations and those predictions that dictate which
theories are better accepted. Conditions of beauty, like simplicity and symmetry, can
be invoked when deciding between equally well suited theories, depending on who
is telling the tale. But that is it, and no other considerations should be included.
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Obviously, real life is not so simple and scientists do defend their own ideas
because it is their own or because they like it better. And, as in any human activity,
one will find individuals whose agenda is based only in self-interest. However, as
long as community moves in the right direction and eventually corrects any mistakes,
we could, in principle, consider these problems as just perturbations to an otherwise
reasonably precise description of the scientific enterprise. In particular, the amazing
advances of knowledge in many areas, where old ideas have been replaced by newer
and better ones, seems to lend a lot of credit to that idealized description. At the very
least, as a good approximation for the system as a whole, even if it fails in individual
cases.

And, indeed, we do have controls to avoid the more serious problems. Replication
(or reproducibility) [1–3] is considered fundamental by most and with good reason.
Once an independent researcher obtains the same results, chances of error in the
first report are obviously smaller. But, most important of all, if the groups are truly
independent and the second group has nothing to gain from either a positive or a
negative result, the chances that the first group published fraudulent results basically
disappear. This makes the problem of self-serving scientists much less important than
it might otherwise be. It also points out to another central feature of the scientific
endeavor that is sometimes neglected. That is, the social aspect of Science.

As in many human activities, the outcomes of scientific research are nowadays
a social product of a community of scientists. Theory and measurement are often
done by different individuals, except in cases where just a fact, a simple idea, or a
property of some material or drug are tested. Even in these cases, there is often a
group behind the results, as many fields have become so complex that the expertise
of many different researchers is often needed. Main examples of this are the “Big
Science” projects, such as the mapping of the human genome or the hunt for the Higgs
boson. You have different people taking care of different aspects of the problem, some
building the equipments, others operating them, a group specializing in collecting
the data, more people to store it properly, others to interpret it and so on. Even in
smaller projects, like a simple simulation that one can program alone, we often use
software developed by a third party, software we trust to do what we are told it
does. We depend on the quality of the information and work performed by others
in most of the research done nowadays. And, while it might be reasonable, under
some circumstances, to assume that most of the information we use were produced
in a competent and honest way, it is certain that we can not claim it for all the
information [4, 5]. Despite what we are taught in school, arguments of authority are
actually unavoidable [6] and we have to understand the effects this might have.

As soon as we realize that we have come to depend on the results of others even
to make our own research, we have to realize we might risk running into epistemic
trouble. While it is clear that some social aspects are clearly positive (as, obviously,
replication), social influence could lead some people away from the best answer.
That means that understanding which social aspects can help the reliability of a
result and which ones are more likely to be detrimental is an important task. And
we must acknowledge that there are different accounts of the scientific process that
do not describe it in such beautiful collors, like, per example, the Strong Program in
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the Sociology of Scientific Knowledge [7–10]. That program defends that Science
is just another human social activity. And, as such, not more reliable than any other
descriptions of the world obtained by other methods. While scientific advances seem
to contradict that in a very strong way, one must admit that some of the criticism
might be correct and that there might be ways to make the whole scientific activity
even more reliable and less prone to error. In a time where no single human can
check the correctness of his whole field alone, understanding the consequences of
social interaction and errors can be fundamental to the future quality of the Science
we will make.

Furthermore, there are fields in which published results have often been consis-
tently shown to be wrong [11–13], exactly due to the way the Science and publications
are structured. Biases towards publishing only some types of results exist and are
very prejudicial. It is also already known that replication is a far less common practice
than it would be expected in areas as different as Marketing [14, 15] and Medicine
[16]. These findings make it very clear that it is imperative that we study and under-
stand well the effects of how the way Science is structured and how scientists interact
might affect the quality of our conclusions.

Of course, trying to figure how reliable an answer is or if we can really say we know
something about the world is an old philosophical problem that we will not answer
so simply. However, the question of reliability of results might be particularly well
suited to be analyzed with the tools of simulation and agent based models. Simulating
a community of scientists will not answer the deepest problems of Skepticism [17],
like questions about the existence of a real world or our ability to trust our sensory
information about it. It wouldn’t be impossible to devise simulations where the agents
face those problems and try to learn whether they observe is real or not, but that is not
the intent here. Even assuming that it is possible to know something about the world,
we still can learn a lot about different ways to learn. Agent based models of Science
can help us explore which strategies and behaviors are more likely to cause problems
or to get us closer to the best answers. This happens not only because we can explore
unforeseen consequences of interaction rules that we wouldn’t see in models built
using just human language, but also because we can, as programmers, choose which
theory is the best one in the artificial world of our agents. And therefore, in principle,
check the effects of different social structures on the choice of the best theory. Of
course, any limitations that apply to current models of social interaction will apply
here fully and the results must be analyzed with the typical doubt we associate with
tentative new ideas. But we can get some advice on where it might be more likely
that a change in current practices will lead to better outcomes.

1.1 Existing Models for Describing Scientific Practices

In this chapter, I defend one specific use for agent models, one that has seen a
small number of papers up to now. However, it is interesting to acknowledge that
the applications of computational and mathematical modeling to communities of
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scientists is an area that has been seen a steady increase in the interest and number of
papers. Different researchers have dedicated themselves to different problems, most
of them tending towards describing the society of scientists. Therefore, it makes sense
to provide a very brief and very incomplete review of those applications. Those works
can be divided in three major areas: methods to measure the quality and impact of a
scientist work; studies of the structure of Science, as per example, the networks of
authors and their papers; and the modeling of knowledge, either just looking at its
diffusion, or at the acceptance of new and better knowledge. It is particularly worth
noting that recently, there was a full edition of the Journal of Artificial Societies
And Social Simulation [18] as well as a book [19], both dedicated to simulation of
Science.

Measuring the impact of the work of each of us can be an important task. It
has significant influence on our careers and scientific policy makers could use such
this information when deciding how to divide the funding [20]. It is no surprise
therefore that attempts at providing quantitative measurements for the relevance of
a scientist work have become popular and several different proposals now exist.
They include the now unavoidable (despite the biases it introduces) H-index [21],
initially proposed to avoid the problems of measurement brought by total number of
citations, that could be a very large number even if the scientist had just collaborated
in one very well cited article. Several other measurements were also proposed [22,
23] and many others are probably being investigated. One interesting aspect of the
problem that still needs to be addressed, however, is the impact these indexes have
in scientific production. Scientists are usually reasonably intelligent individuals and,
therefore, they might change the way they work in order to have better values at the
measurement they are evaluated with, instead of worrying only about making better
Science.

On the evolution of scientific fields, the ability to measure and quantify production
can be both important and interesting in itself [24]. The existence of big databases of
published material has allowed a large number of studies on structure that is formed
by articles and researchers. There are models describing the networks that are formed
when scientists cite others [25–29] as well as the networks of co-authorship [30–32],
and even of articles connected by the same specific area [33]. This mapping effort
allows us to have a much clearer view of how Science is done. Also, the existence
of these studies and the data they are based on provides us with indirect measures of
social influences among researchers. A complete agent model of scientific activities
should either use or explain the structures that were observed; however, we are still
far from obtaining such a model, the same way that we are far from having a really
reliable and complete model of how people influence each other choices in any field
of human behavior. Existing models, as we will see, are still simplistic versions built
to address just a few questions and not really general enough.

Still, more recent years have seen the appearance of the first models of idea
diffusion in scientific communities, including approaches that make use of the Master
equation [34] and population dynamics [35] instead of agent models. Among the
agent models, several just try to describe the statistical features observed in the
studies that measured number of papers and how they are connected by proposing
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simple rules of influence [36–39] such as, per example, copying the citations of read
papers. Attempts at introducing more sophisticated agents, with better cognition, also
exist [40]. Many general ideas not completely developed have also been proposed as
possible basis for future models [41–43], including general ideas about the practice
inspired by the works of philosophers of Science [44].

Of particular interest to the view defended here are models for the diffusion of
ideas and opinions that try to answer whether our current practices are good enough or
whether we should work to change some of them. One first model used the Bounded
Confidence model [45, 46] of Opinion Dynamics [46–52] as basis, exploring if agents
would approach a true value of a parameter given that some of the agents were truth-
seekers, who had a tendency to move towards the correct result [53]. However, by
adopting a purely continuous version of opinion, that model, while very interesting,
is not enough to describe the choice of theories. The effects of peer review [54, 55]
were also suggested as an important field to explore by the use of models, since many
of the proposals for change in the peer review process have not been explored with
the necessary depth. In the same line, discussions of the possible use of modeling to
make Science more reliable already exist [56]. However, a strong push forward in
developing these models is still to be observed.

Another promising line of investigation on the reliability of Science is the study
of the effects of the existence of agents who make claims that are stronger than the
actual observations warrant. The main question explored there is if this type of lie
could help in the convincing of general public [57, 58]. Finally, I have also proposed
a model to explore acceptance of better theories [59], one that was able to show that
the idea that Science advances thanks to the retirement of old scientists [60] might
be true. In the Sect. 3, we will discuss it and I will show why I believe it can provide
the basis for a more sophisticated and maybe even a little less artificial description of
the scientific enterprise. That study was based on an Opinion Dynamics model that
distinguishes choices and strength of opinion [51, 61] and is also based on notions of
rationality. A model working on the same problem, where actual publications were
introduced as the means that scientists use to communicate their results was also
recently proposed with some very promising results [62].

2 Epistemology and Modelling

Before presenting a model, it makes sense to discuss a few issues regarding the
applicability of mathematical and computational modeling to the epistemic problem
of finding better ways to obtain reliable knowledge. The first question worth men-
tioning, but too complex to be discussed properly here, is exactly the meaning of
knowing [63]. Traditional accounts define that one knows something when the per-
son has a justified true believe about that something, but there are known problems
with that definition [64].

As mentioned above, one interesting feature of artificial worlds is that, since the
programmer is playing the part of a creator god, we can circumvent, for the agents,
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any of the arguments of Skepticism about the possibility of knowing something about
the world. Even softer skeptical arguments, like the problem of induction [65, 66]
can be either dismissed by constructing a world where the rules don’t change, or,
eventually, one could investigate what would happen if the future did not exactly
follow the same laws as the past. By controlling the laws of the artificial universe,
different scenarios and their impact on the learning of the agents can be much better
investigated than in the real world, where we can only know our theories, but not be
always certain about which of them are really better. Of course, this means developing
better models for the dynamics of scientific opinions, but the possibility that those
models can be quite helpful at exploring epistemic problems should be clear.

In the next Section, I will describe a model that I believe has the potential to be
built upon so that we can arrive at a more realistic description of the problem. But,
before that, it is good to debate the fundamental ideas behind it and how they relate
to current developments in Epistemology. One line of reasoning in Epistemology
claims that all we can really know about the world are probabilities that our ideas
are correct. When making any new observation, those probabilities must change
according to what we have learn, by obeying the Bayes Theorem. This idea can be
called Bayesian Epistemology [67–70]. This is a normative theory, in the sense that
it claims that this is the best way to make inferences, and not necessarily the way
we actually perform them. The claim that scientist behave and choose the theories
they support in a way similar to the specifications of Bayesian methods is known in
Philosophy as Confirmation Theory [69, 71–75]. While it is known that humans are
actually bad probabilists [76], there is some evidence that scientists do not deviate
so much from a Bayesian point of view [77]. Interestingly, not only scientists, but
there is a growing body of evidence that the way people reason about problems and
theories is actually close to Bayesian analysis [78, 79], if not exactly so. The so-
called error in human probabilistic reasoning can actually be explained by assuming
that our brains work with more complex models of reality than what was supposed
in the laboratory tests [80, 81].

Therefore, we can use Bayesian models as basis for the behavior of our agents
[82], even if only as a reasonable first approximation. Such an approach has already
produced a number of Opinion Dynamics models [51, 52, 59, 61, 83–91] and it
was also used to show why a non-specialized reader should only come to trust a
scientific model in cases where there might be errors and deception from the part of
the authors, when the results are replicated by a third party [2, 3, 92].

3 A Model for the Spread of a New Theory

3.1 The Model

Assume each agent must choose between two theories, A and B. This choice is a
discrete choice between those alternatives, but agents can have a strength of opin-
ion, represented by the probability pi that each artificial scientist i assigns to the
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possibility that A is the best description. If pi > 0.5, agent i believes A is the best
option, otherwise, it is B. This model is basically the “Continuous Opinions and
Discrete Actions” model (CODA model), previously used to explore the emergence
of extremism in artificial societies [51, 61]. CODA is based on the idea that agents
believe that, if A is the best choice, each of the neighbors of an agent, located in
a given social network [93, 94], will have a probability α > 0.5 of choosing A
(and similarly, for B). In this context, it is easier to work with a transformation of
variables, given by the quantity

νi = ln
pi

1− pi
.

Here, if νi > 0, we have pi > 0.5 and, therefore, a subjective belief in favor of A; if
νi < 0, the agent chooses B. By applying Bayes Theorem, we obtain a very simple
update rule for νi , when agent i observes the choice of its neighbor j , given by

νi (t + 1) = νi (t)+ sign(ν j ) ∗ a,

where a is a step size that depends on how likely the agents believe it is that their
neighbors will be correct, that is, it is a function of α. If we renormalize the update
rule, by using ν∗i = νi/a instead, we will have

ν∗i (t + 1) = ν∗i (t)+ sign(ν∗j ), (1)

making it clear that the value of a is irrelevant to the dynamics of choices, since
that dynamics depends only on the signs of νi (or ν∗i ). The update of the opinions
is asynchronous, with one agent and its observed neighbor randomly drawn at each
iteration. Time is counted as multiples of the number N of agents, so that, when time
increases by one, each agents has interacted once, in average.

In order to introduce the influence of observations in this problem, a proportion τ
of the scientists actually perform experiments. Whether an agent is an experimenter
or not is decided at the beginning of each realization for each agent and they do not
change their status. This experiments can have a stronger or weaker influence on this
agents, measured by the probability ρ. Here, ρ stands for the chances that, at each
time step, if the drawn agent is an experimenter, it will observe the Nature, instead of
being influenced by a neighbor. At this point, we assume experiments always provide
the same answer, agreeing with the correct choice A. We also make it so that the
agent will update its opinion by the same amount it would from an interaction with a
neighbor. That is, opinion at each step is always updated by 1, according to Eq. (1),
either following the Equation exactly when social influence happens, or by adding
1 in favor of A, when Nature is observed. Notice that a stronger experimental effect
can easily be introduced simply by allowing ρ to be larger and that means no new
parameter needs to be introduced here.
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3.2 Results

It was observed that, unless τ is reasonably large, even when experimentalists are
very weakly influenced by social effects (ρ close to 1.0), they fail to convince the
whole population and clusters of agents preferring the worst theory survive. This
effect was particularly strong when theory A was new and, therefore, started with
a small proportion of supporters, indicating that the old view would survive simply
from social effects and the strength of opinion of its old supporters. Interestingly,
when retirement was introduced in the system, with agents replaced by new ones with
moderate initial opinions, it became much easier for new and better ideas to invade,
confirming Kuhn’s notion that Science would advance and accept new paradigms
due to the death of the old scientists [60].

Of course, those results were obtained with a very simplified version of the sci-
entific activity. This was intentional, in the old Physics tradition of starting at the
very simplest model one can imagine and later add new features, as they become
needed. The idea is to understand which details are responsible for which features
of the whole problem. As such, expanding the model from its several approxima-
tions is a natural next step. Per example, in the model, social influence happened
only between peers and they were all located on a non-realistic square lattice. No
publications existed in the model and Nature always gave the same answer, meaning
one theory was clearly superior to the other. And, while people would reinforce their
ideas given a certain neighborhood, all agents were supposed to be honest, in the
sense that they would always choose the theory they really believed more likely to be
truth. Despite all this, the model is very easy to expand. By changing the likelihoods
agents assign to the choices of others, we could introduce more realistic versions of
social influence. Researchers could do papers, adding a new layer to the problem,
and the quality of those papers could depend on the correctness of their argument.
And, of course, more realistic networks can be trivially introduced.

In order to illustrate these differences, new cases for small-world networks were
run specifically for this chapter. The results are shown in Fig. 1. All cases shown
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Fig. 1 Proportion of agents aligned with the external field (correct scientists) as a function
of ρ. Every realization had initial conditions where each agent had 50 % chance of supporting
either theory. The solid line corresponds to λ = 0.0, the dashed one to λ = 0.1, the dotted one to
λ = 0.25, and the dash-dotted one to λ = 0.5. (Left panel) τ = 25 %. (Middle panel) τ = 50 %.
(Right panel) τ = 75 %
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correspond to a initial square lattice with 322 agents, where each link was initially
randomly rewired with probabilityλ and kept fixed after. Each point is the result of the
average of 10 different realizations of the same problem and the bars correspond to the
standard deviation of the observed values. Initial conditions were such that at first both
theories had equal amount of support and the system was left to interact for t = 200
average interactions per agent. Each panel shows the results for different values of
λ for a specific proportion τ of experimenters. We can see that as the small-world
effect becomes more important (larger rewiring λ), it becomes easier for the system
to reach agreement on the best theory. However, the problem with the continuing
existence of groups supporting the worse theory remains for the cases where the
importance of experiment is not large enough, confirming, at least, qualitatively, the
results previously obtained.

4 Conclusion

We have seen that mathematical and computational modeling of scientific agents can
be used as a tool to help us understand under which conditions scientific results are
more reliable. While it is quite true that the models so far proposed are very simple,
we have seen that they can already capture some of the features of the scientific
enterprise, such as the need for solid and reliable experimental data. If experiments
are not very convincing, we would be in the situation where ρ is small and, therefore,
social influence can indeed become the major force in the system, as suggested in the
Strong Program. However, as soon as experiments become more important and we
have a better connected world, the case for the better theory becomes strong enough
to convince everyone. We should also notice that the same model was able to show
the importance of the retirement of scientists, as a way to allow new better ideas to
spread more easily.

As such, I would like to encourage the modeling community to investigate models
for scientific activity. And by that I mean not only from the sociological (and also
interesting) point of view of measuring our activities, but also from the point of view
of suggesting better practices. While doubt will remain when a suggestion comes
from a model, the tools we have make the exploration of the consequences more
reliable than simple human intuition and spoken arguments. Models of Science can
and should help us make research an even better tool for understanding the world.

Acknowledgments The author would like to thank Fundação de Amparo à Pesquisa do Estado de
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Chapter 4
Modeling Humain Behavior in Space
and Time Using Mobile Phone Data

Ana-Maria Olteanu Raimond and Thomas Couronné

Abstract In this chapter we present an overview of the main sources of data coming
from mobile phone tracking and models allowing the use of these data. Several issues
due to the quality of mobile phone data are explained. In particular, we provide a
taxonomy of mobile phone data imprecision and suggest new metrics to estimate the
basic properties of displacements are defined: mobility intensity (speed-like measure)
and uncertainty.

1 Introduction

Nowadays many works have been carried out about human behaviors modeling and
analysis based on digital tracks generated by the user activity himself. This brand
new approach of behavioral sciences via big data is relevant to address and unfold
macro processes, and help a deep understanding of the revealed processes.

Human mobility inference from mobile phone data has become popular in the
past few years [1–5]. In a short period, many advances have been achieved, based on
always bigger datasets.

In this work, we expose the potential of the human activity modeling based on
mobile phone records, together with limits and issues raised by this approach. This
chapter first describes examples of applications and then provides data sources and
acquisition. Finally it exposes the limits and the perspectives of these approaches
focusing on the uncertainty and imprecision inherent to mobile phone data.
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2 Models

In this section, we are going to focus on human mobility modeling, considering that
human communication, modeled as a social network, is more known and studied.

The use of models based on mobile phone data to study human activity first started
with analysis of the calls graph. Indeed, studying how people are interconnected
reveals their friendship community [6] and can be used to predict the age and gender of
the user [7]. Other exemple include modeling the spectrum of ego patterns variability
and revealing the social power (e.g. authority/popularity) of users [8, 9].

The analysis of mobile phone data also offers novel opportunities to researchers
working on human mobility at a large scale. In the last ten years, many human
mobility models were proposed. Generally, there are two main approaches to model
human mobility: trip-based, where aggregated data are used [2, 9, 10] and activity-
based when individual data are considered [2, 4, 11, 12]. Human mobility models
were successfully applied in various topics like activities detection [11, 13], human
mobility prediction [14, 15] or tourism applications [5, 12, 16].

Models based on mobile phone data are also used to measure urban dynamics and
to partition space in communities [6, 17, 18]. Simulation models were also proposed.
Morlot [19] analyzed phenomena related to user clumps and hot spots occurring in
mobile networks at the occasion of large urban mass gatherings in large cities. The
analysis is based on observations made on mobility traces of GSM users in several
large cities. A mobility model is introduced and tested, based on interaction and
mutual influence between individuals.

3 Acquisition of Mobile Phone Data

This section presents the primary methods that are used to collect data using mobile
phone tracking technologies. Generally, there are two types of collection methods
based on telecom networks: active collection and passive collection.

3.1 Active Collection

Active collection methods consist of collecting mobile phone location for a sample
of participants who gave their agreements to be located. Three main type of methods
allow active location:

1. The Geolocation platform. Each telecom operator has a geolocation platform
which is currently used for advertisement purposes. In this technology the telecom
network periodically sends a localized demand signal to the mobile phone. The
location is obtained by translating the mobile phone answer into a geographical
position which corresponds to the position of the GSM base station. Note that data
collection is done through the available APIs proposed by each telecom operator.
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The geolocation platform has a constant recording rate. Another advantage of
this technology is that the sample is the set of all users in a given geographic
area, and not only customers of a specific operator. The disadvantages are that
the location is less accurate and heterogeneous depending on the geography of
the GSM network.

2. Phone integrated probe software. This method consists of installing software
in each mobile phone to capture data from mobile phone’s sensors. Thus, if
the mobile phone has a GPS chipset, its location measurements are recorded and
stored or sometimes uploaded if the mobile phone has internet access. The location
can also be estimated considering the GSM base station location (this information
is encoded in the GSM protocol) or even the identifier of the Wi-Fi signals cap-
tured in the neighborhood and confronted to the Google API which returns then
a location. However, this requires developing a specific communication data col-
lection and transmission protocol. The recording rate is not constant and depends
on both mobile phone use (communication) and device displacements.

3. Phone GPS activation. This method is based on GPS (Global Positioning Sys-
tem) technology. It consists of activating the GPS receivers for the smart mobile
devices in order to determine their location. The main advantage of the GPS tech-
nology is that the location has accurate positioning which can be from 5 to 20 m.
The disadvantages of GPS technology are that only participants having a Smart-
phone can be selected; besides, the GPS may not obtain signal due to obstacle and
the power consumption of the receivers may quickly deplete a mobile phone’s
battery within a day.
As aforementioned, active collection can employ the base station method, the
satellite-based system for navigation or Wi-Fi protocol to locate mobiles phones.
The main disadvantage of this data collection technique is that it can only be
applied to the (limited) sample of participants who accept to participate to the
study. On the other side, the quality of collected data can be improved both in
terms of location and semantic information by asking the participants to validate
or to change some recorded locations and to add some motivations about the
moves, stops, mean of the transportation, etc.

3.2 Passive Collection

Each operator collects and stores for a given period customers’ mobile phones activ-
ities for billing or for technical telecom network measurements purposes. This type
of collection is named passive collection, since recordings are made automatically.
There are three main types of mobile phone data collected using the passive collec-
tion:

1. Call Detail Records data (CDR). These data are automatically collected by the
telecom operator for billing needs. The communication activities (calls in/out,
SMS in/out, internet connection) of each mobile phone are recorded as rows
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(id - record type - timestamp - location of the GSM base station). Record type has
four values: call in/out, SMS in/out. The main advantages of CDR data are the big
mass of geolocated data for a long period of time and the relation between users
which can be used for graph analysis. The disadvantage comes from the high
variability of human communications, since only the calls/SMS that occurred are
part of the data.

2. Probes data. Considering the GSM network quality needs, another kind of row
data are collected via a Mobile Switching Center (MSC) that maintains a database
of signaling events concerning mobile phones present on its territory by track-
ing the geolocation activity. This technology can provide mobile phone locations
when a communication activity occurs, as in the previous case, but also for activ-
ities such as switching on/off, location update after at least three hours of mobile
phone inactivity, and itinerancy activity (i.e. records generated by a real mobile
phone movement such as handover and LAC update). The handover is the change
of the antenna during the communication and the LAC update is the change of a
LAC (set of antennas) due to the movement of a person. This means that, even if
the mobile phone is not used, a record occurs if a user enters in a new LAC. These
data are formatted as (id - record type - timestamp- location of base station -LAC
id). The record type could have the following values: call in/out, SMS in/out,
switch on/off, call/ SMS handover, LAC update.
Figure 1 shows the temporal distribution of mobile phone events per hour. Mobile
phone data are comming from probes (see 3.2) in Paris Region, France during

Fig. 1 Daily events distribution; the number of events is grouped by antennas and by hours
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one week-day. As we can see, the majority of records are generated by itinerancy
events (curve 3) instead of communication events (curves 1 and 2). Some peaks
can be observed at 9, 12 am and 6 pm. These peaks are related to residency/work
commuting and lunch periods coherent with the French daily activity rhythms.
Generally, the location of the two first types of data (CDR and probes) is limited
to the GSM base station location. Nevertheless, the accuracy of location can be
improved using the triangulation method (telecom operator and mobile phones
can use signals from neighboring GSM base stations to estimate the location of
the mobile phone) or by adding some information such as the received Signal
Strength Indicator, the time difference of arrival and angle of arrival.

3. Wi-Fi data. A relatively new source of geolocation information is the use of
Wi-Fi access points. This is possible since the Wi-Fi access points continuously
notify their existence. The technology is quite similar to the use of GSM base
station, i.e. the mobile phone connects to an access point which has a unique iden-
tifier and a geographic location. The passive collection consists of using an API
such us Google maps, which has collected billions of couples (captured Wi-Fi
signal id, base position). From the Wi-Fi carrier point of view it is also possible
to localize each terminal connected to its hotspots.

This system is powerful in terms of precision and independence to GSM noise,
but it requires two elements: first, the mobile phone has a data plan so that it can
use an API via internet access, and second, an operator must provide this API of
couples (Wi-Fi id, location of the base).

The passive collection allows recording big data for an important number of people
and for a long period and provides an objective snapshot of user’s behavior. Thus,
considering that the penetration rate is around 120 % in Europe countries (see Table 1)
and that historical carriers have 40 % of the market share, the mobile phone could be
considered as a proxy of the inhabitants communication and location activity, which
can be used to develop models of human communication and human mobility.

Table 2 presents a summary for the key technical differences between the six
different technologies.

Furthermore, poor semantic information (e.g. the motivation of the move, the
stop, the social and economic description of people), is available for these data,
which makes analysis very complex from an application point of view. To improve
this lack of information, many models were proposed in the literature. The first model
that allows adding semantic information is based on the concept of trajectory and is
proposed by [20]. Considering this model, a trajectory is denoted by a set of moves

Table 1 World wide mobile phone subscribers (per 100 people)

Developed nations Developing nations Africa Arab States Asia and Pacific Europe

117.8 % 78.8 % 53.0 % 96.7 % 73.9 % 119.5 %

Source International Telecommunication Union (November 2011)
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Table 2 Comparison of different tracking technologies

Type Technology Resolution Sampling rate

Active Geolocation Depends on the cell size:
medium in urban, low in
rural

Constant

Phone integrated probe
software

Depends on the cell size:
medium in urban, low in
rural

Not constant

Phone GPS activation High Constant
Passive CDR Depends on the cell size:

medium in urban, low in
rural

Not constant, depends on
users’s communication

Probes Depends on the cell size:
medium in urban, low in
rural

Not constant, depends on
users’s communication
and move

Wi-Fi data Depends on the hotspot size:
medium in urban, low in
rural

Not constant, depends on
users’s Internet usage

and stops. The stops are places where people stop during an interval in order to do
an activity. Moves are considering as continuous path in space and time between two
consecutives stops.

Different methods were proposed to instantiate the model of stops and moves and
especially to automatically detect stops in trajectories. Stops detection methods use
different criteria such as speed criteria [21, 22], distances criteria [21, 27], speed and
duration criteria [21, 24], spatial voronoi positions and time intervals [5]. Once stops
and moves are automatically detected, there are models that propose to estimate the
type of activity such as tourist activities [5, 25], cultural evenings [26], work and
home [13, 23] or the mean of transportation between two consecutive stops [28, 29].

4 Data Integration and Uncertainty Management

Data coming from sensors such as mobile phones have uncertainties, imperfections
and incompleteness depending on the acquisition mode. This is why the analysis of
spatial mobility requires the use of a various data sources, from spatial data (e.g.
roads, rail network, land use) to socioeconomic, demographic and historic data.
It is essential to cross sensor data with the ’traditional’ data in order to capture the
complexity of human mobility and human behavior.

Spatial data sources are certainly growing. They are nonetheless increasingly
heterogeneous and of varying quality. Moreover, in order to use them in decision-
making processes (planning, development, epidemiology, and crisis) data quality in
terms of accuracy must also be taken into account and modeled.
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To our knowledge, few works take into account the imperfection of mobile data.
Our goal is to define a typology of imperfection and to propose a model adapted
for all. Four types of imperfection are distinguished: incompleteness, imprecision,
uncertainty and spatiotemporal granularity.

• Incompleteness: refers to the lack of information. In our case, it concerns the data
collected (LAC identifier, type of the event are not recorded) and the tracking
process itself (due to a malfunction, events could not be recorded).

• Imprecision: is the difficulty to express clearly and precisely the reality. For exam-
ple, the location of a person through his mobile phone is only defined at the scale
of a cell.

• Uncertainty: expresses a doubt on the validity of information. For example, no
attribute information (e.g. user’ identifier, LAC identifier or cell identifier) exists
for a given record.

• Spatial and temporal granularity. The concept of granularity, as is used here,
concern spatial and temporal dimensions in the process of data collection. First,
temporal granularity applies to the frequency of records, i.e. the delay between
two consecutive records. This frequency is random for passive data depending
both on the communication activities (call, SMS, etc.) and users move (handover
and LAC update). Second, the spatial dimension of LAC is heterogeneous. In the
urban level, it can vary between 3.5 and 8,000 km2 (see Fig. 2). Finally, the spatial
granularity also applies to the location records and corresponds to the location
of antenna to which the mobile phone is connected. The location of the mobile
phone depends on the coverage of antenna which is modeled by a Voronoi cell.

Fig. 2 Distribution of Voronoi areas at national level; each category corresponds to a bin having a
crisp width (interval equals to 10 km2) and an height equals to the number of Voronois belonging
to this class
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Fig. 3 Distribution of LACs areas at national level; each category corresponds to a bin having a
crisp width (interval equals to 400 km2 ) and an height equals to the number of LACs belonging to
this class

Thus, the accuracy of the location of the mobiles phones via the telecom network
is closely linked to the network structure, the Voronoi varying from and can vary
from 3 m2 to 300 km2 depending on whether the user is located in a urban or
rural environment (see Fig. 3).

Figures 2 and 3 are computed using one operator’s telecom network structure
(antennas and Lacs) in Paris Region, France.

Furthermore, the spatial granularity of location is not homogeneous: the antennas
grid scalability depends, for example on the inhabitant’s density, which is high inside
urban areas and low in suburban or rural zones. Moreover the temporal resolution
of recordings depends mainly on mobile phone usages frequency. These features
produce heterogeneous information on individual and collective mobility. In order to
handle these limitations, we propose to measure urban dynamics and to quantify the
uncertainty of measured information. Thus, simple indexes are proposed to describe
the mobility state (speed of displacement) and how confident this information is
(uncertainty).

In order to build a mobility model via mobile phone data, a simple model is
proposed to represent the sequential mobility of users based on their mobile phone
tracks. The goal is to represent the user mobility but also to assess the quality of this
model. As we show in Fig. 4, mobility can be inferred from the average speed (named
theta and noted θ ) between two sequential records, n and n−1, considering laps-time
�t = t(n) − t(n-1) and distance between the location of two sequential records far
from each other from d = Dist(n − 1, n). θ is computed in Eq. 1.
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Fig. 4 Vectorial approach

θ = a tan
d

�t
(1)

The average speed between two records can also be expressed in a trigonometric
way, so that the value can be between 0 and 1. It is noted V and computed in Eq. 2.

V = 1 − a tan
d

�t
(2)

θ is a speed index describing the user mobility between two records during a
temporal delay.

The second index assesses whether θ measurement is confident or if this value
has only a mathematical ground. Thus, the uncertainty reflects how confident the
measured mobility state is. Uncertainty is related to the Kullback Leibler divergence
estimation [30] and is expressed as follow:

N = d × log

(
1 + d

�t

)
+�t × log

(
1 + �t

d

)
(3)

The greater the delay �t or the distance d between two records is, the lower the
confidence in the dynamic (speed variation or location transition) during the interval
is. Moreover, the uncertainty is higher when one of the variables increases, even if
the other one is stable (for example a long distance travelled in a short time or a short
distance in a long time).

From the speed estimation and its confidence, we can derive the probable
successions of position of the user during the time between two records; the qual-
ity of the user mobility increases with sampling frequency. Generally, two kinds of
data are used to estimate user location: the communication ones (i.e. mobile phone
data generated by the user during his calls/sms activity and the mobility ones (i.e.
data generated by the telecom’ technical network to localize mobile phone: LAC
update, handover and location update after at least three hours of mobile phone
inactivity). In order to obtain a sample of well defined trajectories, it is tempting to
use only users having at least n communication records during a given day, so that
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Fig. 5 Distribution of itinerancy as a function of communication

the associated frequency measurement is sufficient. But the estimation of correlation
coefficient between the number of communication events and mobility events for a
given user shows a significant correlation (correlation coefficient is equals to 0.81);
it is confirmed via the Kolmogorov Smirnov pair test, where the hypothesis that the
two distributions are different is rejected with a confidence greater than 0.95. The
correlation between the itinerancy and communication events is shown in Fig. 5.

This result means that the more a user moves during a day the more likely to
produce communications tracks, and reciprocally, the more a user calls during a
day, the more he will produces mobility traces. Thus, while it is very tempting to
increase the quality of mobility models by prefiltering individuals having a good
communication sampling frequency, this result shows that a bias is introduced in the
data sample, because the mobility model (properties) dependents on calls frequency.

5 Conclusion

In this chapter, the main mobile phone tracking technologies are first presented.
We focus then on models that were proposed in order to study human mobility and
behavior using mobile phone data. Finally, the question of uncertainty and data fusion
is raised and we proposed both a typology of mobile phones imprecision and two
metrics that allow to measure uncertainty.

Another problem which rises during the use of mobile phone data to model behav-
iors is the privacy. The question of privacy has been widely debated during the
last decade. However, many solutions were proposed to protect users’ privacy such
as anonymisation, aggregation, intentional added uncertainty [31] and finite state
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machine to mask privacy [32]. From our experience and depending on the legislation
of each country, privacy should be treated case by case according to the application.

Despite these imperfections, mobile phone data provide rich and massive infor-
mation, obtained at low cost for a large spatial area (country scale) and over long
time periods. The models based on these data can provide a richer understanding of
human behavior patterns in space and time. Many questions referring to the use of
mobile phone data for studying mobility still need to be explored: How to deal with
the such a volume of data? Which filter applies to select people? Which scale should
be used: individual, aggregate or multiscale? How to integrate contextual data such
as social, economic, demographic data to improve the quality of semantic mobile
phone data?
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Chapter 5
Change Detection in Dynamic Political
Networks: The Case of Sudan

Laurent Tambayong

Abstract Social Network Change Detection (SNCD) algorithm is applied to detect
abrupt change in political networks of Sudan. In particular, SNCD compares the
longitudinal normalized network-level measures against a predetermined threshold
value. These measures are density, average closeness, and average betweenness over
different time periods. Data extracted from Sudan Tribune in 2003–2008 is presented
in a form of yearly two-mode networks of agents and organizations. The result shows
that SNCD detects abrupt changes that correspond to actual historical events. In
particular, the analysis shows that the foreign-brokered signings of multiple peace
agreements served as a political solidification point for political actors of Sudan.
This was a catalyst that caused three leaders to have emerged and lead the more
compartmentalized yet faction-cohesive political networks of Sudan.

1 Introduction

The state of Sudan has undergone major domestic conflicts resulting in changes in its
political map. Since 2003, the violent domestic conflict in Sudan has caused an esti-
mated of 300,000 casualties and 2.7 million refugees [4]. This prolonged, escalated
and, complex crisis is political in nature as there are many stakeholders involved at
both agent and organization level. This glue to the social fabric of Sudan includes
different tribes and semi-autonomous communities loyal to local leaderships [20].
Masked as an allegation of oppression of native Sudanese in favor of Arab Sudanese,
the conflict has been centered in the issues of land and grazing rights [19]. The
conflict has become worse when the government of Sudan allegedly encourages
militias as a self-defense measure [4], creating social chaos. The formation of the
militia results in further civil war-like conflict. The Sudanese government, although
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showing characteristics of a dictatorship government, has been lacking in authori-
tative power. Thus, in desperation, the government has used an extreme—and most
likely violent—measure in an attempt to control the endemically weak state. Conse-
quently, this extreme measure resulted in the allegations of war crimes and genocide
for some of the most important political figures of Sudan [7] such that they have
attracted international attention and involvements. Given the violent struggles and
significant foreign-influenced historical events in Sudan, the interest here is to apply
a quantitative model capable of detecting abrupt changes in the political networks of
Sudan and to analyze if there has been a rapid change in the structure of the political
networks of Sudan which in turn has caused such violence.

In network science, there is a focus on micro-macro relationships where the lon-
gitudinal progression of networks in time is studied [11, 12, 16, 23, 27, 33, 34].
This line of research is referred by Wasserman, et al. [28] as the Holy Grail of
social networks research due to its potentially practical and powerful implications.
While many of the aforementioned approaches focus on prediction, McCulloh and
Carley [21] argue that the focus should be on detection of change. They argue that,
unlike prediction, detection aims to pragmatically identify change without the neces-
sity of knowing its cause. This eliminates the problems of identifying the causality
link of change: change in networks does not always correspond to its intrinsic evo-
lution as it can also be affected by external forces such as exogenous sociopolitical
shock [27, 34, 33]. This approach serves well for stakeholders who prefer a reactive
approach as opposed to those who prefer an assumptions-laden proactive approach.

For this reason, Social Network Change Detection (SNCD) algorithm [21] is
used in this paper to detect abrupt changes in the political networks of Sudan. SNCD
compares the over-time [10, 12, 13, 17, 29, 31] normalized network-level measures
of interests [6] against a predetermined threshold value (in the statistical sense of
passing the threshold into the rejection region). When a measure passes the threshold,
a change is identified as significant. For Social Networks Analysis, commonly-used
measures are density [8], average closeness [14], and average betweenness [13]. In
this paper, SNCD is applied against these three measures over different time periods
to detect abrupt changes in the political networks of Sudan.

2 Data

The data in this paper represents the political networks of Sudan. It consists of the
political actors of Sudan which are both agents (people) and organizations. The data
is obtained from publicly available information: online newspaper. It consists of tens
of thousands of newspaper articles from Sudan Tribune online in year 2003–2008.
For each year, there are 2000–10000 articles extracted using the approach of Network
Text Analysis (NTA). NTA is a branch of text-mining that encodes the text as a net-
work of concepts and relationships [22], reflecting social and organizational relation-
ships and structure [24]. The specific methodology used is grounded in established
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methodologies for identifying concepts, indexing the relations of words, syntactic
grouping of words, and the hierarchical/non-hierarchical linking of words [18]. For
the data in this paper, the extraction is proximity based using a window of seven:
two actors are linked if they are within 7 concepts. Concepts are identified from
a sentence after a thorough clean-up process. For example, consider this sentence:
“President Omar Hassan Al Bashir and Ali Osman Mohammed Taha take a pho-
tograph together with Salva Kiir Mayardit.” There are 18 words in this sentence.
However, after a thorough clean-up process eliminating irrelevant common words
without any specific meaning (“and,” “take,” “a,” “together,” and “with”), there are
only 4 identified concepts in this sentence: “President Omar Hassan Al Bashir,” “Ali
Osman Mohammed Taha,” “photograph,” and “Salva Kiir Mayardit.” For this paper,
only concepts that are aliases of political actors are used. Thus, the concept “photo-
graph” is not used while the concepts “President Omar Hassan Al Bashir,” “Salva
Kiir Mayardit,” and “Ali Osman Mohammed Taha” are linked together as they are
within 7 concepts to one another in a sentence. The detailed methodology of this
NTA processes is presented in papers by Diesner, et. al. [9] and Tambayong and
Carley [26].

The results of this extraction are political actors, agents and organizations, and
their relationships for each year. In particular, they are represented as yearly directed
two-mode networks of agents and organizations. These political actors include agents
and organizations that have been reported to engage in some political, diplomatic,
peace treaties, military, commerce, non-profit, and terrorism activities. For agents,
they include alleged terrorists as Sudan has been designated as a state that sponsors
terrorism by the U.S. State Department [35] as terrorism is politically motivated.
These include social, political, and commercial organizations. Commercial organi-
zations include Sudanese companies listed on the U.S. Office of Foreign Asset Con-
trol’s SDN list for the same reason with the inclusion of agents allegedly connected
with terrorism. Tribes of Sudan are also included in the organization category since
tribe affiliation as social organization is very important in the social fabric of Sudan.

This data extraction is then organized in two sets of yearly two-mode networks:
one set includes Sudanese-only agents and organizations while the other set also
includes foreign agents and organizations with vested interests in Sudan. The number
of Sudanese-only agent in each year is 28, 38, 33, 39, 41, and 39. The number of
Sudanese-only organization in each year is 53, 72, 62, 74, 80, and 79. Thus, the sums
of the total degrees of Sudanese-only two-mode networks are 81, 110, 95, 113, 121,
and 118. When foreign actors are included, these numbers increase. The number of
foreigner-included agent in each year becomes 139, 238, 209, 218, 214, and 223. The
number of foreigner-included organization in each year becomes 195, 261, 254, 262,
293, and 311. Thus, the sums of numbers become 334, 499, 463, 480, 507, and 534.
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3 Social Network Change Detection Algorithm
for Statistical Analysis

Following McCulloh and Carley [21], SNCD works as follows.1 An abrupt change
in network is detected when mean of the measures μ0 increases significantly such
that for time t: t∑

i=1

Xi + t

(
μ0 + μ1

2

)
> A′,

where the threshold A′ =
(

σ 2

μ1−μ0

)
logA. It means that, setting the alternative

hypothesis as μ1 = μ0 + δσx̄ , the test passes threshold into the rejection region
when t∑

i=1

xi + t

(
μ0 + (μ0 + δ)

2

)
=

t∑
i=1

(
xi − μ0 − δ

2

)
> A′,

The standard deviation, δ, is calculated from the different time periods. Using the
cumulative statistic, this decision rule Cumulative Sum (CUSUM) statistics Ct for
time t becomes

Ct =
∑t

i=1
(Zi − K ) > A′

where Zi = x̄i−μo
σx

and K = δ
2 . Consequently, it follows that there are two CUSUM

values used where the value ±h is predetermined threshold constants set based on
the user’s tolerance for error:

C+t = max{0, Zt − K − C+t−1} > h+

C−t = max{0, Zt − K − C+t−1} > h−.

The positive CUSUM statistics corresponds to δ > 0 when there is a significant
increase and the negative one corresponds to δ < 0 when there is a significant
decrease of the measure used. If C±t fluctuates around zero, then the network-level
measure of interest is defined as functionally stable due to the lack of significant
change. For the application of SNCD in term of CUSUM in this paper, the social
networks measures used are density, average closeness, and average betweenness.

4 Results

The parameters on this analysis are set as follows. The value of threshold ±h is set
at h = ±3.5. This value of h corresponds to α = 0.01, meaning that the probability
of the Type I error or false positive is at 1 %. The value of K is set at K = 0.5.

1 For a detailed derivation of SNCD method, readers should consult McCulloh and Carley’s [21]
paper.
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This corresponds to one standard deviation shift in the measure as K = δ
2 . The

number of networks used for control behavior for μ0 and σ is set at 2 (an average
of the values from two time periods). The results of SNCD are presented for the
CUSUM statistics given three network-level measures: average betweenness, average
closeness, and density.

4.1 Sudan-Only Agents and Organizations

The SNCD analysis on Sudanese-only agents and organizations allows us to focus
on the core of the political networks of Sudan. Focusing on the core allows us to
study the intrinsic relationships of Sudan indigenous political networks.

The CUSUM chart for average betweenness centrality (Fig. 1) shows that there
was a significant decrease that abruptly began in 2004 and passed the threshold in
year 2006. The same figure also shows that there was a significant increase that
abruptly began in 2007 then passed the threshold and peaked in 2008. Table 1 shows
these abrupt and significant changes of this measure in year 2005 and 2008 (once the
threshold had been passed, the values of the next years were no longer calculated as
abrupt change had already been detected).

The CUSUM chart for average closeness centrality (Fig. 2) shows that there was
no abruptly significant decrease or increase that passed the threshold in year 2003–
2008. The same figure also shows that there was a noticeable but insignificant increase

Fig. 1 CUSUM chart for average betweenness centrality (Sudanese only)
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Table 1 CUSUM values for average betweenness centrality (Sudanese only)

2003 2004 2005 2006 2007 2008

Value 0.01 0.01 0.01 0.01 0.01 0.01
Z-value −1.00 1.00 −3.69 −2.40 −3.33 4.17
Increase 0.00 0.50 0.00 0.00 0.00 3.67
Decrease 0.50 0.00 3.19 5.08

Fig. 2 CUSUM chart for average closeness centrality (Sudanese only)

Table 2 CUSUM values for average closeness centrality (Sudanese only)

2003 2004 2005 2006 2007 2008

Value 0.00 0.00 0.00 0.00 0.00 0.00
Z-value −1.00 1.00 1.08 −0.04 −1.42 −0.85
Increase 0.00 0.50 1.08 0.54 0.00 0.00
Decrease 0.50 0.00 0.00 0.00 0.92 1.27

that began in 2003 and peaked in 2005. The same figure also shows a noticeable but
insignificant decrease that began in 2006 and peaked in 2008. Table 2 shows the
relatively constant numbers for this measure.

The CUSUM chart for density (Fig. 3) shows that there was a significant increase
that began and abruptly passed the threshold in 2007 then peaked in 2008. The same
figure also shows that there was a noticeable but insignificant decrease peaking in
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Fig. 3 CUSUM chart for density (Sudanese only)

Table 3 CUSUM values for density (Sudanese only)

2003 2004 2005 2006 2007 2008

Value 0.02 0.02 0.02 0.02 0.02 0.03
Z-value 1.00 −1.00 0.98 −1.02 −2.07 6.58
Increase 0.50 0.00 0.48 0.00 0.00 6.08
Decrease 0.00 0.50 0.00 0.52 2.09 0.00

year 2007 that preceded the increase in 2008. Table 3 further shows that density
peaked in year 2008 with a value of 0.03 and a Z-value of 6.58.

This CUSUM analysis can be used to explain the changes in power structure
of the indigenous political networks of Sudan. However, brief reviews of political
events in Sudan during the data collection period need to be presented first. Since
2003, the Darfur rebellion has ignited a series of important events that lead to a
change in the landscape of Sudan’s political networks. In 2004, the government of
Sudan was accused of genocide by the international world following a series of
violent and brutal incidents. Following the genocide accusation, the United Nations
sanctioned the government of Sudan. This resulted in major changes in the political
landscape of Sudan. In 2005, there was an international recognition of an autonomous
government of South Sudan under John Garang, who also served as the First Vice
President of Sudan replacing Ali Osman Mohammed Taha. Taha then became the
Second Vice President of Sudan. Only a few months in office, Garang died in a
helicopter crash. Garang’s office as the First Vice President was then succeeded by
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Salva Kiir Mayardit. Year 2005 also marked the beginning of a series of monumental
signings of peace agreements. The first one was the Comprehensive Peace Agreement
(CPA) signed in January 2005 by the Government of Sudan and the Sudan People’s
Liberation Movement/Army (SPLM/A). Following that, Darfur Peace Agreement
was signed by the Government of Sudan and the Sudan Liberation Movement/Army
(not to be confused with SPLM/A) in May 2006. Later, the Eastern Sudan Peace
Agreement (ESPA) was signed in October 2006. ESPA ended comparatively lower-
intensity conflicts in the eastern part of Sudan. However, violence seemed to have
intensified again in the following year. In 2007, President Omar Hassan Ahmad Al-
Bashir received war crime charges from the International Court. This resulted in an
increased UN presence in 2008. These series of events are summarized in Table 4.

The CUSUM analysis can be now be further analyzed and related to these events.
The CUSUM category of average betweenness (Fig. 1 and Table 1) detected an abrupt
change, a decrease, which crossed the threshold in year 2005 and indicated that there
was a sudden increase in compartmentalization of Sudan’s political networks. This
increase in compartmentalization corresponded to the changes in the vice presiden-
cies of Sudan in 2005 as explained in the previous paragraph. These have been
highly politicized positions serving as representations of power of various political
organizations and regions. A complementary measure using the Eigenvector Cen-
trality (Bonacich, 1987) helps to explain the effects of these vice presidency changes.
Figure 4 shows the Eigenvector Centrality of the political agents of Sudan. For unfa-
miliar readers, Eigenvector Centrality reflects an agent’s links to other well-linked
agents. A higher score in this measure means that an agent is linked to well-linked
other agents. Thus, this is a good measure for change in power structure. Figure 4
shows how Ali Osman Mohammed Taha’s power declined in 2005 following his
demotion from the First Vice President to Second Vice President of Sudan. It also
shows the same trend for Garang who died in 2005 (Garang still showed some
strength in this measures in the next couple years due to the amount of buzz in news
published related to the controversies of his death). This figure also shows that Salva
Kiir Mayardit’s power increased sharply in 2005 following his promotion as the First
Vice President. So, they remark how some agents gained while some other lost power.
The agents whose eigenvector centrality measures notably increased such that they
have occupied top ranks after the signings of the peace agreements are Mayardit
and Al- Bashir. Although Taha’s Eigenvector Centrality measure decreased in 2005,
Fig. 4 shows that he stills ranked third in that year. The powerful measures of these
three agents corresponded to the increase in compartmentalization of the political
networks shown by the abrupt decrease in average betweenness: many other agents
have chosen their political factions and have affiliated themselves with these powerful
agents (Tables 5, 6 and 7).

The measures of power structure that have been discussed so far, eigenvector
centrality and betweenness centrality, show that there have been three top agents
in Sudan’s political network since 2008: Al-Bashir, Taha, and Mayardit. Agreeing
with results by Tambayong [27], this shows that the peace agreements solidified the
position of these three figures as the most powerful political agent in Sudan. These
results also show that year 2007–2008 also marked a significant change as indicated
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Fig. 4 Eigenvector centrality for top political agents of Sudan in 2003–2008 (Sudanese only)

Table 5 CUSUM values for average betweenness centrality (foreigners included)

2003 2004 2005 2006 2007 2008

Value 0.01 0.01 0.01 0.01 0.01 0.01
Z-value −1.00 1.00 −3.69 −2.40 −3.33 4.17
Increase 0.00 0.50 0.00 0.00 0.00 3.67
Decrease 0.50 0.00 3.19 5.08

Table 6 CUSUM values for average closeness centrality (foreigners included)

2003 2004 2005 2006 2007 2008

Value 0.00 0.00 0.00 0.00 0.00 0.00
Z-value 1.00 −1.00 4.15 9.34 −3.63 −10.83
Increase 0.50 0.00 3.65
Decrease 0.00 0.50 0.00 0.00 3.13 13.46

by two CUSUM measures: average betweenness centrality and density. The CUSUM
analysis shows that the values of average betweenness centrality (Fig. 1 and Table 1)
and density (Fig. 3 and Table 3) increased abruptly such that they passed the threshold
in 2007 and peaked in 2008. This means that the political networks of Sudan have
become much more cohesive since 2008. Figures 5 and 6 show that Al-Bashir, Taha,
and Mayardit occupied the top ranks of two other measures of network cohesion in
2003–2008: the Total Degree Centrality and the Clique Count [32]. This means that
these three agents have become very strategically positioned in cohesive political
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Table 7 CUSUM values for density (foreigners included)

2003 2004 2005 2006 2007 2008

Value 0.01 0.01 0.01 0.01 0.01 0.01
Z-value 1.00 −1.00 −5.15 −5.55 −6.18 −1.10
Increase 0.50 0.00 0.00 0.00 0.00 0.00
Decrease 0.00 0.50 5.15

Fig. 5 Total degree centrality for top five political agents of Sudan in 2003–2008 (Sudanese only)

networks following the solidification point: the signings of the peace agreements.
At this point, may I remind readers again that these are yearly two-mode networks
of agents and organizations. So, the increase in cohesion was attributable not only
to direct agent-agent relationships but also to indirect agent-organization-agent rela-
tionships. Accordingly, this power consolidation did not imply one unified power:
it meant that these three leaders consolidated power to their own factions thus have
created multiple consolidated factions.

4.2 The Influence of Foreign Agents and Organizations

This section presents SNCD analysis that includes foreign agents and organizations.
Due to its violent nature, Sudan’ conflict has drawn foreign involvements due to
political and humanitarian concerns. Involved organizations include, but not lim-
ited to, the United Nations, U.S. government, the African Union, and Arab League.
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Fig. 6 Clique count for top five political agents of Sudan in 2003–2008 (Sudanese only)

Comparing the Sudanese-only (previous section) with the foreigner-included politi-
cal networks allows us to assess the effects of foreign involvements in Sudan. This is
important as foreign involvements might have catalyzed or inhibited changes in the
political networks of Sudan by obscuring the intrinsic relationships of its indigenous
networks.

In contrast to Sudanese-only result (Fig. 1), The CUSUM chart for average
betweenness centrality does not show a significant increase or decrease that passed
the threshold when foreigners were included (Fig. 7). However, there was still a sig-
nificant and steady decrease that began in 2003 which became close to the threshold
in year 2008.

On the other hand, while the Sudanese-only result did not pass the threshold
(Fig. 2), the CUSUM chart for average closeness centrality shows both significant
increase and decrease that passed the threshold when foreigners were included
(Fig. 8). The increase that passed the threshold began in 2004 then both passed the
threshold and peaked in 2005. The decrease began in 2006 then abruptly passed the
threshold in 2007 and peaked in 2008.

Similar to the Sudanese-only result (Fig. 3), Fig. 9 shows that density passed the
threshold when foreigners were included. However, while the Sudanese-only result
shows that density increased and peaked in 2008, the foreigner-included result shows
a significant decrease that began earlier in 2003 then abruptly passed the threshold
in 2004 and peaked in 2005.

The above abrupt decrease of density and increase of average closeness sug-
gest that foreign involvements caused the political networks of Sudan to reshuf-
fle and compartmentalize around the solidification point (the signings of the peace
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Fig. 7 CUSUM chart for average betweenness centrality (foreigners included)

Fig. 8 CUSUM chart for average closeness centrality (foreigners included)

agreements). At this time, political actors seeked for suitable platforms and allies, for-
eigners included, that served their best interests. The signs of compartmentalization
as an effect of foreigner involvements were also shown by the abrupt and significant
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Fig. 9 CUSUM chart for density (foreigners included)

decrease in average closeness centrality (Fig. 8) and the steady and almost-significant
decrease in average betweenness centrality (Fig. 7). When this analysis is brought
together with the Sudanese-only analysis in the previous section, then the follow-
ing conclusion can be drawn: foreign involvements caused the political networks of
Sudan to first reshuffle then compartmentalize following the solidification point in
which three leaders have emerged to lead their cohesive political factions. Beyond
the time frame of this data, history validates this conclusion as Sudan split into
two nations of Sudan and South Sudan in July 9, 2011: Al-Bashir has remained
the president and the most powerful figure in Sudan as he got reelected in 2010 [5]
while Mayardit has since become the first president of South Sudan [3]. Later in
the same year, Al-Bashir acknowledged Taha’s power and promoted him from Sec-
ond Vice President to First Vice President of Sudan again, an office previously held
by Mayardit. Thus, there have been two strong political factions in Sudan and one
breakaway faction that has become the political power of South Sudan.

5 Conclusions

The results show that the CUSUM statistics of Social Network Change Detec-
tion algorithm is capable of identifying abrupt changes in the measures of average
betweenness, average closeness, and density of the political networks of Sudan. Yet,
although SNCD detects significant historical changes in Sudan, it is incapable of
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future prediction. The advantage of SNCP is also its weakness: it does not require
the cause of the change to be known which also means that the cause of change is
not identified, whether it is endogenous or exogenous. Nonetheless, SNCD analy-
sis is useful to gain a deeper understanding of change and supports evidence based
explanation. Using SNCD, the specific times when such abrupt changes occurred
was identified and compared to the actual historical events of Sudan. For this pur-
pose, the temporal progression of several other common Social Networks Analysis
measures was also measured in helping to explain the causes of the abrupt changes.
It followed that the foreign-brokered signings of multiple peace agreements served
as a political solidification point that served as a catalyst for such abrupt changes.
Following the solidification point, the results show that foreign involvements insti-
gated the political networks of Sudan to reshuffle then compartmentalize such that
three leaders, Al-Bashir, Taha, and Mayardit, have emerged to lead cohesive polit-
ical factions. Their top ranks mean that they have been strategically positioned as
powerful political agents in the more compartmentalized yet faction-cohesive post-
solidification political networks of Sudan. History beyond the scope of this data also
supports this analysis and validates the prominence of the three identified powerful
political actors.

6 Discussions

The change detection of SNCD is sensitive to the values of the parameters: (i) the
magnitude of change in SNCD statistics depends on the values of control behaviors
(μ0 and σ ) and standard deviation shift (K) applied; (ii) the selection of the value
of threshold (h) determines whether the change is defined significant or not (falling
into rejection region or not). Thus, depending on the sensitivity of the data, the
imprudent choice for the values of the parameters might yield to either type I or
type II errors. This also brings up the issue that the normal distribution is implicitly
assumed. In addition, SNCD analysis also only detects abrupt change and neither:
(i) predict change; nor (ii) explain why change happens. Last but not least, SNCD
method only detects change and does not describe the state of network. A paper by
Tambayong [27] not only measures the stability of these networks but also explains
the states they are in: growing, declining, or collapsing. All of these should be put
into consideration in future methodology improvements of SNCD.
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Chapter 6
High-Level Simulation Model of a Criminal
Justice System

V. Dabbaghian, P. Jula, P. Borwein, E. Fowler, C. Giles, N. Richardson,
A.R. Rutherford and A. van der Waall

Abstract Criminal justice systems are complex. They are composed of several major
subsystems, including the police, courts, and corrections, which are in turn composed
of many minor subsystems. Predicting the response of a criminal justice system
to changes in subsystems is often difficult. Mathematical modeling can serve as a
powerful tool for understanding and predicting the behavior of these systems under
different scenarios. In this chapter, we provide the process flow of the criminal justice
system of the British Columbia, Canada. We further develop a system dynamics
model of the criminal justice system, and show how this model can assist strategic
decision-makers and managers make better decisions.

1 Introduction

Common law criminal justice systems are composed of complex subsystems, such
as police, courts, and corrections, operating in an interconnected yet autonomous
fashion. These complex subsystems both contribute to, and respond to the operational
fluctuations amongst their own elements, in other subsystems and across the system as
a whole. Criminological analysis that focus on single components of a justice system
are often unable to predict the effects of the changes in the policies or operations, on
the other subsystems or divisions of the system (see [8, 12, 15]).
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This chapter is based on a recent application of systems thinking to the Criminal
Justice System (CJS) in British Columbia, Canada [11], and its purpose is to illustrate
how systems thinking can be used to assist the process of strategic decision-making
in complex managerial situations.

The main goal of this article is to develop a general high-level system dynamics
model of the CJS by analyzing and examining the effect of changes to the system as
entities move through it over time. The system dynamics approach models entities
as they move through the various stages of the CJS through a network of flow pipes.
System dynamics is an ideal approach to modeling in such cases in comparison to
other modeling approaches, because the data requirements are minimal and much of
the behavior of the system can be constructed using expert knowledge of the system.

Developed in the early 1960s, system dynamics models are based on the eco-
nomics concepts of stocks and flows. The strength of the system dynamics mod-
elling lies largely on the fact that it is both qualitative and quantitative in nature. The
qualitative nature of the system dynamics comes from the fact that it builds upon
a systems thinking model approach. Thus the original model can be created using
minimum data, by solely focusing on the qualitative nature of the system. This is best
obtained based on the experience and the insights of professionals and managers.
This knowledge base, although qualitative, is the foundation of the actual decision
process in the system, and as such is considered more comprehensive.

The proposed system dynamics simulation model could be used to examine the
impact of the management decisions on the performance of various components
of a justice system, such as prosecution services, court services, and corrections.
Furthermore, it could be used to determine the impact of other factors—both internal
and external—on the performance of the various components of a criminal justice
system. This model further addresses an important operational need for a simulation
tool which can incorporate measures of workload. For example, how would a change
in the number of court appearances will impact the efficiencies within the system?
This model could be used to address questions such as:

• What is the impact of police resources on crime in general?
• How to allocate police resources in order to balance the workload across a criminal

justice system?
• How does the distribution of police resources affect specific crime types, such as

impaired driving or organized crime?
• What is the impact of changes in upstream practices on corrections — especially

with regards to community versus institutional sentences?
• What is the interdependence between increases in pending cases and the workload

for actors within a criminal justice system?
• What is the relationship between remand counts and average time to disposition

for those in remand?

Furthermore, this model can help with understanding the principal drivers of
resource consumption within a criminal justice system. It could be used to develop
good metrics for resource consumption by answering questions such as: how to
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determine when resources are being used efficiently? how does resource consumption
relate to dollar costs? and what is the best granularity with which to track resource
consumption?

Many stakeholders will benefit from this model by running “what/if” scenarios.
Policy makers, governmental agencies, police, justice department, and many private
firms are among institutes that can use this model to make better decisions.

The rest of this article organized as follows: next section is an introduction to
the criminal justice systems. In Sect. 3 the historical background of the research
in the domain of modelling criminal justice systems are reviewed. Section 4 contains
the description of the sub-systems in the proposed model, and the assumptions that
are considered in this model. In Sect. 5 some simulation details such as the data
and the verification and validation of the model are discussed. Section 6 contains
examples of two scenarios that are studied using the proposed model. Finally, Sect. 7
covers the conclusions and the related future works.

2 Criminal Justice System

A criminal justice system (CJS) is a set of legal and social institutions for enforcing
the criminal law in accordance with a defined set of procedural rules and limitations.
CJSs include several major sub-systems, composed of one or more public institutions
and their staffs: police and other law enforcement agencies; trial and appellate courts;
probation and parole agencies; custodial institutions (jails, prisons, reformatories,
halfway houses, etc.); and departments of corrections (responsible for some or all
probation, parole, and custodial functions). Some jurisdictions also have a sentencing
guidelines commission. Other important public and private actors in this system
include: defendants; private defense attorneys; bail bondsmen; other private agencies
providing assistance, supervision, or treatment of offenders; and victims and groups
or officials representing or assisting them (e.g., crime victim compensation boards).
In addition, there are numerous administrative agencies whose work include criminal
law enforcement (e.g., driver and vehicle licensing bureaus; agencies dealing with
natural resources and taxation).

The notion of a “system” suggests something highly rational and carefully
planned, coordinated, and regulated. Although a certain amount of rationality does
exist, much of the functioning of criminal justice agencies is unplanned, poorly coor-
dinated, and unregulated. Most jurisdiction do not reform all (or even any substantial
part) of its system of criminal justice. Existing systems may include some compo-
nents that are old (e.g., jury trials) alongside others that are of quite recent origin
(e.g., specialized drug courts). Moreover, each of the institutions and actors listed
above has its own set of goals and priorities that sometimes conflict with those of other
institutions and actors, or with the goals and priorities of the system as a whole. Fur-
thermore, each of these actors may have substantial unregulated discretion in making
particular decisions (e.g., the victim’s decision to report a crime; police and prose-
cutorial discretion whether and how to apply the criminal law; judicial discretion in
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the setting of bail and the imposition of sentence; and correctional discretion as to
parole release, parole or probation revocation, prison discipline, etc.).

Nevertheless, all of the institutions and actors in the CJS are highly interdependent.
What each one does depends on what the others do, and a reform or other change
in one part of the system can have major repercussions on other parts. It is therefore
very useful to think about criminal justice as a system; not only to stress the need for
more overall planning, coordination, and structured discretion, but also to appreciate
the complex ways in which different parts of the system interact with each other.

3 Simulation Modeling in Criminal Justice Systems

Mathematical modeling and simulation of the CJS date back to 1970s. During that
time there was a surge of activity using system dynamics model to represent CJSs
(see [3, 5–7]). Some of the researches emphasized on modelling the court process
[8, 12, 13]. In the recent years in parallel to the computer technology, mathemati-
cal modeling and simulation techniques in criminology and CJS are developed and
expanded [1, 4, 9].

Previous studies on modelling the CJS have mainly focused on one of the sub-
systems in the CJS. Much of the simulation modeling focuses on police and its
resources [16]; on the court system or components of the court system [8, 10, 14] or
corrections, primarily prison systems [2, 17].

New interest in the use of system dynamics models in the CJS has blossomed
among academics and professional in recent years for at least four separate, but
related reasons. First, the continuing expansion of computing power has made it
possible to construct and use large-scale simulation models that were simply not
possible before. Second, the development of large electronic data archives have made
model calibration and validation possible in ways that were not previously feasible.
Third, the growing sophistication of criminal justice professionals has led them to
ask researchers to explore policy impact questions of increasing complexity. Fourth,
the software packages available today that can be used to construct system dynamics
models were not readily available to researchers a couple of decades ago.

Next section describes the major components of the contemporary CJS in British
Columbia. It presents a system dynamics model for better understanding of how
these components typically operate in practice, and examines the various uses of the
system concept.

4 Description of the System

In any modeling project the goals and assumptions of the model are inter-related. It
is important to outline the assumed conditions and purpose of the model, as these
affect the nature of the predictive “what-if” questions that a model is able to address,
the level of model detail to consider and the data requirements of the model.
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The first assumption of our model is that we are dealing with aggregate flows
of entities over a unit of time. For instance, these entities can be crime incidents,
reports to Crown Council, cases, persons, etc. System dynamics analyzes input data
and examines the effect of changes to the system as these aggregate entities move
through it over time. The system dynamics approach models entities as they move
through the various stages (represented as boxes) of the CJS through a network of
flow pipes (arrows).

The second assumption of this model is that it is a high-level model of a CJS.
As a result, a) each of the parts of the system are modeled as stages where entities
continue through the system or leave the system in various ways. This means that the
full complexity at each stage might not be modeled, and b) this model is linear which
means that feedback behavior is not modeled. An example of feedback behavior
occurs when a stock (e.g., Pending Cases — see Sec. 4.3) has a capacity or limit.
Once that limit is reached or exceeded the behavior of other system components or
stocks changes over time.

Figure 1 shows the process flow of the CJS understudy. In this section we describe
the details of each sub-system. The description of the model starts with the police sub-
system, moves to the Crown and courts sub-system, continues with the corrections
1 process and concludes with corrections 2 sub-system. The details of these sub-
systems are depicted in Figs. 2, 3, 4, 5, 6 and are explained in Sect. 4.1 to 4.4. The
complete detailed flowchart can be found in Appendix A.

4.1 Police Sub-System

In the police sub-system, monthly inputs of Uniform Criminal Reports(UCR) re-
ported offences enter the system as founded offences into the Substantiated offences
stock. A certain proportion of the UCR offences leave the Substantiated offences
stock as not cleared and the remaining offences are either cleared by charge or are
cleared by other means. Currently, the cleared by other means flow is a system exit
point. The monthly flow of offences cleared by charge is converted into the flow of

Fig. 1 Main sub-systems of the B.C. criminal justice system
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Fig. 2 Police sub-system of the B.C. criminal justice system

Fig. 3 Crown sub-system of the B.C. criminal justice system
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Fig. 4 Courts sub-system of the B.C. criminal justice system

Fig. 5 Corrections 1 sub-system of the criminal justice system

Report to Crime Council from police (RCCs from police). Figure 2 shows the police
sub-system.
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Fig. 6 Corrections 2 sub-system of the B.C. criminal justice system

4.2 Crown Sub-System

Flows of Report to Crime Council RCCs enter the model from two sources:
(1) regulatory agencies, and (2) police agencies. These reports proceed to the Crown
Charge Assessment stock. This stock determines the monthly flow of RCCs not ap-
proved to court or sent to alternative measures and RCCs approved to court. The
Crown Charge Assessment stock provides a mechanism to track the number of peo-
ple approved to court. The RCCs approved to court flow from the Crown Charge
Assessment stock to the Informations Sworn stock. The flow of RCCs approved to
court is used to determine the monthly values for remand, bail and Released On
Own Recognizance (ROOR), while the RCCs not approved to court dictates the flow
of people into alternative measures. RCCs approved leave the Informations Sworn
stock and flow into the Pending Cases stock. In order to reflect the reality of the
process and the data provided RCCs leaving the Informations Sworn stock are con-
verted into new cases that flow into the Pending Cases stock. Cases exit the Pending
Cases stock each month and flow into the Court Decision stock. Figure 3 shows the
Crown sub-system.

4.3 Court Sub-System

The Court Decision stock is not a separate stock in reality and merely represents
a decision branch where cases may be resolved in one of four manners. They may
be Found Guilty (either through a plea or trial), they may be Found Not Guilty,
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cases may be Stayed, or cases may proceed to an Other outcome. For the purposes
of interpreting this model, the stocks of Found Not Guilty, Stayed and Other are
system exit points. Cases in the Found Guilty stock flow into the Sentencing stock
where they have one of five possible paths. The three sentencing flows that have an
impact on the Corrections sub-system are: Custody Sentences, Probation Sentences
and Conditional Sentences. The All Fine Sentences and Other Sentences flows are
considered system exit points in the model. Figure 4 shows the court sub-system.

4.4 Correction Sub-Systems

The Correction subsystems have two main components, pre-conviction statuses and
past-conviction statuses.

4.4.1 Corrections 1— Pre-Conviction Statuses

This sub-system in the justice model is the remand, bail or ROOR sub-system (termed
the Corrections Sub-system 1: Pre-conviction Statuses) where accused not yet con-
victed of an offense, but detained by the police, have a status that precedes a court
decision. Currently, this sub-system occurs in the flow of RCCs approved to court to
the Informations Sworn stock before new cases enter the Pending Cases stock. This
sub-system tracks the number of people approved to court in each of the three pre-
conviction corrections stocks: Remand, Released on Bail and ROOR in each month.
Each month a given number of people, determined through a formula, enter and
leave each of these stocks. Additionally, the sub-system models the non-conviction
based outcome Alternative Measures. This stock is derived from the flow of RCCs
not approved to court leaving the Crown Charge Assessment stock. The Alternative
Measures stock tracks the number of people on an alternative measures program and
those that finish a program in each month.

4.4.2 Corrections 2 — Past-Conviction Statuses

The final sub-system is the corrections sub-system (referred to as the Corrections
Sub-system 2: Post-conviction Statuses). This sub-system contains a non-conviction
based outcome and conviction-based outcomes. The non-conviction outcome is a
Peace Bond stock that has a separate input not linked to the rest of the model. This
stock calculates the number of people under a peace bond and those that finish a peace
bond each month. The conviction-based outcomes in the Corrections sub-system are
composed of three stocks. The first stock is In Custody and it calculates the number
of people in custody per month as a function of the number of people sentenced to
custody and the number of people who have completed a custodial sentence. The
second and the third ones are On Probation and On Conditional Sentence stocks
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which they operate in an identical fashion. Each of these stocks calculate the number
of persons under each of these sentencing outcomes in a given month and, at present,
do not account for resources.

5 Simulation Development

To develop the model, many meetings with different stakeholders have been orga-
nized. The initial step was to define the problem, in which the goals and the needs
of the study was clarified. Next, the details of the components of the system was
defined. We spent numerous hours understanding the actual behavior of the system,
and mapping the process flow as described in the previous section. Determining
the basic requirements of the model was necessary in developing the right model.
Then, the required data was identified and collected. The model was translated to
the simulation package. Our model has been subjected to rigorous verification and
validation, in which we confirmed the model behave as intended, and ensured that
no significant difference exists between the model and the real system (considering
the assumptions).

We used the software package iThink1 for simulation of the CJS model. This
simulation contains the Police, Crown, Courts and Corrections subsystems as
described in Sect. 4. It covers the flow of all activities, from the reporting of of-
fences to the disposition of matters according to their many possible outcomes. For
example, Fig. 7 presents the iThink model of the courts subsystem of the CJS as
described in Section 4.3.

Fig. 7 iThink model of the courts sub-system of the B.C. criminal justice system

1 http://www.iseesystems.com/

http://www.iseesystems.com/
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The model showed it is effective in producing quality results, and computationally
efficient in-terms of the time required to generate the results. The simulation is done
on a dual processor Apple G5 computer and the estimated computation time is about
30 s for each simulation run. In the following sub sections, we discuss examples of
the efforts in gathering the data, and the verification and validation of the model.

5.1 Data

Once the agreed upon structure for the model was implemented, 5 years of aggregate
system data for police, Crown, courts and corrections was used to populate the model,
and to develop formulae for system behaviour. The data, provided by the Working
Group of the Ministry of Public Safety and Solicitor General and the Ministry of
Attorney General (PSSG/AG) in British Columbia, was a monthly count of entities
in each stock from January 2003 to December 2007. The input data used in the model
includes offences reported to police, RCCs from other agencies, and admissions to
peace bond. The following is the list of the data fields that were used to construct
and populate the model.

• The Police Data Fields

1. UCR Data: Number of UCR Reported Offences.
2. Clearance Data: Number of UCR Cleared by Charge and UCR Cleared By

Other Means.

• The Crown Data Fields

1. RCC Data: Crown Total RCCs, Crown RCCs Approved to Court, Crown RCCs
Not Approved to Court.

2. Person Data: Crown Total Persons, Crown Persons Approved to Court, Crown
Persons Not Approved to Court.

• The Court Data Fields

1. Court Case Data: Courts Provincial Criminal New Cases, Courts Provincial
Criminal Completed Cases, Courts Provincial Criminal Pending Cases.

2. Court Case Decision Data: Courts Provincial Criminal Guilty Findings, Courts
Provincial Criminal Not Guilty Findings, Courts Provincial Criminal Other
Findings, Courts Provincial Criminal Total Findings.

3. Court Sentencing Data: Courts Provincial Criminal Custody Sentences, Courts
Provincial Criminal Probation Sentences, Courts Provincial Criminal Fine Sen-
tences, Courts Provincial Criminal Other Sentences, Courts Provincial Crimi-
nal Total Sentences, Total Sentences as a percentage of Guilty Findings.
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• The Corrections Data Fields

1. Monthly Admissions to BC Corrections Data: Alternative Measures, Recogni-
zance/Peace Bond, Bail, Remand, Custodial Sentences, Probation, Conditional
Sentences.

2. Average Daily Counts Per Month: Alternative Measures, Recognizance/Peace
Bond, Bail, Remand, Custodial Sentences, Probation, Conditional Sentences.

5.2 Verification and Validation of the Model

Verification is the process of ensuring that the model behaves as intended. Throughout
the development phase, we constantly checked the elements of the model with the
system, to ensure it behaves as intended. One of the verification check performed
on this model was a steady-state analysis. In the absence of changing influences, we
would expect that over time the average number of RCCs, people, and cases in each
part of the system would approach to a constant value. This equilibrium arises because
competing influences in a stable system eventually reach a balance. Verifying that
the model exhibits this behaviour demonstrates that the key competing influences
are incorporated in the model. Steady state analysis requires the development and
analysis of differential equations for each stock. It was evident that the stocks in the
model for which this analysis is conducted reach a steady state rapidly.

After verifying step, we validated the model. Validation ensures that no signifi-
cant difference exists between the model and the real system. This is an important
step to show that the model reflects reality and can be used to accurately address
“what-if” questions, and to forecast the future behaviour of the system over time.
We used historical system data to develop the mathematical functions and formulae
to represent the behaviour of the stocks incorporated in the system dynamics model.
The results are then tested against real data to determine the level of the fit between
the simulation results and the reality from the data. A good fit make us confident in the
quality of the future predictions derived from the changes to the model parameters.

6 Simulated Scenarios

Here, we illustrate how the model can assist policy makers and mangers to assess
potential inteventions by simulating them before executing them. In this section,
we present two different scenarios and compare each to the status quo. Scenario 1
involves changes to UCR clearance practices; Scenario 2 involves changes to the
volume of UCR offences reported to the police.

We were required to keep all data confidential. Accordingly, the vertical scales
on all graphs have been eliminated.
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6.1 Scenario 1: The Development of a Large Task Force

An integrated gang homicide task force is created in the metro Vancouver area of
British Columbia in June of Year 1 to respond to a recent surge of gang-related
homicides. As a result, police agencies in the Lower Mainland are under pressure to
close as many open cases as possible and to free up resources for assignment to the
task force. The result is that clearance rates double (non-cumulatively) in the months
of June, July, August and September of Year 1. The simulation of this scenario
illustrates the predicted downstream effect on the number of accused offenders in
remand when the number of offenses cleared by charge doubles in each of the four
months in question.

Figure 8 shows the “intervention” being simulated, that is, the flow of offences
cleared by charge under the status quo and when such activity doubles during the
four month period.

Figure 9 shows one downstream effect of the intervention, the impact on the num-
ber of accused offenders in remand. Figure 9 illustrates how a short-term change in
an upstream activity (offences cleared by charge) has a prolonged effect on a down-
stream variable (accused offenders in remand). The model projects that the doubling
of clearances over four months results in a significant increase in offenders in remand
over an entire year. Over this year, on average, there are about 9 % more offenders in
remand as compared to the status quo. The strongest effect is in September of Year 1
when about 20 % more offenders are in remand.

Fig. 8 A four month increase in UCR cleared by charge events
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Fig. 9 The impact on remand of a four month increase in UCR cleared by charge events

6.2 Scenario 2: A Broken-Windows Policy

In January of Year 1, police agencies in across British Columbia embark on a strategy
that incorporates the “broken windows” thesis, targeting drug, mischief, and other
property damage offences accordingly. Officials estimate that the strategy will lead
to a 40 % increase in UCR reported offences of these types over the subsequent three
years. The simulation of this scenario illustrates the predicted downstream effect on
(all) offenses cleared by charge and accused offenders on bail.

Figure 10 shows the effect on the flow of all offences cleared by charge under the
status quo and when the reporting of the above mentioned offenses increases by 40 %
every month (non-cumulatively). Offences cleared by charge each month increase
by about 12 %.

Fig. 10 The effect a 40 % increase in drug, mischief and other property damage offences on the
number of UCR cleared by charge events
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Fig. 11 The impact of a 40 % increase in drug, mischief and property damage offences on the
number of accused on bail

Figure 11 shows the effect of 40 % more drug, mischief and other property damage
offences being reported on the number of accused offenders on bail. The impact on
the stock of accused offenders on bail is cumulative. 40 % more reports of the above
mentioned offences leads to about 12 % more offenses cleared by charge which leads
to a cumulative 1.8 % per month increase in offenders on bail.

7 Conclusions and Future Works

This chapter is restricted to the development of a high-level model of a CJS con-
taining the main sub-systems police, Crown, court and corrections. Clearly it is very
important to incorporate queues in the model to more accurately represent “wait-
time” behaviour. This provides a more accurate method for estimating wait-time
behaviour and delay in a CJS. In the model described in this paper resourcing is
not incorporated so in future research resourcing model can be developed for the
different sub-systems.

The current model is linear, meaning it possesses no feedback. Feedback is a
critical characteristic of dynamical systems, such as CJSs. Feedback occurs when
certain stocks have limits that, when approached, necessitate a system response or
adaptation. To accomplish this requires the identification of the “stocks” in the model
where these limits exist. Subsequently, the stocks that are the most crucial to system
functioning can be determined. The next step in this process necessitates an under-
standing of the types of adaptations that can and do take place when a critical stock
reaches capacity. This means that in the process a qualitative description of which
other “stocks” change their behaviour in response to a capacity limit of a critical stock
is pivotal. This qualitative description, which should be gleaned from the expertise
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of system managers, can then be transformed into a mathematical representation of
feedback behaviour. An example might be, what happens at the various stages in a
CJS when Pending Cases reaches a limit?

The model in this paper deals with overall UCR reported offences. As a result,
there is no prioritization of UCR reported offences in this model. It is important that
a prioritization scheme be implemented to reflect the dynamics of the input data.
This prioritization scheme could be set at a general level (i.e., summary convic-
tion/indictable or major crime groupings — violent, property, drug and other) or a
highly specific level of detail (homicide offences, assault offences, robbery, other
violent offences, theft offences, break and enter offences, mischief offences, drug
possession offences, drug trafficking offences, administrative offences, etc.). This
type of prioritization scheme allows the model to make more detailed predictions
and it enhances the detail of the “what-if” questions that may be tested.

As another future work we can assign different attributes to the entities that impact
their flow through a CJS. For example, age of the offender, gender of the offender,
offence location and risk classifications (i.e., low, medium, high) of offenders on pro-
bation impact the outcomes and paths in the system. These are important influences
in a detailed model of the criminal justice system in British Columbia, and have a
different effect on resource utilization.
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Chapter 7
Celerity in the Courts: The Application of Fuzzy
Logic to Model Case Complexity of Criminal
Justice Systems

Andrew A. Reid and Richard Frank

Abstract There are many complex phenomena in the criminal justice system that
are difficult to understand because they contain features or concepts that are fuzzy in
nature; in other words, it is difficult to assign a crisp value or label to them. Fuzzy
Logic is a mathematical concept developed to deal with these very problems. Fuzzy
Logic techniques are capable of dealing with approximate facts and partial truths, and
not just precise values to model complex issues and processes. While Fuzzy Logic
has been used in a number of criminology and criminal justice research efforts, it
has not been applied to issues in the criminal court system. Case management is
critical to ensure court systems run efficiently and understanding case complexity is
an important part of that task. In this chapter we propose Fuzzy Logic as a technique
that could be used to model the complexity of cases using general characteristics
that are known before cases enter the court system. Using the adult criminal court
system in British Columbia as an example, we propose a model that could predict
case complexity immediately following the laying of charges by Crown prosecutors.
By understanding case complexity a priori, courts may be able to enhance early case
consideration procedures such as screening and scheduling to create a more effective
and efficient justice system.

1 Introduction

Criminal justice systems involve many complex relationships. Police, Crown, courts,
and corrections are some of the key components of these systems that must
work together to deliver justice when breaches of criminal law occur. While the
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inter-relationships between these groups pose considerable challenges to maintain-
ing a functioning system, each too, is taxed with its own set of challenges. The
criminal court system is perhaps faced with one of the greatest challenges. Criminal
courts must schedule appearances for individuals accused of offences in conjunc-
tion with other key players such as judges, Crown and Defence counsels, sheriffs,
witnesses, and victims while following strict procedural rules. This is particularly
challenging in urban centres that deal with large caseloads. Managing large case vol-
ume while dealing with factors such as reduced funding and increasing costs, make
it difficult for criminal courts to maintain expeditious case processing and as a result,
delays may occur.

One of the factors that is closely linked to delay in the courts is case complexity.
Understanding case complexity is critical because different scheduling and case-flow
management strategies are needed to effectively and efficiently process all types of
cases through the system. One major barrier to understanding case complexity is that
there is no clear definition for what constitutes a complex case, nor is there a series
of clearly defined complexity measures upon which cases may be classified. Using
the justice system of the province of British Columbia, Canada, as an example, this
chapter introduces the longstanding problem of delay in criminal court systems and
proposes a mathematical modeling strategy that could be used to develop an early
case consideration tool. Specifically, this tool could be used to identify the complexity
of cases based on characteristics that are known before they enter the court system.

2 Case Processing Patterns in Criminal Courts

2.1 Causes of Delay

While there are processes in criminal courts that may delay the progression of cases,
many are either necessary or unavoidable [34]. Nevertheless, these legitimate delays
contribute to longer case processing times and should not be ignored. The length
of criminal trials is one legitimate factor that may impact case processing times in
the courts. Although many criminal justice professionals believe that a lengthy trial
process may be the natural result of a complex case, there is increasing evidence that
the length of trials, in general, is increasing. In a recent speech, the Right Honourable
Beverley McLachlin noted that national trends of trial lengths in Canada have been
on the rise. In the recent past it would not be uncommon to have murder trials last
5–7 days and now they more frequently last 5–7 months [21].

Unnecessary delays, however, are also a concern because they may further con-
tribute to a number of unfavourable consequences. These types of delays may stem
from a variety sources. Adjournments are one example. An adjournment is the sus-
pension of legal proceedings to another time or place. Unnecessary adjournments
may occur when a hearing has been scheduled but one or more of the parties are
not prepared to participate. These ineffective hearings often lead to a motion for
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adjournment so the hearing can take place at a later time or date. This type of defer-
ral has long been recognized as a factor contributing to delays in criminal justice
systems and a recent study suggests that the problem continues to plague court
systems [12].

A lack of resources may also contribute to unnecessary delays in the courts. Over
the past several months there has been growing concern throughout BC that a shortage
of Provincial Court staff may result in significant delays in criminal courts [11].
In a meeting between BC Supreme Court Chief Justice Robert Bauman, Attorney
General Barry Penner, BC Chief Justice Lance Finch, and Provincial Court Chief
Judge Thomas (Tom) James Crabtree, the group expressed grave concern about trials
being delayed due to budget cuts [11]. Budget cuts may not only lead to fewer cases
being scheduled for a given period but also to unanticipated adjournments if staff are
unavailable to hold a hearing on the date for which the proceeding is scheduled.

Case complexity is another factor that has been found to contribute to delays
in criminal court processes. While there is no concrete definition for complexity,
there are some common characteristics that contribute to a case being defined as
more or less complex. First, the type of charge has been noted as a key factor.
Generally, the more serious the charge, the more complex the case is likely to be.
For example, cases that include charges of aggravated and sexual assault, break and
enter, and dangerous driving will be scheduled for longer trial time [31]. The number
of participants in the court matter has also been linked to case complexity. A case
involving multiple accused, for example, is likely to add to the complexity because
the case may require decisions of joinder1 or severance of charges2 [6]. Similarly,
cases involving participants with extraordinary circumstances such as a mentally ill
defendant or defendant requiring the consultation of separate legislation (E.g., a child
or youth is associated with an adult criminal case) are likely to be more complex.

2.2 Consequences of Unnecessary Delay in the Courts

Unnecessary delays in criminal court systems may have serious implications that
affect many strata of society. From a social cost perspective, delays in case processing
may lead to inappropriate or undesirable conclusions in legal proceedings. In Canada,
for example, any person charged with an offence has the right to be tried within a
reasonable time [5]. If this right is denied, a person charged with a criminal offence
may make a Charter challenge and have their charge stayed3 or withdrawn.4 While

1 Joinder is a legal term that refers to the process of merging two or more legal matters to be heard
in a single trial or hearing.
2 Severance of charges refers to a process where two or more related offenses are charged in a single
indictment or information [27].
3 A stay or stay of proceedings, refers to the suspension of a charge, either temporarily or indefinitely.
In Canada, charges that have been stayed may be resumed in court within one year.
4 While there are many instances where stays or the withdrawing of charges are used for legitimate
reasons that pertain to matters of a case, issuing a stay of proceedings or withdrawing a charge due
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the terminology used to declare this right is rather vague, and the Supreme Court
of Canada has not defined a strict limit for time to conclusion, guidelines have
been established in case law that affirms most cases should be completed within an
8–10 month period from when the charges were laid [6]. The Askov [26] landmark
case that established the interpretation of Section 11(b) of the Charter provides a clear
example of how delays in judicial processing can result in undesirable conclusions
to cases. In the year following the Askov [26] decision, 50,000 charges in Ontario
were either stayed or withdrawn pursuant to Section 11(b) of the Charter [16].

Unnecessary delays may also lead to unreasonable infringements on the rights
and freedoms of persons charged with criminal offences. With respect to the former,
persons awaiting trial may be subject to lengthy periods of incarceration if they are
remanded5 in custody and delays prevent the case from moving forward. This is
particularly concerning in cases where an accused is remanded and spends longer in
pre-trial custody than would be an appropriate sentence issued after a conviction on
the original offence. Instances like this may occur if an accused is originally granted
bail and subsequently violates one of the terms of their release. This could result in
the accused being held in custody for breaching bail conditions when the original
offence may not have warranted the length of custodial sentence already served in
pre-trial detention.

Another consequence of delay in court is that it may impact the quality of legal
arguments in cases. For example, if trials are delayed for extended periods of time,
evidence may be lost or damaged. In Canada’s adversarial legal framework, this
could seriously impact the strength of cases delivered by Crown or Defence counsels.
Further, trial delays may cause witnesses to become less reliable when requested to
testify to events. Similar to the reliability of evidence, the credibility of witnesses
may be deflated and impact the quality of cases put forward by legal counsels. Both
of these consequences could potentially result in injustices either to the accused or
the State.

From an economic perspective, delays may impact case processing and conse-
quently lead to more resource demands on the justice system. For example, delays
may result in longer case processing times and extended pre-trial custody holdings
due to increases in bail hearings, constitutional challenges, and other court appear-
ances that cause interruptions to the expeditious processing of a case. With these
types of case processing impediments, resources of the police, crown, courts, and
corrections may be taxed. As a consequence, federal and provincial governments may
have to bear greater economic burdens to maintain a functioning justice system [21].

(Footnote 4 continued)
to an unreasonable delay is considered an undesirable conclusion because the cause of the dismissalis
beyond the parameters of the court matter; the facts of the case nor the interpretation of criminal
law pertaining to the charges are at question in these particular instances.
5 Remand is a form of pre-trial detention that may be used when incarceration is deemed necessary in
order to ensure the accuseds attendance at trial, to protect the public, or to prevent the administration
of justice from falling into disrepute [30].
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2.3 Recent Trends of Delay in Court

There have been a number of important efforts that have attempted to reduce or
eliminate unnecessary delays in criminal justice systems. During the 1970s through
the 1990s there was major reform in North American court systems that introduced
initiatives such as court delay evaluations, court delay reduction programs, court
management programs, and research tools for examining justice system processes
(see for example [3, 8, 9, 23, 28]). In Canada, specifically, the R. v. Askov case
prompted a series of initiatives to improve case processing and reduce the length of
time between initiation and disposition. For example, s. 625.1 of the Criminal Code
permitted pre-trial conferences and s. 482.1 allowed courts to make rules that would
aid in effective and efficient case management [16].

Despite these initiatives, delay in criminal courts is still a major problem. In recent
years, criminal court systems across Canada have demonstrated marked declines in
expeditious case processing. In fact, recent analyses of national case processing times
in adult criminal courts reveal a general upward trend where in 2000, the median
elapsed time for case completion was 101 days; by 2009 this number had risen to 124
[32]. BC’s criminal court system is an exemplar of this issue. The number of cases
entering the criminal courts have been decreasing for some time, yet the number of
appearances per case, the length of time to disposition, and the number of pending
cases in excess of 240 days all reveal an increasing trend [1]. These delays, coupled
with case complexity, have been identified by both the Right Honourable Beverley
McLachlin [21], Chief Justice of Canada and former Chief Justice Antonio Lamer
[15], as being among the greatest challenges facing the justice system.

Clearly, there is still room for much improvement in reducing delay and expe-
diting cases through the criminal court system. Encouragingly, there is a general
consensus on areas that should be targeted for contributing to effective case flow
management. Among others, these include effective early case screening and vet-
ting by prosecutors, case differentiation with separate tracks used for the processing
of cases depending upon their complexity, case scheduling practices that facilitate
expeditious disposition of simple cases, and rapid identification of cases likely to
require more counsel time and judicial attention so that good use can be made of
limited courtroom capacity and counsel preparation time [13].

Underlying all of these areas is the opportunity for an early case consideration tool
that can predict the complexity of cases before the case is initiated in the court. The
prediction of case complexity, however, is a challenging task. There is no clear cut
definition of complexity or available measures by which it can readily be calculated.
As a result, complexity is generally thought of on a continuum between the most
simple types of cases and the most complex. Fuzzy logic provides an opportunity
for these imprecise concepts to be expressed in mathematical terms.
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3 Fuzzy Logic

First introduced by Lotfi Zadeh in 1965 [19] in the proposal of fuzzy set theory,
Fuzzy Logic is a form of logic that allows for reasoning that is approximate rather
than crisp or exact. For most cases in mathematics, crisp values are required. The sum
of 2 and 2 will always be 4; there can be no fuzziness about that. However, humans
are not always so logical or precise. When it comes to modeling people and human
behaviour, this uncertainty can well be captured by Fuzzy Logic. This is particularly
true with respect to criminal court systems where many factors may influence case
processing; precedence must be taken into account and foresight must be used since
the process of hearing a case can set precedence for future cases yet to come. These
factors introduce a lot of uncertainty into decisions that are made. This makes linear
modeling techniques less appropriate and the application of Fuzzy Logic ideal.

Contrary to what the terms seems to mean (that the logic is vague or uncer-
tain), fuzzy logic actually follows a precise set of rules and fuzzy simply refers
to the fact that this type of logic can deal with vague or uncertain input and out-
put variables. Traditional logic is binary, either true or false. However, in the real
world, this is usually not the case, with many decisions being vague, or fuzzy. Terms
like tall and short can be used to describe the height of people with, for example,
people over 2 m’s considered tall and people shorter than 1.5 m considered short.
While most people would agree that 1.9 m is tall, and 1.6 m considered short, as the
height under consideration increases from 1.6 to 1.75 m, there will be a point when
the decision to call it short or tall will not be unanimous anymore; some people
will call it short and some will call it tall. That is, the label assigned to it starts to
become fuzzy.

3.1 Fuzzy Logic Techniques

Since fuzzy logic was developed, it has been used in various systems, from vibration
damping, balancing of an inverted pendulum, to machine scheduling [24]. Although
the logic itself is able to deal with vague or fuzzy terms, the underlying model is
very precise. There are five stages to the Fuzzy Inference System (FIS) that makes
up the fuzzy model. This is shown in Fig. 1, and detailed below.

Stage 1—Input Variables. The first stage of the FIS is the collection of the data
for the input variables. For the application proposed here, this is discussed in greater
detail in a simple example in the section titled Applying the Model to Court Case
Complexity. The input variables at this point come directly from the data source, and
hence are crisp values. They must be put through the fuzzifier (stage 2) before they
can be used by the fuzzy system.

Stage 2—Fuzzifier. The fuzzifier turns the crisp values into linguistic variables,
such as Low, Medium and High, as required by the Inference System. The fuzzifier
for a single variable is composed of multiple membership functions that take a crisp
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Fig. 1 Fuzzy inference system

Fig. 2 Fuzzifier

value, and possibly assign multiple linguistic variables to it with different truth values
(µ) depending on which membership function is in effect. For example, a fuzzifier
with three membership functions is shown in Fig. 2. The input variable that has value
v potentially activates membership function m f 2 and m f 3. For this particular value
of v, m f 2 has a truth value µ2 while m f 3 has truth value µ1.

Stage 3—The Inference System. The Inference System takes the linguistic vari-
ables and applies a pre-determined set of rules, designed based on domain knowledge
or derived from data, which connect the input linguistic variables to output linguis-
tic variables. The rules are defined in the format of IF/THEN implications where
the antecedents are composed of input linguistic variables connected via AND, OR
and NOT Boolean operators, and the consequent refers to one of the values of the
linguistic output variable. The Inference System takes the values of the input lin-
guistic variables and, based on the rule-set, assigns a value to the output linguistic
variable. In most circumstances multiple rule-sets will be satisfied, each with some
level of truth. For example, assume I nV ariable2 = m f 3, then the antecedents of
the following rules could be satisfied:

(1) IF I nV ariable1 = m f 2 THEN OutV alue = m f 5
(2) IF I nV ariable1 = m f 2 AND I nV ariable2 = m f 3 THEN

OutV alue = m f 4
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In this instance, (1) is satisfied with truth level µ2 and (2) with truth level µ1 and
hence two rules are satisfied, each with a certain degree of truth, and are moved to
the defuzzification step.

Stage 4—Defuzzification. The output of the Fuzzy Inference System has to be a
crisp value but the output of the previous stage is a set of fuzzy values, each with a
different degree of truth. The defuzzification step takes these multiple fuzzy values,
combines them, and produces a crisp value as output. The process is a reverse of
the fuzzification step, where various membership functions (of the output variable)
are chopped off at the top at the level that they are satisfied with. For example, if
membership function m f 3 of the output variable is satisfied to degree 0.5 then the
top of m f 3 will be reduced to 0.5. The result is similar to that shown in Fig. 3 where
m f 1 is satisfied to degree µ1 and hence chopped to that level. The same process
applies for m f 2 and m f 3. Then, the total area under all membership functions is
aggregated and the crisp output value v is calculated based on a specified method
usually center-of-gravity (which splits the area into two equal parts).

Stage 5—Output. The output of the Fuzzy Inference System is a crisp value v.

3.2 Applications of Fuzzy Logic in Criminology

Despite its widespread application in other disciplines, fuzzy logic has been rather
underutilized in the field of criminology. As a technique that is able to deal with
vague and non-crisp phenomena, however, fuzzy logic appears to have many potential
applications in research on crime and delinquency. In policing, for example, Verma
[33] noted many areas where fuzzy logic could be applied:

Police officers commonly receive descriptions of suspects that are fuzzy in nature. Offenders
are described as "tall," "dark," "young" or even "rude," terms that are imprecise and admit
a range of possibilities. In fact, policing itself involves many issues that are fuzzy and
difficult to measure exactly. For example, officers’ services are often evaluated as being
"good" or "average" while gang-activity -related areas are described as "dangerous" or simply
"rowdy." Police managers constantly strive for "appropriate" resources and "better" training
facilities, while the public expects the police to be "honest" and keep the streets "safe." All
these characteristics are essentially fuzzy and therefore difficult to assess through common
statistical techniques [33].

Fig. 3 Defuzzifier
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Extending this idea, Verma [33] introduced common mathematical techniques
used in fuzzy logic applications and provided a hypothetical example of fuzzy logic in
the context of policing. In offender profiling, information about potential suspects is
gathered from a variety of sources and much of that information is vague (particularly
if it is collected from eye-witnesses). More accurate profiles of offenders may be able
to be gleaned, Verma [33] argued, when fuzzy logic techniques are employed.

Grubesic [10] introduced fuzzy logic techniques to tackle another problem in
criminology-the detection of spatial crime patterns. In the clustering of crime obser-
vations into hot-spot groupings, there are often instances where observations do not
clearly fall into one group or another. As a result, it may be difficult to justify the
rigid statistical rules that determine the clusters. Through the use of a fuzzy clustering
technique, however, Grubesic [10] was able to demonstrate how the approach was
better suited than other hard-clustering techniques, to deal with outliers and cases
that were not clearly able to be assigned to a cluster.

Fuzzy techniques have also been employed to develop effective law enforcement
strategies and optimal deployment of crime prevention resources. In Li et al. [17],
for example, the authors note that previous research on crime policy has primarily
employed data mining techniques. Although these have proven to be useful, they are
limited with respect to their ability to incorporate linguistic forms of data. As a result,
they used a fuzzy self-organizing map strategy to investigate temporal patterns in
various crime-type categories. Through the use of this technique, Li et al. [17] were
able to discover four distinct temporal crime pattern trends. The results, they argued,
could be used to more effectively and efficiently deploy police resources for tackling
specific crime problems.

Criminologically speaking, not all locations are created equal, with some locations
experiencing high levels of crime while others experince very little. However, the
location of crimes are partially driven by the travel patterns of offenders, who, when
travelling towards certain locations (termed criminal attractors), become aware of
criminal opportunities there. This is described in Crime Pattern Theory [4]. In Mago
et al. [20], the authors applied Fuzzy Logic to this theory in order to model the
movement of offenders towards known criminal attractors (in this case shopping
centers) within several cities. The authors took the known home location of each
offender, and based on the offender’s crime locations, used Fuzzy Logic to determine
which shopping center the offender was moving towards, when they stopped along
the way to commit their crimes. The model successfully provided results that were
very comparable to real life expectations.

Cyber-crime is an ever-increasing focus of criminological research because until
recently, the online environment had gone virtually unsupervised. With the ability
to communicate, share information and conduct transactions in an online environ-
ment, however, the opportunities for crime are immense. As a result, investigative
tools that may be used online are of great importance for those interested in pre-
venting and reducing cyber-crime. One barrier to effective online investigations is
that evidence may not be able to be properly retrieved. In an attempt to address
this problem, Liao et al. [18] developed an approach based on fuzzy logic and expert
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systems that can create digital evidence of cyber-crimes automatically. In their analy-
ses, Liao et al. [18] found their fuzzy logic-based method of cyber-crime evidence
collection, organization, and presentation to outperform comparable methods.

In a different cyber application, Botha and Solms [2] proposed a fuzzy logic-
based method that could be used to minimize and control intrusion attempts to an
organization’s computer system. The program they developed used fuzzy logic to
determine if an intrusion attempt had taken place and if so, to what extent the intruder
was successful in gaining access to the computer system. The program was developed
so that security officers could assess the level of security of their computer systems
and obtain information about potential threats. A similar tool was also proposed
by Mohajerani et al. [22]. Taking this preventative approach to cyber-crime has
demonstrated the versatility of fuzzy logic techniques to tackle crime issues that
may occur in an online environment. Applications in other sectors of criminal justice,
however, show equal promise. Verma [33] emphasizes that many issues in the field
of criminal justice are fuzzy in nature and fuzzy logic techniques show potential for
applications in law and legal research.

3.3 Applying the Model to Court Case Complexity

In order to identify the complexity of cases in the court system, a model cen-
tered around Fuzzy Inference Systems (FIS), called the Complexity Estimator FIS
(CEFIS), shown in Fig. 5, could be developed to calculate the complexity of court
cases. Complexity of a court case may depend on many factors, and all of these
factors could be used as input into CEFIS. For illustration purposes, assume that
complexity is calculated on only three factors: (1) number of charges contained in
the case, (2) number of people in the case, and (3) the severity of the charges. The
output of CEFIS would be the complexity of the court case; and therefore, the higher
the Complexity Measure, the more complex the case should be expected to be. For
example, assume a court case involving four accused persons is initiated in court
and each person has a single charge against them (thus four charges in total) for
shoplifting (severity level 1). The complexity expected for this specific court case
would be expected to be somewhat high due to the number of people involved, and
the number of charges contained within the case. Here, severity would not play a
large role since it is a relatively non-severe crime.

Using these assumptions, the FIS would contain the 5 stages, shown in Fig. 4:
Stage 1—Input Variables. The inputs used in CEFIS are composed of three

variables:

1. The first parameter, Number of People, denotes the number of accused people
associated to the case, and would be represented as a positive integer.

2. The second parameter, Number of Charges, denotes the number of charges brought
against all of the people associated to the case. This parameter is also represented
as a positive integer.
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Fig. 4 Complexity estimator fuzzy inference system

Fig. 5 Possible implementation of the CEFIS in Matlab

3. The final input parameter, Severity, is more difficult to define since the crime types
do not categorize into positive integer values. For this parameter, each crime type
could be translated into an integer representing the severity of that specific crime
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(for example, via the use of a Crime Severity Index6). For cases with multiple
charges of varying degrees of severity, the average severity of the charges could
be calculated and used as the input into CEFIS. In the example from above, the
input parameters would be 4, 4 and 1, respectively.

Stage 2—Fuzzifier. The fuzzifier step takes each of the input variables and trans-
lates them to a categorical value through the use of a membership function. Due
to the lack of research on fuzzy logic applications in criminal court systems, the
exact membership function for each of the parameters would have to be based on
qualitative analysis of court cases or in speaking to those intimately familiar with the
process, such as judges or judicial case managers. For the demonstrative purposes of
the model presented in this chapter, the linguistic variables in the three membership
functions are formulated as follows:

• if the input variable has value 1, then its contribution to complexity is Low
• if it has input value 2, it is considered equally Low and Medium
• if it has input value 3, it is considered Medium
• if it has input value 4, it is considered equally Medium and High
• if it has input value 5, it is considered High.

Continuing the example from above, if there are 4 people associated to a court-
case, then the complexity associated to Number of People would be Medium and
High. Similarly, the Number of Charges would be Medium and High, while the
Severity would be Low. The above rules create the membership functions which are
shown in Figs. 6 to 8.

Stage 3—The Inference System. The Inference System takes the linguistic vari-
able values of all the input variables and combines them into a single value which is
then put into the defuzzifier. This process is driven by the Rule Base which describes
how the multiple values are to be combined. To have an easily understandable model,
all three input variables can be weighted equally with the three linguistic variables
aggregated mathematically. The aggregation could be done as follows. Each of the
linguistic variables, having a value of {Low, Medium, High}, is reassigned a numer-
ical value {1, 2, 3} respectively. After this step, the three values can be averaged and
rounded to the nearest whole number, which finally is assigned back into a linguistic
variable from the set {Low, Medium, High} respectively.

For the above example, Number of People and Number of Charges would con-
tribute a complexity of 2.5, while Severity would contribute a complexity of 1, for
an average complexity of 2, or Medium.

Stage 4—Defuzzification. This step aggregates all values of the output variables
into a single number which in the model corresponds to the Complexity Measure.
All membership functions which are satisfied during the previous stage contribute
towards this value. The Complexity Measure can be calculated by taking the mem-
bership function that corresponds to the output value of the Inference System, and

6 In Canada, a Crime Severity Index was developed by Statistics Canada to offer an alternative
measure of police reported crime [29].
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Fig. 6 Input variable numberof people

Fig. 7 Input variable numberof charges
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Fig. 8 Input variable severi t y

clipping it at the level equivalent to its truth level. Finally all such membership func-
tions are overlaid, and the value corresponding to the center of gravity is provided
as the output of this measure.

The membership functions for the output variable could be set up as follows.
The range or complexity, say a value between 0 and 10, can be subdivided equally
into four sub-ranges, creating the five key-points {0, 2.5, 5, 7.5, 10}. The Very Low
membership function would have its maximum truth value of 1 at output value 0, and
have a minimum truth value of 0 at output value 2.5. Following this setup, the Low
membership function would range between output values 0 and 5, reaching a truth
value of 1 half-way in that range. Similarly, Medium would range between output
values 2.5 and 7.5, with a maximum truth value of 1 at output value 5. High would
range between output values 5 and 10, and reach a truth value of 1 at 7.5. Very High
would then go from output value 7.5–10, with it having a truth value of 0. This setup
is shown in Fig. 9.

Stage 5—Output. The output from the previous step is the Complexity Measure
produced by this model. For the example presented above, this complexity measure
would be 5.

Using the same FIS, for another case where only a single person is charged for
a single crime of severity one, it would be expected that the complexity would be
much smaller due to there being only a single person involved. Indeed, the above FIS
does produce a complexity of 0.8 (as opposed to 5 for the previous example). Due to
the structure of the FIS however, the values yielded by the FIS cannot be compared
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Fig. 9 Output variable complexi ty

linearly, thus a case with estimated complexity of 5 is not 6 times as complex as one
with complexity of 0.8.

3.4 Utility of a Fuzzy Logic Case Complexity Tool

This example demonstrates how knowledge of some basic characteristics of cases
could be used to predict the complexity of cases before they enter the criminal court
system. More refined and accurate prediction models show the potential to invoke
early case intervention strategies that could aid in better case management. Com-
plexity is one of many important elements that is known to impact case processing in
criminal court systems. When the complexity of cases is not understood or managed
effectively, expeditious case processing may be impacted, resulting in delays. Delay
may lead to a number of unfavourable outcomes including charges being stayed or
withdrawn, an accused being held in custody for an unreasonable time, the defla-
tion of witness testimony, and greater economic burdens for government bodies that
fund judicial systems. Better understanding case complexity, however, may allow
case flow management strategies to improve case processing. Being able to classify
cases by their respective complexity a priori, for example, may allow for effective
early case screening and vetting, case differentiation for creating case flow tracts,
improvements to case scheduling practices, and rapid identification of cases likely
to require more time and resources.
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The identification of (administratively) different types of cases has already led
to the development of specialized courts that are capable of handling certain issues
more effectively. Early disposition courts [14] and problem solving courts [7] are
two such examples. Identifying cases by complexity opens the door to further refined
judicial case management strategies. Until now, however, no tool that can account for
the uncertainty and vagueness associated with case complexity definitions has been
available. Fuzzy logic is well-suited for addressing this problem. Since Fuzzy Logic
is able to account for uncertainty, vagueness, and non-crisp characteristics, it provides
an opportunity to consider the ill-defined components that constitute complexity in
Canadas judicial system.

4 Conclusion

In this chapter we have introduced a tool that uses Fuzzy Logic to identify case
complexity based on three characteristics that are known before matters come before
the court. The number of accused, number of charges, and severity of charges were
used to identify complexity. The model should serve as a simplified example of a
Fuzzy Logic tool that could be used to identify case complexity. Although only three
variables that are known to impact case complexity were employed, there are many
characteristics that could be used to predict case complexity. For example, whether
or not an accused is likely to plead guilty or elect to hold a trial are factors that may
be known before the case enters the courts and are likely important for predicting
the length of court processes. Other factors such as whether an accused is in custody
at the time the case enters the system are also likely to influence complexity. By
including these additional variables into a model, the performance of the model
would be expected to be superior to a simplified version.

The model proposed in this chapter is also designed to perform a specific task:
predict case complexity based on features of cases known at the early stages of the
court process. This type of model, however, could be extended to other applications.
For example, case complexity is also an important concept in policing. When police
are collecting evidence, making an arrest, or preparing a recommendation for criminal
charges, they need to make decisions about the time and resources required to bring
the matter to a successful conclusion. If a tool that could predict case complexity
early in the investigate stage was available, police could potentially allocate resources
more efficiently.

Although the examples presented in this chapter are simplistic, more research
needs to be done in this area to determine which parameters are most important in
such a case complexity prediction process, and how the membership function for
each parameter needs to be positioned. These specific details would have to depend
on the actual implementation of the model, and are areas for future consideration.
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Chapter 8
Understanding the Impact of Face Mask
Usage Through Epidemic Simulation of Large
Social Networks

Susan M. Mniszewski, Sara Y. Del Valle, Reid Priedhorsky,
James M. Hyman and Kyle S. Hickman

Abstract Evidence from the 2003 SARS epidemic and 2009 H1N1 pandemic shows
that face masks can be an effective non-pharmaceutical intervention in minimizing
the spread of airborne viruses. Recent studies have shown that using face masks is
correlated to an individual’s age and gender, where females and older adults are more
likely to wear a mask than males or youths. There are only a few studies quantifying
the impact of using face masks to slow the spread of an epidemic at the population
level, and even fewer studies that model their impact in a population where the use
of face masks depends upon the age and gender of the population. We use a state-
of-the-art agent-based simulation to model the use of face masks and quantify their
impact on three levels of an influenza epidemic and compare different mitigation
scenarios. These scenarios involve changing the demographics of mask usage, the
adoption of mask usage in relation to a perceived threat level, and the combination of
masks with other non-pharmaceutical interventions such as hand washing and social
distancing. Our results shows that face masks alone have limited impact on the spread
of influenza. However, when face masks are combined with other interventions such
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as hand sanitizer, they can be more effective. We also observe that monitoring social
internet systems can be a useful technique to measure compliance. We conclude that
educating the public on the effectiveness of masks to increase compliance can reduce
morbidity and mortality.

1 Introduction

Pharmaceutical interventions such as vaccines and antiviral medication are the best
defense in reducing morbidity and mortality during an influenza pandemic. How-
ever, current egg-based vaccine production process can take up to 6 months for the
development and availability of a strain-specific vaccine and antiviral supplies may
be limited. Fortunately, alternative strategies such as non-pharmaceutical interven-
tions can reduce the spread of influenza until a vaccine becomes available. Face
masks have been used to combat airborne viruses such as the 1918–1919 pandemic
influenza [4, 29], the 2003 SARS outbreak [7, 38], and the most recent 2009 H1N1
pandemic [12]. These studies indicate that if face masks are readily available, then
they may be more cost-effective than other non-pharmaceutical interventions such
as school and/or business closures [13].

We focus on the use of surgical face masks and N95 respirators (also referred to
as face masks). A surgical mask is a loose-fitting, disposable device that prevents
the release of potential contaminants from the user into their immediate environment
[8, 40]. They are designed primarily to prevent disease transmission to others, but
can also be used to prevent the wearer from becoming infected. If worn properly,
a surgical mask can help block large-particle droplets, splashes, sprays, or splatter
that may contain germs (viruses and bacteria), and may also help reduce exposure
of saliva and respiratory secretions to others. By design, they do not filter or block
very small particles in the air that may be transmitted by coughs or sneezes.

An N95 respirator is a protective face mask designed to achieve a very close facial
fit and efficient filtration of airborne particles [40]. N95 respirators are designed to
reduce an individual’s exposure to airborne contaminants, such as infectious viral and
bacterial particles, but they are also used to prevent disease transmission when worn
by a sick individual [20]. Typically, they are not as comfortable to use as a surgical
face mask, and some health care workers have found them difficult to tolerate [23].
N95 respirators are designed for adults, not for children, and this limits their use in
the general population.

Surgical masks and N95 respirators have been found to be equally effective in
preventing the spread of influenza in a laboratory setting [20] as well as for health
care workers [24]. In addition to reducing the direct flow of an airborne pathogen
into the respiratory system the masks act as a barrier between a person’s hands and
face, which can reduce direct transmission.

A survey paper by Bish and Michie [5] on demographic determinants of protective
behavior showed that compliance to using face masks is tied to age and gender.
They observed that females and older adults were more likely to accept protective
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behaviors than other population groups. Supporting these ideas, usage of face masks
was consistently higher among females than male metro passengers in Mexico City
during the 2009 Influenza A (H1N1) pandemic [12]. Limited studies suggest that
there is more social stigmatization associated with wearing face masks in Western
Countries than in Asia. For example, people rarely wear face masks in public in
the United States, compared with their use in Japan and China [17]. An article
published in 2009 by New York Times Health reported that “masks scare people
away from one another” resulting in an unintentional social distancing measure [30]
or “stay away” factor. Pang et al. showed that during the 2003 SARS outbreak, non-
pharmaceutical interventions where implemented followed the epidemic curve [33].
That is, as the perception of SARS increased, more measures were implemented,
and as the incidence declined, several measures were relaxed.

Based on these studies, we investigate the impact of face mask usage on the spread
of influenza under several assumptions, including: (1) that females and older people
will be more likely to wear them, (2) face mask wearers may follow the epidemic
(e.g., the number of people wearing face masks depends on the incidence), and (3)
face masks scare people away.

In order to transfer our results to the real world, it will be important to measure
compliance. In the case of interventions such as face mask use, where individuals
often choose to comply or not comply in the privacy of their daily lives, traditional
methods of measuring compliance may be ineffective. Accordingly, we turn to social
internet systems, specifically Twitter, where users share short text messages called
tweets. These messages are directed to varying audiences but are generally avail-
able to the public regardless; they are used to share feelings, interests, observations,
desires, concerns, and the general chatter of daily life. While other researchers have
used Twitter to measure public interest in various health topics, including face masks
as an influenza intervention [35], we carry out a brief experiment to explore the fea-
sibility of using tweets to measure behavior.

The goal of this study is to understand the effectiveness of face mask usage for
influenza epidemics of varying strengths (high, medium, low). A high level epidemic
would be similar to the 1918–1919 H1N1 “Spanish flu” outbreak with large morbidity
and mortality [32, 34, 42], a medium level would be similar to the 1957–1958
H2N2 Asian flu [15, 18], and a low level would be similar to the more recent 2009
Novel H1N1 flu [6, 10, 19]. We simulate face mask usage behavior through detailed
large-scale agent-based simulations of social networks. These simulations have been
performed using the Epidemic Simulation System (EpiSimS) [27, 28, 37] described
in the next section.
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2 Methods

2.1 Agent-Based Model Description

EpiSimS is an agent-based model that combines three different sets of information
to simulate disease spread within a city:

• population (e.g., demographics),
• locations (e.g., building type and location), and
• movement of individuals between locations (e.g., itineraries).

We simulated the spread of an influenza epidemic in southern California with a
synthetic population constructed to statistically match the 2000 population demo-
graphics of southern California at the census tract level. The synthetic population
consists of 20 million individuals living in 6 million households, with an additional 1
million locations representing actual schools, businesses, shops, or social recreation
addresses. The synthetic population of southern California represents only individu-
als reported as household residents in the 2000 U.S. Census; therefore, the simulation
ignores visiting tourists and does not explicitly treat guests in hotels or travelers in
airports.

We use the National Household Transportation Survey (NHTS) [44] to assign a
schedule of activities to each individual in the simulation. Each individual’s schedule
specifies the starting and ending time, the type, and the location of each assigned
activity. Information about the time, duration, and location of activities is obtained
from the NHTS. There are five types of activities: home, work, shopping, social
recreation, and school, plus a sixth activity designated other. The time, duration, and
location of activities determines which individuals are together at the same location
at the same time, which is relevant for airborne transmission.

Each location is geographically-located using the Dun and Bradstreet commercial
database and each building is subdivided based on the number of activities available
at that location. Each building is further subdivided into rooms or mixing places.
Schools have classrooms, work places have workrooms, and shopping malls have
shops. Typical room sizes can be specified; for example, for workplaces, the mean
workgroup size varies by standard industry classification (SIC) code. The number
of sub-locations at each location is computed by dividing the location’s peak occu-
pancy by the appropriate mixing group size. We used two data sources to estimate
the mean workgroup by SIC, including a study on employment density [45] and a
study on commercial building usage from the Department of Energy [26]. The mean
workgroup size was computed as the average from the two data sources (normalizing
the worker density data) and ranges from 3.1 people for transportation workers to
25.4 for health service workers. The average over all types of work is 15.3 workers
per workgroup. For the analyses presented here, the average mixing group sizes are:
8.5 people at a school, 4.4 at a shop, and 3.5 at a social recreation venue.
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2.2 Disease Progression Model

Airborne diseases spread primarily from person-to-person during close proximity
through contact, sneezing, coughing, or via fomites. In EpiSimS, an interaction
between two individuals is represented only by:

• when they begin to occupy a mixing location together,
• how long they co-occupy within a mixing place,
• a high-level description of the activity they are engaged in, and
• the ages of the two individuals.

A location represents a street address, and a room or mixing place represents a
lower-level place where people have face-to-face interactions. When an infectious
person is in a mixing location with a susceptible person for some time, we esti-
mate a probability of disease transmission, which depends on the last three variables
listed above. Details of social interactions such as breathing, ventilation, fomites,
moving around within a sub-location, coughing, sneezing, and conversation are not
included. Disease transmission between patients and medical personnel is not han-
dled explicitly, and no transmission occurs when traveling between activities. Note
that individuals follow a static itinerary, except when they are sick or need to care for
a sick child. In this case, their schedule changes and all activities they were supposed
to undertake are changed to home.

If susceptible person j has a dimensionless susceptibility multiplier S j , infectious
person I has an infectious multiplier Ii and T is the average transmissibility per unit
time, then, T Sj Ii will be the mean number of transmission events per unit time
between fully infectious and fully susceptible people. The sum

∑
j

T S j Ii

extends over all infectious persons that co-occupied the room with individual j . For
events that occur randomly in time, the number of occurrences in a period of time of
length t obeys a Poisson probability law with parameter.

∑
j

T S j Ii t

Thus, the probability of no occurrences in time interval t is

e
−∑

j
T S j Ii t

and the probability of at least one occurrence is

1 − e
−∑

j
T S j Ii t
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Using the mean duration ti j of contacts between a susceptible person j and infectious
person i , we assume that the probability that susceptible individual j gets infected
during an activity is computed as:

Pj = 1 − e
−∑

j
T S j Ii ti j

(1)

Disease progression is modeled as a Markov chain consisting of five main epidemi-
ological stages: uninfected, latent (non-infectious), incubation (partially infectious),
symptomatic (infectious), and recovered. The incubation and symptomatic stage
sojourn time distributions are described by a half-day histogram, giving respectively
the fraction of cases that incubate for a period of between 0 and 0.5 days, 0.5 and
1.0 days, etc., before transitioning to the symptomatic or recovered stages, respec-
tively. The average incubation time is 1.9 days and average duration of symptoms
is 4.1 [25]. The influenza model assumes that 50 % of adults and seniors, 75 % of
students, and 80 % of pre-schoolers will stay at home soon within 12 hrs of the onset
of influenza symptoms. These people can then transmit disease only to household
members or visitors. In addition, based on previous studies [25], we assume that
33.3 % of infections are subclinical where an infected individual is asymptomatic
and shows no sign of infection. We modeled the subclinical manifestation as only
half as infectious as the symptomatic manifestations. Persons with subclinical man-
ifestations continue their normal activities as if they were not infected. The assumed
hospitalization rate is a percentage of symptomatic individuals dependent on the
strength of the pandemic. To simulate the higher attack rates seen in children, we
assume that the infection rate in children was double that in adults. We analyze mul-
tiple scenarios for the same set of transmission parameters where the population was
initially seeded with 100 people infected, all in the incubation stage.

2.3 Behavior Model

The behavior of each individual (agent) in an EpiSimS simulation is defined based
on distributions for the effectiveness of their face mask usage in preventing infection
to others (given as a distribution), effectiveness to preventing the individual from
becoming infected (given as a distribution), acceptance of using the mask (given as
a distribution), along with applicable age range, gender, and other possible demo-
graphic descriptive information. Effectiveness to others for mask usage is based on
the protection factor of a mask type. It is the protection provided to people in contact
with a sick individual wearing a mask. Effectiveness to self is based on the penetra-
tion level of a mask type. It is the protection provided to a healthy individual when
in close contact with an infectious person. Distributions were used based on mask
testing for the penetration level [2, 9, 21, 31] and protection factor [22]. Examples
of these distributions are shown for N95 respirators in Table 1 and for surgical masks
in Table 2. The effectiveness values drawn from each distribution are used to modify



8 Understanding the Impact of Face Mask Usage Through Epidemic Simulation 103

Table 1 Effectiveness of N95 respirators in preventing an infected person from infecting
others (protection factor) and the effectiveness of the face mask to prevent the wearer from being
infected (penetration level) are listed along with the percentage of face mask users with this level
of effectiveness from testing

Effectiveness to others N95 respirator (%) Effectiveness to self N95 (%)
(protection factor) users (penetration level) users

less than 0.1 0.00 less than 0.5 9.52
0.1 87.88 0.5 9.52
0.5 12.12 0.6 14.29

0.7 14.29
0.8 33.33
0.9 19.05

Table 2 Effectiveness of surgical masks in preventing an infected person from infecting others
(protection factor) and the effectiveness of the face mask to prevent the wearer from being
infected (penetration level) are listed along with the percentage of face mask users with this level
of effectiveness from testing

Effectiveness to others Surgical mask (%) Effectiveness to self Surgical mask (%)
(protection factor) users (penetration level) users

<0.1 91.67 0.1 13.89
0.1 8.33 0.2 8.33

0.3 5.55
0.5 5.55
0.6 11.12
0.7 38.89
0.8 16.67

the infectivity (Ii ) and susceptibility (S j ) between pairs contributing to whether or
not transmission occurs.

As stated previously, age and gender play an important role in determining whether
someone will comply with wearing a mask. The age ranges and compliance or accep-
tance by gender are based on values from a survey of behavior studies [5] and are
shown in Table 3. Simulations that assigned mask usage by age and gender used the
age ranges and acceptance in this table. Simulations that assigned mask usage ran-
domly used constant acceptance values (e.g., 25 % of the population) for adults-only
or all.

We assume that willingness to wear a mask is not influenced by a person being
ill and the masks are only worn in non-home settings. Mask usage is initiated as an
exogenous event, specified for a range of days. Usage can be specified as a fraction
of all possible users (based on age and gender) and the duration can be specified
as a distribution (e.g., constant, normal). Early in the simulations, each individual
determines whether they will wear a mask based on age, gender, and acceptance.
This is the pool of people from which mask users are selected. When we assume that
mask usage will follow the course of an epidemic (e.g., disease perception increases
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Table 3 Face mask
acceptance by gender and
age. Notice that the
willingness to use a face mask
increases with age and that
women are more willing to
use a face mask than men of
the same age

Age group Males (%) Females (%)

6–15 33 33
16–24 33 54
25–34 45 63
35–44 59 74
45–54 55 68
55–64 59 71
65–74 63 75
75+ 57 72

Average 57 64

as incidence increases and vice-versa), mask usage ramps up and then down. For this
scenario, mask users change over time and some may use masks for a sequence of
days multiple times.

Scenarios that take into account a stay away factor used higher effectiveness
values based on assumptions regarding the amount of social distancing we expect
a mask wearer to experience (e.g., 30 %). The mechanism we are assuming here is
that, in general, individuals will attempt to limit their contact with a person wearing
a mask. This translates to a larger histogram bin size for the distribution. Scenarios
where both surgical masks and hand sanitizer served as the mitigation strategy, do not
use the protection level and penetration factor values for effectiveness as described
previously, instead an effectiveness value of 50 % is used based on an intervention
trial conducted at the University of Michigan [1].

2.4 The Reproduction Number

In epidemiological models, the effectiveness of mitigation strategies are often mea-
sured by their ability to reduce the effective reproduction number or replacement
number Reff. Reff is the average number of secondary cases produced by a typical
infectious individual during their infectious period [46]. In a completely susceptible
population and in the absence of mitigation strategies, the average number of sec-
ondary cases is referred to as R0. The magnitude of R0 determines whether or not
an epidemic will occur and if so, its severity. The number of infections grows when
R0 is greater than one and it dies out when R0 is less than one.

3 Results

We compare a base case scenario where no face masks are used for the high, medium,
and low epidemic levels with simulations using only face masks, face masks and hand
sanitizer (M and HS), and face masks coupled with social distancing (M and SD).
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For the base case scenarios, we compare the epidemic parameters related to morbidity
and mortality, including the attack rate, clinical attack rate, hospitalization rate, and
mortality rate.

All of the scenarios that include face mask usage mitigations allow mask base
acceptance by age and gender. Additionally, mask users follow the course of the
epidemic incidence, increasing to the peak and then decreasing, ending 4 weeks after
the peak. In support of this behavior, we present the results of a small experiment,
where we use Twitter to estimate the shape of the compliance curve with respect to
face masks.

Surgical masks and N95 respirators are considered independently in the face mask
only scenarios, while surgical masks are the choice for the hand sanitizer and social
distancing scenarios. N95 respirators can be more effective if both adults and children
would use them, but they have not been designed for children and can be uncom-
fortable even for adults for long-term use. For these scenarios where mitigations are
implemented, we compare the clinical attack rate, effective reproductive number, and
for some cases, we show the the disease prevalence (symptomatic cases), incidence
of mask users (new cases), and the effective reproductive number over time (Reff).

3.1 Base Case Scenario

As described earlier, we used influenza epidemics of varying strengths (high,
medium, low) to compare the impact of face mask usage on controlling the spread.
These different levels share a similar disease progression as described in Sect. 2.
The high level epidemic is based on the 1918–1919 H1N1 “Spanish flu” outbreak
and has large morbidity and mortality [32, 34, 42], the medium level is based on
the 1957–1958 H2N2 Asian flu [15, 18], and the low level is based on the more
recent 2009 Novel H1N1 flu [6, 10, 19]. The number of hospitalizations and deaths
were extrapolated from the U.S. population during the represented pandemic year to
the U.S. synthetic population of 280M (based on 2000 census data). The attack rate
(percentage of population infected), clinical attack rate (percentage of population
symptomatic), hospital rate (hospitalizations out of population), and mortality rate
(deaths out of population) are shown for each strength in Table 4. Figure 1 shows
each of their respective epidemic curves for the new symptomatic as a function of
time.

Table 4 Epidemic parameters associated with high, medium, and low strengths of epidemic

Epidemic Attack rate Clinical attack Hospital rate Mortality rate
level (%) rate (%) (%) (%)

High 40.0 30.0 0.500 0.300
Medium 30.0 19.7 0.250 0.100

Low 20.0 10.0 0.008 0.015
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Fig. 1 Base case simulation results for the three different epidemic strengths, showing the
percentage of the population that becomes symptomatic per day

3.2 Using Twitter to Quantify Face Mask Usage

Our goal in exploring Twitter is to evaluate two conjectures: first, that the level of
face mask wearing follows the disease incidence level, and second, that analysis of
the public tweet stream is a feasible technique to measure compliance with face mask
wearing (and, by implication, other behaviors relevant to infectious disease). To do
so, we analyzed tweets published globally between September 6, 2009 and May 1,
2010, roughly corresponding to the H1N1 pandemic flu season in the United States.

There are 548,893,258 tweets in our dataset, an approximate 10 % sample of total
Twitter traffic during this period. Of these, we selected the 75,946 which contained
the word “mask”; in turn, a small fraction of these keyword matches—we estimate
3,350, or about 4.5 %—actually concern the medical face masks of interest to the
present work (topics also include costume, sports, metaphor, cosmetics, movies, and
others).

In order to identify these relevant tweets, we manually examined a random sample
of 7,602 keyword matches (roughly 10 % of the total), coding them as (a) mentioning
medical face masks (335 tweets), and perhaps additionally (b) sharing a specific
observation that either the speaker or someone else is wearing, or has recently worn,
a face mask (138 tweets).
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Fig. 2 Of each million tweets during the period September 6, 2009 through May 6, 2010, we show
the number in which face masks are mentioned, as well as the subset of mentions which observe
that someone specific is or was recently wearing a mask, whether the speaker himself or someone
else. Also shown is the influenza-like illness rate from the CDC for the same period. The Pearson
correlation between ILI rate and mentions is 0.92, and between ILI rate and observations is 0.90

Our results are shown in Fig. 2. As noted above, there are very limited sur-
vey studies that have collected information on mask use, especially from Western
Countries [5]; accordingly, we compare our Twitter mention and observation counts
against influenza-like illness (ILI) data published by the Centers for Disease Control
(CDC) [11]. The correlation is excellent: 0.92 for mentions and 0.90 for observations.

These results have two implications. They provide empirical support for our
assumption that face mask use is disease-dependent; that is, as disease incidence
increases, face mask use increases, and as incidence decreases, so does mask use.
Also, they suggest more broadly that social internet systems such as Twitter can, in
fact, be used to measure disease-relevant behavior in the real world.

Challenges remain, however. First, we point out the severe signal-to-noise of these
data: we identified just 20 out of every million tweets as relevant, even at the peak
of the epidemic. Accordingly, analysis focusing on specific locales or demographic
groups is not possible with this approach. Second, our manual coding approach
clearly does not scale. Finally, we strongly suspect that information relevant to our
specific questions (e.g., How many people are using face masks? Who are they?
Where are they?) is contained in the vast number of tweets our coarse, preliminary
approach discards as irrelevant. Our future work in measuring real-world behavior
will go beyond simple keyword searches to leverage more sophisticated data mining
algorithms.
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Table 5 Attack rate parameters associated with high, medium, and low strengths of epidemic for
face mask only scenarios starting when 0.01 % of the population is symptomatic

Epidemic Mask Attack rate Overall Mask users
level scenario (%) Clinical attack Clinical attack

rate (%) rate (%)

High Surgical mask 34.22 25.66 14.24
N95 respirator adults 35.03 26.27 12.74

N95 respirator all 32.26 24.20 12.09
Medium Surgical mask 24.51 16.35 7.40

N95 respirator adults 25.55 17.04 7.03
N95 respirator all 23.40 15.60 5.89

Low Surgical Mask 16.35 8.18 2.88
N95 Respirator Adults 17.69 8.85 2.80

N95 Respirator All 16.96 8.49 1.73

3.3 Comparison of Intervention Strategies

Face mask only mitigation strategies were considered for surgical masks and N95
respirators separately. All scenarios began when 0.01 or 1.0 % of the population
was symptomatic. Usage was based on age and gender and followed the course of
the epidemic. Surgical masks were available to all age groups and N95 respirators
to adults only and all age groups. Since N95 respirators were not designed for use
by children, the adults only scenario is more realistic; however the all age groups
scenario allows us to understand the importance of children wearing masks and the
use of a more protective mask.

Scenarios with face mask usage starting when 1.0 % of the population was symp-
tomatic resulted in higher attack rates and clinical attack rates than that for 0.01 %
and will not be considered further here. Those starting at 0.01 % slowed the epidemic,
allowing less burden to the public health system.

Table 5 shows the overall clinical attack rates for the epidemic as well as just
for the mask users for all scenarios and epidemic strengths. Overall, only a small
improvement is seen over the base case. The maximum mask users for all scenarios is
45–50 % of the population. Considering only the mask users, the clinical attack rates
are much improved, with significant reductions for all three scenarios. The largest
improvement is seen for N95 respirator where use is not limited to adults. This shows
the importance of involving children in a face mask mitigation. Of the more realistic
scenarios, surgical mask and N95 respirator adults, surgical mask performs best
overall for all pandemic strengths, though worst when only considering mask users.

We compare the impact of combining face masks with hand sanitizers (M and HS)
or with social distancing (M and SD). As described in Sect. 2.3, M and HS are assumed
to reduce the transmission rate by 50 % and M and SD are assumed to reduced the
transmission rate by 30 %. Figure 3, part A and C shows the epidemic curves when M
and HS are implemented after 1.0 % of the population is symptomatic, and M and SD
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Fig. 3 Results of surgical masks and hand sanitizers (top) and masks and social distancing (bot-
tom). a Epidemic curves for the base case, when the intervention is implemented after 1.0 % of
the population is symptomatic, and the population that adopts the behavior (M and HS users).
b Clinical attack rates (CAR) for the various pandemic levels and when masks and hand sanitizers
are implemented after 1.0 and 0.01 % of the population is symptomatic. c Epidemic curves for the
base case, when the intervention is implemented after 0.01 % of the population is symptomatic, and
the population that adopts the behavior (M and SD users). d Clinical attack rates (CAR) for the
base case, and two mask and social distancing scenarios for the different pandemic levels

when 0.01 % of the population is symptomatic, respectively. In addition to showing
the overall dynamics of these two interventions, we show the epidemic curve for
individuals who adopted the specified behavior, but who still became infected. Note
that although the clinical attack rate was only reduced by 19 and 21 % for these
two scenarios, the clinical attack rate for M and HS users was only 3.6 or an 81 %
reduction. Similarly, the clinical attack rate for the M and SD users is 4.7 or a 76 %
reduction from the base case. Part B and D, shows the clinical attack rate for various
assumptions of the M and HS and M and SD scenarios and all the different pandemic
levels.

From the results, it is clear that the earlier the interventions are put in place, the
higher the impact they will have on reducing morbidity and mortality. Although
these non-pharmaceutical interventions may not be very effective when compared
to vaccines and antivirals, the overall impact for people that adopt these behaviors is
significantly lower than the epidemic curve for the entire population. Table 6 takes
the new clinical attack rate for the M and HS and M and SD intervention strategies
and computes their difference. Then, this difference is expressed in the table as
a percentage of the base case clinical attack rate for that epidemic strength. This
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Table 6 Difference in clinical attack rate as a percent of base case clinical attack rate when com-
paring M and SD and M and HS intervention strategies

R0 0.01 M and HS (%) 1.00 M and HS (%) 1.00 M and HS (%) 0.01 M and HS (%)
0.01 M and SD (%) 1.00 M and SD (%) 0.01 M and SD (%) 1.00 M and SD (%)

1.10 3.60 1.00 3.00 0.40
1.38 0.51 4.10 2.60 6.12
1.66 3.00 2.00 1.70 6.70

is meant to demonstrate the difference in the clinical attack rate relative to each
intervention strategy on a scale that is proportional to the base case. If this percent
is small then one could reasonably conclude that there is not much difference in
the intervention strategies at that level. Overall, the scenarios with masks and hand
sanitizer had a difference of less than 10 % of the base case clinical attack rate in
all cases (see Table 7). The case of comparing M and HS implemented when 0.01 %
of the population is symptomatic and M and SD when 1.0 % of the population is
symptomatic is especially interesting at a low epidemic level, since the difference is
less than 5 % even though M and SD has only a 30 % effectiveness compared to M
and HS 50 % effectiveness. This motivates future studies into the difference in the
effectiveness of these two intervention strategies at various epidemic strengths.

To better understand the overall effectiveness of the different intervention strate-
gies we compare the effective reproduction number, Reff, for five different scenarios:

• Surgical mask only (Mask),
• N95 respirators only-adults (N95 Adult),
• N95 respirators only-all (N95 All),
• Surgical masks and social distancing (Mask and Social Distancing), and
• Surgical masks and hand sanitizer (Mask and Hand Sanitizer).

All scenarios assume that the intervention begins when 0.01 % of the population
is symptomatic, follows the course of the epidemic (ramping up to the peak and
then down), and lasts 4 weeks after the peak. The likelihood of use of a non-
pharmaceutical intervention, in each scenario, was dependent on age and gender
as discussed previously.

Table 7 Percent reduction in clinical attack rate from base case at different epidemic strengths for
M and HS or M and SD implemented at different epidemic levels

R0 M and HS M and SD
0.01 (%) 1.00 (%) 0.01 (%) 1.00 (%)

1.10 16.40 17.00 20.00 16.00
1.38 20.90 18.90 21.40 14.80
1.66 21.30 16.70 18.30 14.67

Note that at low epidemic levels, if implemented early, social distancing is competitive with hand
sanitizing as an intervention strategy
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Fig. 4 Reff over time as the epidemic progresses. For five different scenarios (shown starting from
day 40), the dynamic behavior of Reff is different. Intervention strategies cause the initial Reff to
be smaller than the base case, and then take longer to decrease below Reff = 1. (The N95 Adult
case has an initially higher Reff than the other scenarios, presumably since children did not have
intervention in this case.)

Figure 4 shows the change in the effective reproduction number, Reff, over the
course of the epidemic for the five scenarios described above during a medium (R0
= 1.38) level outbreak. The basic reproduction number, R0, is the average number
of cases generated by a typical infectious individual in a completely susceptible
population. Similarly, the effective reproduction number is the average number of
cases generated by an infectious individual in a population that is not completely
susceptible. The magnitude of the reproduction number determines whether or not
an epidemic occurs and what its severity will be. When R0 > 1, the number of
infections grow and an epidemic occurs, and when R0 < 1, the epidemic goes
extinct.

We notice (Fig. 4) that for the different intervention strategies, the maximum Reff
is reduced. The exception is for the N95 scenario, N95 Adult, when children do not
wear masks. In this case, Reff shows a dramatic decrease but starts out high; this
exception is not present if children wear the respirators as in N95 All.
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4 Discussion

Non-pharmaceutical interventions such as face masks can play an important role in
controlling the spread of airborne viruses. Based on historical observations, it is clear
that some people wear face masks to protect themselves from infection. However, due
to their limited effectiveness (known from filtration performance tests) the impact of
face masks at the population level has not been well studied.

We used an agent-based simulation model to examine the effect that face masks
alone, and in combination with other non-pharmaceutical interventions, has on reduc-
ing the spread of influenza. We analyzed the sensitivity with respect to various para-
meters including pandemic level, type of face mask, timing of intervention(s), and
type of intervention.

Our results show that, in general, face masks have an impact on reducing the
overall incidence and extending the length of the epidemic. Masks alone reduce
the clinical attack rate, on average, by over 10 % for the entire population and 50 %
for the population that wears face masks. Not surprisingly, our results show that
face masks are more effective when coupled with other interventions. Although we
expected that masks and hand sanitizers would have the largest return (given that
we assume to be 50 % effective), social distancing performed almost as well as the
hand sanitizer (even though we assume it was only 30 % effective). These observa-
tions imply that any mitigation that aims at reducing the probability of transmission,
regardless of effectiveness, can contribute in reducing the overall impact of disease.
Furthermore, the results are consistent with other studies concluding that the earlier
interventions are put in place, the higher the impact they have on reducing morbidity
and mortality.

We compare the effective reproduction numbers for various scenarios and show
that intervention strategies cause the initial Reff to be smaller than the base case
and take longer to decrease below Reff = 1. We also noted that the N95 case had
an initially higher Reff than the other scenarios due to the assumption that children
would not wear N95 respirators.

For any intervention, it is important to measure the rate at which the intervention
is actually happening. Non-pharmaceutical interventions such as face mask wearing
presents special problems in this regard, because the decision to comply or not
comply is an individual one which takes place away from observation by health
providers. The intuition in exploring social internet systems such as Twitter to make
these measurements is that the very high volume of observations, perceptions, and
desires can, in aggregate, provide a sufficiently accurate measurement of compliance
in real-world settings. Our preliminary results in analyzing Twitter are consistent
with this intuition: we measured the use of face masks with a simple keyword-based
approach, and both mentions of and observations of wearing face masks correlate
strongly with CDC influenza incidence data. We expect future efforts to deepen this
capability, providing results segmented by locale or demographics.

We conclude that for mathematical models of infectious diseases to be useful in
guiding public health policy, they need to consider the impact of non-pharmaceutical
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interventions. Face masks can be a cost-effective intervention when compared to
closures; therefore, public health campaigns should focus on increasing compliance.
Additionally, measuring the effect of these campaigns should include analysis of
social internet systems and other emerging data sources. The results presented here
are useful in providing estimates of the effects of non-pharmaceutical interventions
on the spread of influenza.
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Chapter 9
e-Epidemic Models on the Attack
and Defense of Malicious Objects in Networks

Bimal Kumar Mishra and Kaushik Haldar

Abstract The efforts to develop a concrete analytical theory, which would enable
us to develop a proper understanding, and then utilize the analysis in developing
optimized control mechanisms to deal with the continuously increasing problem of
malicious attacks in computer and other technological networks. The applicability
of e-epidemic models is expected to provide a newer paradigm to the overall efforts
being made in this direction. The major challenges in applying epidemic modeling to
the analysis of cyber attacks have been highlighted, which are expected to provide a
basic framework that can be utilized while developing effective models. The domain
is expected to provide enormous challenges because of the large-scale complexi-
ties involved, but a proper design and analysis of the problem is expected to lead
to comprehensive models that can possibly help in developing intelligent defense
mechanisms that make use of the basic analytical framework provided by the mod-
els. The basic methodology of the applicability of e-epidemic models and their use
in a qualitative and quantitative analysis of the problem has also been outlined.

1 Introduction

A major frontier that is often used to measure the success of the modern day society
is the development that it has achieved in the field of communication and informa-
tion technology. The rapid stride of progress that is seen in today’s society cannot be
imagined to survive without the backbone provided by the modern means of com-
munication and the networks of communicating devices, that now span across the
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globe. The growth in this sector is often argued to be comparable or even superior
to that of the industrial revolution of the eighteenth century. The field of societal
criminology saw huge development parallel to the large increase in the number and
variations of social crime during and after the period of the industrial revolution. The
field of technology related crime including cyber crime has also witnessed unparal-
leled growth, over the last three decades, as far as the nature, number and complexity
are concerned. The worsening scenario has made it mandatory to look for efficient
means that would help in developing a proper understanding of the problem, enabling
us to analyze, control and frame concrete policy decisions. The continuing efforts
have led to newer disciplines of research like cyber criminology and computational
criminology which have developed almost simultaneously, even though they differ
widely in their methodology and techniques employed. The goal of both is, how-
ever, same as both these fields are involved in ultimately developing an absolute
understanding of computer related crime and then finding means to ameliorate the
problem as a whole. The basic aim of this chapter is to explore the possibility of
applying the principles of mathematical modeling, and in particular epidemiolog-
ical modeling, towards understanding and developing a possible analytical theory
of malicious attacks in technological networks. The various challenges and ram-
ifications of modifying and effectively adapting the basic principles of biological
epidemiology towards developing models for e-epidemiology will be discussed in
Sect. 2.2, where not only the present scenario but the possible future directions of
research in this field have been outlined. In Sects. 3 and 4, the basic methodologies
applied in this domain are highlighted using a specific model. Firstly, we begin to
understand the genesis of technological crime by tracing its roots to the increasing
societal complexity and heterogeneity in Sect. 1.1 and then move on to the more
analytical aspects of the solution in subsequent sections of the chapter.

1.1 Complex Society as the Genesis of All Crime

A popular belief is that we can never put an end to technological crime because
there is often a huge lack of interest towards understanding the actual reasons and
motivations behind such crime, among the actual practitioners who have to deal with
security of networks at the ground level. There has however been a recent increase
in the efforts to understand and relate such criminal activity to its actual roots for
developing effective means that are beneficial towards improving the quality of life
of the whole society,which is the actual aim of all technological improvements. In
this section, we explore the direct transition that exists between the growth of societal
crime, leading ultimately to technological crime, and the transition in society from
uniformity towards heterogeneity. Figure 1 depicts this scenario schematically.

The initial growth of a society from a folk-based simple uniform nature, to a
village society is accompanied by formation of communities. The need for survival
is addressed by agriculture related occupational trends, which replace the simple
nomadic, hunter-gatherer culture of the folk society. This transition leads to a cor-
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Fig. 1 Direct correspondence
between societal complexity
and criminal activities

responding rise in petty criminal activities, which may include theft of cattle, crop,
utensils, or other such minor crimes. The next transition from a village society to
an urban society results from increasing needs and a corresponding availability of
better resources and service related occupational trends. Such larger societies usually
have bigger community settlements, often characterized by a similarity in occupa-
tional background, but overall cohesiveness among members of the society is often
reduced. Two important characteristics, one of economic disparity among sections
of the society, and the other of availability of leisure time owing to unemployment
and leading to the inception of deviant behavior are often witnessed. These factors
act as the root causes for an increase in the number and nature of criminal activities,
which still are mostly unorganized. A further transition from an urban society to
an industrial society makes the living standard of people better, but there is a corre-
sponding rise in crime, and in particular the sudden economic changes often results in
increase of organized crime. The recent formation of knowledge based technological
societies has given us a quality of life which was unthinkable previously, and has led
to innovations which have impacted not just the core areas of science, engineering
and technology, but have allowed the common man to access and utilize the benefits
of such innovations in almost every walk of life. However, the growth in complexity
of crime continues to increase, reaching such levels which are not just difficult to
control but even difficult to analyze.

1.2 Role of Mathematical Modeling in Study
of Diseases and Crime

The control of criminal activities and that of diseases are often considered to be
comparable, especially in context of their underlying basic nature, functionality and
the microcosmic efforts and role of the ground level practitioners. The macrocosmic
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level approach towards their understanding and analysis however, has traditionally
involved the use of mathematical modeling, which has proved to be considerably
successful, especially in the control of epidemic diseases [1]. Their role in par-
ticular cannot be denied in the eradication of many diseases that were previously
responsible for large scale human mortality. The application of mathematical meth-
ods for the study of diseases is believed to have been started by Daniel Bernoulli
in the eighteenth century, when he analyzed the role of variolation against small
pox. Hamer and Ross are credited for being the first to apply concrete mathematical
theory when they worked on the relation between the incidence of malaria and the
number of mosquitoes. The availability of modern computational techniques have
added newer dimensions to the applicability of mathematical models by making
them useful even in the analysis of criminal activities and also for forecasting the
occurrence of crime, recognizing patterns in criminal activities and also for devel-
oping intelligent knowledge-based expert systems for controlling crimes of varying
natures. The technological crimes, and in particular the malicious attacks, provide a
newer challenge with greater complexities to the modern researcher.

1.3 Cyber Attacks and Mathematical Modeling

Cyber attacks provide one of the most challenging domains to cyber criminologists,
one of the most interesting and practical application domains to mathematical model-
ers, and one of the most critical areas, on which the future of modern day technological
success depends, to the computer scientist. Such attacks have been used for a variety
of purposes. Macroscopically, such attacks may range across reasons like economic
benefits with a purpose of fraud and forgery; societal supremacy with instances
like protest-based attacks, attacks to degrade and humiliate powerful organizations,
countries or even world forums; cultural and religion based reasons; terrorism-based
reasons; international defence based reasons; and also to trivial curiosity and experi-
mental reasons. Microscopically, such attacks have been used for purposes including
interception and modification of data, theft and misuse of valuable information,
network interference and sabotage, unauthorized access, virus and other malware
dissemination, computer aided forgery and fraud. The purpose may be different,
but the ever increasing numbers of such attacks on the cyber world have continued
for decades to result in large scale social and economical implications. They have
resulted in huge destruction of valuable information, loss of substantial amount of
service and numerous hours of additional service for disinfection and recuperation
of attacked systems from malicious objects. The large scale destruction caused by
the attack of malicious objects in computer and other technological networks, have
constantly challenged the modern day scientists to come up with innovative ways
of analyzing and providing a substantial solution to the problem. The fact that the
mode of attack of cyber infectives, their functionality and also their spreading char-
acteristics are very similar to their biological counterparts, which has often led the
scientific community to work with the belief that if proper mathematical models for
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their functioning can be developed, then an independent quantitative analysis and
a qualitative comparison with their biological counterparts can help us to develop
means to minimize their impact. The ultimate aim would be to move towards an
analytical theory of cyber security, which on the one hand is able to meet the rigid
requirements of a concrete analytical framework, and on the other hand is able to
meet the practical challenging requirements needed to strengthen the ground level
practitioners of the domain.

2 Development of Different e-Epidemic Models

In this section, we explore the possibilities provided by the field of epidemiology
in developing methods for analyzing malicious attacks in technological networks,
and then using the results obtained for developing means and methods to reduce the
possible impact of such an attack. The field of biological epidemiology provides a
number of useful insights into the domain, and hence we start of by looking at the
interface between biological epidemiology and e-epidemiology, studying this transi-
tion, and then we briefly underline the various challenges involved, both structurally
and functionally, in the process of developing e-epidemiological models.

2.1 From Biological Epidemiology to e-Epidemiology

Several models based on Epidemiology have often been applied to understand the
transmission of malicious attacks in various kinds of network. The very nature of
basic epidemiological modeling makes it viable as one of the only tools that can
help us to suitably model and understand the system created by attacking mali-
cious objects. It provides a dynamic modeling process where the whole population
is divided into several compartments, based on their epidemiological status, and then
differential or difference equations are used to specify the movements or transitions
between compartments through the transition processes of infection, recovering,
migration, etc. These mathematical models have traditionally been used as impor-
tant tools for analyzing the transmission and control of infectious diseases. The
process of model formulation has been found to be useful in clarifying assumptions,
variables and parameters, while the models themselves provided conceptual results
like basic reproduction numbers, contact rates, replacement numbers, etc. The math-
ematical models and their computer simulations have acted as useful experimental
tools in building and testing theories, assessing quantitative conjectures, answer-
ing specific questions, determining sensitivities in change of parameter values and
also in estimating the values of key parameters from collected data. These models
have been extensively used in comparing, planning, implementing, evaluating and
optimizing different programs for detection, prevention, therapy and control of epi-
demics. Structurally and functionally, most epidemic models can be traced to the
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classical Susceptible-Infectious-Recovered (SIR) model proposed by Kermack and
McKendrick [2] but the first complete application of mathematical models to com-
puter virus propagation using epidemic models was based on directed graphs for
virus transmission [3]. This marked the beginning of the application of epidemio-
logical modeling to computer networks, with a number of models being developed
to deal with various aspects of such epidemics, mostly considering the similarities
between such infective in the biological world and in the cyber world. The major
strength and support behind the applicability of such models comes not just from the
similarities between the infecting objects, but also from certain other relevant factors.
One major factor is that in most sciences, it is possible to conduct experiments to
obtain information and test hypotheses, but experiments with the spread of viruses,
worms or other malware in computer networks are often impossible, unethical and
expensive, and also the data publicly available is often incomplete because of under-
reporting. The lack of reliable data makes accurate estimation of parameters very
difficult and as such it may only be possible to estimate a range of values of some
of the parameters. Thus the mathematical models and computer simulations provide
the necessary tools to perform the possible theoretical experiments to abridge the
gaps caused by the non-availability of practical experiments.

2.2 Structural and Functional Implications and Major Challenges
in e-Epidemic Modeling

The applicability of epidemic modeling has opened a newer dimension in the analysis
of the attack and defense of malicious objects in computer and other technological
networks. To make the use of such modeling useful and advantageous to the overall
goal of an improved theory of computer security, it is vital to understand the varying
implications of e-epidemic modeling and also to identify the major challenges of the
domain. In this section, the chapter deals with these aspects of e-epidemic modeling.

2.2.1 Characterization of Nodes Based on the Status of Infection

The basic pre-criterion for applying an epidemic model based analysis, is to charac-
terize and classify the nodes into the infected and non-infected categories, depending
on the presence or absence of infection. The basic models of epidemiology [2] pro-
vide the foundational structure for such models. Two possible approaches may arise
depending on whether there is a distinction made between the non-infected nodes that
are yet to be infected and those which have recovered from the infection. In both the
methods, the initially non-infected nodes are considered in a susceptible class, while
the infected nodes are taken in an infected class. In the model with no difference
being made between the non-infected and recovered nodes, the infected nodes after
recovery move back into the susceptible class, while in the other approach, a sep-
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Fig. 2 Schematic representation of a Susceptible - Infected-Recovered model, and b Susceptible-
Infected-Susceptible model

Table 1 Nomenclature

Symbol Description

S(t) The susceptible population size
E(t) The exposed population size
I(t) The infectious population size
Q(t) The quarantined population size
R(t) The recovered population size
N(t) The total population size
β The per infectivity contact rate
γ The rate of recovery of infectious nodes
μ The natural death rate and birth rate of nodes
ε The rate at which exposed nodes become infectious
ξ The rate at which recovered nodes lose their temporary immunity
δ Death rate due to infection
ν Rate at which quarantined nodes recover
ψ Rate of vaccination of susceptible nodes

arate recovered class is considered. The nomenclature of the models depending on
the dynamics of the infection becomes Susceptible-Infected-Recovered (SIR) model
and Susceptible-Infected-Susceptible (SIS) model, based on the presence or absence
of the recovered class.

The functionality of these models follows directly from biological epidemiol-
ogy, and their efficacy in the domain of computer networks, is mainly to provide
a black-box structure that serves as the basic foundation on which almost all of
e-epidemiological modeling is based. The shaded infected class in 2 is mainly for-
matted to provide the possibility of inclusion of the various facets that need to be
considered while applying epidemiological models to technological attacks.

The functional dynamics of the two models can be represented using the following
sets of differential equations.

Model 1(Susceptible-Infected-Recovered (SIR)):
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d S

dt
= μ− βSI − μS

d I

dt
= βSI − (μ+ γ )I (1)

d R

dt
= γ I − μR

Model 2 (Susceptible-Infected-Susceptible (SIS)):

d S

dt
= μ− βSI − μS + γ I

d I

dt
= βSI − (μ+ γ )I (2)

2.2.2 Characterization of Nodes Based on the Status of Infectivity

A major structural variation also arises when a differentiation is made between nodes
that are infected but are not yet able to spread the infection to other nodes, and those
infected nodes that already have the ability to infect other nodes [4]. This difference
structurally leads to the formation of two infected classes, by partitioning of the
previously single infected class, where the two classes are named as the exposed class
and the infectious class. Functionally, this allows the inclusion of a latent period of
infection, that accounts for the time gap between a node getting infected to the point
where it starts to spread the infection to other nodes. This period is generally not very
high in case of an attack in a technological network, but it often acts as an important
feature of such networks whose inclusion is found to be useful in understanding
the functionality of such attacks.However, in many malicious attacks, a delay is
purposefully built into the functionality. For instance, an arriving worm may need
time to transfer its malicious payload to a host node. Moreover, the small latency
period may be negligible in terms of the total infection span, like those of many fast
spreading worms like Code Red or Slammer worm. Figure 3 shows how the model
structurally appears, when the infected class of model 2 is partitioned to include the
latently infected exposed class.

The model is referred to as the Susceptible-Exposed-Infectious-Recovered (SEIR)
model and its dynamics can be represented by the following system of equations.

Fig. 3 Schematic representation of Susceptible-Exposed-Infectious-Recovered model



9 e-Epidemic Models on the Attack and Defense of Malicious Objects in Networks 125

Model 3(Susceptible-Exposed-Infectious-Recovered (SEIR)):

d S

dt
= μ− βSI − μS

d E

dt
= βSI − (μ+ ε)E

d I

dt
= εE − (μ+ γ )I (3)

d R

dt
= γ I − μR

2.2.3 Characterization of Nodes Based on the Nature of Immunity

The structure of the models can also be further modified, considering whether the
nodes on recovery acquire permanent immunity to the infection or the immunity is
only for a specific period of time after which it is lost [4]. The structural implication
of the loss of immunity is in the form of a chain of classes, where the nodes enter back
into the susceptible class, once they lose the acquired immunity. From the functional
point of view, this feature turns out to be useful in modeling the attack of particular
strains of attacking agents, where upon using an updated antivirus which can identify
the signature of the particular agent, the immunity can be safely assumed to be
permanent, whereas the contrary assumption holds when a whole class of evolving
attacking agents or a sub-class of sufficient size is taken into consideration. In Fig. 4,
model 4 is extended to include the case of temporary immunity, while model 4 itself
considers the assumption of permanent immunity.

The model is named as the Susceptible-Exposed-Infectious-Recovered-
Susceptible (SEIRS) model, which includes a transition of nodes from the recovered
class back to the susceptible class. The dynamics of the model can be represented
by the following system of equations.

Model 4 (Susceptible-Exposed-Infectious-Recovered-Susceptible (SEIRS)):

Fig. 4 Schematic representation of Susceptible-Exposed-Infectious-Recovered-Susceptible
(SEIRS) model which assumes temporary immunity to infection
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d S

dt
= μ− βSI − μS + ξ R

d E

dt
= βSI − (μ+ ε)E

d I

dt
= εE − (μ+ γ )I (4)

d R

dt
= γ I − (μ+ ξ)R

2.2.4 Natural Death of Nodes

The removal of non-functional nodes from the network based on reasons not related
to the attack of malicious objects is often referred to as natural death or natural
mortality, borrowing terminology from biological epidemiology. In epidemiological
modeling of technological attacks, there are again functionally two different aspects
to be considered when deciding on the nature of the natural death rate. The rate can
be sometimes assumed to be a function of time to account for the fact that the nodes
in a computer network have a life-cycle like any other machine, where the node may
be assumed to have zero death rate up to its expected lifetime and then it is assumed
to be exponentially increasing. Assuming ’a’ to be the expected lifetime, the death
rate may be defined as follows

μ(t) =
{

0; t < a
cedt ; t ≥ a

(5)

where c and d are positive constants. The preferred choice for the natural death rate
is however to assume it to be a small constant because in general the modeled time
span for an attack and its subsiding is very small, when compared to the average life
time of the nodes. Therefore for a short time modeling process, the constant choice
of natural death rate suffices for most of e-epidemic modeling, but if there is a need
to model a time range which is larger than the expected life span of the nodes, then
the choice can be made as in Eq. 5.

2.2.5 Death of Nodes Due to Infection

The loss of functionality of nodes due to the attack of malicious objects is often
referred to as the infection-induced death or infection-induced mortality or crashing.
In most active attacks in computer networks, the primary aim is to damage the nodes
to an extent that they become non-functional, whereas in most passive attacks, the
aim is only to find out vulnerable nodes which can be later compromised to launch
active internal attacks. The role of infection-induced death rate is therefore limited in
case of modeling of passive attacks, whereas it is vital to consider its impact in case
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Fig. 5 Schematic representation of Susceptible-Exposed-Infectious-Recovered-Susceptible
(SEIRS) model with infection-induced death in Infectious (I) class

of active attacks, where there is substantial crashing of nodes due to the attack. The
corresponding death rate is assumed in one or more of the infected classes, where
the rates may be assumed to be same for computational simplicity, or different, in
which case the death rate in the infectious (I) class is assumed to be more than the
others to show that it is the primary class as far as deaths are concerned, among all
the infected classes. The possibility of a variable death rate is not considered in this
case because of the instantaneous nature of the deaths in an overwhelming majority
of the cases. In Fig.5, an extended model obtained by considering infection-induced
death in the infectious class of model 5, is shown

The corresponding model is same as model 5, except for the equation representing
the dynamics of the infectious class, which gets modified to

d I

dt
= εE − (μ+ γ + δ)I (6)

2.2.6 Vertical Transmission of Infection

The concept of vertical transmission has been studied in a number of biological epi-
demic models to account for the fact that a fraction of the off-springs of infected hosts
will already be infected at birth. The idea proves useful even in e-epidemiological
modeling, where new terminals added to an infected node or all nodes that are con-
nected to an infected hub, have a very high probability of getting directly infected.
Figure 6 shows an extension of the SEIRS model, with addition of infected nodes to
the exposed (E) class, which includes both the fraction of nodes added to the exposed
nodes (pμE) and also the infectious nodes (qμI ).

Fig. 6 Schematic representation of Susceptible-Exposed-Infectious-Recovered-Susceptible
(SEIRS) model with vertical transmission
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A qualitative analysis shows that the addition of vertical transmission into the
model functionally increases the value of the threshold parameter, thereby increasing
the chance of formation of the endemic state of the infection. The dynamics of the
model get modified with respect to the rates of change of the susceptible (S) and
exposed (E) classes, whose equations become

d S

dt
= μ− pμE − qμI − βSI − μS + ξ R

d E

dt
= βSI + pμE + qμI − (μ+ ε)E (7)

2.2.7 Application of Quarantining of Infected Nodes

The idea of forcefully removing a section of the infected nodes from the network to
reduce the rate of spread of further infection to non-infected nodes is often referred to
as quarantining, and it serves the dual purpose of preventing the infected nodes from
coming into active contact with other nodes and also allows the model to account
for the time period needed to disinfect the already infected nodes. The inclusion of
a quarantined class functionally reduces the spread of infection and acts as a good
abstraction of a practical process that is often employed in most computer networks
[5]. Structurally, the model gets modified by including the extra quarantined (Q)
class before the nodes get recovered, and schematically it would appear as shown in
Fig. 7.

The model once again is similar in qualitative aspects with the previous form,
where quarantining has not been considered, but in effect the features of the mech-
anism are seen to show an impact as far as the level of infection and its spread
are concerned. The system of equations representing the model with quarantining
included is as follows

Model 5 (Susceptible-Exposed-Infectious-Quarantined-Recovered-Susceptible
(SEIQRS)):

Fig. 7 Schematic representation of Susceptible-Exposed-Infectious-Quarantined-Recovered-
Susceptible (SEIQRS) model
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d S

dt
= μ− βSI − μS + ξ R

d E

dt
= βSI − (μ+ ε)E

d I

dt
= εE − (μ+ γ )I (8)

d Q

dt
= γ I − (μ+ ν)Q

d R

dt
= νQ − (μ+ ξ)R

2.2.8 Strength of Defense Mechanism Involved

A major practical feature on which the success of a network security mechanism
depends is the strength of the defense mechanism involved, which includes both the
strength of the anti-malicious and intrusion detection software and also the strength
of the manual technicians working, which specially plays a considerable role when
the modeled network is a large enterprise network and the resources spent during the
disinfection process cannot be ignored. The strength of the defense mechanism is
often represented by the rate at which the nodes make a transition from the infectious
(I) class into the recovered (R) class, when direct transition is considered. On the
other hand, if quarantining is taken into consideration then it is represented by a
combination of the rate of transition from the infectious (I) class to the quarantined
(Q) class along with the rate of transition from the quarantined (Q) class to the
recovered (R) class. These rates can in particular be useful to apply the model for a
quantitative analysis of the model, where the costs incurred in terms of the resources
used or wasted can be estimated.

2.2.9 Impact of Control Techniques

To reduce the effective rate of spread of infection in a network of a malicious attack,
various kinds of control mechanisms can be devised. An e-epidemic model may need
to represent a number of such features or actions in the physical system, like presence
or absence of antivirus, its relative strength, availability of virus signatures, effective-
ness of antivirus to deal with a certain class of attacking agents, relative degradation
of the antivirus mechanism when considering evolving attacking agents, among a
number of other possibilities. One of the most commonly used control mechanisms
is often referred to as vaccination, which may be used to represent a number of
the stated scenario, under different kinds of assumptions. Figure 8 represents two
varying kinds of situations in which the process of vaccination can be applied in
e-epidemic models. In the first case (Fig. 8a), the underlying model assumes per-
manent immunity and so the vaccinated nodes are assumed to move directly to the
recovered (R) class. In the other situation (Fig. 8b), immunity is temporary and so
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Fig. 8 Schematic representation of a SEIR (permanent immunity) and b SEIRS (temporary immu-
nity) models with vaccination

not just the recovered nodes lose their immunity but also the directly vaccinated
nodes lose the acquired immunity and again become susceptible to the attack. The
permanent immunity concept has limited applicability, specially when modeling a
particular strain of malicious object. However, in most cases the immunity is lost as
soon as the attacking malware evolves, or a new type of malicious object comes into
the scenario.

The term ψS representing the susceptible nodes which become directly vacci-
nated, gets reduced from the equation for the susceptible (S) class and get added into
the recovered (R) class in the SEIR model in the case of permanent immunity. In the
model with temporary immunity, a new vaccinated (V) class is introduced whose
rate of dynamics is given by the equation

dV

dt
= ψS − ξ2V (9)

while the modified equation for the susceptible (S) class is

d S

dt
= μ− βSI − μS + ξ1 R + ξ2V (10)

Here ξ1 and ξ2 represent the rates at which the recovered nodes and the vaccinated
nodes lose their temporary immunity to the infection.

2.2.10 Impact of Non-linearity in Incidence

In all the models discussed so far, the rate of formation of new infections or the inci-
dence rate is assumed to be bilinear, depending linearly on the fraction of infectious
nodes and the fraction of susceptible nodes, which has a direct consequence of the
underlying simplifying assumption of homogeneous mixing. For e-epidemiological
models, this type of incidence may need to be modified depending on the topology
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of the type of network being modeled. The bilinear incidence may hold in a number
of simplified situations or in case of networks which have a mesh or a nearly mesh
topology, where the principle of homogeneous mixing stands justified. The applica-
bility however is limited to specific scenarios like ad hoc and sensor networks but in
most practical cases, including the Internet, the contacts of any node with other nodes
are highly limited by the topology, which makes homogeneity an overly simplified
assumption. The Internet may appear to a user to be a mesh network but a graphical
representation of it is always a highly sparsely connected structure. A node may still
be used for scanning other nodes to find vulnerable hosts on an IPv4 network but even
this advantage is expected to be diluted with the change over to 128 bit addresses
in IPv6 networks. A logical extension is to assume a non-linear incidence where the
rate depends non-linearly, given by positive parameters p and q, on both the infec-
tious and susceptible classes of nodes. The SEIQRS model, discussed earlier can be
modified by including bilinear incidence to have the following system of equations:

Model 6 (Susceptible-Exposed-Infectious-Quarantined-Recovered-Susceptible
(SEIQRS) model with non-linear incidence):

d S

dt
= μ− βS p I q − μS + ξ R

d E

dt
= βS p I q − (μ+ ε)E

d I

dt
= εE − (μ+ γ )I (11)

d Q

dt
= γ I − (μ+ ν)Q

d R

dt
= νQ − (μ+ ξ)R

2.2.11 Characterization of Different Behavior of Epidemic Sub-classes

An e-epidemic model may need to show structural and functional differentiality
with respect to the epidemic classes, leading to the formation of sub-classes, to
represent various kinds of physical situations like difference in kinds of attacking
agents leading to differential—susceptibility models, difference in exhibited symp-
toms leading to differentially—exposed models, difference in infectiousness leading
to differentially—infectious models and difference in methods of disinfection lead-
ing to differentially—quarantined models [6–8]. These models can provide useful
insight towards understanding technological attacks, and towards better practical
modeling of the scenario involved. Such models can also be effectively employed
for effective applications like vulnerability analysis of a network for different kinds
of infections, symptom based analysis and detection for different kinds of behavior
during latent infection phase where nodes are still to become infectious and so can be
checked in time, for performance analysis of the defense mechanism for different sets
of defense mechanisms or teams of manual technicians, or a cost based analysis to
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Fig. 9 Schematic representation of differentially infectious SIRS model

optimize the way that a large enterprise network may schedule the use of its resources
to meet its security requirements. Figure 9 shows the structural representation of a
differentially-infectious SIRS model.

The model may be represented by the following system of equations
Model 7 (Differentially Infectious SIRS model):

d S

dt
= μ− λS − μS + ξ R

d Ii

dt
= piλS − (μ+ γi )Ii ; i = 1, 2, ..., n (12)

d R

dt
=

n∑
i=1

γi Ii − (μ+ ξ)R

where λ represents the incidence and pi represents the probability that a susceptible
node gets infected into the i th infectious class. The nodes may show symptoms of
more than one group or may be infected by more than one type of attacking agent,
in most practical situations. However, the utility of such models would depend on a
suitable choice of method to decide the dominant sub-class.

This section highlighted the various facets of e-epidemic modeling, with partic-
ular reference to the context of malicious attacks in networks. However, there needs
to be a careful consideration of the context in which the attack is being modeled. For
instance, when modeling attacks of specific virus strains, the concept of permanent
recovery is considered, unless the time frame is large enough to include mutated
variations of the attacking agent. The models with temporary recovery are expected
to be applicable when modeling attacks by general classes of attacking agents, or
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if there is a provision for a strengthened attack from the same agent. Moreover,
models including differential behaviour allow the consideration of multiple classes
of attacking agents together. The choice therefore needs to be careful enough to
enable the model to be as practically viable and relevant as possible, based on the
scenario being modeled. Moreover, considering the growing complexity of techno-
logical networks, the aim for researchers in the domain becomes developing models
that are comprehensive enough to include features of such networks as well, and if
required to develop specific models for such networks, with varying assumptions
and possibly varying inferences that would be helpful in dealing with such attacks.
The challenges are also being compounded by the ever-increasing complexity of the
nature and number of attacks being faced by the networks worldwide, which makes
it essential to plan and develop more comprehensively applicable models, with pos-
sible provisions for feature selection to address specific requirements. Even though
these challenges are substantial, the possibilities of arriving at a concrete analytical
theory which could possibly help towards effectively solving the problem of mali-
cious attacks in technological networks. In the next section, the qualitative aspects
of e-epidemiological modeling will be explored.

3 Equilibria and Their Stability

In this section, the essential qualitative features of epidemiological models will be
explored briefly, which would include a threshold parameter called the basic repro-
duction number (R0) and the conditions specified by it, that determines whether the
infection persists in the network asymptotically or it eventually dies out with time. For
the analysis, a generalized SEIQR (Susceptible-Exposed-Infectious-Quarantined-
Recovered) model with infection induced deaths will be considered throughout this
section. The infection induced deaths are considered in both the infectious (I) class
and the quarantined (Q) class, with the rates δ1 and δ2 respectively, being different
in the two classes. The structural representation of the model is as shown in Fig. 10.

The system of equations forming the model is as follows Model 8 (Susceptible-
Exposed-Infectious-Quarantined-Recovered (SEIQR) with infection induced deaths):

Fig. 10 Schematic representation of Susceptible-Exposed-Infectious-Quarantined-Recovered
(SEIQR) model with infection-induced death in Infectious (I) and Quarantined (Q) class
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d S

dt
= μ− βSI − μS

d E

dt
= βSI − (μ+ ε)E

d I

dt
= εE − (μ+ δ1 + γ )I (13)

d Q

dt
= γ I − (μ+ δ2 + ν)Q

d R

dt
= νQ − μR

3.1 Basic Reproduction Number and Local Stability Conditions
of Infection Free Equilibrium

The basic reproduction number R0 is one of the most important tool for epidemiolo-
gists, as it gives a measure of the expected number of secondary infections produced
by a node during its total infectious period, when introduced in a population of sus-
ceptible nodes [9]. The definition of R0 immediately gives us a threshold condition,
because when R0 > 1, each infected node during its lifetime infects more than one
other node on an average, and so the epidemic persists, whereas the condition gets
reversed when R0 ≤ 1 and the infection dies out. The infection free equilibrium for
the above system is given as (S= 1, E= 0, I= 0, Q= 0, R= 0), and the most impor-
tant applicability of R0 is that the stability of this equilibrium is clearly reflected.
To obtain the basic reproduction number R0, the next generation method [10, 11] is
used. This method is the most suitable method for deriving R0 in models that include
multiple classes of infected nodes. In this method, the spectral radius, or the supre-
mum of the absolute values of the spectral elements, of the operator is obtained. The
spectrum here refers to the set of all the eigen values of the operator. The matrix F
representing the rate of appearance of new infections and the matrix V representing
the difference between inward and outward flow of nodes into a compartment are
given as

F =

⎛
⎜⎜⎜⎜⎝

βSI
0
0
0
0

⎞
⎟⎟⎟⎟⎠ and V =

⎛
⎜⎜⎜⎜⎝

(μ+ ε)E
−εE + (μ+ δ1 + γ )I

βSI − μ+ μS
−γ I + (μ+ δ2 + ν)Q

−νQ + μR

⎞
⎟⎟⎟⎟⎠

Taking the partial derivatives with respect to the infectious classes, we get

F =
(

0 βSI
0 0

)
and V =

(
μ+ ε 0
−ε μ+ δ1 + γ

)
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The basic reproduction number is given as the spectral radius (ρ) of the next
generation operator FV−1 and so we have R0 = ρ(FV−1) where the matrix FV−1

is given as

FV−1 = 1

(μ+ ε)(μ+ δ1+ γ)
A

where

A =
(
βε β(μ+ ε)
0 0

)
at the infection free equilibrium. So, the value of R0

becomes

R0 = βε

(μ+ ε)(μ+ δ1 + γ ) (14)

This value of the basic reproduction number acts as a threshold on which the
formation or failure of the epidemic event depends as already discussed, and the
stability of the infection free equilibrium also depends on the condition, which is
summarized in the following subsection. From the definition of R0, the infection
free equilibrium is locally asymptotically stable if R0 ≤ 1, and is unstable if R0 > 1.
The values of basic reproduction number for some of the epidemic models which
were discussed earlier in Sect. 2.2 are enlisted in Table 2.

Next, in Sects. 3.2 and 3.3 the global stability conditions for the infection free
and endemic equilibrium points are obtained. These conditions broadly specify the
criteria under which the persistence or failure of the epidemic depend and hence
allow the determination of the basic path to be adopted to deal with an epidemic
malicious attack.

3.2 Global Stability of Infection Free Equilibrium

The LaSalle’s invariance principle can be used to show that the condition for the
global asymptotic stability of the infection free equilibrium point in the domain
� = {(S, E, I, Q, R) : S ≥ 0, E ≥ 0, I ≥ 0, Q ≥ 0, R ≥ 0, S+E+I+Q+R ≤ 1}
is that R0 ≤ 1, i.e. all solutions starting in this feasible region approach the infection
free equilibrium when R0 ≤ 1 . Here we need to select a real-valued function L
with domain �, which has properties analogous to the potential function in classical
dynamics, and its choice has to consider the transitions for the infected classes. We
define such a function L as L = εE − (μ+ ε)I .

Then the time derivative of L is given as L ′ = (μ+ε)(μ+δ1+γ )[ βεS
(μ+ε)(μ+δ1+γ )−

1]I = (μ+ ε)(μ+ δ1 + γ )(R0S − 1)I .
This shows that L ′ ≤ 0 if R0 ≤ 1 and also L ′ = 0 if and only if I = 0 or R0 = 1

and S = 1. Hence the largest compact invariant set in � where L ′ = 0 is the singleton
set containing the infection free equilibrium point, and so it is globally stable in �.
The next section deals with the endemic equilibrium and conditions for its stability.



136 B. K. Mishra and K. Haldar

Table 2 Basic epidemic models and their properties

Sl. No. Model Basic reproduction number Fundamental properties

1 SIR β
γ+μ 1. Single infected class

2. Permanent immunity
2 SIS β

γ+μ 1. Single infected class

2. Temporary immunity
3 SEIR βε

(γ+μ)(ε+μ) 1. Presence of latently infected
class

2. Permanent immunity
4 SEIRS βε

(γ+μ)(ε+μ) 1. Presence of latently infected
class

2. Temporary immunity
5 SEIQR βε

(γ+μ)(ε+μ) 1. Presence of latently infected
class

2. Permanent immunity
3. Presence of quarantine based

disinfection phase
6 SEIQRS βε

(γ+μ)(ε+μ) 1. Presence of latently infected
class

2. Temporary immunity
3. Presence of quarantine based

disinfection phase
7 SEIQR βε

(μ+ε)(μ+δ1+γ ) 1. Presence of latently infected
class

(with infection
induced deaths)

2. Permanent immunity

3. Presence of quarantine based
disinfection phase

4. Presence of infection induced
deaths in I and Q classes

3.3 Global Stability of Endemic Equilibrium

In this last section, it is observed that the system is asymptotically converging to
the infection free state when R0 ≤ 1. However, when R0 > 1 then the infection
free equilibrium loses its global stability and an endemic equilibrium exists, which
guarantees that under this situation the infection persists in the network. The endemic
equilibrium point for the SEIQR model with infection induced deaths satisfies the
following system of equations
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lμ− βSI − μS = 0

βSI − (μ+ ε)E = 0

εE − (μ+ δ1 + γ )I = 0 (15)

γ I − (μ+ δ2 + ν)Q = 0

νQ − μR = 0

Solving these equations, we get the endemic equilibrium point (S∗, E∗, I ∗, Q∗,
R∗) as

S∗ = 1
R0

E∗ = μ
μ+ε (1− 1

R0
)

I ∗ = μ(R0−1)
β

Q∗ = γμ(R0−1)
β(μ+δ2+ν)

R∗ = γ ν(R0−1)
β(μ+δ2+ν)

We next adapt a geometric approach [12, 13] to show the global stability of the
endemic equilibrium. According to their approach for the mapping f : D ⊂ �n →
�n , where D is an open set, if the differential equation x ′ = f (x) be such that its
every solution x(t) can be uniquely determined by its initial condition x(t) = x0, then
an equilibrium point xεD and satisfying the conditions: (1) D is simply connected,
(2) There exists a compact absorbing subset K of D, (3) x is the only equilibrium
point in D, is globally stable if it satisfies the additional Bendixson criteria given as

q2 = lim supt→∞ supx0εK q < 0
where

q = ∫ t
0 μ(B(x(s, x0))) ds

Also B = A f A−1 + A ∂ f [2]
∂x A−1 and A is a matrix-valued function satisfying

μ(A f A−1 + AJ [2]A−1) ≤ −δ < 0 on K. Further J [2] = ∂ f [2]
∂x is the second

compound Jacobian matrix [14] which for a Jacobian matrix of order 4 is given

as J [2] =

⎛
⎜⎜⎜⎜⎜⎜⎝

j11 + j22 j23 j24 − j13 − j14 0
j32 j11 + j33 j34 j12 0 − j14
j42 j43 j11 + j44 0 j12 j13
− j31 j21 0 j22 + j33 j34 − j24
− j41 0 j21 j42 j22 + j44 j23

0 − j41 j31 − j42 j32 j33 + j44

⎞
⎟⎟⎟⎟⎟⎟⎠

and

μ denotes the Lozinskii measure, given as μ(M) = limh→0+
|I+hM|−1

h for an N
X N matrix M.

The existence of a compact absorbing set which is absorbing in the interior of
�, follows from the uniform persistence of the system as lim inf t→∞ S(t) > c,
lim inf t→∞ E(t) > c, lim inf t→∞ I (t) > c, lim inf t→∞ Q(t) > c and lim inf t→∞
R(t) > c for some c > 0. Based on the procedure used by [13] and later by [12],
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the proof for the Bendixson criteria q2 < 0, can be enumerated in the form of the
following steps:

(1) The Jacobian matrix of the reduced system, leaving the recovered class is

J =

⎛
⎜⎜⎝
−μ− β I 0 −βS 0
β I −(μ+ ε) βS 0
0 ε −(μ+ δ1 + γ ) 0
0 0 γ −(μ+ δ2 + ν)

⎞
⎟⎟⎠

(2) The second compound additive Jacobian matrix is given as

J [2] =

⎛
⎜⎜⎜⎜⎜⎜⎝

−a βS 0 βS 0 0
ε −b 0 0 0 0
0 γ −c 0 0 −βS
0 β I 0 −d 0 0
0 0 β I γ −e βS
0 0 0 0 ε − f

⎞
⎟⎟⎟⎟⎟⎟⎠

where
a = (2μ + β I + ε), b = (2μ + β I + δ1 + γ ), c = (2μ + β I + δ2 + ν),
d = (2μ+ γ + δ1 + ε), e = (2μ+ ε + δ2 + ν), f = (2μ+ δ1 + δ2 + γ + ν)

(3) To obtain matrix B in the Bendixson criteria, we define a diagonal matrix A as

A = diag(1, E
I ,

E
I ,

E
I ,

E
I ,

E
I )

and so if f denotes the vector field of the system, then

A f A−1 = diag(0, ( E
I ) f

I
E ,( E

I ) f
I
E ,( E

I ) f
I
E ,( E

I ) f
I
E ,( E

I ) f
I
E )

Hence the matrix B is given as

B = A f A−1 + AJ [2]A−1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−a βSI
E 0 βSI

E 0 0
Eε
I ( E

I ) f
I
E − b 0 0 0 0

0 γ ( E
I ) f

I
E − c 0 0 −βS

0 β I 0 ( E
I ) f

I
E − d 0 0

0 0 β I γ ( E
I ) f

I
E − e βS

0 0 0 0 ε ( E
I ) f

I
E − f

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

which can be written in the form of a block matrix as B =
(

B11 B12
B21 B22

)
where

B11 =
(−a

)
B12 =

(
βSI

E 0 βSI
E 0 0

)

B21 =

⎛
⎜⎜⎜⎜⎝

Eγ
I
0
0
0
0

⎞
⎟⎟⎟⎟⎠
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B22 =

⎛
⎜⎜⎜⎜⎝

( E
I ) f

I
E − b 0 0 0 0
γ ( E

I ) f
I
E − c 0 0 −βS

β I 0 ( E
I ) f

I
E − d 0 0

0 β I γ ( E
I ) f

I
E − e βS

0 0 0 ε ( E
I ) f

I
E − f

⎞
⎟⎟⎟⎟⎠

(4) The Lozinskii measure of matrix B can be estimated as μ(B) ≤ sup{g1, g2}
where g1 and g2 are defined as
g1 = μ(B11)+ |B12| = −2μ− β I − ε + βSI

E
and g2 = |B21| + μ1(B22) = −2μ+ I

E
εE
I + ( E

I ) f

where, the Lozinskii measure mu1 is with respect to the l1 norm and the norms
of matrices B12 and B21 are the operator norm.
Now I

E
εE
I + ( E

I ) f = I
E (

I E ′−E I ′
I 2 ) = E ′

E − I ′
I and so

E ′
E = βSI

E − (μ+ ε) and I ′
I = εE

I − (μ+ δ1 + γ ).
Hence g1 and g2 reduce to g1 = −μ− β I + E ′

E and g2 = −μ+ γ + δ1 + E ′
E .

So, μ(B) ≤ sup{g1, g2} ≤ E ′
E − μ+ sup{−β I, δ1 + γ }

which then reduces to μ(B) ≤ E ′
E − μ and so∫ t

0 μ(B) dt < (log E(t)− μt)

Hence, we finally obtain q2 =
∫ t

0 μ(B) dt
t <

log E(t)
t − μ <

μ
2 − μ < 0 for all

(S(0), E(0), I(0), Q(0)) in the absor bing set, where the bound on the sizes of the
classes are implied by the uniform persistence of the system. The criterion q2 < 0 is
thus satisfied and so the endemic equilibrium is globally stable. The condition itself
proves the local stability of the endemic equilibrium, as has been shown by Li and
Muldowney [13].

The qualitative aspects discussed in this section highlight the asymptotic behavior
of the system, which provide useful insight on the possibility of developing control
measures to check the spread of malicious attacks. A proper physical fabrication of
the abstractions represented in the modeling process can go a long way in possibly
eradicating or at least in minimizing the impact of most attacks in technological
networks. In the next section, the obtained results will be verified using numerical
simulations.

4 Numerical Methods and Simulation

The qualitative aspects discussed in the previous section will be verified in this section
to establish the basic conditions that decide the nature of the epidemic event caused
by a malicious attack in a technological network. In Fig. 11a, the local stability of
the infection free equilibrium is shown in the susceptible—infectious plane, for three
different values of R0, each of which satisfies the condition R0 ≤ 1, necessary for the
stability of the equilibrium. In each of the three cases, it is observed that the infection
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Fig. 11 The asymptotic behavior of the system considering the Susceptible—Infectious plane a
Local stability b Global stability of infection free equilibrium point

free equilibrium is the asymptotically reached point of stability. In Fig. 11b, the global
stability has been depicted, for the same set of values of R0. The observed nature is
similar, and asymptotically the state of infection free equilibrium is reached in all
of the cases considered. The parameter values are depicted in Table 3. A physical
interpretation of the graphs show that the number of nodes in the infectious class
ultimately vanishes when R0 ≤ 1, whether the infectious fraction is initially itself
small (Fig. 11a) or has a much larger value (Fig. 11b). This suggests that if a strong
defence mechanism is maintained then the initial level of infection does not have
considerable impact on the asymptotic state of the system.

In Fig. 12, the condition for the global stability of the endemic equilibrium is
verified, with a value of R0 = 1.5370, which being greater than unity guarantees
the global stability of the endemic equilibrium. The behavior is depicted using both
the susceptible—infectious plane and the susceptible—exposed plane. In Fig. 12a,
the global dynamics of the susceptible—infectious plane is shown, where the system
is seen to stabilize at a positive endemic equilibrium, which shows that the infec-
tion persists in the population asymptotically. In Fig. 12b, the same phenomenon is
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Fig. 12 Global stability of endemic equilibrium shown in a S–I phase plane b S–E phase plane

observed in the susceptible—exposed plane, where once again the system stabilizes
to the endemic equilibrium point. Physically this means that the number of infected
nodes in the network retains a positive value (infectious fraction of 0.07 and exposed
fraction of 0.045 as shown in Fig. 12a and b respectively).

Numerical simulations can also be used to explore a number of other quantitative
features of the model, including impact of quarantining, the effect of the presence
of latent class of infection and a number of other such properties. For instance, in
the three curves of Fig. 11, the impact of increasing the infectivity contact rate β

(the values considered are 0.05, 0.10 and 0.15) can be easily observed. For a smaller
value of β, the infection is seen to rapidly disappear while for a larger value, the
fall is more gradual. In Fig. 12, the value of β is further increased to 0.30, keeping
all other parameter values constant and it is observed that now the infection persists
in the network. The rate β physically shows the strength of the attacking malicious
object with respect to both its infecting power and also its scanning power to find
new vulnerable hosts in the network.
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Table 3 Parameter values for the Figs. 11a, b and 12a, b

Parameter Fig. 11a Fig. 11b Fig. 12a Fig. 12b

β (0.05, 0.1, 0.15) (0.05, 0.1, 0.15) 0.3 0.3
μ 0.04 0.04 0.04 0.04
δ1 0.03 0.03 0.03 0.03
δ2 0.02 0.02 0.02 0.02
ε 0.27 0.27 0.27 0.27
γ 0.1 0.1 0.1 0.1
ν 0.06 0.06 0.06 0.06
(S0, E0, I0,

Q0, R0)

(0.99, 0.01, 0, 0, 0) (0.9, 0.1, 0, 0, 0) (0.99, 0, 0.01, 0,
0) to

(0.99, 0, 0.01, 0,
0) to

(0.70, 0, 0.3, 0,
0) step size

(0.80, 0, 0.2, 0,
0) step size

(−0.01, 0, +0.01,
0, 0)

(−0.01, 0, +0.01,
0, 0)

5 Conclusion

The role of e-epidemic models is expected to provide a newer dimension to the
overall efforts being made for a proper understanding, analysis and developing of
control mechanisms, based on a concrete analytical theory, to deal with the contin-
uously growing problem of malicious attacks in computer and other technological
networks. In this chapter, several of the challenges in applying epidemic modeling
to the domain of cyber attacks have been highlighted, which are expected to pro-
vide a basic framework that can be utilized while developing further models. The
domain is expected to remain challenging in the near future because of the enor-
mous complexities involved, but a proper design and analysis of the domain can lead
to comprehensive models, that can possibly help in developing intelligent defense
mechanisms that use the analytical framework provided by the models.
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Chapter 10
Modelling the Joint Effect of Social
Determinants and Peers on Obesity
Among Canadian Adults

Philippe J. Giabbanelli, Piper J. Jackson and Diane T. Finegood

Abstract A novel framework for modelling trends in obesity is presented. The
framework, integrating both Fuzzy Cognitive Maps (FCMs) and social networks,
is applied to the problem of obesity prevention using knowledge shared through
social connections. The capability of FCMs to handle a large number of relevant
factors is used here to preserve domain expertise in the model. Model details and
design decisions are presented along with results that suggest that the type of social
network structure impacts the effectiveness of knowledge transfer.

1 Introduction

In Canada, one-third of adults are overweight and one-fourth are obese [1], which
is similar to the situation in the United States [2]. This high prevalence together
with its consequences on population health and the associated treatment costs has
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made obesity one of today’s most pressing health issues. Far from improving, “the
current economic crisis is likely to intensify the obesity epidemic [as we] have fewer
options for care available and as healthier, high-cost foods become increasing unaf-
fordable” [3]. We are thus at a time where new approaches should be sought. An
approach that is increasingly being advocated is to recognize that obesity is a com-
plex problem [4, 5], impacted by factors such as the psycho-social context (e.g.,
gender, depression) and the behaviour of peers. These two aspects have been treated
extensively but independently. The aim of the model presented in this paper is to
foster our understanding of the interplay between these key contributors to obesity.

The importance of peers in obesity was popularized [6, 7] due to an article from
Christakis and Fowler [8]. While the methodology was later criticized, the key idea
that one’s weight is affected by the activities done with peers is well validated [9]
and seen as a significant factor [10]. Several models have been designed to investi-
gate this phenomenon. These include an early cellular automaton model [11] later
improved to a social network model that accounted for the wide distribution in the
number of friends [12]. Both used simple rules stating that weight “spreads” from
person to person. We later proposed the first model to study the interplay between
behaviour and contextual factors by accounting for the fact that individuals influence
activities and not weight directly [13, 14]; this approach has since been advocated
by others [15, 16]. However, the context was still crudely defined, and simulation
results have pointed to the need for modelling the array of factors that compose
it in order to better understand how they interact with the influences conveyed by
peers. Studies on the psycho-social factors composing one’s psycho-social context
abound [17] and have been used to create expert systems [18], but a model has not yet
been designed that combines such systems with peer influences. The present paper
aims at achieving this combination, based on a new mathematical framework that
we developed to accurately represent an individual’s context and depict how parts of
it change during interactions with others [19, 20].

1.1 Contribution of the Paper

The principal contributions of the present work can be summarized as follows:

– We demonstrate the potential of a new modelling framework for complex social
problems by applying it to obesity.

– While previous computational studies of obesity and social networks often focused
on harmful effects (e.g., the increased probability to be obese if one has obese
peers), we investigate whether leveraging the power of social networks can con-
tribute to mitigating the obesity epidemic.

– We find that the ways in which people are normally connected can limit the effi-
ciency of an intervention aimed at improving knowledge about food and exercise.
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1.2 Organization of the Paper

The mathematical framework used to develop our model is presented in Sect. 2, first
intuitively and then mathematically; its full mathematical specification can be found
in [19] and an illustration is provided in [20]. Section 3 introduces the model built on
this framework in a step-by-step approach. In Sect. 4, we use this model to conduct
simulations aiming at ameliorating obesity in the population. Results are discussed
in Sect. 5 together with possible improvements to the model.

2 Modelling Framework

2.1 Informal Overview

One’s obesity is shaped by an environment made of many interacting psycho-social
factors. The complexity of obesity is not a mere consequence of the number of these
factors or the amount of their interactions. A key challenge is to be found in the nature
of these interactions: they can be vague, difficult to interpret, or uncertain. Fuzzy Cog-
nitive Maps (FCMs) have been used to address the complex social situations in which
such types of interactions are encountered, ranging from diabetes among Canadian
aboriginals [21] to homelessness [22] and international politics [23, 24]. FCMs have
a network structure: they are composed of nodes representing the factors (e.g., obe-
sity, discrimination) connected by directed edges standing for causal relationships
(e.g., impact of obesity on discrimination). An in-depth technical description can be
found in [25]. In an FCM, the strength of an edge is assigned by collecting experts’
opinions about that edge and combining them using Fuzzy Logic Theory, which is a
technique of choice since it “resembles human reasoning under approximate infor-
mation and inaccurate data to generate decisions under uncertain environments. It
is designed to mathematically represent uncertainty and vagueness, and to provide
formalized tools for dealing with imprecision in real-world problems [26]”. Once
all edges have been assigned a strength based on that process, a “case” (e.g., the
description of a patient) can be built by assigning a value to each factor of the FCM.
Then, a simulation consists of repeteadly updating the values of the factors until a
subset of them (e.g., the “obesity” factor) stabilizes.

Fuzzy cognitive maps allow to represent the context in a way that is meaningful
both mathematically and in terms of domain expert understanding, which makes it
valuable for interdisciplinary endeavours. Furthermore, FCMs are able to include
many relevant aspects, that is, aspects considered to be important and capable of
being modelled under current conditions. This allows us to avoid the premature
elimination of factors that may later turn out to be important. This modelling point is
discussed in [27] and the underlying logic against simplicity as a primary modelling
heuristic can be found in [28].
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Typically, one FCM is used and presented with different cases for which it makes
predictions. This framework differs by using one FCM to represent the environment
of each individual. The structure of the FCM is the same for all individuals since that
represents causalities, but the values of the factors are specific to the individual. For
example, Fig. 1 shows three individuals, each with an FCM. We know that obesity
generates a weight stigma, and this link is found in all individuals. However, it will
only have an effect for Lilian and Garnet, who are the ones experiencing obesity.

The key idea of this framework is that individuals influence and are influenced by
others on some factors of their FCMs, which are then updated to account for how the
environment mediates these social influences. For example, in Fig. 1, Martha might
influence her friend Lilian by promoting exercise, thus the value of Lilian’s exercise
might initially go up. Then, Lilian’s FCM is updated, and her socio-economic status
will start to mediate Martha’s influence, since not being able to afford exercise might
not allow Lilian to do the changes advocated by her friend. Overall, this framework
can model both a realistic population structure, generated using scale-free or small-
world networks, and an accurate environment thanks to a finely-tuned expert system.

2.2 Core Formal Specification

The population is formalized as a set V of peers (blue circles in Fig. 1) linked by
social ties E. Each individual v ∈ V has a Fuzzy Cognitive Map, denoted by vFC M .
A Fuzzy Cognitive Map is formally defined as follows. Consider a set F of n factors,
the matrix Mi, j , i = 1 · · · n, j = 1 · · · n that encodes the weight of the causal
relationship from factor i to j , and the vector of factors’ values Vi (t), i = 1 · · · n at
time t . Then, the new values of the factors at time t+1 for a given FCM are obtained
by the standard equation

Fig. 1 The initialization provides each individual with an instance of the FCM. Some concepts
of the FCM can be influenced by peers (in black) while others (in white) cannot. This example
shows that one’s exercise and food intake can be influenced by peers, whereas the socio-economic
status (SES) is not perceived as being influenced by peers. The simulation will evolve the influenced
factors based on peers’ FCMs, and then apply the inference engine to evolve each FCM
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Fig. 2 Using thresholds and impacts, only significantly different peer behaviours promote have an
impact, and this impact changes one’s current behaviour by a given fraction. This promotes smooth
changes, in opposition to adopting extreme behaviour, and was used previously for obesity in [14]

Vi (t + 1) = f

⎛
⎝Vi (t)+

∑
j=1, j �=i

V j (t)× M ji

⎞
⎠ (1)

where f is a function that bounds the output in the range [−1, 1], such as tanh.
The structure of the FCM is the same for all individuals, that is, the factors F
and their connections Mi, j are identical across the population. However, the value
of these factors at a given time Vi (t) are specific to an individual. Some of these
factors are being influenced by peers and are denoted by α(F) ⊆ F . Similarly,
the factors that are influencing peers are denoted by β(F) ⊆ F . Note that this
formalism makes two key assumptions. First, whether a factor is influencing or
influenced does not depend on time, as this role is assumed to be constant. Second,
influencing and influenced factors are assumed to be the same for all peers, that
is, ∀a, b ∈ V, α(aF ) = α(bF ), β(aF ) = β(bF ). These assumptions are the most
straight-forward and fit the domain knowledge at a level appropriate for the current
modelling goals of our project. The function S : (a ∈ α(F)) �→ {b ∈ β(F)}
determines, for each influenced concept, the set of concepts that influence it. The
key function that determines how the value of a concept changes based on peers’
influence is denoted by γ : (R,R,R) �→ R and has access to the values of both the
influenced and influencing concept, as well as the weight of the relationship. The
implementation of this function is scenario specific, and our implementation of this
framework currently offers several options. These include adopting the most extreme
behaviour, and adopting part of a peer’s behaviour if the difference is stronger than
a given threshold (Fig. 2). Finally, the evolution of the population for one time step
is summarized byAlgorithm 1, which has been further discusse in [19].
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Algorithm 1 Evolves the population
Require: The population has been initialized, the FCMs have starting values
1: //Applies the social influences in parallel
2: for i ∈ V do
3: for j ∈ V|( j, i) ∈ E do
4: //for each neighbor j influencing a person i
5: for a ∈ α(iF ) do
6: //for each concept influenced by peers
7: for b ∈ S(a) do
8: //for each influencing concept
9: Va(t + 1)← Va(t)+ γ (Va(t), Vb(t),W ((a, b))) //updates the value of concept a
10: end for
11: end for
12: end for
13: end for
14: //Evolves each individual’s FCM until it stabilizes
15: for i ∈ V do
16: while iFC M does not stabilize do
17: for g ∈ iFC M do
18: Mg(t + 1) = f (Mg(t + 1)+∑

h∈gFC M ,h �=g Mh(t)×Wh,g) //updates each concept
19: end for
20: end while
21: end for

3 Model of Obesity Among Canadian Adults

Our model is introduced using the same bottom-up approch as applied to the frame-
work in Sect. 2. We start by defining how selected social factors interact to shape
obesity in the population (Sect. 3.1). We then detail the probability distributions asso-
ciated with each factor, which allow us to generate virtual individuals (Sect. 3.2).
Finally, we address how individuals influence each other (Sect 3.3).

3.1 Structure of the Fuzzy Cognitive Map

Obesity is a complex problem shaped by the interaction of myriad factors. The Fore-
sight Obesity Map arose from efforts aimed at articulating many of these psychologi-
cal and sociological factors [29], but it was solely a conceptual model. This prompted
us to go further in designing a mathematical model, first using system dynamics [30]
and later as a Fuzzy Cognitive Map [18]. The structure of that map was based on a
literature review. In it, each edge represents a causation, whose strength was inde-
pendently assessed by seven international experts on obesity, and those assessments
were combined using various fuzzy logic techniques. Validation of this map produced
robust predictions consistent with expectations for all generated test cases, regardless
of the fuzzy logic technique chosen. However, in much the same way the Foresight
Obesity Map had to be reduced for the sake of analysis [31], data is not available to
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satisfy all of the concepts contained in the map. Therefore, we use a reduced version
of the FCM, which only includes concepts that can be operationalized given current
data. The concept psychosocial barriers was importance in connecting demographic
variables to exercise, but no standard index exists to measure it in North America.
Therefore, the concept was deleted but its edges were rewired by directly connecting
the demographic variables to exercise.

The new hypothesis explored in this paper is the addition of knowledge, which
stands for the elements that affect an individual’s choice regarding the two most
promixal factors of obesity: physical exercise and food intake. Improving knowledge
regarding food (i.e., nutrition knowledge) could be a valuable component of programs
aiming at managing weight, since nutrition knowledge acts through pathways that
include “adoption of more healthful cooking methods, improving skill at label reading
and meal planning, and reduced consumption of high-energy and high-fat foods”
([32] and references within). The association between knowledge and food intake
differs widely between studies [33], thus we take a neutral stand by assigning it an
intermediate “medium” value in the FCM. Similarly, knowledge can impact exercise
through several means: individuals might not exercise because they do not know
about the opportunities available in their neighborhood, which is studied in urban
health as “perceptions of the built environment” [34], or they might not know how
different types of exercise impact their health, which has been particularly studied
among the elderly [35]. Again, the broad definition of knowledge makes it difficult to
precisely estimate its impact on exercise, and as with nutrition knowledge we assign
it a medium value.

The FCM resulting from the simplification process and the addition of knowledge
is represented in Fig. 3 as viewed in the simulation software that implements the
framework summarized in Sect. 2.

3.2 Initial Values of the Fuzzy Cognitive Map

Age uses the age pyramid from Statistics Canada, based on the Canadian population
as of July 1st 2010 [36]. The pyramid provides data for all Canadians and since we
are focusing on adults, its content was scaled to express the fractions of individuals
aged 18 to 100+. To assign an age to a virtual individual, fractions are viewed as
probabilities, e.g., the fact that 1.66 % of Canadians are aged 18 translates to 1.66 %
chance for a virtual individual to be aged 18 (encoded as age = 0). Similarly, income
uses the 2009 data from Statistics Canada. The consensus on fatness perceived
as negative and belief in personal responsibility is that both are highly prevalent
attitudes in North America, as reviewed in [18]. Thus, both are assigned the high value
of 0.8. The values for stress, depression, antidepressants, health, and obesity are
drawn from large Canadian datasets based on the (virtual) individual’s age (Table 1).
The value of weight discrimination is set to be that of obesity; in other words,
it is assumed that obese individuals experience a prejudice that linearly depends
on their obesity. An alternative hypothesis would be to consider that individuals
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Fig. 3 Fuzzy Cognitive Map of obesity. Red edges have negative weights whereas green edges
have positive weights. Concepts circumferenced in red must stabilize for the FCM to stop evolving,
and concepts shaded black participate in social influence.

are discriminated against significantly when they are very obese, and negligibly
otherwise. However, simulations conducted in [18] for both hypotheses showed that
they generally yield almost indistinguishable results.

Regarding exercise, we assume as in the United States that most individuals
are sedentary [37]. Based on the Food and Agriculture Organization [38], being
sedentary translates to a value of 1.53 on the scale known as level of physical activity
that (in its broader sense) goes from 1.4 to 4.7. Thus, on our scale from 0 to 1,
most individuals should have a value of 1.53−1.4

4.7−1.4 ≈ 0.04. In order to approximate
this heavy-tailed distribution, we use the Inverse Gaussian distribution f (x;μ =
1, λ = 0.01) scaled to the range [0,1], which has a mean of 0.04. Setting food intake
should not be done independently of the value of exercise. Doing so would result
in creating virtual individuals with highly unsustainable and uncommon situations,
such as spending significantly more energy than they get. In physiology, food and
exercise are connected through the energy balance, that is, the difference between
intake and expenditure. Precisely estimating this balance in the adult population has
been a subject of debates [39, 40], but the recent study by KD Hall and colleagues for
the adult American population found that intake was higher than expenditure by 30 kJ
on a scale of 11,000. Therefore, on our scale from 0 to 1, we set one’s food intake to be
higher than exercise by 30

11,000 ≈ 0.0027. Finally, as we hypothesized that knowledge
impacts exercise and food intake, which both have a heavy-tailed distribution, we
also assign to knowledge the Inverse Gaussian distribution f (x;μ = 1, λ = 0.01)
scaled to the range [0,1].
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Table 1 Prevalence of concepts per age bracket from the National Population Health Survey
(NPHS) [41], the Canadian Community Health Survey (CCHS) [42, 43], and the Prince Edward
Island Nutrition Survey (PEINS) [44]

Measured concept Source Sample size Date Age cat. Prevalence (treated
here as probability)%

Depressed NPHS 14,500 1994–1995 8–29 7
30–39 6
40–49 6
50–59 5
60–69 2
70+ 3

Stressed NPHS 14,500 1994–1995 18-29 17
30–39 15
40–49 16
50–59 14
60–69 15
70+ 17

Antidepressants CCHS 36,984 2002 18–25 Taking antidepressants in the
past year: 3.4

26–45 Taking antidepressants in the
past year: 6.3

46–64 Taking antidepressants in the
past year: 7.7

65+ Taking antidepressants in the
past year: 4.1

Obesity PEINS 1,995 2000 18–34 None:41.7, Overweight:33.8,
Obese:24.5

35–49 None:30.9, Overweight:36.8,
Obese:32.3

50–64 None:22.3, Overweight:41.5,
Obese:36.2

65–74 None:26.8, Overweight:36.3,
Obese:36.9

Functional health CCHS 131,486 2009–2010 18–19 Good to full: 84.7
20–34 Good to full: 88.1
35–44 Good to full: 85.5
45–64 Good to full: 79.7
65+ Good to full: 67

3.3 Connections Among Fuzzy Cognitive Maps

As highlighted in Fig. 3, we focus on how the concept of knowledge influences and
is influenced by peers. The function that defines these influences relies on two ideas.
First, an individual does not often speak to all of his friends simultaneously. As
in [45], for each time step one peer is selected at random for interaction. Second,
friends can convey good as well as bad advice, so the direction of influences should
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not be limited to only improving one’s knowledge. Examples of advice that would
be detrimental to one’s knowledge include recommending inappropriate types of
exercise or promoting unhealthy cooking styles. Taking advice from peers is seen as
a probabilistic event, whereby one has a probability p of accepting “good” advice
(i.e., advice that increases one’s knowledge) and 1− p of accepting “bad” advice (i.e.,
advice that decreases one’s knowledge). Formally, denote by iknow(t) and jknow(t)
the value of the concept knowledge in individuals i and j at time t . Assuming that j
influences i , then iknow(t + 1) is given by

f (iknow(t), jknow(t)) = jknow(t) with probability p if jknow(t) > iknow(t)
jknow(t) with probability 1− p if jknow(t) < iknow(t)
iknow(t) otherwise

4 Simulation and Results

4.1 Simulation Environment

The model presented in this chapter was developed and tested using CoCo
(Connecting Concepts), our software suite designed for building FCM simulations.
CoCo is built upon four pillars: a concept map editor (Fig. 3), a coupling editor for
designing how nodes can affect each other (Fig. 2), and testing environments for both
social and geographic simulations. The concept map editor can be used for experi-
menting on an individual FCM, which is useful for providing insight or identifying
problems before stepping up to a network of FCMs. This model was run using the
social simulator, which provides a wide variety of social network models having
properties such as small-world or scale-free [46]. The software provides analysis of
the graph structure in addition to plots of the system variables over the execution of
a simulation run.

4.2 Results

The goal of this simulation is to provide information on how the ways in which
individuals are connected (i.e., the structure of the social network) affect trends in
obesity. Indeed, we are not interested in the specific values of obesity, since the effect
of knowledge on behaviour change goes through a number of additional steps that
have been simplified in the model considered here.

Researchers have found that disparate social networks share numerous properties.
Since the first properties were found in the late 1990s, a considerable body of work has
been devoted to designing models of networks expressing given properties that are
tunable by the user [46]. Two properties have been found to be of particular interest:
small-world and scale-free. Their formal definitions and consequences for various
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Table 2 References to network models and parameters used to generate instances

Definition Parameters Number of
individuals

Small-world
property

Scale-free
property

Other
properties

[49] n = 2400 nodes,
edge probability
p = 0.01

2400 No No

[50, 51] t = 3 iterations,
d = 5 parallel
paths

2412 No Yes Planar,
unclustered

[14, 52] n = 185 base nodes,
δ = 11 expected
degree

2405 Yes No Degree regular

[53] t = 4 iterations,
n = 7 base nodes

2401 Yes Yes

processes can be found in [47, 48]. Informally, the small-world property requires (1)
that individuals often belong to communities, and (2) that going from one community
to the other requires a small set of intermediate individuals. The scale-free property
states that many individuals are linked to a few and a few are linked to many (i.e.,
the distribution of the percentage of individuals having a given number of friends
follows a power-law). In this work, we use several network models in order to obtain
different combinations of these properties and study how they impact the outcome
of the simulation. Table 2 summarizes the parameters used to generate instances,
together with references to the models’ definitions. The parameters were chosen to
calibrate the networks in size, which allows comparison of simulation results across
networks.

Simulations were performed for each of the four networks summarized in Table 2.
For each network and different value of the probability p to adopt information (see
Sect. 3.3), the value of the obesity concept was computed after 20 steps. Figure 4
reports on the average across 10 runs. This figure demonstrates that the way in which
individuals are connected has a significant impact on the potential of knowledge
sharing. Explanations for the differences in impact are suggested in the next Section.

It should be noted that the modelling framework used here leads to specific types
of simulations. The structure of a model such as designed in Sect. 3.1 synthesizes
expert knowledge, and its ties to domain research are strengthened by drawing all
values from empirical evidence. Overall, the process used to generate the model
produces its central validity, and the goal of a simulation is not to assess this validity
once more but instead to provide insight into hidden interactions, for example. The
importance of working closely on an empirical level to improve understanding of
specific phenomena is emphasized in [54].
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Fig. 4 Average value of the obesity concept as a function of the probability to accept a peer’s
knowledge. p < .5 denotes a propensity to accept harmful information whereas p > .5 favours
beneficial information. Color online

5 Discussion

Obesity is one of today’s most pressing health issues in countries such as Canada [1].
An individual’s obesity is shaped by numerous factors, and this paper focuses on the
psycho-social context (e.g., gender, depression) and the effect of peers. While com-
putational models have often treated these two aspects independently, we use a novel
framework that is precisely designed to model the interplay between a complex con-
text and peers (Sect. 2). The potential of this framework to foster our understanding
of complex social phenomena was demonstrated by building a detailed model of obe-
sity in a step-by-step manner, using intuitive software (Sect. 3). Counter to a number
of computational models that have enforced the negative side of peer influence, we
use this model to study how individuals can collaboratively lower the prevalence of
obesity. This collaborative effort is abstracted as influencing individuals’ knowledge
on food intake (e.g., learning healthful cooking methods, improving skill at label
reading and meal planning) and exercise (e.g., knowing the opportunities available
in the neighborhood and the impact of different types of exercise on health). We
simulated how the effect of knowledge on obesity was mitigated by several possi-
ble ways in which individuals can connect with others (Sect. 4). The key finding of
this study is that any of the social structures that could take place in the real-world
is less efficient at reducing obesity than connecting to random peers. An immedi-
ate practical consequence is that the effect of interventions on building knowledge
regarding obesity could be limited by the ways in which we naturally befriend oth-
ers. This effect is particularly salient when observing the relatively low effectiveness
of knowledge sharing in the small-world network which, research suggests, is an
excellent candidate for the social networks that we naturally create [55].
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Both small-world and random networks have a low-average distance, that is,
information travels fast. The one difference between these two networks lies in com-
munities, which are absent from a random network but essential for a small-world
network. Therefore, an explanation is that information travels fast but does not stick
well, as it is difficult to bring new ideas to a community where individuals rein-
force each other in “old habits”. Furthermore, our model did not account for the fact
that individuals in a community tend to share similar features. This similarity, or
homophily, is indeed known to “limit people’s social worlds in a way that has power-
ful implications for the information they receive” [56], which here could translate to
making the adoption of new knowledge even harder, hence increasing the difference
between small-world and random networks.

The model introduced in this chapter can be improved by future work in a number
of ways. Firstly, our mathematical framework can bring in homophily by modify-
ing the function representing the influences on knowledge (Sect. 3.3), so that the
chance of adopting information is proportional to the similarity between the inter-
acting individuals (e.g., in terms of age or gender), which is akin to the approach
undertaken in [45]. Secondly, our simulation allowed us to look at the impact of
knowledge on obesity in terms of trends but did not have the accuracy required to
predict actual values. This could be improved by extending the model in include
stages between knowledge and behaviour change, such as intention. However, the
relationships between such stages are often uncertain, as research has shown that
intention does not exactly predict changes [57]. An alternative approach could be to
focus on a particular population in which the different kinds of information that can
be passed on are accurately defined and their impact known. This has been made
feasible for Canadian aboriginals through the work of Giles and colleagues who
have created a Fuzzy Cognitive Map that can be directly used in our framework and
precisely identifies elements such as “disease awareness” or “trust in food” [21].

6 Conclusion

The results presented here which indicate the importance of social network type
with regard to knowledge transfer have been generated using a model which is
both descriptive and mathematically sound. Findings from further research using
our approach could be used to inform public health policymakers; if these results
are upheld, then it may be more important that we share good advice about fighting
obesity with strangers than with those we know well.
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Chapter 11
Youth Gang Formation: Basic Instinct
or Something Else?

Hilary K. Morden, Vijay K. Mago, Ruby Deol, Sara Namazi,
Suzanne Wuolle and Vahid Dabbaghian

Abstract As long as people have lived in urban settings, organized criminal gangs
have formed. Youth gangs, a special type of organized criminal gang, are made up
of predominately male adolescents or young adults who rely on group intimidation
and violence. These groups commit criminal acts in order to gain power and recog-
nition, often with the goal of controlling specific types of unlawful activity such as
drug distribution. Historically, youth gang formation was attributed to macro-level
social characteristics, such as social disorganization and poverty, but recent research
has demonstrated a much more complex relationship of interacting factors at the
micro-, meso-, and macro-levels. Despite the identification of many of these factors,
the journey to gang affiliation is still not well understood. This research, through
the application of a fuzzy cognitive map (FCM) model, examines the strength and
direction of factors such as early pro-social attitudes, high self-efficacy, religious
affiliation, perceptions of poverty (relative deprivation), favorable attitudes towards
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deviance, early onset drug/alcohol use, early onset sexual relations, and their inter-
active effects on youth gang formation. FCMs are particularly useful for modeling
complex social problems because they are able to demonstrate the interactive and
reciprocal factors that affect a given system. Using expert opinion, to determine
direction and weight of the influence of the above factors, a FCM was built and
validated providing support for the use of FCMs in understanding and analyzing
complex social problems such as youth gang formation. This study offers insight
into how this type of modeling can be used for policy decision-making.

1 Introduction

Youth gangs and their attendant property crime, drug distribution, and lethal violence
cause monetary, social, and personal cost to all who live in North American cities
[1–3]. Empirical research has demonstrated that even when controlling for individual
level attributes, those who belong to youth gangs commit significantly more crime
than those who do not [3–5]. Numerous factors, at the personal, family, school, and
community level, have been implicated in the lives of youth who affiliate with gangs
[4–6]. Multiple theories have been offered to explain youth gang affiliation including
social disorganization (Shaw and McKay 1931, as cited in [7]), low self-control [8],
differential association (Sutherland and Cressey 1978, as cited in [7]), subcultural
theory (Cohen 1955, as cited in [7]), and strain (Cloward and Ohlin 1960, as cited
in [7]). Linked to these factors and theories, thousands of programs in North Amer-
ica have been developed and implemented to address this problem; however, today,
youth gangs continue to flourish (Gottfredson and Gottfredson 2001, as cited in [5]).

One possible cause for deficiencies in intervention programs may be the data
analysis and interpretation used to inform the policies and programs that underlie
them. This is because traditional, static, linear, correlational statistical models have
been the quantitative tools relied upon to assess data. Youth gang affiliation is a
dynamic process and, therefore, if the tools used to measure and assess its impact
in a community were also dynamic it is likely that a higher quality of information
would be available for policy-making decisions. Models, using FCMs, are ideally
suited to dynamic processes, such as youth gang formation, given their ability to
capture and represent a large number of interactive and dynamic factors. FCMs are
capable of modeling the imprecise nature of human decision-making and allow for
multiple, varied experimental conditions in test simulations that result in answers
to “what-if” scenarios related to policy-making. Specifically, the answers generated
may then be used to help inform decision-making regarding community programs,
police strategies, and intervention-based educational programs.

It is generally accepted that a problem is easier and less costly to prevent than it is to
solve. This adage can be applied to youth gang affiliation. If youth are prevented from
joining or affiliating with gangs and their members then the attendant costs associated
with youth gangs may be avoided. However, it must be acknowledged that strategic
responses to existing youth gangs must also be attended to and communities must
first identify the problem, link the problem to known risk factors, develop strategies
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that address root causes, and then develop a comprehensive approach for prevention,
intervention, as well as the initial suppression of existing gangs [9].

FCMs are a logical and refining step forward from the linear models social sci-
entists have traditionally used to determine correlations between factors related to
observed macro-level phenomena such as are seen in youth gangs. FCM models are
capable of great complexity; however, for greatest utility and understanding, it is wise
to begin with a simple model, using well-studied factors that have been empirically
shown to affect the micro-level phenomena. For this reason, we begin with a simple
model including factors that both encourage and discourage youth gang affiliation.
This type of model provides a basis for hypothesis testing, clarification of theory,
and refinement over existing linear statistical models, and helps create a foundation
for future, more complex models.

2 Conceptual Model

A simple FCM allows for a baseline model of youth gang affiliation by using well-
known factors to test the applicability of this type of model for this type of inquiry.
Variables of interest are represented as nodes with links (edges) showing the direc-
tion of the interactions of the variables and the resulting effect on the node of interest
(gang affiliation). Our model includes eight nodes, empirically shown as represen-
tative of some of the most prominent, personal factors related to early onset gang
affiliation (gang affiliate and pre-gang affiliate behaviors that occur during late child-
hood and early adolescence) as well as those identified that act as protective factors.
Factors increasing the likelihood of gang affiliation, perception of poverty, favorable
attitudes towards deviancy and violence, early onset sexual behavior, and early onset
drug/alcohol use, were taken from a larger group of factors commonly implicated
by professionals in the movement of youth towards gang affiliation. Factors decreas-
ing the likelihood of gang affiliation, pro-social attitudes in early childhood, high
self-efficacy, and religious affiliation, were also drawn from a larger group of fac-
tors commonly implicated by professionals in preventing or reducing the likelihood
of deviance and subsequent gang affiliation [2, 4, 10]. The central node is level of
gang affiliation. The factors used in this FCM were chosen, not because they are
an exhaustive list, but because they are a representative list of micro-level factors
related to youth gang affiliation. Simple maps, such as this, help establish a founda-
tion from which to build more complex and representative models as well as permit
experimentation, the results of which can be used in practical policy applications.

2.1 Factors Implicated in Gang Affiliation

Risk factors are embedded in the five domains of an individuals life: personal charac-
teristics, family conditions, school, peer group, and the community [5]. An accumu-
lation of risk factors greatly increases the likelihood of gang involvement [2]. Some
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factors are generated as a result of the individual’s biology and psychology while
others are generated within primary and secondary social contexts. Attitudes and
behaviors regarding perceptions of poverty and favorable attitudes towards deviant
or early-onset adult behaviors, such as sexual activity and the consumption of drugs
and alcohol, have been shown to be commonly present in youth who affiliate with
gangs [11].

Perception of Poverty

Poverty or low socio-economic status, in relation to youth who affiliate with gangs,
is not an absolute measure of deprivation but a relative measure of deprivation.
This is the level of financial deprivation a youth expresses feeling as compared to
an absolute measure of their ability to pay for necessities and luxuries [12]. Youth
who join gangs were traditionally shown as coming from socially and economically
disadvantaged neighbourhoods and homes, but more recent research demonstrates
that genuine economic disadvantage has less of an effect than does the perception of
economic disadvantage [12].

Favorable Attitudes Towards Deviance and Violence

Youth who demonstrate high levels of dysfunctional and anti-social behavior are at
high risk to join gangs [5]. These individual anti-social behaviors often emerge in
early childhood [13] and those who show favorable attitudes towards deviance and
violence tend to affiliate more often with gangs and commit more violent offenses
than youth who do not [2]. In a Denver sample of adolescents, those who demonstrated
high tolerance for peer deviance were much more likely to claim gang affiliation than
those who showed lower tolerance levels [14]. The statistically significant association
between favorable attitudes towards deviance and violence and gang affiliation is
considered robust [2]. In Canada, gang members have high self-reported rates of
violence, often using violence as the preferred method of solving inter-personal
conflict [15].

Early Onset Sexual Behavior

Early dating and precocious sexual activity are strongly related to negative life events
and high levels of delinquency [5, 16]. In turn, high levels of delinquency are strongly
associated with gang affiliation. Longitudinal studies of childhood risk factors and
gang affiliation demonstrate that early sexual activity for adolescents was signifi-
cantly associated with gang membership [2].
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Early Onset Drug/Alcohol Use and Abuse

Youth who affiliate with gangs are often involved in early-onset drug and alcohol use
and abuse [16]. In a Canadian cross-country study of adolescent gang members more
than 50 % admitted to drug use and approximately 70 % admitted to selling drugs [4].

2.2 Factors Protective Against Gang Affiliation

Protective factors are variables present in childhood and adolescence that diminish
the likelihood of negative health and social outcomes [17]. Protective factors help
prevent or deter youth from becoming engaged with, and eventually involved in,
criminal activity [17]. Protective factors that are the result of biology, such as female
gender, good cognitive performance, and lack of learning disabilities are usually
present at birth, though may be modified throughout life. Emotional and situational
factors such as presence of parental figures at key times during the day (i.e., waking,
after school, at dinner, and bedtime), shared activities with these loving, interested
adults, including high expectations for behavior and achievement outcomes at school
and in extra-curricular activities, are all highly modifiable and have a strong effect on
behavior and have been shown as correlated to factors such as pro-social attitudes in
early childhood, high self-efficacy, and religious affiliation [17]. These factors were
chosen to represent example protective factors that can be modified by contextual
inputs and therefore are suitable for testing in a FCM.

Pro-Social Attitudes in Early Childhood

Pro-social attitudes are generally established in early childhood as a result of loving
and supportive family environments [8]. Pro-social attitudes are deeply embedded
within the family, as an environment and a system, and are represented by the fam-
ily members’ ability to be appropriately responsive to other members’ behavior and
actions [8, 10, 18]. Strong supportive community and school environments can fur-
ther strengthen a child’s pro-social development [8, 18]. While these attitudes are
partially dependent upon the nature of the individual, research has demonstrated that
behavior modification is possible and likely in strongly supportive and positive envi-
ronments [18]. Individuals with strong pro-social beliefs are unlikely to be attracted
to deviant behaviors and even more unlikely to become involved in gang activities [8].

High Self-Efficacy

Self-efficacy develops within family efficacy, where the concept of causality and
outcome is first learned; a theme found in the developmental theories of Piaget
(1954) and Mead (1934) (Gurin and Brim 1984, as cited in [19]). The ability of the
adolescent to feel as though their presence, decisions, and behavior may effect change
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within themselves and their social environment is expressed and experienced from
early childhood, through familial interaction, and later through social interactions at
school and within their larger community [18]. The ability of the youth to perceive
their actions and behavior as consequential, sets the stage for symbolic interactionism
during which the developing child and adolescent practice sources of efficacy through
vicarious experience, verbal persuasion and emotional arousal [18].

High levels of self-efficacy are important for adolescents given their dynamic
physical, cognitive, and emotional selves [20]. Youth who demonstrate high levels of
self-efficacy tend to see themselves as both connected to their community and their
current selves as well as an increasingly complex potential self [20]. The chaotic
nature of gang affiliation is contrary to high levels of efficacy.

Religious Affiliation

Religious affiliation often occurs within the primary environment of the child and
helps to form general beliefs about oneself and the world the individual lives within
[21]. Religion is often related to levels of social efficacy that are, in turn, directly
related to collective efficacy or a general belief that the system of society works
as a whole to foster achievement and personal mastery within the sub-domains of
the self, the family, schools and any other social sub-groups [1]. Collective efficacy
perceptions begin within group members who consider the various sources of infor-
mation from self, family, school, church, and society and determine the likelihood
of success for various pursuits [1]. In a longitudinal study of children, religion was
found directly linked to the individuals’ pro-social behavior [22].

3 Fuzzy Cognitive Map

This section introduces the background of FCMs and their suitability for complex
social problems, followed by the conversion of our conceptual model to a mathe-
matical model using expert opinion. A final, overall model is presented along with
experimentation, demonstrating the use of FCMs for practical applications in policy
decision-making.

3.1 FCM in Complex Social Problems

The theory of cognitive maps was developed in 1948 [23] and used to demonstrate
causal relationships between factors or nodes of complex systems. This was later
adapted, through the application of fuzziness, by Kosko in 1986 [24], creating the
theory of FCMs. FCMs are advantageous over static descriptive methods due to their
ability to dynamically model complex social relationships and systems [25, 26],
utilize qualitative opinion through a mathematical conversion process, and provide
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policy-makers a decision support tool that can answer “what-if” questions regarding
the system [27].

In social science, expert opinion often forms the basis of the core data available to
describe relationships between sociological or psychological concepts [28]. Uncer-
tainty and vagueness are often found in data related to adolescent gangs due to the
vast differences in opinions and theories of researchers as well as the manner in
which influential factors are measured [29]. The FCM model is particularly effective
for dealing with this kind of uncertainty and variability of factors found in social
sciences due to the application of fuzzy logic in the weighting of the edges between
nodes [27]. This has prompted researchers to turn to modeling techniques when
attempting to more accurately describe and hypothesis-test complex social systems
(see, for example fuzzy cognitive maps for decision support in an intelligent intrusion
detection system, [30] and using simulation to test criminological theory, [28]).

FCMs have been used to create policy decision-making support systems where
experimentation would be unworkable, too expensive, or immoral to conduct. The
purpose of the adolescent gang FCM is to guide researchers and policy-makers
in finding appropriate preventative and intervention strategies for the reduction of
adolescent gangs through a better understanding of the actions and interactions of
risk and protective factors which impact adolescent decision-making regarding gang
affiliation.

3.2 Construction of the Fuzzy Cognitive Map

For an in-depth description of how fuzzy cognitive maps are constructed please see
[31]. In this section we provide an overview of the FCM as it relates to the technical
choices and underlying theoretical foundation of adolescent gang affiliation.

FCMs have a network structure that is composed of nodes that represent domain
concepts. In this case, these concepts include risk and preventative factors which
impact the decision-making of adolescents in regards to gang affiliation. The nodes
are connected by directed edges or links that represent the causal relationships. For
example, the FCM shows there is a relationship between religious affiliation and
early onset sexual behavior, such that religious affiliation reduces the likelihood of
early onset sexual behavior. Edges are weighted to take on a value between negative 1
and positive 1 where the degree of effect of the antecedent node(i) on the consequent
node( j) is ascertained through the conversion of qualitative statements to mathemat-
ical values. The causal relationship determines the weight of an edge from concept
i to j and, in this case, is qualitatively determined through a survey of expert opinion.
If the causal relationship is absent, or concept i has no effect on concept j , then the
weight of the edge is said to be 0. If concept i increases concept j , then the weight
is said to be between 0 and positive 1, depending on the qualitative value assigned
by expert opinion. If concept i decreases concept j , then the weight is said to be
between 0 and negative 1. Conceptual maps, as shown in Fig. 1, record the direction
of the relationship and the effect (positive, null, or negative) that the antecedent node



168 H. K. Morden et al.

has on the consequent node. These relationships can also be expressed through an
adjacency matrix, W .

W =

P S A
F AD
H SE
E SB
E D A
R A
P P
G A

P S A F AD H SE E SB E D A R A P P G A⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 −0.3716 0.6059 0 0 0 0 −0.6664
0 0 0 0.6280 0.6664 −0.2265 0 0.7727
0 −0.2724 0 −0.4381 −0.3926 0 0 −0.4984
0 0 0 0 0 0 0 0.2943
0 0 0 0 0 0 0 0.7727
0 −0.4381 0.3321 −0.4381 −0.3331 0 0 −0.4984
0 0 0 0 0 0 0 0.6059
0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

To collect expert opinion, to weight the edges of the FCM, a survey was designed
to assess the strength and direction of the relationships between each pair of concepts
of interest (see Appendix A for expert opinion summary). This survey consisted of a
list of the relationships with linguistic terms such as “very low”, “low”, “medium”,
“high or “very high” and the direction in which the first concept affected the second
such as positively (increased), negatively (decreased), or no effect. We presented this
survey to a range of experts in youth gangs from Canada and the United States. Per-
ceptions of what constitutes, for example, a “medium” relationship differs amongst
individuals. Thus, the conversion of the qualitative statement to mathematical value
was allowed to overlap as shown in Fig. 2. Following the fuzzy logic process, devel-
oped by Zadeh [32], the imprecise concepts in real-world problems were converted
and used in this model.

The combination of expert opinion and overlapping perception can best be under-
stood by considering an illustration of a sample edge and how it is weighted. Consider
the impact of pro-social attitudes in early childhood on gang affiliation. One expert

Fig. 1 Fuzzy cognitive map
of gang affiliation
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states that this causal relationship is Very High, other says High and the third expert
choose Medium. Using these opinions for constructing IF-THEN rules for the fuzzy
inference system, we calculate the numeric value. In this example these rules would
be listed as follows:

• IF pro-social attitudes in early childhood THEN gang affiliation is Negatively
Very High (0.33)

• IF pro-social attitudes in early childhood THEN gang affiliation is Negatively
High (0.33)

• IF pro-social attitudes in early childhood THEN gang affiliation is Negatively
Medium (0.33)

Summarizing the rules, all experts have different opinion about the strength of
association between these two concepts. The set of all edges and all rules forms the
knowledge base of this FCM. Values are calculated using the knowledge base and the
concepts defined via the linguistic terms. For the above mentioned case see Fig. 3.
We used Fuzzy Toolbox from MATLAB R2009b to construct the system.

Figure 3 shows the shaded region of three rules and their output. The shading
is based on the number of experts supporting each rule. Outputs, also known as

Fig. 2 Fuzzy triangular membership function

Fig. 3 Deffuzzification of rules using centroid method
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“aggregations”, can be combined in a variety of ways based on mathematical family
functions. Once an aggregation operator has been applied, the final value for that
edge is determined through a process known as “centroid defuzzification” using
a Mamdani inference mechanism. Using the number of experts supporting each
rule is known as the confidence factor and very important in this process as it can
significantly affect the edge’s weight. This process is used to determine the weight
of all edges in the map. (For a further and more thorough description of the process
and use for edge weights, please see [33]).

3.3 Fuzzy Cognitive Map Model

Weighted values, shown in matrix W , are placed on the edges and depict the strength
of the causal relationship between antecedent and consequent nodes. The node of
interest or destination node is gang affiliation.

In order to explain the technical choices, the formalism of FCM is as follows:

• total number of concepts is denoted by n
• the matrix, Wi j , i = 1 . . . n, j = 1 . . . n denotes the weight of causal relationships

from concept i to concept j
• the initial values for each concept are stored in the vector Vi

• the vector Vi is presented iteratively, as per the Eq. 1,
• the system stabilizes when |Vi (t + 1)− Vi (t)| <= ε.

In simple words, the simulation of the FCM consists of updating the values stored
in V and iterates until the value of the concept of interest stabilizes. In this work,
gang affiliation is the stabilizing condition.

Vi (t + 1) = f (Vi (t)+
∑
j=1

Vj (t)× W ji ) (1)

where f is a threshold function (also known as a “transfer” function) that bounds the
output in the interval (−1,+1). It is common practice to use such a function in order
to keep concepts within the specified range [34]. Once weighted, experimentation
was conducted to ensure the model was a reasonable representation of reality and
agreed with published, empirical literature.

4 Experimentation

Three cases were considered: Case (I) Extreme case most likely to result in gang
affiliation. This youth is living in a chaotic family with absentee or changing
parental figures. Drug/alcohol use by adults would be common and the family would
demonstrate tolerance towards deviant behaviors. The adolescent would show excep-
tionally favorable attitudes towards deviance, would have commenced sexual activity
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and the consumption of drugs and/or alcohol during early adolescence and would
believe that he or she had insufficient money to purchase the luxuries or consumable
goods they desired. Stable and low levels of pro-social attitudes would emerge in this
environment and such a youth would consider theft as a legitimate way to acquire
goods they desired but could not afford. Youth who show early onset of adult behav-
iors often believe that they do not have control over themselves or their lives and,
as a result, have low levels of self-efficacy. The youth and his or her family do not
attend church nor hold any spiritual beliefs. During iterations of the FCM pro-social
attitudes would remain stable and low. Favorable attitudes towards deviance would
initially fall during the affiliation process with the gang as new beliefs, based on the
rules and beliefs of the gang emerged to replace any pre-existing pro-social procliv-
ities. Levels of self-efficacy would rapidly fall as the youth came to understand that
their decisions had little or no relevance or effect within the gang environment. Any
prior religious belief or faith in social conventions would also rapidly fall and remain
at very low levels. Gang affiliation, both as a cause and an effect, would rise to a
certainty and remain there (Fig. 4).

Case (II) Extreme case least likely to result in gang affiliation. This youth is
probably living in a stable, loving family environment where the parental figures
set reasonable boundaries on behavior. The family attends church on Sundays and
shares many other activities together. The youth would be taught respect for self
and others with the parents demonstrating this through moderate consumption of
alcohol and a committed, exclusive relationship. This youth would enter elementary
school with a strong sense of him or herself, their place in the world and the ability
for their decisions to affect their own behavior and others (high self-efficacy). The
combination of pro-social attitudes and moderate living would lead to low tolerance
for deviance, drug/alcohol use and would also result in an abstention from early
onset sexual behavior. During the iterations, pro-social behaviors would remain sta-
ble while favorable attitudes towards deviance would rapidly fall and remain low.

Fig. 4 An experimental case where a person is most likely to affiliate with gangs
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Fig. 5 An experimental case where a person is least likely to affiliate with gangs

Self-efficacy would begin high and rise steadily as the youth experienced the feed-
back from their strong pro-social decision-making. The likelihood of early onset
sexual behavior or the consumption of drugs/alcohol would begin low and drop to a
negligible rate. Religious affiliation would rise as youth who hold strong beliefs in
social right and wrong often find this mirrored in the tenets of religious organizations.
Perception of poverty would remain stable with little overall influence on behaviors.
The likelihood of affiliating with a gang would emerge low and fall to negligible rates
during the simulation. In this case the protective properties of pro-social behavior,
high self-efficacy and religious affiliation negate any feelings of poverty and remove
the likelihood of any forms of deviancy. This combination of factors together and
separately would result in no possibility of gang affiliation (Fig. 5).

Case (III) Random case, representative of an average family and real-world ado-
lescent behavior in which gang affiliation is uncertain. This family would have fairly
high levels of pro-social attitudes but may experience chaos in the form of marital
breakdown, death of a spouse or other negative trauma. Within the family, one of
the parental figures shows deviant attitudes, possibly consuming illegal substances
or committing minor criminal behaviors. Early onset sexual behavior and the con-
sumption of drugs and alcohol would not be effectively dealt with by the parents
resulting in random levels of chaos within the family home. Pro-social behaviors
would remain stable and low during iterations. Favorable attitudes towards deviance
would remain constant as early onset sexual behavior and the consumption of drugs
and/or alcohol are not met with behavior-modifying actions on the part of the parental
figures. Despite religious affiliation and self-efficacy rising, these are insufficiently
strong to counter the negative effects of family chaos and personal deviant attitudes.
While the likelihood of gang affiliation is initially low with the family showing high
levels of pro-social behaviours, over time the favorable attitudes towards deviance
are reinforced by the deviant behaviours acted out and these would overwhelm any
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Fig. 6 An experimental case where a person may or may not affiliate with gangs

protective factors the youth may have and gang affiliation becomes more certain
(Fig. 6).

5 Discussion and Conclusion

This research helps to confirm the efficacy of using an FCM to model the complex
social factors related to gang affiliation by responding in a logical and empirically
supported manner. FCMs are particularly suited to this form of experimentation
as they provide insight into the interacting effects of negative and positive factors
that affect youth today, leading to, or preventing gang affiliation. Micro-level mod-
els, such as this, provide a method of looking at the effects of pro- and anti-social
behaviors in a way that is difficult in the real world. Models permit the construction
of systematic representations of dynamic social interactions by capturing their key
components and using them in simulations to determine potential outcomes. Thus,
the varying influences of each component and its interaction with other factors, can
be examined in a manner that is often impossible, and almost always unethical,
in the physical world. This model demonstrates the importance of factors such as
self-efficacy and pro-social attitudes acquired within the individual’s primary family
and could be used to demonstrate to policy-makers that programs which result in
strengthening families may be the most cost efficient and effective intervention if
the goal is to reduce the societal costs of youth criminal gangs. It is acknowledged
that this is a very simple model; however it does demonstrate the efficacy of using
FCMs to model this type of social system and future models should certainly be
more complex by adding other identified factors implicated in youth gang forma-
tion such as those which emerge from school environments (for example negative
labeling by teachers and peer group influence) and the larger community environment
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(for example, community tolerance towards visible gang behavior and towards the
availability and use of illegal drugs). FCM models allow for the manipulations of the
initial conditions and allow for comparison between models in the pursuit of insight
into the likely dynamics of certain combinations of micro-level and meso-level social
factors. Models operate bottom-up, allowing an inductive approach to understanding
a complex social problem, as opposed to statistical/equation-based explanations that
identify correlations between aggregate observations and then attempt to make obser-
vations about micro-level mechanisms. FCMs can be used in combination with other
forms of models, such as agent-based models, with the goal of allowing researchers
to assess the generative sufficiency of a theory by answering the question “Do the
individual-level behaviors result in the phenomena described by the theory?”. This
allows for greater confidence in the validity of a theory to explain youth gang affili-
ation and help policy-makers to identify key areas most likely to respond favourably
to government or agency intervention. FCMs also permit the examination of com-
binations of factors which result in meeting the threshold necessary to push a youth
towards gang affiliation as well as those which do not, providing insight into the
combinations of factors most likely to respond to policy changes. The use of fuzzy
logic in the FCM extends a greater sense of reality to the modeled behaviors of
youth and allows for membership in more than one category at the same time. This
avoids the dichotomies that are currently accepted in linear statistical models that
limit their applicability to the real world. After all, youth do not suddenly move from
the category of non-gang member to gang member in a single, simple step. Research
has shown that it is the combinations of factors, in varying strengths, experienced
simultaneously or sequentially that ultimately influence the youth towards or away
from gang affiliation. FCMs permit the use of a variety of qualitative sources of data,
including expert opinion (as used in this case) as well as historical empirical studies,
allowing a greater meaning to be given to the vast quantity of literature that has
accumulated over the last decades. Fuzzy sets permit the identification of necessary
and sufficient conditions for a specific phenomenon to occur [27] representative of
the manner in which social science is understood, incorporating ambiguities that are
often a part of social science theories [27]. From a study such as this it becomes
clear that traditional statistical methods and modeling belong together. The use of
empirical theory and prior studies, in which factors have been correlated, informed
the choice of factors used in this FCM and allowed for the construction of the surveys
provided to experts in the field of youth gang research to rank for relationships and
strength of influence. This research offers FCMs as an extension of traditional sta-
tistical measurement and inquiry and supports the use of such a model for complex
social systems. The basic factors of social science, including ambiguity from the
multiple meanings for concepts and the vagueness that occurs from the lack of firm
boundaries, are especially suited to the use of FCMs [27]. While FCMs are not a
perfect representation of reality they are a refined representation of reality and thus
especially useful in policy-making for individuals and governments.
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Appendix

Factor A Factor B Weight Weight Weight Infl

Pro-social attitudes in
early childhood

Gang affiliation VH H M neg

Pro-social attitudes in
early childhood

Youth holding Favorable attitudes
towards deviance/violence

VL M M neg

Pro-social attitudes in
early childhood

High levels of self efficacy H H M pos

High self efficacy Gang affiliation H M L neg
High self efficacy Youth holding Favorable attitudes

towards deviance/violence
VL L L neg

High self efficacy Youth engaging in early onset
sexual behavior

L M M neg

High self efficacy Youth engaging in early onset
drug/alcohol use/abuse

L L M neg

Religious affiliation Youth experiencing high self
efficacy

L L L pos

Religious affiliation Gang affiliation M H L neg
Religious affiliation Youth engaging in early onset

drug/alcohol use/abuse
VL M L neg

Religious affiliation Youth engaging in early onset
sexual behavior

L M M neg

Religious affiliation Youth holding Favorable attitudes
towards deviance/violence

L M M neg

Perception of poverty Gang affiliation H H M pos
Favorable attitudes

towards
deviance/violence

Gang affiliation VH VH H pos

Favorable attitudes
towards
deviance/violence

Early onset drug/alcohol use/abuse VH H M pos

Favorable attitudes
towards
deviance/violence

Early onset sexual behavior VH M M pos

Favorable attitudes
towards
deviance/violence

Religious affiliation L VL VL neg

Early onset sexual
behavior

Gang affiliation M VL VL pos

Early onset drug/alcohol
use/abuse

Gang affiliation VH H VH pos

#1 Corrections
(Parole/Probation)
US

#2 RCMP - undercover
#3 Gang expert —

Toronto, Canada
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Chapter 12
Optimising an Agent-Based Model to Explore
the Behaviour of Simulated Burglars

Nick Malleson, Linda See, Andrew Evans and Alison Heppenstall

Abstract Agent-based methods are one approach for modelling complex social
systems but one issue with these models is the large number of parameters that
require estimation. This chapter examines the effect of using a genetic algorithm
(GA) for the parameter estimation of an agent-based model (ABM) of burglary.
One of the main issues encountered in the implementation was the computation time
required to run the algorithm. Nevertheless a set of preliminary results were obtained,
which indicated that visibility is the most important parameter in the decision of
whether to burgle a house while accessibility was the least important. Such tools
may eventually provide the means to gain a greater understanding of the factors that
determine criminological behaviour.

1 Introduction

Social systems are incredibly complex due to the large number of interacting elements
and many underlying processes that are simply not understood. Moreover, these
processes are generally non-linear such that small changes in system parameters can
have large effects on the outcomes of the system as a whole. Complex systems are also
characterised by self-organisation whereby spontaneous behaviours emerge through
the interactions of the individuals and the feedbacks in the system, e.g. the flocking
behaviour of birds or the movements of financial markets [19]. Agent-based models
(ABMs) have been developed as one technique for modelling complex systems where
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the individuals or ‘agents’ of the system are explicitly represented in these models.
Agents are independent entities that are capable of interacting with each other and
with their environment. The agents make assessments of their situation over time
(or during each iteration of the model) and then make decisions in response to these
assessments [9]. By providing realistic environments and rules that are based on
observed and expected patterns of human behaviour, it is possible to create models
that can simulate real world systems [69].

Classic examples of ABMs are the Sugarscape model of Epstein and Axtell [32],
which simulates wealth accumulation through sugar harvesting in a simple environ-
ment, and Schelling’s [74] model of segregation, which has been simulated by a
number of researchers in the past using an ABM approach (see e.g. [70] and [22]).
ABMs are now being applied in a variety of different domains, e.g. ecology [36],
economics [78] and more recently, criminology [58–61].

Although ABMs represent a way to capture complexity in social systems, they
have issues related to parsimony, i.e. they contain a potentially large number of
parameters. Some parameters can be determined through expert knowledge or can
be derived from field measurements or social surveys. However, many others are
unknown and therefore require a method to determine their values. The need to
calibrate a model is not limited to ABMs and many different methods of search and
optimisation are available. However, classical search methods are not effective in
finding large numbers of parameters so other methods such as genetic algorithms
(GAs) are needed.

Despite the fact that GAs are well suited to high dimensional parameter estima-
tion, there are not many examples of the use of GAs in the development of geospatial
ABMs. GAs have been used to calibrate cellular automata models of urban land use
(e.g. [43, 53, 75]), which might be considered as pre-cursors to ABMs but which
are still used today for studying urban form and land use change. One of the most
notable examples is the work by Heppenstall et al. [45], who used a GA to calibrate
the parameters of an agent-based retail petrol market model. In the model, the market
petrol retailers, i.e. the petrol stations, compete for customers within localised, over-
lapping areas and were therefore represented by agents. Knowledge was embedded
in each agent regarding the initial starting price, production costs, and the prices of
those stations within their immediate neighbourhood. A series of rules were then
applied to each agent in order to effect petrol price adjustments. A GA was used to
optimise eight parameters in the model such as the size of the neighbourhood and the
production costs. By running the GA several times and examining the variation in
the parameters, it was possible to compare which parameters were close in value to
those originally determined by the modeller using knowledge of petrol markets and
which parameters varied considerably between runs and therefore had little effect on
the overall results of the simulations.

More recently, Stonedahl [77] undertook a comprehensive evaluation of GAs for
parameter estimation of ABMs in a number of applied areas including archaeology
and viral marketing, which showed that GAs can be effective tools for uncovering
and further investigating interesting behaviours in these applied areas. However, the
research also recommended experimentation with further applications as well as a
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consideration of multi-objective optimisation problems. The aim of this chapter is to
provide an example of single-objective GA parameter estimation in another applica-
tion area, i.e. crime. An ABM of burglary, which has been previously developed and
applied to the city of Leeds in the United Kingdom [59–61], is used to examine the
use of a GA for parameter estimation. The chapter begins with an overview of basic
crime theory and previous modelling research, including why ABMs are well suited
to modelling criminal behaviour. This is followed by a brief overview of optimisation
methods and the basic mechanism of a GA. The ABM of burglary is then described
including the parameters to be optimised and the GA experimental settings. This is
followed by the results of some preliminary experiments and initial reflections upon
this method for parameter estimation. The chapter concludes with plans for further
research in this area.

2 Theoretical Background

Individual acquisitive crimes are the result of the convergence of a huge number of
factors. These include, but are not limited to:

• The motivation of the offender;
• The behaviour of other people including the victim(s);
• The influence of the surrounding physical environment;
• Wider social factors such as levels of community cohesion.

Each of these elements are also extremely complex in their own right. The moti-
vation/behaviour of the offender and other people depends on a wealth of complex
psychological characteristics and life experiences as well as factors such as daily
routines and transport networks that put people in a particular place at a particular
time. The physical environment contains a broad range of ‘cues’ that might encour-
age or deter crime (such as high hedges that block visibility, burglar alarms, building
security, etc.)—identifying these cues and their impact on offenders is non-trivial.
Wider social factors also have a direct influence such as determining how comfort-
able an offender feels in a particular area (i.e. whether or not they stand out) as well
as broader effects that influence where people travel to within a city.

Although the system is clearly complex in the scientific sense of the word, occur-
rences of crime are not random. Crime patterns can remain stable over long periods of
time and a large body of literature has evolved to explain them. This section will out-
line some of the most relevant criminological findings which form the basis of ABMs
of crime as introduced in Sect. 3. As well as demonstrating that the model closely
reflects the reality of the real-world crime system, it will make it clear why the ability
of agent-based modelling to account for the behaviour and interactions of numerous
individuals makes it the most suitable methodology for modelling acquisitive crime
and burglary in particular.
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2.1 The Spatial Scale of Crime Analysis

Over time, research that seeks to understand the spatial patterns of crime has been
moving progressively towards the use of smaller and smaller geographies. In their
seminal work on juvenile delinquency, Shaw and McKay [76] used the census tract
(an American administrative zone of approximately one square mile). This is roughly
the unit of analysis that most modern crime research has continued to use [85],
with the exception of some more recent studies that work at smaller census area
boundaries of approximately 100–200 households. However, modern environmental
criminology theories and recent empirical research [1, 84] suggest that even the
smallest areal units of analysis (such as census output areas of less than 1000 people)
hide important intra-area crime patterns. As a result of these discoveries, a movement
in Environmental Criminology began which focused on the ‘micro-places’ in which
crime occurs [27]. For example, burglars choose individual homes based on their
individual characteristics [71] so it cannot normally be assumed that a community
or neighbourhood is homogeneous with respect to burglary risk. Similarly, recent
work on repeat-victimisation (e.g. [49]) has identified extremely tight spatio-temporal
clustering around individual burglary victims. These findings are particularly relevant
as most crime modelling research uses aggregate data that hide these important micro-
level patterns (see Sect. 2.3 for more details).

2.2 Environmental Criminology Theories

The movement in crime research towards using individual-level geographies also
resonates with the major theories in Environmental Criminology. As this section
will illustrate, these theories focus specifically on the spatio-temporal behaviour
of the individual(s) involved in crime events and the intricacies of the immediate
surrounding physical environment.

Routine activity theory [21] explores the interactions between victims, offenders
and other people who might influence an individual crime event (e.g. passers-by,
police, etc.). For the crime to occur, the theory stipulates that an offender must
meet a victim at a time and place with an absence of others who might prevent the
crime. This convergence depends on the routine activities of the people involved. For
example, a burglar might come into contact with a vulnerable house (the potential
victim), but might not be able to commission a crime if the routine activities of the
residents or neighbours mean that they are in the area at the same time and will notice
a crime taking place.

The geometric theory of crime [10] shares many similarities with routine activities
theory, but focuses more explicitly on the interdependencies between a person’s
knowledge of the environment, i.e. their awareness space, and criminal opportunities.
The theory considers how the routes used to travel around a city influence a person’s
awareness space and hence the spatio-temporal locations in which offenders are
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likely to commit a crime. Burglars do not search for targets at random; instead they
are likely to search near important ‘nodes’ such as friends’ houses, schools, work
places, or places of leisure [11]. Thus house vulnerability to burglary is less relevant
if the house itself is not within the awareness space of a person who might attempt
to burgle it.

The final theory that the model logic attempts to replicate is the rational choice
perspective [20]. This suggests that the offender’s decision to offend is a cost-benefit
analysis weighing up potential rewards of a successful crime with the risks of being
apprehended. Thus a crime will only be committed if it is perceived as profitable.
It is important to view the concept of rationality as ‘bounded’, such that a decision
that might appear to be optimal to one person (in a specific situation with their own
thoughts and motivations) might be blindingly irrational to another.

Although they describe different elements of the crime system, the theories largely
agree on the mechanisms that lead to the spatio-temporal patterns of crime.It is
particularly relevant that each theory emphasises the *individual-level nature* of
crime occurrences. The crime system is driven by the behaviour and interactions of
individual people situated in a highly detailed local environment. Aggregating such
a system (either spatially or temporally) will hide important lower-level dynamics
that ultimately explain why crime takes place in the places that it does.

2.3 Traditional Crime Models

Traditionally, quantitative crime models have used area-based crime data in regres-
sion style modelling (see e.g. [12]). Kongmuang [52] provides a comprehensive
review of the methods employed, from which a number of common characteristics
can be identified. For example, model accuracy is usually estimated through the
Akaike Information Criterion (AIC) or a goodness-of-fit statistic such as R2. Some
drawbacks are outlined below although we do recognise that there are also many
advantages of statistical methods which are not discussed further in this chapter.

Firstly, statistical models generally utilise simple functional relationships, e.g.
they cannot adequately capture the evolution of individuals through time and the
effect this has on their behaviour. In contrast, ABMs can represent these complex
real world interactions including the intricate personal trajectories and histories of
individuals. Statistical techniques generally aim to reduce variables to enhance expla-
nation at a cost to predictive power, so cannot account for the complexity of the
environmental backcloth and the non-linear human-human or human-environment
interactions that drive the system.

Secondly, the use of spatially aggregated data—to represent crimes, demograph-
ics, the environment, etc.—hides important lower-level relationships between crime,
individuals and the environment. Similarly, it is difficult to capture important fea-
tures of the physical environment such as accurate travel times, impassable barriers or
road-network layout unless individual environment objects (roads, buildings, parks,
etc.) are accounted for explicitly.
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Finally, linear models may be “computationally convenient” [28], but they can-
not represent the dynamics of complex systems. Complex systems are driven by
the behaviour of and interactions between the individual components of the sys-
tem. These fundamental drivers of the system are lost when the underlying data are
aggregated.

In general, the dynamics that drive the crime system (as with other social systems)
are not captured directly in aggregate models. This makes it difficult both to explore
criminology theory—which inherently focuses on the spatio-temporal behaviour of
individual people—and to make crime forecasts at the same time. ABMs, however,
provide an alternative approach by allowing these individual entities to be modelled
directly. In this manner, it is possible to capture the true richness of the system
and much more closely reflect an individual’s unique circumstances and behavioural
characteristics.

3 Agent-Based Models of Crime

ABMs have a number of clear advantages over other modelling and analysis tech-
niques when it comes to understanding crime. Crime tends to be the result of indi-
viduals acting on the basis of their history and current environment, either alone or
in collaboration. ABMs, unlike other techniques, take as their starting point unique
individuals (‘agents’) with their own history and decision making capacities, and
these individuals are placed in a complicated environment to discover the resultant
behaviour. As in a real crime system, agents will both respond to and adjust the
current environment (e.g. agents may cause an area’s attractiveness to housebuyers
to fall). The agents in ABMs can interact and collaborate in group behaviour and
decision making. However, there is also no reason why larger, aggregate groupings
and decision making (e.g. government policy groups) cannot also be represented
and respond to the system. In short, ABMs represent social systems in the way we
intuitively understand social systems ourselves.

This does not, of course, necessarily make such models better ways of understand-
ing such systems. However, in practice there are considerable advantages to matching
our understanding of reality as closely as possible. Firstly, ABMs allow for the direct
representation of decision making using rulesets that act at the individual level. This
means that the errors associated with representing behaviour are less likely than, for
example, if such behaviours were represented as aggregate mathematics. The concen-
tration on rulesets and behaviour also means that ABMs can act as a framework for
the representation and testing of qualitative social theory described at the individual
level, something much harder to achieve with mathematical or statistical representa-
tions. ABMs act as a framework for understanding emergence, that is, how behaviour
at the individual level can generate complex patterns at some larger scale (like crime
hotspots). Secondly, agents can have an individual history. Statistical techniques are
limited in their ability to track how life-events and the environment interact. With
ABM, individuals carry their history with them, either implicitly or explicitly, and
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this history can be analysed to see how it affects their decision making. Finally, ABMs
can represent a wide range of environments, from the very abstract, to the extremely
realistic. This allows us to explore and understand the effects of the environment on
behaviour at a very detailed level. For example, it is possible to look at the effect that a
specific change in a public transport route might have on criminal opportunity. More-
over, once an ABM is set up, a wide variety of different analyses and scenarios can be
run without adjusting the underlying model, unlike many other techniques, where the
model must be specifically designed from the ground up to answer a single research
question.

Given these advantages, it is somewhat surprising how slowly the development
of ABM of crime has progressed. Nevertheless, the last ten years or so has seen an
increased interest in the technique, and a number of groups are building ABMs of
crime at various levels of detail. In general, most current ABMs of crime attempt
to replicate the major components of the criminal system to some degree: offender
motivation and decision-making, offender behaviour and movements, victimhood
and guardianship. However, given the complexity of the system, it should come as no
surprise that most concentrate on building realism in one of these components rather
than all of them. In addition, the realism of the environment within the model varies a
great deal, not least because of the broad division in agent-based modellers between
those who believe ABM should be utilised as abstract ‘thought experiments’ to
explore key theoretical behaviours and ideas, and those who believe that it is possible
to build a more detailed model of the real world for exploration and prediction (see,
for example, Di Paolo et al. [25], for arguments for the former).

Malleson et al. [62] give a full review of ABMs used to model crimes that
have a predictable geographical component (that is, crimes like burglary and street
theft, as opposed to crimes like domestic violence and fraud, on which geography
have less obvious effects). However, notable models at the more abstract end of
the scale include Winoto [87]; van Baal [80]; Brantingham and Brantingham [13];
Brantingham et al. [14–16]; Dray et al. [26], and Wang et al. [83], while more real-
istic models have been attempted by Liu et al. [54], Melo et al. [65], Birks [5–8],
Malleson et al. [56, 58]; Groff [38–40], Groff and Mazerolle [41], and Malleson [57],
Malleson et al. [59–61] and on social, but not geographical realism, Hayslett-McCall
et al. [44]. In addition, the technique is seeing a growing use in modelling crimes
where geography is secondary to social organisation, e.g. gang crime and civil vio-
lence [4, 18, 29, 48, 55]. Some of the ethical issues facing agent-based modellers
of crime are explored by Evans [33].

4 Optimisation of Complex Models

We now consider the specific issue of parameter estimation in ABMs using methods
of optimisation. There are techniques that search a problem space for the best solution
possible given the complexity of the problem, the computational resources available
and the objectives or constraints of the problem [42]. Mathematically this involves
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finding what are referred to as a set of decision variables that minimise or max-
imise one or more objective functions (i.e. a function specific to the problem which
determines how good the solution is) subject to satisfying a set of constraints. For
example, the decision variables may be the quantity of material that flows between a
set of different distribution points where the objectives are to minimise the distance
travelled while maximising the profit subject to certain routes not being allowed due
to direction of flow or excessive gradients. Some problems may have a single optimal
solution where the main challenge is finding the global optimum in a solution space
characterised by multiple local minima (or maxima depending upon the way the
problem is formulated) without having to fully search the whole parameter space. In
contrast, in more complex problems or in those with multiple objectives, there is no
single solution that simultaneously optimises all conflicting objectives. The result
is a set of alternative optimal or feasible solutions of similar fitness that represent
trade-offs between the different objectives. Optimisation provides the mechanism to
find this set of solutions, which are called Pareto optimal solutions. Other methods,
such as multi-criteria decision making, are then needed to further evaluate the solu-
tions that are identified during the optimisation process. Many real world problems
are characterised by the need to take conflicting multiple objectives into account. In
hydrology, for example, multi-objective optimisation methods are used extensively
for calibrating physical and conceptual hydrological models [31, 82, 89].

Optimisation can be divided into the following seven steps: identify the parame-
ters in the problem or model; choose the design variables (or those which require
optimisation) from this set of parameters; outline any constraints which must be
taken into account during the optimisation; choose appropriate objective functions,
i.e. methods of evaluating the solution or model performance; set the allowable range
for the decision variables; choose an appropriate optimisation algorithm; and run the
algorithm to obtain the results [24]. The next section deals specifically with step 6,
i.e. different methods of optimisation.

4.1 Methods of Optimisation

A number of different optimisation methods have been developed in the past to han-
dle problems involving single and multiple objectives. Classical (or conventional)
optimisation methods were developed using differential calculus. They involve find-
ing an analytical solution on functions that are continuous and differentiable, e.g. the
simplex method [64]. These are referred to as strong methods and are deterministic.
On the other end of the spectrum are weak classical methods, which involve a random
or stratified random sampling of the search space in order to find the solution, which
are inefficient methods. These classical methods have a number of disadvantages [24,
42]. For example, the convergence to an optimal solution depends upon the initial
solution and they are not efficient for problems with discrete rather than continu-
ous search spaces. Moreover, they are not efficient in solving non-linear, complex
problems with large search spaces and many conflicting objectives and they cannot
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be parallelized efficiently since they use a single search path to obtain the optimal
solution. For this reason, a set of intermediate methods have been developed that
contain a stochastic element and which use more effective search strategies to avoid
being trapped in local minima, e.g. simulated annealing, tabu search and evolution-
ary methods such as genetic algorithms (GAs). The focus of this research is on GAs,
which are described in more detail in the sections that follow.

4.2 Genetic Algorithms

GAs are intrinsically suited to optimisation when the fitness landscape is complex,
changes over time or has many local optima. Through inherent parallelism, they are
able to simultaneously explore numerous potential solutions [42, 47, 68]. Within in
GA, unique combinations of parameter values are represented as binary strings. These
individual strings are also referred to as ’chromosomes’ and comprise a combination
of ’genes’ (the individual parameter values). Through the evaluation of the fitness of
one string, a GA is also simultaneously sampling each of the many other spaces to
which it belongs. Over several fitness evaluations, the GA builds up an increasingly
accurate value of the average fitness of each of these spaces. Through the evaluation of
a small number of individuals, a much larger group is being evaluated implicitly. By
this mechanism, a GA can ‘home in’ on the space with the highest-fitness individuals.
This combination of parallelism, along with the other major components of a GA
which produce the evolution of fitter solutions, i.e. selection, mutation and crossover,
make this approach a very powerful and efficient tool.

GAs follow the same basic set of steps as outlined in Fig. 1. A population is first
initialised and the objective functions are then set. The fitness of each individual
is assessed and on the basis of this, the fittest in the population are selected for
reproduction via crossover. This continues over many generations or iterations until
predefined criteria are satisfied, e.g. a certain threshold value for the objective func-
tion has been reached. For a more detailed overviews of GAs, the reader is referred
to Goldberg [42], Davis [23], Michalewicz [66], Bäck and Schwefel [2] and Eiben
and Smith [30]. For an overview of GAs in the context of geographical optimisation,
Xiao [88] provides an excellent introduction.
The following sections will briefly outline the main generic parameters and processes
that all GAs share.

4.2.1 Initial Population

At the start of an optimization, the GA requires a set of initial solutions. There are
two ways of forming this initial population. The first involves randomly generating
solutions while the second uses some expert knowledge about the problem. The
advantage of the second method is that the GA starts with a set of approximately
known solutions and therefore may converge to an optimal solution faster than the
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Fig. 1 The basic operation of a GA (adapted from [86])

first method. The disadvantage is that genetic diversity may be restricted and limit the
ability of the GA to generate optimal solutions that might only be arrived at through
a random starting position.

4.2.2 Representation

Most of the problems suitable for GAs involve identification of a set of parameters
that need to be represented in such a way as to allow evolutionary operators to be
effectively applied. As GAs are robust, there is little need to rigorously identify the
‘best’ representation for a particular problem [42]. There are two broad methods that
can be used for representation: binary alphabets [46] and real numbers [3, 23, 66,
67]. There is no single ‘correct’ coding method for encoding a problem; the mode
of representation is dependent on the problem. However, the coding sequence must
adequately represent the problem to ensure that the optimal solution is available to
the algorithm and be bounded by an allowable range for the parameters.

4.2.3 Fitness and Selection

In order to evolve better performing solutions, the fittest members of the population
are selected and randomly exposed to mutation and recombination (as described
below). This produces offspring for the next generation. The least fit solutions die
out through natural selection as they are replaced by new recombined, fitter, individ-
uals. Evaluation of the fitness of the individuals involves some form of comparison
between observed and model data, or a test to see if a particular solution meets
pre-defined criteria or constraints. In this work, the Standardised Root Mean Square
Error (SRMSE—[51]) is used to estimate the difference between real crime data and
the model results.
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Table 1 Description of several of the most common forms of parental selection

Selection type Description

Ranking The population is sorted from best to worst. The number of copies that an
individual receives is given by an assignment function and is proportional
to the rank assignment of an individual

Tournament A random number of individuals are selected from the population. The best
individual from this group is chosen as a parent for the next generation.
This process is repeated until the mating pool is filled

Roulette wheel Individuals are mapped to contiguous segments of a line, such that each
individual’s segment is equal in size to its fitness. A random number is
generated and the individual whose segment spans the random number is
selected. This process is repeated until the desired number of individuals
is obtained

Truncation Truncation sorts individuals according to their fitness (from best to worst).
Only the best individuals are selected to be parents

There are number of possible ways for selection to take place and Table 1 describes
the main parental selection schemes that recur within the literature.

4.2.4 Selection Pressure

Along with the selection method, the selective pressure parameter is critical. This
parameter measures the probability of the best individual being selected compared to
the average probability of selection and drives the algorithm towards a solution. The
value for this parameter should be carefully selected as too much selective pressure
can lower the diversity within the population resulting in sub-optimal solutions.
Conversely if the selection pressure is too low, the population remains too diverse
and the optimal solution is not found.

4.2.5 Recombination/Crossover

The main reproductive genetic operator is recombination (also known as crossover).
This is the process by which new individuals are produced by combining the infor-
mation from two parent chromosomes. The resulting offspring inherits components
from both parents (Fig. 2). This allows the EA to explore new areas in the search
space. Without recombination, the offspring are simply duplicates of the parents,
which does not provide the opportunity to improve the fitness of the population.

There are several methods of recombination available; the suitability of the method
is dependent on the types of genes or variables stored in the chromosome. The three
most common approaches are intermediate, line and extended line recombination
methods. In intermediate recombination, the variable values of the offspring are ran-
domly chosen from between the values of the parents. Normally values of up to 25 %
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Fig. 2 Representation of recombination between two parents to produce an offspring

Fig. 3 Illustrating the mech-
anism of mutation

outside this range can be used, which has been chosen to ensure that statistically a
space covered by the recombination does not decrease in size with time leading to
a loss in diversity. The position of the variable chosen on the line determines how
much each parent contributes to the offspring and is chosen uniformly at random
for each gene. Line recombination is similar to intermediate recombination except
that the same random number is used for selecting the value of every gene in a
chromosome. Extended line recombination is different from the above techniques
in that the variable range is not limited to a range around the parents. The prob-
ability of any particular value being taken is not uniform but varies with a high
probability near the parents and a low probability far away from the parents. The
probability distribution can also be chosen to favour the fitter parent. The value con-
trolling the amount of the parent that is used is generated randomly and then used
for selecting the value of subsequent genes.

4.2.6 Mutation

The process of recombination can produce a very large number of new individ-
uals. However, if the GA is moving towards an optimal solution (and hence a
smaller population pool), it is possible that the available solutions are suboptimal.
Through the alteration of one or more parts of the chromosome, mutation introduces
diversity into the selected population which can potentially breed fitter solutions
(Fig. 3). The mutation rate is generally a random probability determined by initial
experimentation.

The literature offers no strict guidelines for the selection of the size of the mutation
step. The optimal step-size depends on the research problem and may even vary dur-
ing the optimisation process. Small mutation steps are acknowledged in the literature
as being successful, especially when the individual is already well adapted. However,
large mutation steps can, when successful, produce good results very quickly. A good
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mutation operator should therefore produce small step-sizes with a high probability
and large step-sizes with a low probability.

In the next section, the ABM burglary model is introduced along with the settings
of the GA for parameter estimation.

5 The Agent-Based Burglary Model

The model utilised here attempts to provide a detailed burglary model at the city
scale that includes (a) detailed offender drivers, decision making, and behaviour; (b)
realistic victim distributions and attributes, including daily variations in household
occupancy; and (c) a realistic environment including a full transport network and
reasonable levels of guardianship, including community guardianship. A full ODD
protocol [36, 37] description of the model can be found in Malleson et al. [63], while
a detailed description of the model design and data preparation is given in Malleson
[57]. The full model uses the PECS framework [72, 73, 79] for internal offender
decision making can be found in Malleson et al. [60]. However, to simplify the model
for the application of the GA, a simpler behavioural framework was implemented,
the details of which are outlined below. Calibration and validation of the model were
carried out manually in the past; details can be found in Malleson et al. [61]. Here,
we briefly describe the model in sufficient detail (using a simplification of the ODD
protocol) to understand the broad model workings and how the parameters that will
be calibrated fit into the model.

5.1 Purpose of the Model

The motivation behind the model is to simulate the spatio-temporal locations of
burglaries at the city scale and, ultimately, to provide a framework for modelling and
testing our understanding of the criminal system. The model runs for a fixed length
of simulated time—sufficient to reach dynamic equilibrium—so does not predict the
actual number of crimes. Instead, we focus here on the values of the behavioural
parameters that drive the behaviour of the agents to determine what these tell us
about the behaviour of burglars in the real world.

There is no notion of the processes that lead to someone ‘becoming’ a burglar; each
agent has only one purpose which is to commit burglary. In addition, there is no notion
of punishment or capture—offenders are not removed from the system, nor are their
drivers adjusted by any kind of punishment. Although variables such as community
guardianship help to determine whether a property is chosen for a crime, a chosen
target is always successfully victimised. There is also no communication between
agents; all offenders are currently lone individuals without a shared understanding.

The model generates a spatial distribution of crimes, taking into account a variety
of offender behaviours, environmental factors, and victim and guardian attributes.
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Fig. 4 Datasets used in the ABM of burglary

5.2 Data and the Study Area

The study area for this research covers 1,700 hectares in the city of Leeds, UK. The
area contains some of the most deprived neighbourhoods in the country and was
earmarked for an ambitious urban renewal scheme which makes it an ideal candidate
for predictive crime modelling. Figure 4 illustrates the data used to represent the
study area in the simulation.

• Communities are generated using the Output Area geography (a census area bound-
ary containing approximately 100 houses) and classified using the Output Area
Classification (OAC: [81]). This allows community types to be compared quanti-
tatively.
• The home locations of offenders were estimated from police recorded crime data

on convicted burglars.
• Roads and buildings are established from Ordnance Survey MasterMap data (the

Integrated Transport Network and Topographic Area data sets respectively)
• Expected crime data are required to validate the model. The data used here are

the number of burglaries per Output Area that occurred in 2001. This year was
chosen because it corresponds closely with the timing of the UK census from
which community demographics are estimated. As mentioned in Sect. 4.2.3, the
SRMSE is used to compare model results to expected data at the output area level.
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Finally, a buffer zone is used to reduce the boundary effects in the results. Thus all
burglaries that occur outside the study area boundary are discounted when simulated
burglaries are compared to real data.

5.3 State Variables and Scales

5.3.1 The Agents

The model is comprised of agents representing offenders. Victims and guardians are
represented through environmental variables, e.g. the estimated level of community
cohesion. Each offender agent is assigned a home building (and associated commu-
nity) at model initialisation. This location, derived from real offender data, is where
the agent lives. The main agent variable, which changes during the model run, is the
burglary motive. This variable increases over time and determines whether or not a
burglar will choose to target an individual house; more details follow in Sect. 5.3.3.
Once a burglary has been committed, this level falls to zero.

5.3.2 The Environment

Objects within the environment build up a substrate in which the agents act. There
are three types of objects:

• Roads are used to restrict the possible spatial locations of the agents. In the full
version of the model, roads can be used to simulate different transport speeds and
routes (e.g. a car driver moving faster along a major road) but in this simplified
version all agents move at a constant speed of 4 miles per hour (a fast walking
pace).
• Buildings represent the houses in which agents live and also represent the potential

victims of burglary. Their spatial locations and attributes have been established
from the Ordnance Survey MasterMap geographic data product.
• Communities represent the neighbourhoods in which the houses are located. They

will influence whether or not a burglar chooses a particular house and also deter-
mine where an offender starts their search.

Section 5.2 outlined the data sources that have been used to generate these layers
while Table 2 summarises the fixed attributes for the buildings and communities.
As Sect. 5.3.3 will illustrate, these will influence an agent’s burglary decision about
where to look for victims and which individual building to target.

5.3.3 Process Overview and Scheduling

The model is initialised with data that allocates offenders to households, attributes to
buildings and transport components, and initialises the state variables of the offend-
ers. Offenders start with nothing in their awareness space. At each time step, all
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Table 2 Parameters associated with communities and buildings

Parameter (abbreviation) Description

Communities
Attractiveness (ATT) A measure of the abundance of valuable goods that is likely to

be found in houses within the community. This measure
was calculated from factors such as the percentage of full
time students and the percentage of houses with more than
two cars

Social type (SocT) A vector containing the 41 different OAC variables. This can be
used to compare the Euclidean difference between two
communities

Collective efficacy (CE) A measure of the cohesion of the community, calculated from a
combination of deprivation, residential stability and ethnic
heterogeneity

Buildings
Accessibility (ACC) An estimate of how easy a building is to enter based on its

spatial properties. Houses with many exposed walls are
assumed to contain a larger number of doors or windows to
provide access to a burglar

Visibility (VIS) A measure of how visible a building is to its neighbours and to
passers-by. This is calculated from the size of any attached
garden and the number of additional buildings within a
buffer zone

offenders decide on actions determined by their internal states. The sequence of
offenders is random.

In its full implementation, the model uses an advanced behavioural framework to
equip the agents with realistic daily behaviour including sleeping, using substances
and socialising. However, the focus of this work is to better understand the rela-
tionship between the behavioural parameters and simulated burglary locations so
the behaviour of the agents has been simplified by removing non-burglary activities.
Therefore, activities such as socialising or using substances will not have an influ-
ence on the final locations of the burglaries. As mentioned previously, each agent is
driven by a single ‘burglary motive’, which increases over time until a burglary is
committed. A burglar’s behaviour schedule is as follows:

1. At 09:00 simulated time, the agent chooses a community to travel to in search
of a burglary target. The following formula is used to assign the likelihood, L, of
choosing each community, a, relative to their current location, c, and their home
community, h:

L = w1∗(1/dist(c, a))+ w2∗Attract(h, a)+ w3∗SocialDiff(h, a)

+ w4∗PrevSucc(a) (1)

where dist(c,a) represents the distance (travel time) from their current location
to the target community, Attract(h,a) represents the relative attractiveness of the
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community compared to the agent’s home area, SocialDiff(h,a) returns the simi-
larity of the target community and the agent’s home (where similar communities
are favourable) and PrevSucc(a) returns the number of times an agent has had
a successful burglary in the past for a particular community, a. Importantly, the
weights w1 to w4 can be used to assign an importance to each factor—if a weight
is large then the parameter will have a greater influence on the agent’s behaviour.
Roulette-wheel-selection is used to randomly choose a community from all of
those available such that those with a greater likelihood value have a greater
chance of being chosen.

2. On the way to their destination, the agent observes each house that they pass and
a ‘risk’ for burglary is calculated as follows:

R = (w5∗C E + w6∗ACC + w7∗V I S)/(w5+ w6+ w7) (2)

where CE is the perceived collective efficacy of the surrounding area, ACC
represents the accessibility of the target building (how easy it is to enter) and VIS
represents the visibility of the building to neighbours and passers-by (where high
visibility increases the risks). If this risk value is lower than the agent’s current
burglary motive, then the agent might commit a burglary—the probability of
actually committing a burglary increases exponentially as the difference between
risk and motive increases. Again, weights applied to each parameter determine
how much of an influence each factor will have over the agent’s decision.
If the burglary is successful, then the agent travels home. In this manner the
model has been configured to allow for a variation in offending behaviour (the
same agent will not always choose the same house) but agents will, on average,
always commit one burglary per day.

3. If the agent reaches their chosen destination without committing a burglary, then
they repeat the process. This continues until a victim has been found or another
need becomes greater than the need to burgle, such as the need to sleep, which
results in the burglar travelling home. Thus there may be days when no burglaries
are committed.

6 Exploring the Dynamics of Criminal Behaviour

The model outlined in Sect. 5 is an advanced ABM that attempts to closely represent
criminological theory and the experiences of crime-reduction experts in the field.
There are 7 different variables that determine where burglar agents will start searching
for targets and which houses, in particular, they will actually victimise. Although
some experimentation with changing the parameters can be undertaken manually
through trial-and-error, the number of combinations that can be tested, even with 7
parameters, is limited. Thus, the GA provides a more comprehensive approach to
more intelligently explore the entire 7-dimension parameter space. This can help to
determine which parameters have the most substantial influence on the model, and
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the values may eventually inform our understanding of the behaviour of burglars in
the real world.

A set of preliminary experiments have been undertaken here using a GA to find
the values of the 7 parameters. A population of 20 chromosomes was used and the
GA was tracked over three iterations or generations. The reason for 3 generations
and 20 individuals (or 20 model runs) was dictated by computational need. One
major issue with the GA approach as presented in this study is the large amount of
computational time required to run the model, even with only three iterations per GA
run. First, the ABM itself is extremely computationally expensive. Even after some
simplifications from the original configuration [60], a single model run still required
approximately 10 h to complete on a normal desktop machine. The results discussed
here were generated with the use of a 16-core Intel Xeon E5-2670 (“Sandy Bridge”)
virtual machine provided through Amazon Web Services [34], but even with this
hardware, each GA iteration—with a population of only 20 chromosomes—required
approximately 20 h to complete or more than 60 h to run a single experiment. As a
result, it was not feasible to run each individual model configuration multiple times,
which would be preferable because it would give a more comprehensive assessment
of the model error (since the simulation is probabilistic and each run will therefore
lead to slightly different results).

The fitness of each model configuration (or ‘chromosome’) is provided in Fig. 5,
which is plotted against the iteration or generation number. As would be expected,
the GA is able to identify which model configurations result in the lowest error
and, hence, which should be used to generate the configurations in the next iteration
or generation. Accordingly the model error, which is the SRMSE between the real
crime data and the model results, decreases with each subsequent iteration. Figure 5
also highlights some clustering of fitness values after the initial (random) population
undergoes an evolution. This illustrates that the algorithm is fine-tuning the ABM in
different parts of the parameter space that have the lowest error.

Table 3 provides the values for each of the parameters for the models with the
lowest error after each iteration. Due to stochastic elements in the model, model con-
figurations with the same weight values can result in slightly different values for the
fitness. The GA appears to converge very quickly to an optimal configuration, which
is found after the first iteration and does not change substantially over the next few
iterations, although a marginally different configuration is found in iteration 3, which
may have been the result of the GA exploring a slightly different part of the solution
space. This implies that the algorithm has found a global maximum. Alternatively,
the model may simply need to run many more generations, but as discussed previ-
ously, the computational load is a real issue in using a GA for parameter estimation
of this particular burglary ABM.

Figure 6 illustrates the change in parameter value for these best models. Interest-
ingly, the visibility parameter is consistently assigned a high value, which implies
it is an important factor in the agent’s decision compared to other variables. This
means that with the models that closely matched the observed crime data, the agents
were more likely to burgle houses that were well hidden from their neighbours and
passersby. In the ABM used here, this feature was estimated by combining the phys-
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Fig. 5 Fitness of all the chromosomes by GA iteration

Table 3 Values of the parameters after each iteration

Iteration Fitness w1 w2 w3 w4 w5 w6 w7

0 1.372 0.719 0.668 0.736 0.683 0.541 0.291 0.984
1 1.362 0.719 0.668 0.736 0.683 0.541 0.291 0.984
2 1.372 0.719 0.668 0.736 0.683 0.541 0.291 0.984
3 1.365 0.689 0.717 0.781 0.727 0.510 0.241 1.000

The weights: w1 = distance; w2 = attractiveness; w3 = SocialDifference; w4 = PreviousSuccess;
w5 = CollectiveEfficacy; w6 = Accessibility; w7 = Visibility

ical size of a house’s garden with a measure of its isolation (i.e. the number of other
properties in the immediate surrounding area). Conversely, the parameter accessibil-
ity appears to have only marginal importance and was consistently the least important
of the seven parameters. This parameter is calculated by estimating the number of
exposed walls in each building such that detached houses are at a greater risk of
being burgled than semi-detached houses or terraces because there are likely to be a
larger number of entry points. Why this building feature appears to be less important,
however, is less clear. The parameter collective efficacy, which is a measure of the
cohesion of the community and is calculated from a combination of deprivation, res-
idential stability and ethnic heterogeneity, is also of less importance than visibility
but of greater importance than accessibility, where these three parameters together
are used to calculate the risk associated with choosing a property to burgle. Thus
it appears that once a community has been chosen, the primary driving force is the
visibility of the property. The other four parameters all had similar weights, i.e. on
the order of 0.68 to 0.72, where each of these parameters, i.e. attractiveness, social
type, previous success and distance to the target location, are all used to calculate
the likelihood of choosing a community. This suggests that these factors are equally
important in making a decision about a particular area to target. The inclusion of
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Fig. 6 Parameter values for the best model after each GA iteration

these seven parameters is based on criminology theory but there is little information
about the importance of these parameters, which is one area where optimisation with
GAs may shed some evidence.

To review the results spatially, Fig. 7 presents maps of the burglary counts gener-
ated by the three best model configurations after GA iterations one (‘Model 1’), two
(‘Model 2’) and three (‘Model 3’). The results are presented in two forms. The maps
on the left hand side of Fig. 7 present results that have been spatially aggregated to
the geography of the communities (i.e. each community has a count of burglaries
that were committed during the model run) and the maps on the right hand side of
Fig. 7 present point density estimates produced using the Kernel Density Algorithm
(KDE). The use of KDE arguably presents a more accurate picture of the underlying
point patterns and is commonly used by police analysts [17].

The model results show consistently high numbers of burglaries on the western
side of the study area, which matches the general pattern exhibited by the observed
data. Interestingly, these larger scale patterns are similar regardless of the differences
in configuration, which suggests that small changes to any of the agents’ behavioural
parameters have little effect on the model results. Some small differences can be seen
in the centre of the study area where some small hotspots are picked up differentially
between the three models. Any discrepancies are likely to be a result of the proba-
bilistic nature of the model (recall that with sufficient computing power each model
would have been run a large number of times to calculate an average error value)
although there would be scope to investigate what might be generating these differ-
ences, e.g. the slight decrease in the distance, collective efficacy and accessibility
parameters in ‘Model 3’ and a slight increase in all the others. However, it is encour-
aging that small parameter changes have little effect on the model results because,
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Fig. 7 Results from the three best model iterations after 1, 2 and 3 iterations

were this not the case, it would be more difficult to be confident in the robustness of
the results. This represents another considerable advantage of the application of an
optimisation algorithm to this model.
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7 Conclusions

This paper presented some very preliminary attempts at using a GA to estimate
the parameters of an ABM of burglary. One of the next steps will be to explore
the seven geographical parameters of the ABM is more detail and to work with the
full behavioural-based model in the future. The GA provides the means to explore
a very large solution space in an efficient manner, yet has not been used often to
determine the parameters of an ABM. One of the reasons may be the large amount
of computational time required to run an ABM, which in this study was a simplified
version of the original model. Future work will port the model to more powerful
computer systems and run a GA with a larger population for a larger number of
iterations and with multiple runs per model configuration. Only then will it be possible
to more exhaustively examine the behaviour of the parameters in relation to burglar
behaviour in a real-world setting. The implications of using such an approach when
scaling up an ABM to a much larger area, with larger numbers of individuals and
with a much larger number of parameters is clearly evident from these preliminary
experiments. Ambitious ABM projects such as modelling the entire economy of the
United States [35] will clearly face major computational challenges in the future.
However, without methods like GAs, the task of parameter estimation would render
such modelling approaches infeasible.
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