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Preface

Information technology is the driving force behind innovations in the automo-
tive industry, with perhaps 90% of all innovations in cars based on electronics
and software. Up to 80 embedded processors can be found in a high-end car,
and electronics and software are already a major cost factor in car manufac-
turing. The situation is similar for commercial vehicles such as trucks. One
crucial aspect of future IT applications in vehicles is the security of these sys-
tems. Whereas software safety is a relatively well-established (if not necessarily
well-understood) field, the protection of automotive IT systems against ma-
nipulation has only very recently started to emerge. When we started working
in this exciting area about four years ago, we realized that there is hardly any
literature on this topic, not to mention any kind of comprehensive description
of the field of IT security in cars.

This book has a simple main objective: We attempt to give an overview on
most aspects which are relevant for IT security in automotive applications. We
hope that the book is, on the one hand, of interest to automotive engineers
and technical managers who want to learn about security technologies, and,
on the other hand, for people with a security background who want to learn
about security issues in modern automotive applications. In particular, we
hope that the book can serve as an aid for people who need to make informed
decisions about car security solutions, and for people who are interested in
research and development in this exciting field.

As can be seen from the table of contents, IT security in cars incorporates
quite diverse disciplines. In addition to its spread across different technical
areas, it is a new and fast-moving field, so that the collection of topics in this
book should be viewed as a “best guess” rather than the final word on what
exactly constitutes automotive IT security. All of the contributing authors
(and ourselves) have been working for many years in embedded security, and
for a few years on various aspects of car security from a research as well as
from an industry viewpoint.

The book consists of an introduction and three other main parts. The
first article, Embedded IT Security in Automotive Application – an Emerging
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Area, provides an overview of the field and at the same time serves as an
introduction and motivation for the remainder of this book.

Part II, Security in the Automotive Domain, is a collection of articles
which describe the most relevant car applications for which IT security is
crucial. The range of topics is quite broad, including security for immobilizers,
tachographs, software updates (“flashing”), communication buses and vehicle
communication. Some of the topics are very current, such as secure flashing,
whereas other topics such as inter-vehicle communication are forward looking.

Part III, Embedded Information Technology in Cars: State-of-the-art,
deals with the actual security technologies that are relevant for securing
car applications. In each article a comprehensive introduction to important
aspects of embedded security is given. The goal here was to inform in an un-
derstandable manner about topics such as current symmetric and asymmetric
cryptography, physical security, side-channel attacks and wireless security. The
articles attempt to provide the most important facts which can assist people
with an automotive background without overloading the reader with too much
theoretical detail.

Part IV, Business Aspects of IT Systems in Cars, shows the interdiscipli-
nary dimension of IT security in the car context. The authors show in three
separate articles that security is a central tool for novel IT-based business
models. This part of the book is perhaps the one that demonstrates best the
enormous impact that IT security has in cars, which goes well beyond a mere
technical one.

We hope that the book is of interest to people in industry and academia,
and also hope that it helps somewhat to enhance the field of embedded IT
security in cars.

Bochum, Kerstin Lemke
October 2005 Christof Paar

Marko Wolf
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Part I

Introduction



Embedded IT Security in Automotive

Application – An Emerging Area

Christof Paar

Horst Görtz Institute (HGI) for IT Security
Ruhr University of Bochum, Germany
cpaar@crypto.rub.de

Summary. Information technology has gained central importance for many new
automotive applications and services. The majority of innovation in cars is based on
software and electronics, and IT-related costs are approaching the 50% margin in
car manufacturing. We argue that security will be a central technology for the next
generation of automobiles. We list application domains, i.e., whole families of auto-
motive applications, which rely heavily on IT security. This article also introduces
core security technologies relevant for car systems. It is explained that embedded
security, as opposed to general IT security, is highly relevant for car applications.
The article concludes with specific recommendations for the successful introduction
of security solutions in automotive applications.

1 Introduction

Information technology – we define broadly as being systems based on dig-
ital hardware and software – has gained central importance for many new
automotive applications and services. On the production side we observe that
the cost for electronics and IT is approaching the 50% threshold of all man-
ufacturing costs. Perhaps more importantly, there are estimates that already
today more than 90% of all vehicle innovations are centered around software
and hardware (admittedly not only digital hardware, though). IT systems in
cars can roughly be classified into three main areas:

1. Basic car functions, e.g., engine control, steering, and braking.
2. Secondary car functions, e.g., window control and immobilizers.
3. Infotainment applications, e.g., navigation systems, music and video en-

tertainment, and location-based services.

For a good overview on the possible future of car IT systems, the reader is
referred to [3].

Almost all such applications are realized as embedded systems, that is, as
devices which incorporate a microprocessor. The devices range from simple
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control units based on an 8-bit micro controllers to infotainment systems
equipped with high-end processors whose computing power approaches that
of current PCs. The number of processors can be 80 or more in high-end cars.
In a typical automobile the devices are connected by several separate buses.

Not surprisingly, many classical IT and software technologies are already
well established within the automotive industry, for instance hardware-soft-
ware co-design, software engineering, software component re-use, and software
safety. However, one aspect of modern IT systems has hardly been addressed in
the context of automotive applications: IT security. Security is concerned with
protection against the manipulation of IT systems by humans. The difference
between IT safety and security is depicted in Fig. 11.

Fig. 1. The relationship between IT safety and security

As said above, software and hardware safety is a relatively well-established
(if not necessarily well-understood) field in the automotive industry, IT secu-
rity, on the other hand, is just beginning to emerge as a proper sub-discipline
within the field of automotive IT. Of course, there have been niche applications
in the automotive domain, especially concerned with electronic immobilizers,
that have always relied on security technologies. However, the vast majority of
software and hardware systems in current cars are not equipped with security
functionality. This is not entirely surprising for two reasons:

1. Many past car IT systems did not need security functions as there was
very little incentive for malicious manipulation in traditional applications.

2. Security tends to be an afterthought in any IT system. Achieving the
core function, i.e., getting a telematic system working or enabling remote
software updates, is the primary goal of every system designer and im-
plementer. A prime example of such an IT-system is the Internet, which
is only now, after several decades of existence, being equipped with rudi-
mentary security functions.

1 In German it is especially easy to confuse the two terms, since both safety and
security translate into the same word: Sicherheit.
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As we will see in the remainder of this contribution – and in much more
detailed in the other articles of this volume – the situation has changed dra-
matically with respect to the first argument given above. Already today there
is a multitude of quite different car sub-systems that are in desperate need
for strong security functions in order to protect the driver, the manufacturer
and the component supplier. Current examples of car functions with need for
security include the large field of software updates, also known as “flashing”
or “chip tuning”. Future cars will become even more dependent on IT security
due to the following developments:

• It is predicted that an increasing number of ECUs (electronic control units)
will be reprogrammable, a process that must be protected.

• Many cars will communicate with the environment in a wireless fashion,
which makes strong security a necessity.

• New business models (e.g., time-limited flash images or pay-per-use info-
tainment content) will become possible for the car industry, but will only
be successful if abuse can be prevented.

• There will be an increasing number of legislative demands which can only
be solved by means of modern IT security functions, such as tamper-
resistant tachographs, secure emergency call functions, secure road billing
etc.

• Increasing networking of cars will allow the collection of data for each
driver (e.g., driving behavior, locations visited), which will put high de-
mands on privacy technology.

• Future cars will often be personalized, which requires a secure identifica-
tion of the driver.

• Electronic anti-theft measures will go beyond current immobilizers, e.g.,
by protecting individual components.

As we can see from the, not necessarily complete, list above, IT security
will be an important topic for many future car technologies. For some future
applications, such as business models based on Digital Rights Management,
IT security will even play the role of an enabling technology.

We would like to stress at this point that almost all target platforms within
cars which will incorporate security functions are embedded systems, rather
than classical PC-style computers. Hence, the technologies needed for secur-
ing car applications belong often, but not always, to the field of embedded
security. The difference between embedded security vs. general IT security will
be discussed in more detail in Section 3. A good introduction to embedded
security is give in [1].

2 Automotive Applications and IT Security?

As sketched above, embedded IT security will be a crucial part of many fu-
ture automotive features. IT security offers a wide variety of functions that
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can improve products. In the context of embedded automotive systems, the
advantages of strong IT security can be summarized in two main categories.

• Increased reliability: Innovative IT applications must be protected
against targeted manipulations. For instance, manipulation of an other-
wise robust electronic engine control system may result in an unreliable
engine (e.g., shortened engine life span). Another example is a highly fault-
tolerant telematic system. Manipulation of messages to and from the car,
however, may result in a very unreliable system. IT security can prevent
those and many other abuses. It is important to stress that from this
viewpoint security can also be interpreted as being part of reliability.

• New business models: Cars equipped with state-of-the-art IT technol-
ogy will open up opportunities for a multitude of new business models. In
times where international competition is putting increasing pressure on car
manufacturers, novel IT-based business models are tempting options. Ex-
amples include fee-based software updates, navigation data, location-based
services and multimedia content. It is of crucial importance to stress that
virtually all such business models rely heavily on strong IT security.

Admittedly, this is a rather broad classification. In the following we will
list more concrete application domains within cars that rely heavily on IT
security.

Software Updates. In the last few years the topic of software updates of
ECUs (electronic control units) has gained crucial importance. The reasons
why ECUs that can be updated are attractive are multitude, and a few im-
portant ones are given in the following: many software bugs are only found
after shipment of the car; cars can be configured differently for different cus-
tomers, reducing the variety of cars that have to be manufactured; features
can be activated based on a pricing policy. Unfortunately, unauthorized soft-
ware updates can pose an equal number of problems for manufactures and,
to a lesser degree, for owners. For instance, it is obviously quite attractive
to activate certain car features (e.g., a stronger engine or comfort functions)
without paying the associated fees. This cannot only result in financial losses
due to missed business transactions, but also in an increase of warranty cases.
In order to enable software update in a manner controlled by the manufac-
turer, one needs embedded security technologies such as digital signature,
tamper-resistant hardware and encryption. The articles Secure Software Up-
dates and Secure Software Delivery and Installation in Embedded Systems in
this volume deal with the topic in detail.

Theft Prevention. The electronic immobilizer is possibly the oldest in-
carnation of IT security mechanisms in the automotive. As documented in
[12], the latest generation of immobilizer has been quite a success, with the
damage from car thefts reduced by 50% over the last decade or so. This proves
that classical IT security (here: strong cryptographic identification) can have
an immediate benefit in today’s world. It is very tempting to generalize immo-
bilizer solutions to car components. By using strong cryptography, one could



Embedded IT Security in Automotive Application – An Emerging Area 7

identify valuable or crucial components and, thus, protect against illegal ex-
change of components, and enforce the usage of original manufacturer spare
parts. The techniques required from embedded security are identification pro-
tocols and tamper resistance.

Business Models for Infotainment Content. It seems almost certain
that the majority of future cars will be equipped with powerful infotainment
devices in the dashboard. The functionality of the infotainment systems will
be a fusion of

• home entertainment (e.g., radio, music and video for the rear seats),
• telecommunication (e.g., cell phone and email function),
• car-specific information systems (e.g., navigation data, smart traffic rout-

ing, emergency calls).

(See also the article Security Risks and Business Opportunities in In-Car En-
tertainment in this volume for a more detailed discussion of this topic.) There
will be opportunities for content providers, car manufacturers and possibly
for other parties to create innovative business models around the digital con-
tent mentioned above. There are already systems in use today which provide
navigation data on a time-limited basis, as explained in the article In-vehicle
M-Commerce: Business Models for Navigation Systems and Location-Based
Services in this volume. Another indication for the opportunities ahead is
that in 2004 more than 50% of all mini vans sold in the USA were equipped
with rear seat video screens. Adding new business models, for instance fee-
based video downloads at hot spots, seems not entirely unrealistic.

The topic of security plays a crucial role here. It should be noted that there
is a built-in incentive for users (i.e., business partners!) to behave dishonestly,
e.g., by copying content in an unauthorized manner or by using content be-
yond the paid-for period. This situation is similar to the hotly debated topic
of content distribution via the Internet. In order to prevent abuse and, thus,
to enable new business models, strong embedded security technologies are
needed. First, communication security (i.e., protection of the link between car
and the environment) is needed in order to transport valuable digital content
to the customer. Second, digital rights management (DRM) technologies are
required to prevent the customer from unauthorized copying or an unautho-
rized extension of the usage period of the content. Third, privacy-preventing
technology will be required in order to limit the collection of customer data.
Without the latter measure, user acceptance of new technologies can quickly
diminish. Finally, secure hardware components are required in order to pre-
vent manipulation of the IT security mechanisms and demolishing the business
model.

Personalization of Cars. Car functions that can be updated open up a
wide variety of new possibilities such as personalization of car features, from
your favorite radio station and seat position to your favorite suspension set-
ting. There is a multitude of options for realizing a recognition of the driver.
One class of approaches is token-based, e.g., through car keys, smart cards, or
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cell phones. Other approaches make use of biometrics, e.g, fingerprint recogni-
tion. Another class simply requires active user input in order to communicate
the person’s identity to the vehicle. Again, we will need security technologies
here in order to prevent abuse. Technologies needed included identification
techniques, biometrics and tamper resistance hardware.

Access Control for Car Data. Already today many cars are equipped
with event data recorders. This can be as simple as tachograph data, or more
advanced systems which record a wide variety of information about the car
subsystems and driving behavior. Currently, such data can usually only be
accessed via diagnosis interfaces which have to be attached physically to the
car. However, it seems likely that many vehicles will be equipped with wire-
less interfaces such as Bluetooth or GSM in the future. It becomes crucial
now to tightly control access to both technical data about the car and stored
information about driving behavior. Relevant security functions are authen-
tication and identification protocols and communication security. The article
Security Aspects of Mobile Communication Systems deals with security topics
for wireless protocols.

Anonymity. Cars filled with IT systems offer several possibilities for vi-
olating drivers’ privacy rights. The above-mentioned recording of driving be-
havior is one example. Navigation data used or requests for other location-
based services (e.g., the purchase of certain navigation data, requests for the
nearest gas station or requests for the nearest restaurant) is another exam-
ple. It is also imaginable that even traffic violations, e.g., driving beyond the
allowed speed limit, are recorded. These can all be serious threats in an in-
formation society and it will be crucial to prevent abuses by incorporating
technologies such as access control and anonymization.

Legal Obligations. Already today there are several regulations that dic-
tate the inclusion of IT security functions in cars. An example is Toll Collect,
the German road toll system or the European tachograph, as described in the
contribution A Review of the Digital Tachograph System in this volume. In the
future, there will be more applications which require IT security due to legal
regulations. Possible examples include emergency call systems, immobilizers
or other theft control measures, and event data recorders.

We do not claim that the listing above is complete. However, we believe
that embedded security is already an important technology for a host of di-
verse car functions, and its impact will increase in the future. In summary, it
can be claimed that IT security will play the role of an enabling technology
for numerous future car applications.

3 Embedded Security Technologies in Vehicles

3.1 Embedded Security vs. General IT Security

Since the late 1990s embedded security, sometimes also referred to as security
engineering or cryptographic engineering, has emerged as a proper subdisci-
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pline within the security and cryptography communities. Embedded security
is often quite different from the security problems encountered in computer
networks such as LANs or the Internet. For such classical networks there exist
established and relatively mature security solutions, e.g., firewalls, encryption
software, and intrusion detection systems. The topics with which embedded
security deals are, generally speaking, closer related to the underlying software
and hardware of the target device which is to be protected. Arguably the most
important event at which embedded security technologies are treated from a
scientific viewpoint is the CHES (Cryptographic Hardware and Embedded
Systems) Workshop series [4, 5, 6, 7, 8, 9, 10] which started in 1999.

Even though there are certainly many aspects of security that are shared
by embedded devices and general computers, there are a number of key differ-
ences: First, embedded devices tend to have small processors (often 8-bit or
16-bit micro-controllers) which are limited with respect to computational ca-
pabilities, memory, and power consumption. Modern PCs, on the other hand,
are very powerful and in most cases do not limit the use of cryptographic func-
tions. Second, potential attackers of embedded systems have often access to
the target device itself, e.g., an attack of a smart card only makes sense if one
actually has physical control over the smart card. On the other hand, attacks
against traditional computer networks are almost always performed remotely.
Third, embedded systems are often relatively cheap and cost sensitive because
they often involve high-volume products which are priced competitively. Thus,
adding complex and costly security solutions is not acceptable. By comparing
typical prices (e.g., a laptop vs. an ECU) one easily notices a ratio of 1–2
orders of magnitude which, of course, limits the costs that can be spent on
security for embedded solutions.

3.2 Cryptographic Algorithms in Constraint Environments

Even though security depends on much more than just cryptographic algo-
rithms – a robust overall security design including secure protocols and or-
ganizational measures are needed as well – crypto schemes are in most cases
the atomic building blocks of a security solution. The problem in embedded
applications is that they tend to be computationally and memory constrained
due to cost reasons. (Often they are also power limited, but since automotive
applications are often powered by their own battery, low-power crypto is not
such an important topic in the car context.) It is now the task of the embed-
ded security engineer to implement secure crypto algorithms on small devices
at acceptable running times.

Crypto schemes are divided into two families: symmetric and asymmetric
algorithms. The first group is mainly used for data encryption and message
integrity checks. Symmetric algorithms tend to run relatively fast and often
need little memory resources. There exists a wealth of established algorithms,
with the most prominent representatives being the block ciphers DES (Data
Encryption Standard) and AES (Advanced Encryption Standard.) The family
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of stream ciphers can be even more efficient than block ciphers and are, thus,
sometimes preferred for embedded applications. In almost all cases it is a
wise choice to use established, proven algorithms rather than unproven or
self-developed ones. More on the state-of-the-art of symmetric algorithms will
be said in the contribution Fundamentals of Symmetric Cryptography of this
volume.

The second family of schemes, asymmetric or public-key algorithms, are
very different. They are based on hard number theoretical problems and in-
volve complex mathematical computations with very long numbers, commonly
in the range of 160–4048 bits, depending on the algorithm and security level.
Their advantage, however, is that they offer advanced functions such as dig-
ital signatures and key distribution over unsecure channels. For common au-
tomotive applications such as secure flashing, public-key algorithms are of-
ten preferred. The problem here is the computational requirement of public-
key schemes. Embedded processors in the automotive domain are often only
equipped with 8-bit and 16-bit processors clocked at moderate frequencies
of, say, below 10 MHz. Running computationally expensive public-key algo-
rithms on such processors can result in unacceptably long execution times,
for instance several seconds for the generation of a digital signature. For this
reason, it is very important that a smart parameter choice together with
the latest implementation techniques are being employed. Much more details
about properties and the selection of public-key algorithms will be given in
Fundamentals of Asymmetric Cryptography of this volume.

3.3 Physical Security: Side Channel Attacks and Reverse
Engineering

A central tool for providing security are cryptographic algorithms. Both sym-
metric and asymmetric algorithms are based on the fact that the protected
device (e.g., tachograph, an ECU, or an infotainment device) is equipped with
a secret cryptographic key. “Secret” means in this context also that it can not
be read out by an attacker. If an attacker obtains knowledge of the key, the
device can usually be manipulated and/or cloned. Many of the potential at-
tackers – which includes in particular the owner and maintenance personnel
– have physical access to the device.

One family of attacks which attempt to recover the key from the device are
side channel attacks, which were first proposed in the open literature in 1996
[11]. Side channel attacks observe the power consumption, the timing behav-
ior or the electromagnetic radiation of an embedded device. These signals are
recorded while the cryptographic algorithm with the secret key is executed.
The attacker then tries to extract the key by means of signal processing tech-
niques. Side channel attacks are a serious threat in the real world unless special
countermeasures have been implemented. Much more about side channels will
be said in the contribution Embedded Cryptography: Side Channel Attacks in
this volume.
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A related family of attacks are fault injection attacks, sometimes referred
to as active side channel attacks. Fault injection attacks force the device to
malfunction, for instance by spikes in the power supply, through overclocking,
or through overheating of the embedded device. The goal is often to create
an incorrect output of the cryptographic algorithm which leaks information
about the key used.

Quite different from side channel and fault injection attacks are reverse
engineering attacks. The goal here is to read the cryptographic keys directly
from the RAM, EEPROM, FlashROM, or ROM of the embedded device.
Unlike classical reverse engineering of code it is in this context sometimes
sufficient to recover a single cryptographic key for a successful attack, which
is often only 16 bytes long or less. Of course, there is tamper-resistant memory
available but it is for automotive systems often not available for cost or legacy
reasons. Case studies about tamper resistance in the real world are described
in [2]. A more detailed treatment is given in the article Embedded Security:
Physical Protection against Tampering Attacks in this volume.

3.4 Digital Rights Management (DRM)

DRM has become a very important technology for applications such as audio
and film distribution over the Internet. DRM systems can enforce rules such as
the time period for which access to a music file is granted or to which device a
digital movie is allowed to be copied. It is perhaps a bit surprising that DRM
should become important for vehicles as well. However, as soon as digital data
used for car applications represent financial values, e.g., flash software, digital
location-based services or entertainment content, DRM will be the technology
that enforces the envisioned use of the data. DRM technologies are required to
prevent the customer from unauthorized copying or an unauthorized extension
of the usage period of the content.

In order to realize a proper DRM platform in a vehicle, we need trusted
computing functions which in turn are based on physical secure components
such as secure memory, true random number generators and cryptographic
algorithms.

3.5 Further Topics

The topics discussed above are certainly not comprehensive. However, they
form a core of embedded security technologies that are relevant for most se-
curity solutions in cars. Topics such as mobile security are also treated in this
volume.
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4 Conclusion: Challenges and Opportunities for the
Automotive IT Community

In summary it can be stated that embedded IT security in cars:

1. protects against manipulations by outsiders, owners and maintenance per-
sonnel,

2. increases the reliability of a system,
3. enables new IT-based business models.

As sketched above, there are several difficulties to overcome in order to de-
velop strong embedded security solutions. We would like to give an outlook on
the future of IT security in cars in the form of the following recommendations
and conclusions:

• IT security will be a necessary requirement for many future automotive
applications.

• Security will allow a multitude of new IT-based business models, e.g.,
location-based services or fee-based flashing. For such systems, security
will be an enabling technology.

• Security will be integrated invisibly in embedded devices. Embedded secu-
rity technologies will be a field in which manufacturers and part suppliers
need to develop expertise.

• Security solutions have to be designed extremely carefully. A single “minor”
flaw in the system design can render the entire solution unsecure. This is
quite different from engineering most other technical systems: a single
non-optimum component usually does not invalidate the entire system.
An example is the Content Scrambling System (CSS) for DVD content
protection, which was broken easily once it was reverse engineered.

• Embedded security in vehicles has to deal with very specific boundary
conditions: computationally and memory constrained processors, tight cost
requirements, physical security.

• The multi-player manufacturing chain for modern vehicles (OEM and pos-
sibly several layers of suppliers) can have implications for the security de-
sign. It is, for instance, relevant who designs a security architecture and,
most importantly, who has control over the cryptographic keys.

• Merging the automotive IT and the embedded security community will
allow many new applications. However, there are also several challenges:
security and cryptography has historically been a field dominated by the-
oreticians, whereas the automotive IT is usually done by engineers. The
culture in those two communities is quite different at times, and both
sides have to put effort into understanding each other’s way of thinking
and communicating.
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Summary. This paper generalizes the practical experience gained from several
projects. Processes of flashing based on the presented considerations are already
in practical use.

1 Introduction

The volume of in-vehicle electronics and software integrated into today’s vehi-
cles has been increasing significantly for some time. Large numbers of sensors
continuously provide a huge amount of data for a variety of measurement
categories, e.g., concerning the vehicle status. This information must be ana-
lyzed electronically in real time. A growing number of in-vehicle functions is
implemented and controlled by embedded systems. The number of electronic
control units (ECUs) in modern vehicles averages 40 in the compact class and
tops 90 in the luxury class.

By now, electronics have invaded virtually all vehicle functions. Examples
of electronic-control aggregates are motor and gearbox control units in power
transmission or servo steering, electrical window lift and climate control in
the area of comfort electronics.

All of these functions are generally controlled by embedded systems. An
embedded system is a specialized computer system that is part of a larger
system or machine. Typically, an embedded system is housed on a single micro-
processor board with the programs stored in ROM. Virtually all appliances
that have a digital interface – watches, microwaves, cars – utilize embedded
systems. Some embedded systems include an operating system but many are
so specialized that the entire logic can be implemented as a single program.

In addition, modern vehicles are equipped with ECUs for safety functions
such as ABS, ESP, airbag and in the infotainment field with systems such as
navigation, broadcast, DVD players, and hands-free sets.

Embedded systems used for such functions today are generally provided
with programmable flash memory instead of the fixed ROM modules used
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earlier. This allows for the repair of software bugs in ECUs by flashing of
new software versions instead of replacing the complete ECU unit. Another
advantage thereby achieved is a reduction in the number of hardware variants
for any one ECU type. In both cases, this results in a considerable cost benefit.

Flash memories also enable the integration of additional functionality by
flashing new software instead of fitting new ECUs. Thus, a new business case
for automotive Overall Equipment Manufacturers (OEMs) is born: vending of
software.

2 Trusted Flashing – a Challenge

The challenge faced by OEMs by the introduction of flashing in ECUs lies
in the necessity of establishing a complete software delivery process including
the involvement of many different parties with possibly conflicting interests.

Among them are component developers, including suppliers and OEMs,
in-plant component experts, after-sales services as well as non-captive mainte-
nance workshops. In flashing ECUs, all of these players have to be organized
into a single process enabling and ensuring the introduction of a correct and
up-to-date software version into an ECU at any time. Among other things the
software delivery process has to take into account late software modifications
for new vehicles at the end of line (end-of-line flashing) due to the integration
of last-minute changes and corresponding challenges in service. In the follow-
ing the challenges of the process of flashing in service will be looked at in
detail.

Figure 1 displays the main and corollary processes of flashing.
The main processes (grey fields) include all those processes necessary to

provide software to an ECU. Corollary processes (blue fields) include all pre-
aged activities, i.e., the development of the ECU hardware and the roll-out
for the logistic and service processes.

The main processes consist of software (SW) development, followed by pro-
visioning, distribution and finally flashing. After development and successful
testing, the release of the software and its provision in service will take place.
One of the biggest challenges is the detection of the conditions under which
the flashware has to be released and the presentation of these conditions to
the service. The conditions include, for example, the current hardware and
software configuration of the vehicle. Therefore not only the ECU hardware
but possibly also the configuration of the entire vehicle has to be documented.

In software distribution a very heterogeneous information network has
to be assumed. Today, the distribution of software is generally effected by
distributing CDs. Also, networks like the Internet or an OEM’s intranet are
used to transfer software to the services. At present, the flashware is usually
brought into the ECUs by using special service equipment, e.g. diagnostic
tester.
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Complex IT- and Process Landscape:
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Fig. 1. The software download process

In future, generally a direct connection from a central server into the vehi-
cle will exist. Then remote flashing will be possible by using GPRS or UMTS
connections. GSM connections do not have the necessary bandwidth.

The installation of the total process represents a very complex challenge.
World-wide operation has to be ensured. This means the process must be
accessible and running in a safe, reliable and robust way under different oper-
ational conditions.1 Finally the process of flashing must be organized in such
a way that there is trust that in a given vehicle the ECU actually receives
the software or flashware intended for it. Beyond that, the process of flashing
must be integrated into the service processes.

A further challenge is that of arranging a real and reliable process. This
means that the data flow in the process is controllable, accepted as legally
binding and consequently comprehensible. In addition, access control must
exist which ensures that only authorized persons and instances are allowed to
execute appropriate activities. The acknowledgement or rejection of demands
for guarantee and demands for warranty possibly depend on this proof.

Therefore, the most important task today is the protection of the software
from manipulation and the protection of the flashing process against abuse.

1 IT security is defined very widely here. It encompasses – besides the well-known
demands for availability and integrity – also demands for dependability, control-
lability, legality and liability. For more details on the concept formation see [2].
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3 Prevention Against Attacks and Misuse

However, misuse of flashing techniques is possible. Unauthorized persons may
have a vested interest in maliciously updating ECUs with their own software.
Most attractive to software tuners is obviously the task of power enhance-
ment, more sportive shock absorber calibration, improved brake behavior, etc.
Changes to ECUs in the vehicle immobilizer system can be lucrative as well,
especially when circumvention of anti-theft protection functionality becomes
feasible.

To prevent these actions and other unauthorized manipulation, and also
taking warranty aspects and product liability into account, OEMs have to
be able to define exactly which software versions should be executable in
ECUs. The information security view specifies this requirement in the security
objectives of integrity and authenticity: software in ECUs has to be unmodified
and authentic. “Authentic” means the software has been approved by the
responsible OEM.

Besides integrity and authenticity, the third security objective, confiden-
tiality, has to be realized in securing software in ECUs. Confidentiality is
needed to disable re-engineering attacks or protect new algorithms from ac-
cess by competitors. Vending of software as an upcoming business case also
requires copy protection in order to reduce business risks, which implies an-
other security objective.

Firstly, all the protection needs of the components must be determined
by the applications, which are realized in these components. The tachograph
components that are presented in detail in this book [12] and the components
of the TollCollect system, in particular the on-board unit, have high protection
needs. These vehicle components should not be manipulable at any time.

Obvious is the necessity of protection for driver-security relevant compo-
nents. Especially for this function unauthorized modification may result in
damage to persons.

However, due to cost limitations the fulfilment of all security objectives is
often not possible and sometimes even not meaningful, e.g., the security needs
for some applications might be low. Therefore, special security classes for the
ECU have been developed. They will be described in the following section.

4 Security Classes

In order to integrate the complex and heterogeneous ECU landscape of vehi-
cles in a comprehensive security concept, different security classes have to be
defined. Such a classification scheme is at present under development by the
OEM Initiative Software (HIS, Hersteller Initiative Software).

The security classes ensure two dimensional scalability. The first dimen-
sion is defined by the ECU’s security objectives. This dimension describes
the necessity for security. Therefore the security goal (see Fig. 2) has to be
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Fig. 2. Security classes by the HIS

defined and the required security strength has to be discussed. As the second
dimension, the security capabilities of the ECU have to be identified. The
capabilities depend on factors like the processor’s performance, given storage
space, hardware resistance against attacks, and so on. So the security features
finally implemented can be a trade-off of these two dimensions and result in
a security class characterized by one to three letters (see Fig. 2).

Some ECUs require less protection than, for example, motor control ECUs
which are attractive targets for vehicle tuners (power enhancement) and vehi-
cle thieves (immobilizer system). Thus, there will be ECU software that has
to be checked during import against manipulation. It is absolutely irrelevant
whether the software comes from the original CD or a copy of the CD. This
is right if the OEM is only interested in incorporating non-falsified software
into the ECU but not in vending the software.

The minimum requirement for flashing is that the software is correctly
loaded into the ECU without any technical error. Technical errors in this con-
text are transfer errors, bit falsifications, bursts etc. Nearly all transmission
protocols possess coding techniques for the recognition of such errors. How-
ever, the challenge consists of guaranteeing end-to-end protection. This means
that, after storage in the flash of the ECU, it must be controllable that the
software was genuinely incorporated into the equipment. Most protocols do
not guarantee this. Devices which fulfil mechanisms for the realization of this
security (safety) goal belong to level D (see Fig. 2). This level contains classes
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with the designation D, DD, DDD. The number of letters always refers to the
strength of the mechanisms which can be used. The more letters, the higher
the security. This applies also to classes that are being introduced.

If an attacker is able to manipulate software, the attacker is also able
to change the error-recognizing or error-correcting codes accordingly. There-
fore, contrary to popular opinion these codes do not offer any level of protec-
tion against active, precise manipulation. Due to this drawback the following
class C demands for a protection against manipulation. A protection against
manipulation can be realized, for example, by a digital signature or a Mes-
sage Authentication Code (MAC). A digital signature is based on asymmet-
ric cryptography and an MAC computation applies symmetric cryptography
[9, 10, 1].

The goals of the designed classes are the following:

• Level D: Error Detection
• Level C: Error Detection, Integrity and Authenticity
• Level B: Error Detection, Integrity and Authenticity, Copy Protection
• Level A: Error Detection, Integrity and Authenticity, Copy Protection,

Confidentiality

In this sense, levels C and D, respectively, ensure basic protection, which
guarantees that the developed and approved software in the ECUs is correct.
The levels A and B actually protect the business model. Thus, if the software
is to be sold then level B will introduce copy protection for the flashware and
for level A encryption will be demanded.

A second point is to look at the capabilities and memory availability of
ECUs. The processor of an ECU used for infotainment services can store and
execute more complex security mechanisms than an ECU, for example, for
the roof module. Depending on the characteristics of ECUs a security class at
the demanded level can be realized. For example, it is apparent that in level
D an error code of 32 bits is more powerful than an error code with 16-bit
or 8-bit length. However, the codes require different processor resources and
different storage capacity. In level D, the differences are not as significant as
in level A, B and C. In contrast to level D, levels A to C require the use of
cryptographic functions. However, for the higher levels the required resource
can be much larger.

The example below shows data for a signature examination (RSA1024)
with today’s generally used processors in the automotive industry.

Table 1. Outlay for a signature examination for RSA1024

Processor Clock Memory Requirement in kB Runtime

HC08 (8 bit) 8 MHz 11.5 kB > 60 s
HC12 (16 bit) 8 MHz 7.5 kB 9.5 s

ST10 (16 bit, non-optimized) 20 MHz 9.5 kB 11 s
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Table 1 shows that the capability of the processors varies considerably de-
pending on which safety mechanism with which strength can be used. Thus
the capability determines the security standard which can be achieved within
the levels. Again, this has to be seen as a trade-off between the security re-
quirements and the capabilities of the ECU.

For example, in level B the question must be asked whether under the
given operating conditions an RSA algorithm with 1024 or 2048 key-length or
a more efficient algorithm on the basis of elliptical curves should be used. The
criterion for the security standard must be the resistance of the assigned cryp-
tographic mechanisms against attacks with respect to today’s best technology
and presumed advances in the foreseeable future.

The security classes differ basically in their requirements with regard to
performance and hardware security of the ECUs. When using digital signa-
tures to secure the integrity and authenticity of software, the public part of
the asymmetric key stored in an ECU has to be protected against manip-
ulation. Use of a symmetric algorithm requires protection of the secret key
against read-out, which again requires adequate hardware features. Therefore
the second dimension is also defined by the hardware security of the ECUs.

Unfortunately, a more detailed description of the security classes according
to used mechanisms and algorithms is not possible owing to the absence of
publications by the HIS.

5 Security and the Process Chain

The requirements of security classes have to be considered during the design
process of ECUs, especially of processors and memories. Embedded systems
based on standard processors, which have generally been designed without
strict observation of security aspects, will not meet the respective requirements
of a security class. Special security processors have been too expensive so far.
The so-called Trusted Platform Module (TPM) can be used in the future.
This offers good protection for the applicable mechanisms of cryptography
and the associated cryptographic keys [11, 7].

A security concept has to take account of the typically long life cycle
of vehicles and their components. Changing of keys or algorithms and the
fixing of software bugs in security mechanisms is only possible by call-back of
vehicles. The security process defined has to be designed in such a way that it
remains secure for the total life cycle of vehicles and components. In terms of
protection, ECUs are the central and simultaneously weakest elements in the
process chain. The security and performance goals will be determined by the
functionality and capabilities of the ECU, whereas the security mechanisms to
be implemented are affected by the memory available and the long life span
of the unit. The issues mentioned are in general technically solvable. They
have been solved already for high security requirements, for example, in the
defence and banking areas. The challenge for the automotive industry consists
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of finding an economical solution. In the current view of OEMs additional costs
for secure ECUs are only acceptable in the range of cents.

The development of easy-to-service variants of realization is likewise a
challenge. The complexity is shown at present in the roll-out and service for
the on-board units (OBUs) of the Toll-Collect system and by the relatively
long development times for the digital tachograph.

The realization of protection mechanisms prescribed by the respective se-
curity class will not only affect the ECU during the flash process. In achieving
continuous protection of software assets leading from the initial release to the
final insertion into the ECU in production or service, internal IT systems also
have to be integrated into the security concept. Internal systems are used, for
example, in software development, quality assurance and release and distrib-
ution of software.

6 Security Management Center

The key management center is the central security counterpart of ECUs in ve-
hicles (see Fig. 3). This center generates and administrates the cryptographic
keys employed, computes digital signatures and encrypts data. In order to
protect keys and their usage against unauthorized access, the key manage-
ment center has to meet special requirements (physical, organizational and
personal).

Finally, key management is essential to the security concept. A variety
of different solutions is available. The simplest solution would be to use one
key pair per device class. A more complex solution would employ individ-
ual cryptographic keys for each ECU. Also, a multi-level PKI (Public Key
Infrastructure) solution is feasible.

All solutions as mentioned above have to be taken into account by the
OEM. On one hand, such systems secure software assets; on the other hand,
they also complicate suppliers’ access to ECUs. In the case of warranty or
return of devices, suppliers need to update ECUs with special test software
for error detection. When access to an ECU is enabled for the respective OEM
exclusively, an ECU update with test routines obviously requires assistance by
the respective OEM. In order to avoid this additional complication, two sep-
arate flash loaders are generally integrated into ECUs. Therefore, the overall
security level of any ECU is defined by the flash loader rated with the lowest
security level.

Using sophisticated key management techniques as indicated above, OEMs
and suppliers can be granted equal access rights to ECUs. Alternatively, an
OEM can grant temporary access rights to a specific ECU supplier.

In this context several questions are pertinent: Are the security mecha-
nisms designed to be renewable? Do key changes have to be planned? At
which time is that reasonable?
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Fig. 3. Integration of the key management center into the download process

There are no clear answers. It is generally sensible to consider that –
potentially – an opportunity for manipulation of the mechanisms is opened
to an attacker. In order to prevent this, the flashing of security mechanisms
and key exchange respectively have to be secured at a higher level than the
process of flashing itself. This, again, is only possible if increased demands on
hardware security can be imposed on the component.

Further, the question of what times the flashing of the security mechanisms
will need has to be discussed. In the following some cases are discussed more
concretely. In the case that the security mechanism loaded into the ECU
should become compromised for some reason, the flashing of a new version
(e.g. containing a new, stronger security mechanism) would be loaded into
a potentially insecure environment. In this case a protected area is needed.
In the case of compromised keys, it would be desirable to change them as
well. But, compromising of the key in the control center is most improbable
if a sufficiently high level of environmental security is used in securing the
infrastructure. So this question is irrelevant when using asymmetrical security
mechanisms for signatures.

A higher probability exists in compromising of symmetric keys due to
weaknesses with the protection in a vehicle component. These points of attack
are hardly foreseeable and can lie both in the software and in the hardware.
Therefore these vulnerabilities can normally be solved only within the further
development of the component.
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7 Summary

In summary, it may be stated that the protection of flash processes is only
possible by implementing all of the security measures described. Only an inte-
grated security concept ensures a secure flash process for vehicle components
from development to production and service. This concept has to take both
the hardware and software of ECUs into account, as well as adequately reflect-
ing requirements from the system, its infrastructure and the key management
center. Today it is one of the most important challenges to coordinate and
to integrate all these requirements into a process including hardware develop-
ment, software development, production, services and after-sales processes.
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Summary. Increasingly, software (SW) in embedded systems can be updated due
to the rising share of flashable electronic control units (ECUs). However, current
SW installation procedures are insecure: an adversary can install SW in a given
ECU without any sender authentication or compatibility assessment. In addition,
SW is installed on an all-or-nothing basis: with the installation, the user acquires
full access rights to any functionality. Concepts for solving individual deficiencies of
current procedures have been proposed, but no unified solution has been published
so far.

In this article we propose a method for secure SW delivery and installation in
embedded systems. The automotive industry serves as a case example leading to
complex trust relations and illustrates typically involved parties and their demands.
Our solution combines several cryptographic techniques. For example, public key
broadcast encryption enables secure SW distribution from any provider to all rele-
vant embedded systems. Trusted computing allows to bind the distributed SW to a
trustworthy configuration of the embedded system, which then fulfills a variety of
security requirements. Finally, we outline the management of flexible access rights
to individual functionalities of the installed SW, thus enabling new business models.

Keywords: secure software installation, broadcast encryption, trusted computing,
property-based attestation, rights enforcement

1 Introduction

Control unit hardware (HW) and software (SW) in embedded systems used
to be tied together as one single product and rarely changed once the system
had been shipped. Nowadays, HW and SW in an ECU have become separate
products. SW can be updated or upgraded after shipment and add customer
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value due to the ubiquitous use of flashable1 ECUs. Examples are the ECUs in
a modern car where updates can increase the engine performance and reduce
emission levels. Other examples are upgrades of the car navigation system and
updates of the road information data.

Current procedures for installing SW in an embedded ECU are insecure.
Details about the deficiencies will be given in Section 2. Historically, these
deficiencies didn’t matter because SW installation was focused on warranty-
based replacement of defective SW. The system owner was informed of costly
recalls and received the SW updates free of charge, e.g., when safety-relevant
subsystems like airbags or the ESP2 contained SW bugs. Recently, a para-
digm shift has taken place: value-added SW components can be distributed
to interested owners and new business models allow the extraction of revenues
even after shipment, e.g., when car owners pay annual fees for updates of the
navigation system data.

The secure delivery of SW to embedded systems and the management of
the corresponding digital rights differs from any existing DRM system known
to the authors. First, the distribution currently necessitates a skilled interme-
diary between SW provider3 and user because the installation process relies
on system-specific equipment which is only available to maintenance person-
nel. For example, an SW update in a vehicle ECU is usually carried out via a
manufacturer-specific diagnostic tester that is only intended for maintenance
providers.4 Second, different classes of such intermediaries exist: depending
on their equipment and capabilities, maintenance providers usually have dif-
ferent installation rights. In the automotive example, an uncertified garage
might not be granted the right to install SW for safety-relevant ECUs such
as the airbag ECU.

Third, a newly developed SW component is not necessarily compatible
with any target ECU and the SW of all other ECUs in the embedded sys-
tem. For example, an average compact-class vehicle contains 40 ECUs, while
high-end and luxury class vehicles can have up to 70 ECUs.5 Secure SW in-

1 A flashable ECU is a microcontroller capable of reprogramming its memory for
application programs and data based on so-called flash memory technology [4].

2 The Electronic Stability Program (ESP) helps to control a vehicle when it ap-
proaches the limits of stability.

3 By SW provider we mean any party that develops SW for the embedded sys-
tem, e.g., the original manufacturer of the system and his suppliers, but also
independent SW developers.

4 In the automotive example, maintenance providers such as dealers, garages and
road service teams typically carry out the SW installation procedure as the car
owner lacks the necessary equipment and skill set [11]. Although diagnostic testers
are reported to have been cloned or stolen in some cases, the vast majority of SW
updates is still carried out by maintenance providers.

5 The Volkswagen Phaeton has 61 ECUs [12]. In addition, each OEM usually has
different car models with differing ECU configurations. The ECU configuration
of a particular model changes during the production life cycle due to an update
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stallation must therefore fulfill a variety of requirements regarding security
and usability. Last, new business models for embedded systems will induce
new requirements. Due to the high value of the embedded system and the
potential consequences of system failure, non-repudiation will be an impor-
tant requirement. For example, if an honest car owner has an accident due to
defective SW, his dealer and the SW provider may not be able to deny the
installation.

We propose a procedure for secure SW delivery and installation in embed-
ded systems. We combine a variety of different cryptographic techniques to
build such a secure procedure. The main contribution of our proposal is the
secure installation procedure itself based on Public Key Broadcast Encryption
(PKBE) and Trusted Computing. Another contribution will be a requirement
model for all parties that participate in a typical distribution and installation
setting. To the authors’ knowledge, neither a suitable procedure nor a general
requirement model has been previously published although several individual
requirements have been proposed [3, 11, 28].

The use of the PKBE scheme proposed in [6] has several advantages in this
particular setting.6 First, it enables efficient one-way communication from
SW providers to a potentially large, but select set of embedded systems, even
though they have to be considered stateless receivers.7 Specifically, the length
of the message header does not grow with the number of intended receivers8

as in the case of a standard Public Key Infrastructure (PKI).9 Second, the
proposed PKBE scheme allows the revocation of an unbounded number of
receivers. Even if a large number of receivers has been compromised or is
to be excluded, messages can still be broadcast to the remaining receivers.
Last, it gives non-discriminatory access to the broadcast channel. The public
key property allows any (not necessarily trusted) party to broadcast to any
chosen set of receivers. Specifically, the manufacturer of the embedded system
cannot exclude any SW provider from the broadcast channel or otherwise
prevent competition.10

of HW or SW components [12, 25]. The compatibility of an SW component does
not only depend on the target ECU hardware, but also on other ECUs in the
vehicle [2, 14, 20].

6 Broadcast encryption was first introduced in [8] based on private keys. Several
improvements were proposed, e.g., in [18]. We refer to public key broadcast en-
cryption in [6].

7 Stateless receivers contain a fixed set of secret keys which can’t be updated after
shipment.

8 Intended receivers are all embedded systems to which the SW provider wishes to
distribute a specific SW.

9 If standard PKI was used on a broadcast channel, the message header length
would be O(|U|), where U is the set of intended receivers. In the PKBE scheme
from [6], the message header length is only O(r), where r is the number of revoked
or excluded receivers.

10 Non-discrimination is also important for maintenance providers at the receiving
end: the European Commission Regulation 1400/2002 prevents discrimination of
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Trusted Computing is the enabling technology for an embedded system
to become a trusted receiver of broadcast messages. Based on minimum ad-
ditional hardware and cryptographic techniques such as attestation and seal-
ing, an embedded system can be trusted to be in a particular configuration.
The assessment of the compatibility of a particular SW component with the
embedded system can be based on this configuration. In order to avoid dis-
crimination of certain SW providers, we suggest the use of property-based
attestation11 as introduced in [24].

Section 2 briefly summarizes the work of other authors and illustrates de-
ficiencies of the current SW installation practice. Our overall system model is
explained in Section 3. The security requirement model follows in Section 4,
while the proposed solution is discussed in Section 5. We conclude and high-
light open questions in Section 6.

2 Related Work

Several types of embedded systems exist and specific literature on each type is
available. However, we consider a modern vehicle to be the most challenging
example, namely due to the specific qualities of SW distribution and installa-
tion as outlined in Section 1. In particular, the high number of ECUs and their
variants leads to a complex assessment of compatibility. Therefore, we focus
on automotive literature and add an example from the field of IT security.

A typical procedure for installing SW in an automotive ECU is described
in [4]. It is performed by a so-called flashloader, a standard SW environment
that allows for in-system re-programming of ECUs. After initialization of the
installation mode, the flashloader erases the programmable memory of the
ECU. Then it writes the new SW into the programmable memory. Finally,
the procedure ends with the deinitialization of the installation mode.

Current installation procedures rarely apply any cryptographic techniques
[4, 5, 14]. The use of signatures has been proposed, but not yet imple-
mented [11, 14, 17]. However, the only signature mentioned in the proposals
is that of the manufacturer.12 If the manufacturer must sign every SW com-
ponent prior to installation, he is capable of discriminating individual SW
providers. In addition, we illustrate several other deficiencies with some ex-
amples. First, the intellectual property contained in the SW is not protected,
thus allowing reverse-engineering attacks. Second, the installation rights of
the maintenance providers are not verified in the course of an installation.
Hence anyone with the necessary equipment – including an adversary – can
install any (potentially malicious) SW component.

independent maintenance providers. The OEM must give them access to necessary
material and technical information, e.g., spare parts and diagnostic equipment.

11 A similar method called “semantic attestation” has been proposed [9, 10].
12 The proposals generally do not specify whether they refer to the manufacturer of

the embedded system or that of the relevant ECU.
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Third, the owner cannot prove that he has legally13 acquired an SW com-
ponent that has been installed in his embedded system. Even if the manufac-
turer applies a signature, the owner can still be accused of having acquired the
SW illegally, e.g., without payment of license fees. Fourth, compatibility is not
checked by the embedded system. Even if signatures are used, they only prove
the source of the SW, not compatibility. SW might be erroneously accepted
by an incompatible embedded system due to the manufacturer’s signature.
Last, no rights management is currently applied. Techniques such as expiry
dates or usage counters are not yet implemented and prevent the introduction
of more flexible business models. In the automotive example, those techniques
would allow to sell additional horsepower or country-specific navigation data
for a limited time frame or number of usages.

A framework for international automotive SW installation standards is in-
troduced in [5]. However, it doesn’t consider any DRM or security aspects. An
infrastructure for installing SW from any external interface is proposed in [11].
Although compatibility is ensured by checking if the hash values of all involved
SW components form a valid SW release,14 no further security aspects are
covered. Requirements such as confidentiality, integrity, non-rejection and au-
thenticity are mentioned, but not considered in the proposed architecture and
left open to the specific implementation of each vehicle manufacturer. Several
other research papers introduce the concept of distributing SW to embedded
systems in the field [3, 28], but even if security requirements are mentioned,
no specific proposal to fulfill them is mentioned.

A proposal for “end-to-end security” of SW installation in vehicles is made
in [17]. However, the signing of the SW component by “an authorized party”
is the only protective measure, which provides only a partial solution15 to the
requirements that we will introduce in Section 4. Another proposal for secure
SW installation is made in [14]: it contains an authentication phase, in which
the diagnostic tester is authenticated, as well as an installation routine, which
verifies checksums or signatures of the SW provider. Again, only some of the
requirements are fulfilled.16

IT security literature often focuses on enforcement of access control poli-
cies for downloaded executable content by a secure operating system (OS) or
by a secure SW environment which encapsulates the content [15]. However,

13 By legal acquisition we mean the installation of a compatible SW component from
a maintenance provider with the necessary installation rights including payment
of all license fees to the SW provider.

14 An SW release is an SW configuration which has been released by the vehicle
manufacturer. An SW configuration in [11] is defined as a valid and operational
set of SW components and corresponding coding parameters which can be pro-
grammed in the ECUs of a vehicle.

15 For example, it does not prevent discrimination of independent SW providers as
the vehicle manufacturer is assumed to take over the role of the authorized party.

16 For example, signatures on the receiving end are omitted. Therefore the proposal
does not prevent repudiation of a successful installation by the vehicle owner.
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embedded ECUs often do not have a standardized operating system. When
SW is installed, the whole program memory can be erased and replaced with
a new SW component. Therefore, we cannot assume a secure OS or SW en-
vironment in every ECU; thus the content needs to be analyzed prior to
installation.

3 Model

3.1 Roles and Objects

The following roles (see Fig. 1) will be used throughout the remainder of this
article:

TTP (T)

ISP (I) UP (U)

SAP (S)
Insecure

Secure

OEM (O)

LP (L)

Fig. 1. Roles within the overall model

OEM (O): The Overall Equipment Manufacturer (OEM) develops, assembles
and delivers the embedded system to the users. In order to do so, O

cooperates with suppliers that develop and/or manufacture components
for the embedded system. The initial SW components at shipment time
may be either from O or from O’s suppliers. Automotive examples are car
manufacturers such as Daimler Chrysler, Ford, GM or Toyota.

SAP (S): SW Application Programmers (SAPs) develop SW components for
the embedded system. They may either be (i) suppliers that participate
in developing and/or assembling the embedded system or (ii) independent
application programmers that develop SW components (updates and/or
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upgrades) and distribute them after shipment. Automotive examples are
suppliers such as Bosch, Delphi, Denso, Siemens and Visteon.
Henceforth, we use the term SW provider as a synonym for “OEM or any
SAP”.

ISP (I): The Installation Service Providers (ISP) maintain the embedded sys-
tem, i.e., mechanical parts, ECU HW and SW. As part of their mainte-
nance services, they install updates and/or upgrades of SW components.
They have equipment that is necessary for the installation procedure and
capabilities that allow them to correctly install SW components. Auto-
motive examples are car dealers, garages and road service teams.
The installation rights of I are modeled as clearance levels. Each SW
component requires a minimum clearance level Clearmin. I can have any
clearance level in {1, 2, . . . , m}. If I has clearance level i, it may install
any SW with Clearmin ≤ i. The highest level m permits the installation of
any SW. Without clearance level, no SW may be installed.17

LP (L): The License Provider (LP) distributes licenses for SW components
that the SW providers O and S have developed. Prior to distribution of a
license, L needs to establish terms and conditions with the SW providers in
which the model for sharing license revenues is detailed.18 To the authors’
knowledge, automotive examples don’t exist yet, but might be established
as spin-offs of OEMs and SAPs.

UP (U): The User Platform (UP) is manufactured by O and purchased by
the user. The user is interested in SW for U and willing to pay for it
if it offers a perceivable value-added. We define U ’s configuration as the
collective information on each SW (and implicitly HW) component that
is installed in U . The obvious automotive example for U is a car.
We assume U to have the internal structure depicted in Fig. 2: {u0, u1, . . . ,

un} are components of U . In the implementation of an embedded system,
the ui correspond to ECUs. u0 is assumed to be the trusted computing
base (see Section 5.3) and provides a central installation and license ser-
vice. u0 is the only component capable of distributing new SW to the other
components ui, 1 ≤ i ≤ n. Due to cost constraints, we cannot assume the
ui to be high-performance components, i.e., their computational resources
are limited, especially related to cryptographic techniques. The SW dis-

17 Other models for installation rights can easily be integrated into our proposal.
For the purpose of this article, clearance levels serve as an example.

18 The discussion of licensing models, e.g., pay-per-installation or -usage, is beyond
the scope of this article.
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tribution from u0 to the ui is performed over an internal communication
network to which all components are connected.19

UP

u
0

u
1

u
2

u
n

Fig. 2. Internal structure of the user platform

TTP (T ): The Trusted Third Party (TTP) has two different certification
tasks: first, T creates SW certificates for O and S. These certificates
confirm the properties of each newly developed SW component. By SW
properties we mean characteristic features of SW such as functionality, in-
terfaces, supported protocols, memory and processor requirements, neces-
sary environment, etc. Second, T creates clearance level certificates which
certify I’s right to install specific SW components. In the automotive ex-
ample, this role is currently taken over by O. This implies a trust model in
which each S must trust O. However, an independent T becomes necessary
if O is not fully trusted and discrimination of any S should be avoided.
An independent T might evolve out of safety standards authorities such
as the NHTSA20 in the USA or Euro NCAP21 in Europe.

4 Security Requirements

We consider the security requirements of each party separately. The following
terms will be used in this section: when the installation results in success,
we mean the execution of a complete installation. A complete installation
includes the installation of a legal SW component and the delivery of a legal
license. A legal SW component is an SW component whose properties have
19 If several communication networks coexist, we assume that they are intercon-

nected via gateways and form one coherent network. In the automotive example,
this holds true for communication networks – so-called “data busses” – such as
CAN, LIN and MOST.

20 National Highway Traffic Safety Administration, www.nhtsa.dot.gov
21 www.euroncap.com
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been certified by T and committed by the SW provider. A legal license is a
license which was legally generated by L and legally acquired by U . By failure
we mean that no SW is installed, i.e., U ’s configuration does not change. A
legal I for a specific SW s is defined to be an I with an authentic clearance
level certificate from T which certifies a clearance level sufficient for s. A legal
U neither requests illegal or incompatible SW nor involves an illegal I.

4.1 OEM Requirements

(OCR) Correctness: The result of the installation procedure must be success
if all other involved parties behave according to the specified protocol.

(OPE) Policy Enforcement: O requires enforcement of the following policies:
• (OPE1) Rights Enforcement. After acceptance by L, the terms

and conditions of O should not be circumvented.
• (OPE2) Compatibility Enforcement. An installation will succeed

only if the SW and U are compatible. By compatibility of an SW and
U we mean that the SW properties conform to and are suitable for
U ’s configuration. For example, this implies that the SW must run
correctly on U and may not have inconsistent interfaces.

• (OPE3) ISP Clearance Enforcement. Only a legal I may install
SW.22

(OCF) Confidentiality: No party except O and the trusted component u0 of
U may be capable of reading SW developed by O in cleartext prior to
installation.23 This is meant to protect the intellectual property contained
in O’s SW. For example, S may not be capable of simply copying an SW
component of O and subsequently distributing it as a proprietary product.
However, we only consider conditional access to the SW. Complementary
measures, e.g., fingerprinting [13], are beyond the scope of this article.

(OI) Integrity: The installed SW component must be intact and unchanged.

4.2 SAP Requirements

S shares all requirements with O,24 but has one important additional require-
ment:

(SND) Non-discrimination: The identity of S may neither influence S’s abil-
ity to send over the broadcast channel nor the result of the installation
procedure. For example, when S1 and S2 have each developed a legal SW

22 For example, this protects O from warranty claims of the user when the user
pretends that O and I have colluded to install SW with an illegal clearance level
certificate.

23 This also excludes I from reading the cleartext. However, I will still be necessary
in most installation procedures because I has the necessary skill set, installation
equipment, maintenance area, spare parts, etc.

24 Of course “O” needs to be replaced by “S” where necessary.
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component with the same properties, S1 may not be technically preferred
in the installation procedure.25

4.3 ISP Requirements

(ICR) Correctness: This requirement is identical to the requirement OCR.
(INR) Non-repudiation: After each installation procedure, I must be able to

prove origin and result of the installation to any honest party.
(ICE) Clearance Enforcement: This requirement is identical to OPE3. For ex-

ample, this justifies I’s effort to obtain a clearance level certificate.
(IND) Non-discrimination: A legal I must be able to install any SW com-

ponent which U requests and which is at or below I’s clearance level.
For example, the SW provider may not be able to separate ISPs with an
identical clearance level into subgroups and exclude individual subgroups
from the SW distribution channel.

(IFP) Frame-Proofness: If no installation has occurred, I may not be wrongly
accused of treachery, e.g., of having installed SW. We assume the burden
of proof is on the accuser.

4.4 License Provider Requirements

(LNR) Non-repudiation: A licensee cannot deny the receipt of a legal li-
cense.26

4.5 User Requirements

(UCR) Correctness: This requirement is identical to the requirement OCR.
(UNR) Non-repudiation: After the installation procedure, U must be able to

prove the result, i.e., either success or failure, to any honest party.
(UIO) Installation Origin: No SW installation may be performed without re-

quest by U .
(UA) Authenticity: The installed SW component and the license must be

authentic, i.e., as requested by U and sent by the SW provider and L

respectively.

25 Specifically, O may not be able to manipulate U in such a way that U only
accepts SW from S1. However, non-technical influence of O on the user cannot
be prevented, e.g., when O advertises for S1’s products.

26 For example, U cannot receive a legal license and later refuse payment, denying
the receipt of a license.
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5 Proposed Solution

5.1 Overview

This section provides a summary of the proposed installation procedure (see
Fig. 3). The procedure consists of a setup period (Phases A–D) and the actual
installation (Steps 1–6). The protocols for these two parts will be detailed
in Section 5.2. Section 5.3 introduces the trust and communication channel
assumptions on which the protocols rely. Finally, we informally analyze the
security aspects of our solution in Section 5.4.

In the setup period, the system parameters, e.g., security parameters of
the cryptographic schemes, are chosen. Each I applies for a specific clearance
level and is certified by T . This certification is performed once and repeated
only if a new I joins the system or existing certificates expire. In parallel,
an SW provider who has developed a new SW component submits it to T

and requests certification of the SW properties. After certification, the SW
provider establishes terms and conditions with L. Both steps need to be done
for each new component.27 Finally, the SW component is distributed to each
I via the broadcast channel.

TTP (T)

B

2

LP (L)

A

D

ISP (I) UP (U)

2

4

1

3

5

6

OEM (O)/

SAP (S)

C

Setup phase

Installation step

Fig. 3. Installation procedure in six steps (key distribution in Phase B is omitted)

27 However, an SW provider and L might establish more general terms and condi-
tions which cover a whole set of SW components.
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The actual installation starts with an installation request from U to I. I

then obtains a license from L. After delivery of SW and license to U , u0 checks
if the SW, the license and I are legal (for definitions see Section 4). If so, u0

instructs the target component ui to install the SW. u0 then confirms the
successful installation to I and awaits I’s acknowledgement. After receiving
the acknowledgement, u0 instructs ui to use the SW.

5.2 Protocols

Conventions, Building Blocks and Message Formats

We have tried to minimize the notational overhead of the protocol steps.
Although we suppose the notation together with the accompanying text to
be self-explanatory, we have summarized all conventions, building blocks and
message formats in Appendix A. We refer the reader to this summary when-
ever related questions arise.

Setup

The setup period consists of four phases A–D (see Fig. 3):

Phase A: Each ISP I applies for certification of a clearance level.28 The result
of the certification process is the clearance level certificate ζI which con-
sists of T ’s signature on the identity and the clearance level of I, generated
with T ’s signing key k

sign
T :

ζI ← Sign(ksign
T ; ID(I),Clear(I)) (1)

Phase B: T sets up the Public Key Broadcast Encryption (PKBE) scheme,
publishes the public keys and provides each U with a set of private keys.
In addition, every party29 generates a private signing key and provides
all other parties with the public test key, e.g., using T to distribute the
public keys.
Each SW provider30 Prov signs any newly developed SW component s

with the signing key k
sign
Prov

: σSW
Prov

← Sign(ksign
Prov

; s). Then the provider
sends σSW

Prov
as a property certification request to T , possibly adding the

claimed properties and the proposed minimum clearance level. T then
verifies the signature σSW

Prov
, determines the SW properties (or verifies the

provider’s claim) and assigns the minimum clearance level (or approves the

28 Many certification models are possible, but we omit their discussion here. One ex-
ample is a joint definition of clearance level requirements by T , O and S, possibly
including spokespersons of I and official authorities.

29 By “every party”, we mean O, L, T and every instance of S, I and U .
30 That is, either O or S. By Prov we mean any of the two roles O and S.
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provider’s proposal).31 Finally, T generates the SW property certificate ζs,
consisting of T ’s signature on the SW’s identity, minimum clearance level
and properties. For authentication purposes, T also signs s, resulting in
σinteger

s :32

ζs ← Sign(ksign
T ; ID(s),Clearmin(s), P1(s), P2(s), . . .) (2)

σinteger
s ← Sign(ksign

T ; ID(s), s) (3)

Phase C: During this step, terms and conditions between the SW providers
and L are negotiated and committed. Afterwards, L can independently
create licenses in (7).

Phase D: The SW provider encrypts T ’s signature σinteger
s which – by defi-

nition of Sign() – contains the SW component s (4). The signature will
allow U to verify the authenticity of s, i.e., the fact that decrypted and
certified SW are equal. The broadcast encryption mechanism uses the set
of public encryption keys Kenc to exclusively address the user platforms
U . Finally, the SW provider acknowledges the properties with a signature
on ζs (5) and broadcasts (senc, σ

comm
Prov

):

senc ← EncPKBE(Kenc,U ;σinteger
s ) (4)

σcomm
Prov

← Sign(ksign
Prov

; ζs) (5)

Installation of an SW Component

After this setup phase, the installation procedure for a specific SW component
can start:

1. In the first step, U sends a signed installation request σ
req
U to I.33 The

request contains the identifier of the requested SW s and the rights RU

that U desires:

σ
req
U ← Sign(ksign

U ; ρU ) with ρU := (ID(U), ID(s),RU ) (6)

and RU := {rU
1 , rU

2 , . . .}

31
Clearmin(s) should be based on the safety relevance of s and the required skill set
of I. T knows the skill set related to a clearance level based on the clearance level
certification in (1).

32 In a different trust model, O might certify the SW properties. This would signif-
icantly reduce the workload on T . However, it would require all S to trust O or
result in dispute if O denied fair evaluation.

33 Several procedures for initiating the installation request can be implemented de-
pending on the trust model. In a classical procedure, the owner of U might physi-
cally sign a paper-based installation request and trust I to initiate the installation
request on U . In a more technical procedure, the owner might initiate the request
himself after identifying himself to u0 of U with the help of a smart card.
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2. I verifies U ’s signature true
?
= Verify(ktest

U ;σreq
U ). If it is valid, I requests

a license γL for U from L and obtains it in the form (7). The license γL

is simply a signature of L on U ’s request. Finally, I signs the installation
package (senc, γL) (8):

γL ← Sign(ksign
L ; ID(U), ID(s), R̂U ) (7)

σinst
I ← Sign(ksign

I ; senc, γL) (8)

3. I sends the tuple (σinst
I , ζI , ζs, σcomm

Prov
) to U where ζI is I’s clearance level

certificate, ζs the SW property certificate and σcomm
Prov

the SW provider’s
commitment to ζs.

4. The trusted component u0 of U finds the appropriate PKBE decryption
key and recovers the SW: (ID(s), s,Sig(σinteger

s )) ← DecPKBE(Kdec
U ; senc).

Then u0 verifies the validity of all signatures, certificates and the license:
this shows that the SW provider has signed the properties, I has signed
the installation package, I has delivered a legal license, I possesses a valid
clearance level certificate and the SW property certificate is authentic.
Afterwards, u0 verifies that the SW s was indeed requested, the delivered
SW is identical to the certified SW (9), I has the necessary clearance level
(10), s and U are compatible (11), and the license grants the requested
rights:

true
?
= Verify(ktest

T ; (ID(s), s),Sig(σinteger
s )) (9)

Clear(I)
?
≥ Clearmin(s) (10)

true
?
= Comp(U ;P1(s), P2(s), . . .) (11)

Finally, u0 determines the target ECU ui in (12) and re-encrypts s for ui

with a symmetric key ku0,ui
shared only with ui (13).34 Subsequently, u0

invokes ui to install the SW component by sending the instruction instrui

in (14).35 After the installation, ui confirms the successful result:

ui ← Target(U ;P1(s), P2(s), . . .) with i ∈ {1, . . . , n} (12)

sui
enc ← Encsymm(ku0,ui

; s) (13)

instrui
← Install(ID(ui), ID(s), sui

enc) (14)

5. After the installation, U confirms the result of the installation request
ρU to I. For this purpose, u0 uses the indicator ind ∈ {true, false}
where true represents success and false represents failure. To ensure
consistency, σconf

U also contains the license γL:

34 The generation of ku0,ui will be detailed in Section 5.3. For the time being, we
assume the key exists.

35 Although we omit the equations, we suppose that u0 and ui add a Message
Authentication Code (MAC) to each of their messages. A MAC is similar to a
signature, but uses symmetric keys.
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σconf
U ← Sign(ksign

U ; ρU , γL, ind) (15)

6. I verifies U ’s confirmation true
?
= Verify(ktest

U ;σconf
U ) and sends an ac-

knowledgement back to U (16). Within U , u0 checks the acknowledge-
ment and finally invokes ui to use the SW component with parameters
(p1, p2, . . .) in (17). The parameters tell ui which functionalities of s it
may use, based on the granted rights in the license:

σack
I ← Sign(ksign

I ;σconf
U ) (16)

ĩnstrui
← Use(ID(ui), ID(s); p1, p2, . . .) (17)

After receiving and verifying the instruction ĩnstrui
, ui uses the new

SW component s with parameters (p1, p2, . . .). u0 stores all licenses and
periodically checks if any of them has expired. When a license expires, u0

tells ui to execute the SW with different parameters. For example, the
new parameters might instruct ui to stop using the SW or switch off some
functionality, e.g., the additional horsepower in the automotive example.
After expiration, u0 indicates the need for a new license to the user.
If the installation failed, U uses the old platform configuration.

5.3 Assumptions

Although we don’t mention expiry dates, nonces and identity checks, we as-
sume they are part of any implementation. Otherwise, replay and imperson-
ation attacks become possible.

Trust Relations

All honest parties are assumed to keep their secrets private, e.g., their signa-
ture keys. There are no specific trust assumptions for O, S and I. Assumptions
for the other roles are:

L: All SW providers trust L to adhere to their terms and conditions.36

U : All parties trust U to (i) keep SW components confidential,37 (ii) correctly
comply with any protocol and (iii) adhere to licenses. However, due to
the cost pressure which embedded systems have to experience we cannot
assume each component of U to be fully trusted. Therefore, we distinguish
between two types of components as introduced in Section 3.1: u0 is the

36 This implies a high level of trust in L. It might be reduced to a lower trust level by
introducing techniques for tracing L in case of contract violations, e.g., by adding
double spender detection. However, due to the focus on secure SW delivery and
installation, we omit any advanced licensing techniques.

37 As addressed in OCF, fingerprinting may additionally deter U from compromising
any SW.
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Trusted Computing Base (TCB) of U and the ui, 1 ≤ i ≤ n are only
partially trusted.
Every party trusts the TCB u0 which securely stores U ’s private keys. In
addition, u0 is U ’s secure SW installer and internal license server: u0 only
sends SW to a component ui that possesses a secret key generated by ui’s
manufacturer. For example, u0 may receive this key by means of a certifi-
cate from the manufacturer in which the symmetric key is encrypted with
u0’s public key: Sign(ksign

Manu
;Enc(kpub

u0
; ku0,ui

)). u0 sends SW to ui only in
encrypted form and also authenticates each message to ui with the shared
secret key. Regarding licenses, u0 stores them and periodically checks if
any granted right has expired. If so, u0 instructs the corresponding ui to
adapt to the new usage rights.38 We highlight implementation aspects of
this TCB, e.g., sealing of the PKBE keys with the properties of a correct
u0, in Appendix C.
The components ui, 1 ≤ i ≤ n, are not fully trusted, but receive appropri-
ate and cost-efficient protection measures. At production time, ui receives
a secret key from its manufacturer. The key is then securely transmitted
to u0 of the embedded system in which ui is integrated. At production
time, the ui are assumed to be correct, i.e., they don’t accept SW from
any component but u0 and they follow u0’s instructions regarding SW
installation and execution. Depending on the commercial value of the SW
they contain, the ui receive different protection measures, e.g., tamper-
resistant memory39 for the most valuable components, but only minimal
protection for low-value components.40 Finally, we assume the ui to be
reliable, i.e., complete an installation request in limited time.

T : Every party trusts T . For example, this includes correct certification of SW
properties and clearance levels as well as correct publishing of all public
keys.

Communication channels

The communication channels are represented in Figs. 1 and 2. All of them
are assumed to be integer, thus avoiding bit errors. In addition, all but two
channels are assumed to be secure, i.e., authentic and confidential. The first
exception is the one-way broadcast channel, which is neither authentic nor
confidential. However, it is non-discriminatory: (i) all SW providers can send
over the channel and (ii) the channel has global reach, i.e., each I can receive.
The second exception is U ’s internal communication network. Due to cost
constraints on U ’s components, it is only assumed to be integer and reliable.
By reliable we mean that each message reaches its recipient after a limited

38 In our protocol, we use SW parameters that u0 derives for ui from the license.
39 For details on tamper resistance see [16] within this book.
40 For an automotive example, consider the ECUs of the engine, airbags or ESP as

valuable components.
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amount of time.41 Finally, the channels between L and I as well as between
I and U are assumed to be reliable.

5.4 Security Analysis for Proposed Solution

In order to analyze the security of the protocol steps, we have verified that all
of the requirements defined in Section 4 are indeed fulfilled. These verifications
are often lengthy and tedious. We therefore omit them here and refer to the
full version of this article [1].

6 Conclusion

In this article we have proposed a procedure for secure SW delivery and in-
stallation in embedded systems. It integrates installation service providers as
intermediaries between SW provider and embedded system and categorizes
them into separate clearance levels. Compatibility of SW component and tar-
get system is checked prior to installation. The fulfillment of a variety of
requirements and the introduction of an elementary license system allows any
SW provider to establish new business models that are currently not sup-
ported. The SW provider’s intellectual property is protected and a variety
of digital rights is supported. From the embedded system owner’s point of
view, the procedure prevents installation of illegal SW and supports warranty
claims against the SW provider in case of defective SW with unambiguous
evidence.

Public Key Broadcast Encryption (PKBE) enables efficient communica-
tion with the embedded systems on an insecure one-way channel. Even if
the key material of delivered systems is not changed throughout the lifetime,
an unbounded number of embedded systems can be revoked or excluded.
The access to the broadcast channel is non-discriminatory, allowing any SW
provider to distribute SW components after certification by a Trusted Third
Party (TTP). The use of Trusted Computing (TC) concepts induces the nec-
essary trust in the embedded system. Based on minimal TC hardware and a
secure operating system kernel, the embedded system can be transformed into
a trusted computing base (in an open environment). For example, this allows
any SW provider to have trust in the confidentiality of his SW components.
The use of property-based SW certification and sealing of the embedded sys-
tem’s configuration replaces the currently criticized attestation mechanisms
which might be used for discrimination of individual SW providers.

Several opportunities for future work remain. For example, the need for
a TTP should be reduced. One subject of investigation is the generation of
the private key material by the embedded systems themselves and subsequent

41 In a practical implementation, this amount should be in the order of hours or
lower even if the channel may occasionally be interrupted.
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aggregation into a PKBE infrastructure. In addition, it would be interesting
to consider proof-carrying code instead of SW certification by a TTP.
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A Conventions, Building Blocks and Message Formats

• ID() is a function that maps a principal or an object to a unique identifier.
• (GenKeysign(), Sign(), Verify()) is a tuple that denotes the key generation,

signing and verifying of a digital signature scheme. σX ← Sign(ksign
X ;M)

means the signing of the message M with X’s signing key k
sign
X , resulting

in the signature σX = (M,Sig(M)). ind ← Verify(ktest
X ;σX) means the

verification of σX with the test key ktest
X . The result of the verification is

the Boolean value ind ∈ {true, false}.
• (GenKeyPKBE(), Reg(), EncPKBE(), DecPKBE()) is a tuple that denotes the

key generation, user registration, encryption and decryption of a PKBE
scheme (see Appendix B). GenKeyPKBE() is used by T to set up all the
parameters of the scheme, e.g., the set of all public keys Kenc which is
available to any party. Reg() is used by T to compute the set of secret
keys Kdec

U to be delivered to a user U . EncPKBE(Kenc,U ;M) is used by a
(not necessarily trusted) sender to encapsulate a message M with the set
of public keys Kenc in such a way that only the unrevoked users U can
recover it. DecPKBE(Kdec

U ;C) is used by a user U to decrypt C with the
private key set Kdec

U and returns M if and only if the user is unrevoked,
i.e., U ∈ U .42

• (GenKeysymm(), Encsymm(), Decsymm()) is a tuple that denotes a symmetric
encryption scheme for key generation, encryption and decryption. The
shared key of X and Y is denoted kX,Y (for details on sharing the key, see
Section 5.3).

• MAC(kX,Y ;M) is a function that calculates the Message Authentication
Code (MAC) of message M under the shared key kX,Y of X and Y .

• Clear(I) denotes the clearance level of the ISP I. Clearmin(s) denotes the
minimum clearance level that is required for an ISP to install s.

• Comp(U ;P1(s), P2(s), . . .) denotes a compatibility check function that re-
turns true if the SW s and U are compatible (see Section 4.1). Otherwise
the function returns false.
The compatibility check function Comp() is computed by u0 based on the
properties Pi(s) of s which have been defined in Section 3.1 on p. 34. For
this purpose, u0 interprets those properties and derives requirements for U

such as interfaces, protocols, minimum memory, and minimum processing

42 In this article, the message is an SW component s. For efficiency reasons, the
sender does not encrypt s, but instead encrypts a session key under which s is
encrypted. However, to simplify the notation we do not explicitly introduce the
session key in our notation.
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power. If U fulfills all of these requirements, Comp() returns true, which
confirms compatibility of U and s. If any requirement remains unfulfilled,
Comp() returns false, indicating incompatibility.

• Target(U ;P1(s), P2(s), . . .) denotes a function which returns the target
component ui, i ∈ {1, . . . , n} on which the SW s is to be installed.

• RU = {rU
1 , rU

2 , . . .} denotes the set of rights that U asks for when sending
an installation request. An example for rU

i is a one-year validity period.
• instrui

← Install(ID(ui), ID(s), sui
enc) denotes an order from u0 to ui to

install sui
enc.

• ĩnstrui
← Use(ID(ui), ID(s); p1, p2, . . .) denotes an order from u0 to ui to

use s with the input parameters (p1, p2, . . .). For example, if pi ∈ {0, 1}
represents a functionality of s, then this functionality is activated for pi = 1
and deactivated for pi = 0.43 u0 derives the parameters from the rights
RU granted in the license.

B Public Key Broadcast Encryption

In a PKBE scheme, any (not necessarily trusted) party can distribute an
SW component s on the broadcast channel. Specifically, this holds true for
each SW provider S, making the channel non-discriminatory. In the setup
phase, T splits the set of all U into a well-chosen subset scheme in such a way
that each U is part of several subsets. Two of these schemes were introduced
in [18] and extended to the public key setting in [6]. T chooses the security
parameters, e.g., key lengths, and generates a public key as well as a private
key for each subset. All public keys are supposed to be known to any party
while T gives the private key of each subset only to those U that are elements
of the subset. T can extract U ’s keys at any time after setup and gives them to
U at production time. For memory efficiency reasons, the scheme minimizes
the number of keys that U needs to store.44 In the automotive case example,
the manufacturer of the trusted computing HW might take over the role of
T . However, it might also be O if all SW providers trust O.

In the distribution phase, the SW provider first needs to select a set U of
intended users. Then he computes a selection of subsets – called “cover” of U –
in such a way that only the members of U are contained in the subsets and that
the number of subsets remains small.45 Finally, the provider encrypts s with a
session key and, in turn, the session key with the public keys of all subsets in
the cover. On the receiving end, each U in the cover has the necessary private
keys for decrypting the session key and subsequently s. No other party –

43 In the automotive example, the functionality might be additional horsepower.
44 In [6], the authors present two alternatives with user storage requirements

O(log
2
N) and O((log

2
N)2) respectively where N is the number of all U .

45 In [18], the authors present an algorithm that finds a cover of size O(r) where r
is the number of revoked users.
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specifically, neither the original SW provider nor any U outside the cover –
can decrypt the session key, thus providing confidentiality. Although T can
decrypt any session key based on the master key, the setup phase can be
carried out in such a way that all potential users receive their key set and the
master key is destroyed.

In our model, PKBE has one main advantage over a regular Public Key
Infrastructure (PKI): PKBE is significantly more efficient regarding message
header length, i.e., it needs far fewer encryptions of the session key when a
message is sent over the one-way broadcast channel. In addition, PKBE in [6]
even comprises a regular PKI. Each user U is contained in a subset of size
1 to which only U holds the private key. Therefore a sender can distribute s

even to a very small set of intended recipients by encrypting – in the worst
case – the session key with the public subset key of each intended user.

The selection of the intended users might be based on two criteria. Firstly
and most importantly, all revoked users are excluded, e.g., when a trusted
component u0 has been compromised and traced. Secondly, all potentially
incompatible users might be excluded. For example, if a high-end SW compo-
nent s can only be installed in a specific luxury class vehicle, the SW provider
might exclude any compact class vehicle. However, U still performs a compat-
ibility check. In the example, the compact class vehicle would refuse to install
s anyway due to lacking compatibility. Therefore, the second selection step is
unnecessary and even increases message header length.

C Implementation

The proposed solution is relevant for an actual implementation. The crypto-
graphic primitives, e.g., signatures, PKBE and symmetric encryption schemes,
are readily available and their security has been proven. The roles that we have
introduced either exist today or might be taken over by a party that can easily
evolve out of existing players in the respective industries.

Trusted computing hardware is currently being developed by several in-
dustry groups and standards bodies such as the TCG.46 An adaptation of
the hardware, e.g., Trusted Platform Module or tamper-resistant memory, to
an embedded environment seems feasible. In this scenario, the private key
material of U is stored in a tamper-resistant memory and all other keys are
stored in either tamper-resistant memory or encrypted form. All SW tasks
are separated from each other by the operating system, preventing tasks from
eavesdropping and modifying the physical memory or processor instructions.
Secure operating systems can be based on secure microkernel architectures.
For a discussion of these architectures, we refer to [23] which compares, for
example, EROS [26], Multics [21] and PERSEUS [22]. Due to the proposed

46 Trusted Computing Group, www.trustedcomputinggroup.org. For details,
see [31, 30, 29].
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installation procedure, only one component per embedded system needs to be
a trusted computing base. This respects cost requirements of the respective
industries that prevent the use of trusted hardware in every single component
of the system.

Property-based sealing allows to bind the private PKBE keys to a correct
configuration of u0. We derive it from property-based attestation as introduced
in [24] (for a similar method see [9, 10]). In contrast to attestation, which only
proves U ’s platform configuration at a certain point of time, sealing allows to
permanently bind secret information to a correct platform configuration. For
this purpose, a trusted module of u0 stores the private PKBE keys, but releases
them only if u0 is in a trustworthy configuration defined by u0’s properties.
Each time that the task for decrypting PKBE ciphertext calls the trusted
module and asks for the private keys, the module determines the current
properties of the platform and checks if they match with the properties of a
trustworthy configuration. The module releases the private keys only in the
case of a match.

If even the task for decrypting PKBE ciphertext is contained in the trusted
module, then the SW provider might include an up-to-date set of trustworthy
properties in the ciphertext. Subsequently, the trusted module would decipher
the trustworthy properties, compare them with the current platform proper-
ties and release the session key of the SW only in the case of a match.
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Summary. The automotive industry has been developing electronic immobilizers
to reduce the number of car thefts since the mid-1990s. However, there is not much
information on the current solutions in the public domain, and the annual number
of stolen cars still causes a significant loss. This generates other costs particularly
regarding the increased insurance fees each individual has to pay.

In this paper we present a system model that captures a variety of security
aspects concerning electronic immobilizers. We consider generic security and func-
tional requirements for constructing secure electronic immobilizers. The main prac-
tical problems and limitations are addressed and we give some design guidance as
well as possible solutions.
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1 Introduction

Since the mid-1990s, authorities, insurance companies and automotive manu-
facturers have put much effort into decreasing the number of car thefts in
Europe by using electronic immobilizers.1 An immobilizer system allows the
owner of an ignition key to start the car engine. Certainly, improvements have
been achieved against car theft through deployment of electronic immobiliz-
ers (see, for example, [23, 1, 18]) but also due to better co-operation between
authorities in different countries. However, skilled and determined thieves can
still overcome electronic immobilizer systems [23], e.g., through applying ad-
vanced attacks such as manipulating the control software of the engine just by
using the diagnostic interface.2 Further, [23] addresses several organizational

1 For instance, Germany is one of the European countries with a high number of
stolen cars. This number was 144,057 in 1993 and was reduced to 57,402 in 2002
[23].

2 For example, around 200 diagnostic devices are currently missing in Germany [9].
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weak points: the development and production of electronic immobilizers are
not sufficiently secured and the trade of diagnostic devices (including the tech-
nical details for electronic immobilizers) cannot be sufficiently controlled due
to the annulment of the ‘group exemption ordinance’.

As the value loss of stolen cars is large, and this leads to other high costs
particularly regarding the additional insurance fees each one of us has to pay,
it is worth reconsidering and improving the security of electronic immobilizers.

This contribution starts in Section 2 with a review of the current state of
electronic immobilizer systems. Sections 3 to 5 deal with a principal approach
to capture the model and to give generic solutions for further development.
These parts are extended versions of [21]. Based on cryptographic and secu-
rity measures this work aims at providing an “open” approach starting from
the functional and security requirements on electronic immobilizer systems
down to implementation issues. We point out some practical problems, give
design rules and discuss some solutions and open issues concerning electronic
immobilizers. Finally, in Section 6 we discuss some aspects that are related to
electronic immobilizer systems.

2 Electronic Immobilizers: State of the Art

Based on [23] we summarize the previous approaches to counteract car thefts
by using immobilizer systems and we sketch some conceptional defects of the
current solutions.

An electronic immobilizer system consists basically of two components (see
Fig. 1): (i) the transponder that is integrated into the ignition key and (ii)
the motor control unit of the car. The transponder proves its identity towards
the motor control unit which in turn unblocks the motor engine.

Four generations of electronic immobilizer systems have been built in Ger-
many since 1993. The first generation comprised electrical immobilizers that
interrupt the power supply of components such as the starter unless an elec-
tronic codeword was entered. This codeword was either integrated in the
transponder of the ignition key or entered via a keyboard. Starting from the
second generation, the immobilizer function has been implemented in the mo-
tor control unit. As long as the immobilizer is active, the motor control unit is
blocked. In the second generation fixed codes have been used, but without any
encryption on the communication line. In the third generation rolling codes
were introduced and encryption was used to secure the communication. Ad-
ditionally, the components used for the electronic immobilizers are mutually
paired, so that an easy replacement of components is prevented. The state-of-
the-art electronic immobilizer system belongs to the fourth generation. Here,
additional components such as the speed indication are included in the overall
authentication process of the immobilizer system.

The number of stolen cars has been reduced by the insertion of electronic
immobilizers. Unfortunately, electronic immobilizer systems are still breakable
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Ignition Key with Transponder

Motor Control Unit
(MCU)

Fig. 1. Main components of an electronic immobilizer

and the number of stolen cars still causes a significant loss. Moreover, there
is not much technical information about immobilizers publicly available, and
details on the current solutions are rarely known, or only some insights are
given.3

Commonly car thefts are based on the modification and substitution of
components: the cryptographic protocols are not attacked, as yet. Nowadays,
car thefts are mainly carried out by criminal organizations and it is assumed
that the preparation of substitutes is often done in Eastern European countries
[23].

Criminological analyses have revealed that the data structures of persis-
tent memory components such as EEPROM and flash are well known to the
thieves. Often only a few bytes of data are changed to bypass the electronic im-
mobilizer system. Using utilities like a programmer tool, the security-sensitive
data of motor control units can be read out and modified. It is assessed in [23]
that the current security solutions are only engrafted, i.e., security measures
are not basically incorporated in the components. In this context it is noted
that the implementation details of the components are partly even unavailable
to the OEM (Overall Equipment Manufacturer) as the development is out-
sourced. It is questioned whether information on the concrete information is
leaked at the development sites. Further, [23] points out that standardization

3 For example, by Texas Instruments [18]. Their solution is based on RFID technol-
ogy and implements a mutual authentication where the underlying cryptographic
algorithm used is a proprietary stream cipher. This cryptographic algorithm was
completely reverse engineered by [12] at the beginning of 2005. Due to an insuf-
ficient key length of only 40 bits brute-force attacks are feasible once the cipher
is known.
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efforts of the control units lead to common attacks for different vehicle types
and save re-engineering efforts in the criminal organizations.

For the optimization of countermeasures, [23] suggests (i) more individ-
ual and complex installations of components, (ii) integration of additional
components within the electronic immobilizer system, (iii) encrypted storage
and encrypted transfer of security-relevant data, and (iv) an enhanced use of
combined mechanical and electronical systems.

[23] states that the joint efforts of industry, insurance companies and con-
trol authorities should be further improved. Especially, the replacement of
security-relevant components should only be feasible using an online connec-
tion with the manufacturer’s database. Further, it is suggested that the op-
erating license of a stolen or wrecked vehicle is withdrawn. Only after giving
evidence on the faultless state of the immobilizer system should a new oper-
ating license be issued.

3 System Model

The general model with its components, involved principals, the interfaces
between these components and the possible channels to these principals is
illustrated in Fig. 2. The principals involved are the vehicle manufacturer
M , the car owner O, workshops W (approved by the vehicle manufacturer),
control authorities A, insurance companies I as well as trusted third parties.

The electronic immobilizer is embedded in the vehicle’s electronics, and
consists of three components: The transponder T , which is integrated in the
ignition key of the car, proves its identity towards the Motor Control Unit
(MCU) that controls the motor engine. The ignition lock mainly acts as an
interface (e.g., a contactless reader) between transponder and motor control
unit, but it can implement some auxiliary functions like a mechanical lock.
The communication between the reader and the transponder is radio frequency
(RF) based. The transponder obtains its power by the inductive coupling with
the RF field that is produced by the reader.

In the following we only briefly consider the involved parties and the trust
relations among them. These aspects and the infrastructure required are not
the subject of this contribution since our focus concerns the functional and
security aspects of electronic immobilizers.

3.1 Trust Relationships

The trust relationships between these parties are very different due to their
different interests, and can be very complex. The interests of these parties are
manifold: both manufacturers and insurance companies may tolerate a certain
threshold on the number of stolen cars. Beyond this threshold, insurance com-
panies may react just by adjusting their loss risk; manufacturers may decide
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Fig. 2. Infrastructure of the system model

to invest in an improved development of electronic immobilizers to decrease
the costs of car insurance or for publicity reasons.

Car owners expect an optimal car theft protection system, including both
technical and organizational measures. Car owners and workshops are able
to physically access the car components during its operation. One generally
assumes that the skills (knowledge and tools) of the workshop employees allow
more specific attacks. Manufacturers may be mostly trusted by car owners,
while workshops may not. Control authorities are not driven by self-interest
and are assumed to play according to the rules to minimize car thefts.

In general, indirect relations (involving a third party) may arise among
two principals which lead to more complex relationships. One may consider
only two levels of trust, namely full, meaning that a principal is trusted by
all other parties, or partial, meaning that this principal is partially trusted by
others with respect to certain actions.

The control authority A is the principal who is fully trusted by the other
involved principals, but A trusts the other ones only partially. All other trust
relations are considered to be only partial.

Primarily, malicious actions are imaginable on behalf of the owner and the
workshop. Car thefts can also be made easier because of information leakage
at the manufacturer. The car owner is the ‘weakest’ principal involved who
risks being accused both of the modification of components and/or of co-
operation with car thieves. The infrastructure and corresponding transactions
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(protocols) should therefore guarantee that an honest owner holds evidence
for having behaved legally. A further relationship exists between subsequent
owners of the car. Also here, the trust relationship is considered to be partial.

As mentioned before, these aspects have an impact on the security of
electronic immobilizers; however, they belong to infrastructural and organi-
zational requirements and are not considered further in this contribution.

3.2 Assumptions

Our discussions are based on the following assumptions:
Separation. To keep the system model simple, we assume that the central

locking system and the electronic immobilizer are implemented independently,
without any interaction, i.e., the corresponding circuits are decoupled.4

No Biometrics and no PIN Entry Devices. The ownership of the
ignition key is sufficient for authentication. We do not consider biometric
measures or PIN entry devices since (i) they require (costly) security devices
and (ii) they reduce user-friendliness, e.g., if the car owner wants to lend her
car to friends.

Organization. Users are responsible for taking care of the ignition keys
as well as the corresponding paper documents. The manufacturers provide a
key management infrastructure. We further assume that the identifying data
and the secret keys involved are already generated and programmed into the
non-volatile memory of both the transponder and the motor control unit (e.g.,
in a secure production environment).

Physical Access. Towing a vehicle cannot be prevented by any electronic
immobilizer!

4 Requirement Analysis

A variety of attacks can be mounted for an unauthorized initiation of the
ignition process. Possible threats include cloning or simulating transponders5

or exploiting any weaknesses in the implementation of security mechanisms or
when updating the motor control unit and/or the transponder. Moreover, or-
ganizational threats against the transponders and the motor control units are
of high importance: critical organizational functions concern, e.g., when users
order the replacement of transponders or when new motor control units are
to be installed (e.g., in workshops). Fraud can also occur during development
and key initialization.

We denote the set of all vehicles by C and the set of all transponders by
T . We call a transponder T valid, if there is an approved mapping between

4 Nevertheless, there are obviously tendencies to integrate both systems [2].
5 This means being able to construct a device with identical functionality (including

the secret initialization data of the target device).
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T ∈ T and the corresponding vehicle C ∈ C where the approval is done by a
trusted party (such as the manufacturer) or a trusted component certified by
this party.6

A simple example is a list signed by the trusted party which contains the
identification data (ID) of each transponder IDT and the ID of the vehicle
IDC to which T is assigned by the underlying mapping. We denote the set of
valid transponders by Tvalid . Informally, the main requirements to be fulfilled
by an immobilizer system are:

Correctness: A valid transponder T ∈ Tvalid can always invoke the ignition
process of the corresponding car.

Security : For a transponder T ∗ �∈ Tvalid it should be infeasible to invoke the
ignition process.

To be able to achieve the security objective mentioned above in practice, a
variety of technical and organizational building blocks have to be deployed
each having its own requirements. In the following we will briefly consider
these aspects.7

4.1 Security Requirements

In this section we consider the generic security requirements, most of which
are wellknown.

Protocol Requirements. Typically, an authentication protocol has to be
provided between the transponder and the motor control unit. Security aspects
concern protection against active and passive attacks such as eavesdropping
the communication between the transponder and the control unit for offline
analysis, oracle attacks on the control unit, masquerading and replay attacks,
and man-in-the-middle attacks. A type of man-in-the-middle attack is called
mafia fraud [10], which is of particular concern in the context of wireless
systems used for authentication and will be detailed in Section 5.1.

Note that to authenticate the motor control unit, a mutual authentication
scheme between transponder and motor control unit is reasonable. However, to
achieve this in existing vehicles we are faced with the following main problems:
Firstly, it is feasible for a skilled adversary to connect a fake MCU to the
CAN (Controller Area Network) bus in parallel to the original MCU with the
goal to bypass the authentication mechanism later on. To make this hard,
the link between MCU and the motor engine has to be separately secured.
Secondly, there exists no trusted path between the human user and ignition
key (e.g., an user interface) yet that can signal to the car owner the result of
the authentication (or attestation) protocol.
6 One may desire procedures that do not require trust in manufacturers. However,

in practice manufacturers may not be willing to accept this strategy.
7 Note that the security requirements should remain fulfilled under different imple-

mentations, e.g., when software updates of the motor control unit are done by
the manufacturer or if test functions are invoked.
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Evaluation. There should be a possibility to verify the correctness of
the applied protocols as specified by the immobilizer specification, e.g., by
means of emulators checking the communication on the CAN bus. This would
increase the trust of users in the underlying immobilizer systems.

Implementation Requirements. Further, technical requirements con-
cern protection against attacks that exploit implementation weaknesses such
as inherent leakage (e.g., side-channel attacks [3, 19, 20]), forced leakage (e.g.,
fault analysis attacks [4, 11]), and vulnerabilities of the logical or physical
construction [4].

Organizational Requirements. These security requirements concern
life cycle issues, i.e., secure manufacturing, secure initialization (e.g., creation
of individual data and cryptographic keys), secure distribution (e.g., transpon-
der maintenance), and secure removal (e.g., destroying of cryptographic keys
and components). An important aspect in this context is the requirement that
car owners can prove that they are not cheating, e.g., by being able to prove
the number of valid transponders even if the car is stolen. Moreover, it should
be feasible to detect a complete replacement of the electronic immobilizer sys-
tem to counteract a typical scenario of vehicle theft where a vehicle is first
towed to a garage and subsequently the motor control unit is replaced by
another one, which was earlier installed in a junk car.

4.2 Usability and Safety Requirements

Next, we list additional requirements of immobilizer systems starting from
presumed functional requirements of the automotive industry, caused by safety
and usability reasons:

Time Constraints. The execution time of the authentication must be
short. This is obvious since the owner is not willing to wait for the engine to
start.

Resource Constraints. The resources (e.g., hardware) are constrained.
This is more critical for the transponder.

Maintenance. It should be possible to maintain the transponder on be-
half of the owner. This includes cases where the owner wants to block a
transponder, e.g., in case it is lost, or add a new one.

Functional Separation. The security functions of the immobilizer should
not have an impact on safety aspects, e.g., a successful authentication of the
transponder should be valid until the motor is turned off (a running motor
should not halt for safety reasons).

No Failure Counters. Failed authentication attempts should not lead
to a denial of service.

5 Solutions, Open Issues and Limitations

Based on the requirements of Section 4, we now discuss important aspects to
be considered when implementing immobilizer systems.
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5.1 Authentication Protocol

Due to the functional requirements on the constrained devices (especially
restrictions on the execution time) the use of symmetric cryptography is more
efficient than protocols based on asymmetric cryptography.

As mentioned in Section 4.1 the physical link between the motor control
unit and the motor engine has to be specially secured. The idea is that an
adversary needs more effort to detach the motor control unit. To make the
separation hard for the adversary, a possible solution is to weld the MCU to
the engine. However, it is also imaginable that the MCU consists of two parts,
one part being hard wired with the engine and the other part exchangeable.

For the mutual authentication a trusted path between the human user and
ignition key (e.g., a user interface) that can signal to the car owner the result
of the authentication (or attestation) protocol has to be established. Here, a
small light-emitting diode on the ignition key might be a solution. Another
solution might be the use of the user interface provided by the on-board
computer; however, this implies the assumption that the display cannot be
manipulated, which cannot always be guaranteed.

The ISO/IEC 9798-2 three-pass mutual authentication protocol [8] using
random challenges is proposed as the basic authentication protocol (see also
[13]). The mutual authentication protocol is illustrated in Fig. 3. In the first

T MCU

←−−−−−−
TID?

−−−−−−−−−−−−−−−−

−−−−−−
TID

−−−−−−−−−−−−−−−−→

←−−−−−−
RMCU

−−−−−−−−−−−−−−−−

−
EncK(RT , RMCU , MCUID)
−−−−−−−−−−−−−−−−−−−−−−→

←−−−−
EncK(RMCU , RT )
−−−−−−−−−−−−−−−−−−

Fig. 3. Three Pass Authentication Protocol ISO/IEC 9798-2

sequence the MCU asks for the identification data TID of the transponder T .
RMCU denotes the challenge raised by MCU . Accordingly, RT is the random
number generated by T . The value MCUID is assumed to be preprogrammed
in the transponder’s memory. EncK(M) denotes the encryption of the mes-
sage M under the secret key K so that both confidentiality and integrity are
provided. MCU verifies whether the Enc(RT , RMCU , MCUID) is correct. If
so, MCU sends EncK(RMCU , RT ) in the last step and MCU invokes the mo-
tor engine to start. In case of a failed authentication, MCU returns an error
message to T signaling the authentication failure.
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Possible cryptographic algorithms for the encryption function include
block ciphers, as Triple-DES and AES, and stream ciphers. The cryptographic
algorithms Triple-DES and AES are available for direct use, both for encryp-
tion and for message authentication codes. A hardware implementation of
AES on an RFID based chip is presented in [15].

Preventing Mafia Fraud Attacks. Authentication schemes are used in
many applications, but as already observed in [10] mafia fraud attacks can-
not be prevented only by cryptographic mechanisms. The following scenario
demonstrates the mafia fraud: consider a car which is parked next to the house
of the car owner and the transponder is located inside the house, e.g., near
the entrance. A thief gains mechanical access to the ignition lock and inserts
a relaying device instead of the ignition key. The relaying device establishes a
radio link which is directed towards the owner’s house. Once the transponder
is activated by this radio link, the authentication protocol works as specified,
which leads to a start of the motor engine.

Here, the adversary does not own the transponder, but the adversary es-
tablishes a radio link to the transponder. The adversary makes use of the
identity of the transponder, without awareness of the car owner.

Preventing the Activation of the Transponder. Mafia fraud attacks
are caused by the RF-based activation of the transponder, which does not
require human interaction. Therefore, mafia fraud attacks can be blocked if
the transponder cannot be activated by the RF field.

One possible solution is to include an ON/OFF switch on the ignition key
which allows the car owner to set the transponder to a non-responsive mode.
In the non-responsive mode, the transponder does not answer any requests.
Here, the car owner is responsible for ensuring that the transponder is set to
a non-responsive mode while not in use. Alternatively, the ignition lock could
be used for a mechanical unlocking of the transponder so that the car owner
does not need to worry about it.

Distance Bounding Protocol. An upper limit on the distance between
two physical entities that are involved in a wireless protocol can be determined
by precise timing measurements. Electromagnetic waves propagate with the
speed of light c, which is approximately c = 3 · 108 m/s. The spatial extension
∆r of an electromagnetic field after a time ∆t is given as ∆r = c·∆t. A location
which is 3 m away from the origin is reached after 10 ns.

As the transponder and motor control unit exchange two messages, two
electromagnetic waves propagate in opposite directions. In real life, additional
delays have to be considered for the processing in semiconductor devices: at
minimum one clock cycle is passed before the answer can be sent back.

In [14] the authors propose distance bounding protocols. The basic idea
is as follows: A series of rapid bit exchanges takes place between the involved
parties where the number of bits depends on the security parameter specified.
In the corresponding protocol the verifying party V challenges the proving
party P , who has access to secret keys, by sending random bits. P has to reply
immediately after receiving these bits. The delay time for replies enables V
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to compute an upper bound on the distance to P . Some precautions should
be taken to guarantee that the responses received by V at the bit exchange
originally stem from P , e.g., by a prior commitment by P . A modified distance
bounding protocol should counteract mafia fraud attacks also in the case that
the random number generator of the transponder is weak.

The suitability of distance bounding strongly depends on high clock rates
at the bit exchange sequence. Automotive immobilizers typically work in the
carrier frequency range of 100 kHz [16]. Using clock frequencies of 100 kHz,
it is not worth implementing the Distance Bounding protocol since the time
used for one clock cycle is 10 µs, corresponding to a granularity of distance
measurements of 3000 m. At frequencies of 13.56 MHz and above, the embed-
ding of Distance Bounding becomes reasonable, at least for hardware-based
solutions at the physical layer, which can minimize the processing delay times.

5.2 Securing the Motor Control Unit

Here, our primary security aim is to prevent the disclosure and modification
of secret initialization data of the motor control unit. Further, substitutions
of motor control units should be detectable by control authorities later on.

Physical Security. We assume that the core of the motor control unit
is a high-performance microcontroller which does not include hardware se-
curity mechanisms. In this case, it is recommended to embed the MCU in a
tamper-responsive envelope. Note that ‘malfunction’ of the MCU is a conse-
quence of tampering if the module is encapsulated. An alternative, but still
demanding approach, is the development of a secure ‘tamper-resistant’ high-
performance microcontroller. Refer to [4] for an introduction to concepts of
physical security.

Since tamper-responsive envelopes are costly, one may be satisfied by using
‘only’ a small tamper-resistant component that securely stores secrets as long
as they are not used. For instance, the Trusted Platform Module (TPM) [5, 17]
suggested by the trusted computing group8 (TCG) may be used. The TPM
contains a unique certified key, called the endorsement key, that can be used
to identify the TPM and thus the motor control unit. Using the TPM, one
can also “bind” encrypted content to a specific TPM. This function is called
sealing, allowing the realization of a secure update function of the control unit
software. The remote attestation function provided by TPMs allows remote
parties to verify the software configuration of the motor control unit using a
cryptographically secure hash function. This allows the involved principals to
verify the integrity of the installed software of the motor control unit.

Note that an add-on of a TPM requires a secure link between the TPM
and each relevant control unit. Further, note that a complete exchange of the
TPM and its associated components cannot be prevented either. Nevertheless,
the use of a TPM causes higher efforts for the exchange of all associated

8 www.trustedcomputinggroup.org
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components. A possible disadvantage might be the complexity that is induced
by the TPM.

Interface Security. Attack scenarios as the manipulation of the software
with the diagnostic interface are enabled if the design allows to bypass the
authentication, either by exploiting flaws or by providing test interfaces which
can jeopardize the security of the system. These kinds of attacks can be pre-
vented by careful system design. Software updates need to be verified by the
motor control unit (or by the associated TPM) that they were originated by
the manufacturer, before the software is modified. An access to test functions
should only be granted after a successful mutual authentication, e.g., with the
valid transponder.

Auditing. As a complete exchange of the motor control unit (which is, e.g.,
swapped out from a wreck of the same type) is hard to prevent, mechanisms
should be in place which allow the control authorities to determine whether
the MCU was originally fitted in the vehicle or not.

A possible solution is an authentication protocol between the control au-
thority and the MCU that transfers one or multiple unique vehicle identifica-
tion numbers. With this information either the originality is confirmed or the
original place of installation can be revealed. However, note that in practice
numbers such as the chassis number can still be manipulated.

5.3 Securing the Transponder

The primary aim is to prevent the disclosure and modification of secret ini-
tialization data of the transponder.

Transponders include an IC which is optimized for low power constraints.
In [18] it was shown that transponders can include EEPROM memory and
use it for the long-term storage of initialization data.

It is obvious that transponders should include security mechanisms to
counteract both logical and physical attacks. The complexity of the logical
functionality of transponders is quite small so that logical protection is defin-
itively manageable; particularly, software updates are typically not foreseen.
Regarding physical attacks, the transponders should be equipped with passive
protection mechanisms to make tamper attempts sufficiently difficult.

5.4 Replacement of Transponders

The ownership of the ignition key should authorize a principal to start the en-
gine. However, when an ignition key is lost, the owner has to be provided with
technical and/or organizational means to block the lost one and obtain and
initialize a new one (with new cryptographic keys). There are several solutions
imaginable, e.g., those which require a secure channel to the manufacturer or
to accredited workshops, and those which do not.

Maintaining Transponders by Infrastructure. In the case of an in-
frastructure maintained by the manufacturer the car owner is provided with
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a new ignition key if the car owner possesses the original paper documents.
The initialization of the ignition key can be done by the manufacturer or at
authorized workshops. In the latter case, we assume a secure cryptographic
link between the transponder and the initialization center.

Maintaining Transponders by Car Owners. Today, it is very costly
for car owners to lose a key because only certified workshops can do the re-
placement. The possibility for car owners to add new transponders and to
remove old (e.g. lost) ones independent of the manufacturer would therefore
increase both security and usability. In the following discussion, we are as-
suming that the non-volatile memory of the transponders can be rewritten
and that a symmetric key scheme is used.

We propose a solution where the MCU is the central unit that initializes
blank transponders (e.g., ‘duckling principle’ [22]) and that provides appro-
priate interfaces to authenticate the car owner. As discussed in Section 4, it is
essential to ensure that the information on how many valid keys currently ex-
ist is counted in a secure way, to ensure that owners cannot deceive insurance
companies or buyers of their car. Thus, the MCU cannot be used to store this
value, since this information would become unavailable in the case that a car
is stolen. Instead, we propose to store the number of valid keys redundantly
by all keys. Although this solution requires all transponders to participate in
this protocol, it has the benefit that the number of valid transponders can be
controlled if at least one valid transponder is available.

To prevent car owners creating secret copies of a transponder, confiden-
tiality of the initialized transponder key has to be guaranteed. One solution
is to transmit the cryptographic authentication key in an encrypted form.
Therefore, blank transponders have to be shipped with an initial secret key
that has to be known by the MCU, requiring some kind of key infrastructure.

Although the proposed solution is, on the one hand, more flexible and im-
proves the privacy of car owners, it requires, on the other hand, more complex
handling by the car owner. Moreover, the MCU has to provide an interface to
perform the authentication of car owners.

But the most important issue is whether the automotive industry is willing
to hand over this maintenance function to car owners, since if a manufacturer-
independent maintenance function is available, the manufacturer and the con-
trol authority can no longer monitor the personal order of transponders.

5.5 Further Implementation Issues

Random Number Generation. The random number generator should gen-
erate an unpredictable sequence of bits (even if the adversary has recorded the
previous sequences). A common implementation choice is a pseudo-random
generator that is based on a cryptographic cipher and uses two secrets: the
key and an initialization value.

Inherent and Forced Leakage. The potential vulnerability of a crypto-
graphic implementation towards inherent and forced leakage cannot be com-
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pletely assessed by evaluating the design only. Practical tests should be con-
ducted to examine the susceptibility of the implementation to passive and
active side channel attacks. Appropriate defenses for the cryptographic im-
plementation include the use of internal random numbers to de-correlate the
inherent leakage of the cryptographic device from the secret data processed.
Additionally, a de-synchronization in time is helpful. Fault analysis can typi-
cally be averted by an internal verification of the result to avoid the output
of faulty cryptograms. For further details refer to [3] and [4] as well as the
various contributions of countermeasures against side channel cryptanalysis
and fault analysis. Note that an encapsulation as suggested in Section 5.2
makes leakage attacks more difficult, as the microcontroller cannot directly
be accessed.

6 Other Directions

6.1 Movement and Positioning Systems

In Section 3.2 it was stated that towing of a vehicle cannot be prevented by
an electronic immobilizer. Because of this, adversaries can tow the vehicle to a
garage first before they replace components of the vehicle. There already exist
sensors (e.g., Hall sensors) which measure the mechanical movement inside
the gear of a vehicle. In combination with mobile communication systems (as
GSM) alarm events can be signaled to the owner. Additionally, GPS can yield
detailed information on the current location of the vehicle. Care should be
taken that these sensors cannot easily be detected and disabled or removed
before the vehicle is towed.

6.2 Biometrics

These days the use of biometric measures is heavily promoted for identification
purposes. Reference [23] discusses biometric measures for use in an electronic
immobilizer system. Biometric characteristics that can be used today are

• fingerprints,
• iris scans,
• facial recognition techniques, and
• voice recognition techniques.

Biometric systems are categorized according to their performance metrics.
Among them [7] distinguishes

• failure-to-enrol or universality (the proportion of users who are unable to
enrol because of system or human failure),

• false non-match rate or repeatability (the proportion of cases where a user’s
biometric measure fails to match that same user’s enrolled biometric mea-
sures), and
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• false match rate or distinctness (the likelihood that, if a user’s biometric
measure were to be compared with the enrolled biometric measure of a
different person, the two measures would erroneously match).

We do not consider the category throughput as it is not relevant for identi-
fication purposes in electronic immobilizer systems. Moreover, the false non-
match and false match rates are competing metrics. A decrease of the false
match rate leads to an increase of the false non-match rate, i.e, a legal owner
of the car is more frequently refused by the biometric system.

Thönnes and Kruse [23] point out that the biometric devices have to satisfy
enhanced environmental requirements in vehicles, e.g., they have to be fully
functional within a temperature range of minus 20◦C and +70◦C. Iris scans
and facial recognition systems further require sufficient lighting inside the
car, even at night. For cost, reliability and availability reasons, fingerprinting
systems are assumed to have the highest potential for biometric identification
in cars.

We outline that persons with scuffed or injured fingers may be excluded
from using biometric systems based upon fingerprints as they might not suc-
ceed to enroll. Such discrimination leads to legal conflicts invoving personal
rights. Also safety becomes an important issue if the legal owner is not able
to start the car in an emergency because of an injured finger as a result of an
accident.

Note further that the biometric device is located inside the vehicle and
is subject to modification and substitution as any other component in the
vehicle. As the link between the physical measureing device and the control
unit of the biometric device is not secure, active modification is feasible in
practice.

It is conceivable that car thieves may force the legal owner to initiate en-
rollment for additional drivers before car theft. An extreme threat is reported
in the BBC news [6]: car thieves cut off the finger of the car owner to start
the motor engine.

In summary, biometric measures can additionally ensure the identity of
the car owner. Nevertheless, in our view they do not justify the additional
costs and may cause a great deal of annoyance.

6.3 Carjacking

In European countries carjacking rarely happens [23]. This is different from
the countries of America, where it is more widespread. Due to enhanced anti-
theft protections there is a certain risk that car thieves will develop other
methods to gain access to a car, e.g., by forcing the legal owner to get out.

Technical improvements against an external intrusion are possible and
economically justifiable to a certain extent. They should be carefully designed
for safety reasons, as it might be necessary to open the car externally in case
of an emergency [23]. In addition, control measures are needed to counteract
carjacking.
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7 Conclusion

We initiated an open approach for designing electronic immobilizers. Herein,
we presented and discussed a model, the security and functional requirements
as well as solution ideas for constructing secure electronic immobilizers. We
pointed out some of the main practical problems and limitations when deploy-
ing electronic immobilizers and made some suggestions for implementation.
Mainly we considered the aspects of the motor control unit and the transpon-
der which is integrated into the ignition key, but we also propose ideas for
the key management by the car owner. A complete physical exchange of an
electronic immobilizer system cannot be prevented. However, for the future
detection of complete exchanges a cryptographic protocol for control purposes
should be foreseen.
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Summary. The European Commission stated the requirements for the digital
tachograph system in the regulation No 1360/2002 that has to be fitted into new
trucks from 5 August 2005. The digital tachograph system consists of three main
components: the motion sensor, the digital tachograph and tachograph smartcards.
Each component has to undergo type approval, including an ITSEC/Common Crite-
ria security evaluation. This contribution gives an introduction for the digital tacho-
graph system. Both the technical and non-technical security-related requirements
are analysed and (potential) weak points are discussed.

Keywords: digital tachograph, vehicle unit, motion sensor, tachograph cards

1 Introduction

The European Commission regulation No 1360/2002 requires that trucks shall
be equipped with a digital tachograph from 5 August 2005. The current ana-
logue tachographs will then be replaced by a digital tachograph system. Note
that the EU Directive requires that the digital tachograph is fitted into new
vehicles, but not exchanged in vehicles which are already in service.

Originally, the fitting of digital tachographs into all new vehicles was fixed
to 5 August 2004. In the meantime, it has turned out that this date is no longer
realistic. In a letter dated at 21 April 2004 the EU Commission introduced a
moratorium of 12 months starting on 5 August 2004 for the fulfillment of the
requirements for the digital tachograph system in all Member States. Now,
there are some discrepancies between the European Commission and the EU
Parliament concerning the introduction of the digital tachograph (see press
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report of the EU Parliament of 13 April 2005, doc. A6-0076/2005). Parliament
took the view that all vehicles manufactured after 5 August 2006 should be
fitted with this recording equipment. After August 2007, all vehicles put into
service for the first time should be fitted with these digital instruments. This
question should be agreed in the Conciliation Committee.

Tachographs have been developed to control the working and rest hours
of truck drivers as well as the vehicle speed. The EU Commission aims to
improve road safety by minimizing accidents that are caused by overtired or
speeding truck drivers.

The concern of the EU Directive conflicts with the commercial interest of
transport companies. Organisational and technical means have been found to
bypass the control of working hours and speed using analogue tachographs.
One procedural offense is described in [11]: two drivers swap their vehicles
half-way through the working day. If controlled, they show only each second
tachograph chart to the control person, so it seems that they stayed overnight
at the changing location.

The analogue tachographs do not make use of secured communication
channels and could be easily by-passed technically. Ross Anderson showed in
[11] that so called “Italian Devices” are available for sale that are fitted in
between the analogue tachograph and the motion sensor. This “man in the
middle” attack allows control of the forwarding of the number of pulses sent
by the motion sensor. There are commercial devices available that leave out
10% or 20% of the pulses on behalf of the driver.

The parties involved in operation are the drivers and transport compa-
nies, the workshops, and the enforcing police authorities. Security-relevant
manipulations at the tachograph system have to be recognised by the control
personnel.

This paper aims to provide an introduction to the binding of the technical
components involved as well as the non-technical assumptions on the working
environment. Further, some constructional weaknesses are analysed.

2 General Architecture

The general architecture of the digital tachograph system is represented in
Fig. 1.

The tachograph system consists of the recording equipment and tachograph
cards embedded into the technical and organisational infrastructures (among
other key management and fitter workshops) being run by the respective Mem-
ber State operators.

The recording equipment comprises two different elements, as there are
the vehicle unit (digital tachograph) and the motion sensor. It is intended
for installation in road vehicles to show, record and store automatically or
semi-automatically details of the movement of such vehicles and of certain
work periods of their drivers.
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recording equipment

data to be stored and controlled
(secured)

Vehicle Unit

MSMSMS

Tachograph
Card

MS

Motion Sensor

real time signal
input (e.g. from the gearbox)

Fig. 1. Architecture of the digital tachograph system

The motion sensor is normally installed in the gearbox of a vehicle and
provides a signal representative of vehicle speed and/or distance traveled to
the vehicle unit. The latter processes these real-time signals and records the
relevant data. The physical information on the vehicle’s motion is gained by
a mechanical interface.

The tachograph card represents an intelligent storage medium distinguish-
ing different user groups and managing the relevant data. Each user group is
equipped with its dedicated tachograph card. The following user groups are
defined:

• driver (white card),
• forwarding company (yellow card),
• workshop (red card), and
• control authority (blue card).

After a valid tachograph card has been inserted into one of the two slots for
smartcards at the vehicle unit, a mutual authentication between the vehicle
unit and the card is performed, so that the vehicle unit “knows” the user oper-
ating it. On the other side, the tachograph card is sure that it communicates
with a genuine vehicle unit.

3 Functional Specification of the Recording Equipment

The purpose of the recording equipment is to record, store, display, print,
and output data related to activities of the system users (i.e. drivers, com-
panies, workshops and controllers). The recording equipment should be fully
operational under quite demanding environmental conditions, e.g., the vehicle
unit in the temperature range minus 20◦C to 70◦C and the motion sensor in
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the temperature range minus 40◦C to 135◦C. Data memory content shall be
preserved at temperatures down to minus 40◦C.

The recording equipment provides the functions for measuring of distances,
speed and time. It monitors the activities of the users and creates audit in-
formation. A huge amount of data is recorded and stored, e.g., many driver
activities must be stored for at least 365 days. Herein, we omit a complete
list of data items and refer to the EU Directive [1]. The recording equipment
includes different output channels: information can be displayed and printed
and there is a secured data download channel. Moreover, functions for the con-
figuration of the recording equipment – the pairing of the vehicle unit with the
motion sensor, calibration of the recording equipment and time adjustment –
are included. For a complete description of functional requirements we refer
the reader to section 3 of [1].

The recording equipment recognizes four modes of operation:

• operational mode,
• company mode,
• calibration mode, and
• control mode.

After a valid tachograph card has been inserted into and recognised (authenti-
cated) by the vehicle unit, the latter switches to a mode of operation according
to the rules of [1].

Access conditions on functions provided by and data stored in the vehicle
unit depend on its current mode of operation. In order to enforce the pre-
scribed access conditions the vehicle unit implements an integral access con-
trol functionality monitoring the current mode of operation and all requests
for functions and data. The access control function decides about granting or
denying of access to these resources.

4 Functional Specification of the Tachograph Cards

The main purpose of the tachograph cards is to store the relevant data kept
by the recording equipment. There are three groups of data to be stored, as
shown in Fig. 1.

The electronic part of the tachograph cards is compliant with ISO/IEC
7816 “Identification cards–Integrated circuits with contacts”. The tachograph
cards should be capable of operating correctly within a five-year period in
all the climatic conditions normally encountered in European Community
territory and at least in the temperature range minus 25◦C to +70◦C with
occasional peaks of up to +85◦C.

The data structures and the access conditions of the files stored on the
tachograph cards are specified in section 4 of [1], Appendix 2. This section does
not specify the structures used for cryptographic keys and the workshop PIN
needed: these structures can be individually defined by each manufacturer.
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The minimum storage capacity needed for tachograph data is more than 11
kbytes. On the driver card, this amount is mainly used for the storage of
activities, the vehicles used, and the events and faults.

Note that all data files (except for cryptographic keys, which are not spec-
ified) can always be read out (without any authentication). The update re-
quires a successful execution of the mutual device authentication and the use
of secure messaging. Identification data can never be updated.

Table 1. Data to be stored by the tachograph cards

Card type Data to be  
stored driver workshop control company 

Card identification and security data (initialisation data) 
application 
identification 

x x x x 

chip identification x x x x 
IC card  
identification 

x x x x 

standard security 
elements 

x x x x 

specific security 
elements 

- x - - 

Card personalisation data 
card
identification 

x x x x 

card holder  
identification 

x x x x 

driving licence  
information 

x - - - 

Activity data 
vehicles used  
data 

x x - - 

driver activity  
data 

x x - - 

daily work  
periods start  
and/or end 

x x - - 

events and faults 
data 

x x - - 

control activity 
data 

x x x - 

company activity 
data 

- - - x 

card session  
data 

x - - - 

specific 
conditions data 

x x - - 

calibration and 
time adjustment 

- x - - 

All data records are organised as ring data structures, so that the newest
record will overwrite the oldest record, when the data container is full.
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5 Security Requirements

5.1 Recording Equipment

The security of the recording equipment aims to protect

• the data recorded and stored in such a way as to prevent unauthorised
access to and manipulation of the data and detecting any such attempts,

• the integrity and authenticity of data exchanged between the motion sensor
and the vehicle unit,

• the integrity and authenticity of data exchanged between the recording
equipment and the tachograph cards, and

• the integrity and authenticity of data downloaded.

The security requirements for the components of the recording equipment
are comparable to the requirements of cryptographic modules, except for the
physical security (see Section 8.13).

The general evaluation assurance level defined is ITSEC E3 high or Com-
mon Criteria EAL 4+ [2].

5.2 Tachograph Cards

The tachograph card security aims

• to protect the integrity and authenticity of data exchanged between the
cards and the recording equipment,

• to protect the integrity and authenticity of data downloaded from the
cards,

• to exclude any possibility of falsification of data stored in the cards,
• to detect any attempt and to prevent tampering of that kind.

The Tachograph Card Generic Security Target in Annex 10 of [1] requires
that the integrated circuit (IC) of the smartcard is compliant with the

• Smartcard Integrated Circuit Protection Profile – version 2.0 – issue Sep-
tember 1998, registered at French certification body under the number
PP/9806 [7], or

• alternatively (see [2]) the BSIPP02: Smartcard IC Platform Protection
Profile, 1.0, issued by the “Bundesamt für Sicherheit in der Information-
stechnik” [6]

The compliance with these protection profiles is further refined in Appen-
dix 10 of [1].

The general evaluation assurance level defined is ITSEC E3 high or Com-
mon Criteria EAL 4+ [2].
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5.3 Key Management

The EU legislative for the Digital Tachograph provides in Appendix 11 of the
Annex I (B) two different cryptographic systems:

• the asymmetric cryptographic system for securing the communication be-
tween the vehicle unit and the tachograph card, and

• the symmetric cryptographic system with splitting key technology for se-
curing communication between the vehicle unit and motion sensor within
the recording equipment.

Asymmetric Cryptography “Vehicle Unit ↔ Tachograph card”

The asymmetric cryptographic system for the digital tachograph is based on
the standard Public Key Infrastructure (PKI). The following three hierarchical
levels of this PKI are defined:

• European level,
• Member State level, and
• equipment level.

Figure 2 represents the general context of the PKI through the entire hierar-
chy.

The Digital Tachograph System European Root Policy (Administrative
Agreement 17398-00-12 (DG-TREN)) defines the general conditions for the
PKI concerned and contains accordingly more detailed information.

The European Authority being responsible for the European Root Cer-
tification Authority policy is represented by

European Commission
Directorate General for Transport and Energy
Unit E4 – Satellite Navigation System (Galileo); Intelligent Transport
Rue de Mot, 28
B-1040 Bruxelles.

The European Root Certification Authority (ERCA) responsible for
implementation of the ERCA policy and for the provision of key certification
services to the Member States is represented by

Digital Tachograph Root Certification Authority
Traceability and Vulnerability Assessment Unit
European Commission
Joint Research Centre, Ispra Establishment (TP.360)
Via E. Fermi, 1
I-21020 Ispra (VA)
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European Level (root)

EUR.SK European Private Key
EUR.PK European Public Key

Records of Member State Public keys certified

Member State Level (Member State i)

MSi.CHR Member State i Identification
MSi.SK Member State i Private Key
MSi.PK Member State i Public Key

MSi.C Certificate of Member State i Public key by EUR
EUR.PK European Public Key

Records of Equipment Public keys certified

Equipment Level (Equipment j)

EQTj.CHA Equipment j Type
EQTj.CHR Equipment j Identification
EQTj.SK Equipment j Private Key
EQTj.PK Equipment j Public Key

EQTj.C Certificate of Equipment j public Key by MSi
MSi.C Certificate of Member State i Public key by EUR
EUR.PK European Public Key

Fig. 2. PKI hierarchy

The ERCA policy [9] is not a part of the Commission Regulation 1360/2002
and represents an important additional contribution. It was approved by the
European Authority on 9 July 2004. The ERCA policy is available in electronic
form from the web site dtc.jrc.it.

At the European level, ERCA generates a single European key pair
(EUR.SK and EUR.PK). It uses the European private key to certify the Mem-
ber States‘ public keys and keeps the records of all certified keys. A change of
the European (root) key pair is not intended.

Each Member State of the European Union establishes its own national
Member State Authority (MSA) usually represented by a state authority,
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e.g. Ministry of Transport. The national MSA runs some services, among oth-
ers the Member State Certification Authority (MSCA). The MSA has
to define an appropriate Member State Policy (MSA policy) being compliant
with the ERCA policy. At the Member State level, each MSCA generates a
Member State key pair (MSi.SK and MSi.PK). Member States’ public keys are
certified by the ERCA (MSi.C). MSCAs use their Member State private key
to certify public keys to be inserted in equipment (vehicle unit or tachograph
card) and keep the records of all certified public keys with the identification
of the equipment concerned. MSCA is allowed to change its Member State
key pair.

At the equipment level, one single key pair (EQTj .SK and EQTj .PK) is
generated and inserted in each equipment unit (vehicle unit or tachograph
card). Equipment public keys are certified by a Member State Certification
Authority (EQTj .C). This key pair is used for

• authentication between vehicle units and tachograph cards,
• enciphering services: transport of session keys between vehicle units and

tachograph cards, and
• digital signature of data downloaded from vehicle units or tachograph cards

to external media.

The respective MSA (MSA component personalisation service) is responsible
for issuing of equipment keys, wherever these keys are generated: by equipment
manufacturers, equipment personalisers or MSA itself.

Integrity and authenticity of the entities to be transferred between the dif-
ferent levels of the PKI hierarchy are subject to the ERCA and MSA policies.

The concrete cryptographic algorithm currently being used for the asym-
metric cryptographic system is the RSA algorithm. All RSA keys (whatever
the hierarchical level) have a length of modulus of 1024 bits.

Symmetric Cryptography “Vehicle Unit ↔ Motion Sensor”

The symmetric cryptographic system for the digital tachograph is based on
the splitting key technology. Figure 3 represents the general management of
the relevant keys.

The ERCA generates two symmetric partial master keys for the motion
sensor: Kmwc and Kmvu. The first partial key Kmwc is intended to be stored
in each workshop tachograph card; the second partial key Kmvu is inserted
into each vehicle unit. The final master key Km results from XOR (exclusive
OR) operation between Kmwc and Kmvu. The additional identification key
Kid is calculated as XOR of the master key Km with a constant control vector
CV.

The final master key Km and the identification key Kid are used for au-
thentication between the vehicle unit and the motion sensor as well as for an
encrypted transfer of the motion sensor individual pairing key Kp from the
motion sensor to the vehicle unit. The master key Km and the identification
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ERCA

Generate Motion Sensor Master Keys:
- Km-vu
- Km-wc

- Km = Km-vu XOR Km-wc

MSCA

1. Manage Motion Sensor Master Keys:
- Km-vu
- Km-wc

- Km
2. Calculate Kid = Km XOR CV

3.  Encrypt Motion Sensor identification
and authentication data:
Ns with Kid, Kp with Km

MSA
Component Personalisation Service

for Workshop Cards

Insert Km-wc
into the workshop tachograph cards

Km-vu, Km-wc, Km

Km-wc
Km-vu

Enc(Kid|Ns); Enc(Km|Kp)

(Ns, Kp)

MSA
Component Personalisation Service

for Vehicle Units

Insert Km-vu
into the vehicle units

MSA
Component Personalisation Service

for Motion Sensors

1. Generate Motion Sensor
identification and authentication

data (Ns, Kp)

2. Insert enciphered identification
and authentication data

Enc(Kid|Ns) and Enc(Km|Kp)
into the motion sensors

Fig. 3. Key management for the motion sensor

key Kid are used merely during the pairing of a motion sensor with a vehicle
unit (see ISO 16844-3 [3] for further details). They are stored neither in the
motion sensor nor in the vehicle unit.

Confidentiality, integrity and authenticity of the entities to be transferred
between the different levels of the hierarchy within the tachograph system are
subject to the ERCA and MSA policies.

The concrete cryptographic algorithm currently being used for the sym-
metric cryptographic system is the Triple-DES algorithm. Both Triple-DES
partial master keys have an effective length of 112 bits (total length of
128 bits).

6 Communication Protocols

6.1 Vehicle Unit and Tachograph Card

Appendix 11 of Annex I (B) of the EU legislative provides two communication
phases at the logical level:
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• identification and authentication phase and
• operational phase.

During the first phase both communicating parties authenticate each other.
As the result of this authentication a common symmetric session key will be
established. This session key remains valid till the card is withdrawn from or
reset by the vehicle unit. This session key is used for communication between
the entities within the operational phase.

Authentication

A mutual authentication between the VU and the tachograph card is required
by the EU legislative. Each communicating party should demonstrate to the
other that it owns a valid tachograph key pair, the public key of which has
been certified by a Member State certification authority, itself being certified
by the European certification authority as described above in Section 5.3. The
mechanism is triggered at card insertion by the VU. It starts with the exchange
of certificates and unwrapping of public keys, and ends with the setting of a
session key. Demonstration is made by signing with the equipment private key
a random number sent by the other party, which must recover the random
number received when verifying this signature and compare the values of the
random number sent with the random number received. The relevant protocol
is exactly defined in Appendix 11 of Annex I (B) of the EU legislative.

Operation

The operational communication between the VU and the tachograph card can
be performed either

1. in plain or
2. using secure messaging in authenticated mode or
3. using secure messaging in encrypted and authenticated mode.

The communication at the logical level succeeds by using the smartcard com-
mand set defined in Appendix 2 of Annex I (B) of the EU legislative (see also
Section 4). Whether and which secure messaging mode will be used is also
defined there.

6.2 Motion Sensor and Vehicle Unit

The EU legislative requires the communication protocol between the motion
sensor and the vehicle unit to be compliant with ISO 16844-3 “Motion Sen-
sor interface”. This ISO standard provides two communication phases at the
logical level:

• pairing phase and
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• operational phase.

During the pairing phase a motion sensor will be “paired” with a vehicle
unit. As the result of this pairing a common symmetric session key will be
established. This session key remains valid till the next pairing and is used for
communication between the entities within the operational phase. Note that
this session key is valid for up to 2 years. The pairing can be performed only
by an accredited workshop possessing a genuine, valid tachograph workshop
card. Generally, the motion sensor implements a set of instructions and plays a
passive role, whereas the VU plays an active role in sending these instructions
to the motion sensor.

Pairing

Pairing of a motion sensor with a vehicle unit is triggered by a special instruc-
tion sent from the VU to the motion sensor. A valid tachograph workshop card
must be inserted into and accepted by the VU. After a successful mutual au-
thentication between the workshop card and the vehicle unit, the VU reads
out the workshop card part of the master key Kmwc. The vehicle unit recom-
putes the final master key from Km = Kmvu ⊕ Kmwc and the identification
key Kid= Km ⊕ CV. The vehicle unit authenticates itself by the motion
sensor using Kid. A random Triple-DES session key Ks for the operational
communication between the VU and the motion sensor is then established. In
the last step, the motion sensor authenticates itself by the vehicle unit using
the pairing data, the pairing key Kp and Ks. If the mutual authentication was
successful, the operational communication continues with the session key Ks.
For the concrete details, we refer the reader to [3].

Operation

After having been paired, the motion sensor and the vehicle unit can communi-
cate for operational purposes. Three different kinds of data can be transmitted
from the motion sensor to the VU in response to an appropriate instruction:

1. real-time movement pulses,
2. secured value of the pulse counter and
3. secured content of the motion sensor’s files being read by the VU.

The real-time movement pulses are continuously transmitted in plain to
the VU (when the vehicle is moving) without any security attribute. The
frequency of these pulses depends on the instantaneous velocity of the vehicle
and the concrete construction of the gearbox, where the motion sensor is
mounted (the correct conversion coefficients are determined and stored in the
VU during its calibration by an approved workshop).

The motion sensor as well as the connected vehicle unit each runs a pulse
counter. Their values are synchronised immediately after the pairing proce-
dure. The VU periodically sends an authentication token to the motion sensor
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(at most once per hour), which answers with the random part of the authen-
tication token and the current value of the pulse counter encrypted by the
session key Ks. The VU compares

1. the received parts of the authentication token with the respective value
having been sent and

2. the current value of its own pulse counter with the value received from
the motion sensor.

If these comparisons are successful, the VU “knows” that the motion sensor
connected is a correct one and no real-time pulse has been lost or inserted.

In this way the recording equipment assures the correctness of the mean
value of the movement data between two subsequent requests for the secured
value of the pulse counter. In other words, the trusted input from the motion
sensor is supplied as the secured counter value.

Some data (like error messages, serial number, pairing data, etc.) perma-
nently stored in the motion sensor are organised into files, which can be read
by the vehicle unit connected. After a special request (including among oth-
ers an authentication token and the file number) the motion sensor sends the
content of the requested file encrypted with the session key Ks.

7 Type Approval of the Components

The prescribed European type approval procedure (see [1], Appendix 9) con-
cerns only three components of the tachograph system – the motion sensor,
the vehicle unit and the tachograph card – and comprises four steps:

• Security Certification,
• Functional Certification,
• Interoperability Certification, and
• Type Approval Certification.

7.1 Security Certification

Each of the three components should be certified after ITSEC on the as-
surance level E3 with the claimed strength of security mechanisms “high”. It
is also possible to perform the security certification according to the Com-
mon Criteria (CC), using a special assurance package E3hAP defined in the
“Joint Interpretation Library: Security Evaluation and Certification of Digital
Tachographs” [2]. This special assurance package is generally commensurate
with the CC Evaluation Assurance Level 4 augmented in the first line by
vulnerability analysis for a high attack potential.

[1] also defines a mandatory Generic Security Target for each of three
components under consideration, where the required security policies are de-
scribed. The security policies are defined for the operational life phase of the



82 Igor Furgel and Kerstin Lemke

tachograph components. The security certificate indicates that the certified
product meets the security policy defined in the related security target.

The evaluation and certification processes are usually initiated by the prod-
uct manufacturer. A prerequisite for issuing a security certificate by an ac-
credited certification body is a successful evaluation having been performed
by a licensed evaluation facility.

7.2 Functional Certification

The functional certificate is issued by the national type approval authority.
This certificate indicates that at least all functional tests specified by the EU
legislative for the tachograph system (Appendix 9 of [1]) have been successfully
performed. The functional tests are performed by an accredited laboratory
and their results delivered to the national type approval authority issuing
the functional certificate. The product manufacturer initiates the functional
testing. The functional certificate can normally be gained after issuing the
security certificate.

7.3 Interoperability Certification

The interoperability testing aims to ensure that the equipment of different
manufacturers works together properly. The product manufacturer requests
the interoperability certificate. The application should contain among other
things the security and functional certificates. The interoperability certificate
is issued by a single central laboratory under the authority and responsibility
of the European Commission (JRC Laboratory, Ispra, Italy). This laboratory
also carries out the interoperability tests. The interoperability certificate in-
dicates that all interoperability tests specified by the EU legislative for the
tachograph system (Appendix 9 of [1]) have been successfully carried out.

7.4 Type Approval Certification

Only a product possessing such a certificate is allowed to be installed into a
vehicle. Having received all three certificates – security, functional and inter-
operability – the national type approval authority issues the type approval
certificate for the product in question. The product manufacturer gets a copy
of this certificate. The second copy is delivered directly to the central labo-
ratory for interoperability testing (JRC), which updates and publishes on its
web site (dtc.jrc.it) the current list of products which have achieved the
type approval certificate.
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8 Conceptual Vulnerabilities

8.1 Long Roll-Out Period

[1] requires that the digital tachograph is fitted into new vehicles, but it does
not require exchange of the analogue tachograph built into vehicles already
in service. Assuming a truck life-time of more than 20 years, there will be a
long period of running both types of tachograph systems in parallel.

As already described in [11] procedural bypasses are possible that allow a
company to operate both new and old trucks and to establish a regular change
of drivers. If a driver is controlled in a truck, old tachograph charts can be
removed in case of a control without notice.

It is recommended to outline a definitive end of the analogue tachographs.

8.2 Delivery and Configuration/Personalisation of Recording
Equipment and Tachograph Cards

[1] does not regulate delivery and configuration procedures of the tachograph
system components. On the other side, there are special requirements of the
criteria for security evaluation (ITSEC and CC) on the properties of deliv-
ery and configuration procedures, whereby these could be different for each
equipment manufacturer and each Member State. In order to gain harmonised
delivery procedures within the whole of Europe, it is necessary to have a com-
mon understanding for the delivery methods and responsibilities of the parties
participated. Delivery procedures and responsibilities can more easily be un-
derstood in the context of the concrete life cycles of the technical components
of the tachograph system.

Recording Equipment

Figure 4 visualises the aspects of the delivery and configuration of a VU (the
life cycle of the motion sensor is almost the same) in the context of its typical
life cycle described in Appendix 10 of [1].

Generation of the VU takes place in the following life cycle phases:

• first initialisation (by the VU manufacturer) and
• initialisation and configuration (by an approved workshop).

During the “first initialisation” phase the cryptographic keys will be loaded
into the VU (among other items). The “Component Personaliser Service” of
the MSA is responsible for the generation and embedding of cryptographic
material into the tachograph equipment (see [9]), wherever such a service is
placed. The “Component Personaliser Service” acts upon the National Security
Policy of the respective Member State issued by the MSA. So, an appropriate
generation as well as a secure delivery of these keys to the VU manufacturer
will be assured by the MSA Security Policy.
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Fig. 4. Vehicle unit life cycle

Configuration of the VU takes place in the phase “initialisation and con-
figuration” by an approved (MSA) workshop. The VU manufacturer should
describe the initialisation and configuration procedures supported by the VU
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in the User’s Manual for the workshop. The technical and organisational en-
vironment of the approved workshops should support and provide these pro-
cedures. The approved workshops act under surveillance of the MSA.

There are four delivery interfaces (see Fig. 4):

• VU developer → VU manufacturer,
• MSA → VU manufacturer,
• VU manufacturer → approved workshop, and
• approved workshop → company.

Each delivery interface has to be considered in relation to the following
questions:

• whether the VU provides any functionality that helps to secure such a
delivery interface (this functionality and its usage should then be described
in the guidance documents), and

• whether security of the VU depends on the organisational environment
during its delivery and what exactly has to be protected by these means.
The assumptions about the organisational measures should be described
in the guidance documents; compliance with the National Security Policy
of the MSA could be helpful.

Tachograph Cards

Figure 5 visualises the aspects of the delivery and configuration of a tacho-
graph card. The phases 1 to 7 correspond to the generic life cycle in [8].

Generation of the tachograph card (TC) takes place in phase 4 “First
Initialisation” by and under responsibility of the card manufacturer (CM). At
this stage of the card life cycle there is no difference between driver, workshop,
company and control cards: the smartcards leave the card manufacturer in the
same state.

Configuration of the TC takes place in phases 5 and 6 – Initialisation
and Personalisation – by the “Component Personaliser Service” of the MSA,
wherever it is placed. The “Component Personaliser Service” acts upon the Na-
tional Security Policy of the respective Member State issued by the MSA. So,
an appropriate generation and loading of card identification, security (among
others the key material of high quality) and personalisation data will be as-
sured by the MSA Security Policy. The TC manufacturer should describe the
initialisation and personalisation procedures being by the TC in the User’s
Manual for the MSA Component Personaliser, whose technical and organisa-
tional environment will support and provide these procedures. The Compo-
nent Personaliser acts under surveillance of the MSA.

As one can see in Fig. 5 the smartcards delivered from the card man-
ufacturer to the MSA Component Personaliser do not distinguish between
different types of tachograph card. First in the life phase 5 “Initialisation” the
card type specific data as Application Identification and Card Certificate will
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be loaded into the smartcards. After this step the type of tachograph card is
unambiguously and irreversible defined: it is either a driver or a company or
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a workshop or a control card. Hence, this stage is very appropriate for em-
bedding the ICC into its respective plastic body (so called packaging): white
for the driver card, blue for the control, red for the workshop and yellow for
the company card.

Generally, the following considerations are helpful: (i) card manufacturer
delivers the tachograph cards without any type differences to the MSA, (ii)
the MSA first puts the card type specific data into the cards and then (iii)
personalisation data concerning the concrete end user of the card (life phase 6
“Personalisation”).

There are five delivery interfaces (see Fig. 5):

• developer → chip manufacturer,
• chip manufacturer → card manufacturer,
• developer → card manufacturer,
• card manufacturer → MSA Component Personaliser, and
• MSA Component Personaliser → card holder.

The delivery interfaces have to be considered in the same manner as for
the VU (see above).

8.3 Restriction on RSA Key Length

The Public Key Infrastructure which has to be used by the vehicle units
and the tachograph cards has already been represented in Section 5.3. The
concrete cryptographic algorithm being currently provided for the asymmetric
cryptographic system is the RSA algorithm, whereby all RSA keys (whatever
the hierarchical level) have a length of modulus 1024 bits (see Appendix 11
of [1]).

In order to gain type approval for a component of the tachograph sys-
tem this component must obtain security certificate, whereby the strength of
security mechanisms must be confirmed to be “high” (see Section 7 and Ap-
pendix 10 of [1]). Consequently, also the security mechanisms implementing
RSA must be of a high strength, which depends concretely also on the length
of modulus.

According to the criteria that may be used for security assessment of the
tachograph components (ITSEC and CC), the final decision on the assessment
of cryptographic algorithms is made by the security certification body and,
eventually, the national competent authority.

It is an established practice to reconsider the cryptographic strength from
time to time as new attack techniques are constantly being invented. In order
to deal with this fact the responsible national authorities define time restric-
tions for using cryptographic algorithms as “high-secure” algorithms before-
hand. In summary, each Member State has its own guideline for it, which is
not made generally public.

In Germany such a guideline is public, and has to be used in the first
line in the context of the German Digital Signature Law. Nevertheless, it also
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represents a helpful and valid reference for other purposes. The competent
national authority is the “Bundesnetzagentur” (Federal Network Agency, www.
bundesnetzagentur.de), which issues an annual bulletin for the appropriate
cryptographic algorithms (the last publication is dated by 2 January 2005).

Concretely, this bulletin of the German authority allows the use of the
1024-bit sized RSA as “high-secure” in the context of the German Digital
Signature Law merely until end of 2007 (see Fig. 2).

Table 2. RSA, Length of modulus

period 

till end of 2007 till end of 2008 till end of 2009 

at least 1024 1280 1536 length of 
modulus 

recommended 2048 2048 2048 

As far as we know the assessments of other authorities lie in a similar
range or are even more stringent.

Due to this circumstance the evaluator has to bind his evaluation ver-
dict on the restriction that the assessment of the strength of mechanisms is
reconsidered at the latest by end of the period of validity for the current
implementation. The product is then reconsidered and eventually recertified.

If at a future time the RSA algorithm with 1024-bit key length cannot
be considered as “high-secure”, the operators of the tachograph system (the
respective MSAs) will face the problem of running the system on equipment
(VU and TC) no longer compliant with the requirements of Annex I (B) of
[1]. The question of liability in this case is an important one.

8.4 Maintenance of the PKI for the Tachograph System

Proceeding from the issue of length of the RSA modulus touched upon in
Section 8.3, the question of maintenance of the PKI arises for the tachograph
system.

[1] prescribes a fixed length for the RSA modulus at 1024 bits. Moreover,
it does not provide any option for changing the European key pair (EUR.SK,
EUR.PK) controlled by the ERCA. The latter plans the life time of this root
key pair for a period of 30 years (see [9], section 4.2.6). Of course, ERCA
assumes that technological progress over the next 30 years will render its IT
systems obsolete. Nevertheless no change procedure for the European key pair
has been defined.

According to [1] MSCAs are allowed to perform a regular change of their
key pairs (MSi.SK, MSi.PK). The European Root Security Policy restricts
the use of the MSCA key pair to a period of at most two years starting from
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certification by the ERCA (see [9], section 5.3.4). The ERCA will issue a new
certificate MSi.C for each new MSCA key pair. This means that there will be
some generations of equipment certificates EQTj .C having been issued using
different MSCA private keys. This does not represent a problem as long as
the trustworthiness of the certificate chain can be determined by using the
common European public key.

It is the core of the conflict between the prospective necessity to exchange
the European key pair against a longer one and the current specification of the
tachograph system not providing and not allowing any exchange procedure:
neither of a technical nor of a procedural nature.

Also from the logistical point of view, the distribution of a new EUR.PK
and of the respective Member State certificates MSi.C among the single equip-
ment units (already in operation) may be a big challenge for the entire tacho-
graph community. Hence, in order to be prepared for such problems, the
tachograph community should already have a modification procedure for the
European key pair in place.

8.5 Master Key for the Motion Sensor

A universal master key for the motion sensor is used for the pairing between
the digital tachograph and the motion sensor. The key is split (XOR) into two
parts. One half is stored in the workshop cards, while the other half is stored
in the vehicle unit (see Fig. 3). If this master key is compromised, the security
of the overall tachograph system is jeopardised. In detail, the consequences
are as follows:

• The observation of the pairing protocol discloses the session key. An addi-
tional simulating device can be used in operation that is placed between
the vehicle unit and the motion sensor.

• The initiation of the pairing protocol can be invoked without use of a
workshop card.

• Cloning of motion sensors is feasible.

There are no precautions taken to replace this master key in the actual
key management design.

8.6 PIN Management

The PIN is transferred in clear by the digital tachograph to the workshop
card as part of the mutual authentication sequence. Internally, the workshop
card verifies the PIN value and returns an “OK” or “KO” message. A “KO”
return value results in a failed authentication. After five unsuccessful PIN
authentication events, the workshop card is blocked, and cannot be reset to
an operational mode.

There are two technical issues. First, the PIN is sent in clear by the tacho-
graph; an interception of the PIN value at the communication line is possible.
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Second, the protocol does not include a message authentication for the return
value. The return code “OK” can stem from an additional device in between
that blocks the “Verify PIN” request.

In Appendix 10 of [1] (functional requirement UIA_302) it is stated that
the PIN mechanism is intended “for the vehicle unit to ensure the identity of
the card holder, it is not intended to protect workshop card content”. This is
unusual for smartcard specifications that protect the use of certain functions
on human or device authentication.

Typically, workshop cards are used by all employees of a workshop, which
results in organisational questions concerning PIN handling. It is probable
that the PIN is noted at the workshop card or stored in additional software
tools. Further, it might be that the PIN is not entered manually at the key-
board of the digital tachograph, but sent by a standard automotive interface
device (e.g. by using the CAN-bus).

Note that the digital tachograph is not a physically secure PIN-entry de-
vice. There are no physical requirements to secure the path between the key-
board and the processing unit. Nevertheless, this is a minor issue, formally
mended by the organisational measure M.Approved_Workshops (see Section
8.8).

8.7 (Non-)Trustworthy Physical Motion Information

The physical information used to derive the motion data is generated outside
the motion sensor. If the physical environment of the motion sensor can be
manipulated, the motion information gained can depend on this manipulation.
This weak point has been outlined by Ross Anderson [12].

The non-technical requirement M.Mechanical_Interface, which is part of
the security target of the motion sensor in Appendix 10 of [1], says “Means of
detecting physical tampering with the mechanical interface must be provided
(e.g. seals)”. The environmental conditions within a gearbox include heat and
dust. It remains doubtful whether typical measures for tamper evidence such
as security seals can be used in this hostile environment reliably.

8.8 (Non-)Trustworthy Workshops

Ross Anderson outlined [12] that about 70% of the employees of workshops
have been in conflict with the law in the United Kingdom. The non-technical
requirement M.Approved_Workshops, which is part of the security targets for
both the motion sensor and the digital tachograph in Appendix 10 of [1] says
“Installation, calibration and repair of recording equipment must be carried by
trusted and approved fitters or workshops”. There are serious doubts whether
this personal assumption holds in reality.

The non-technical requirement M.Faithful_Calibration (“Approved fitters
and workshops must enter proper vehicle parameters in recording equipment
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during calibration.”), which is part of the security target of the digital tacho-
graph, causes similar doubts.

The operator of the tachograph system (the MSA, e.g. the Ministry of
Transport) will audit and license the approved workshops. In this way the
operator can control the workshops.

8.9 (Non-)Trustworthy Drivers

The security target for the digital tachograph requires that “Drivers must play
by the rules and act responsibly (e.g. use their driver cards, properly select their
activity for those that are manually selected, ...)” (M.Faithful_Drivers).

Drivers are controlled by the tachograph system. Naturally, supervised
persons try to find ways to circumvent an external control.

Currently the actual working hours needed can exceed the limits of the EU
Directive; conflicts with the company are probable when acting in accordance
with the rules of the digital tachograph system.

Another issue might be the financial interest for the driver to enter a false
activity (e.g. working time instead of rest time). The monitoring of speeding
events is once more an issue that incite manipulation by the driver.

Easier problems may arise because of the handling of the extensive func-
tions of digital tachographs.

8.10 Frequency of Controls

The procedural requirement M.Controls says “Law enforcement controls must
be performed regularly and randomly, and must include security audits”. Due
to today’s heavy truck traffic (especially in transit) an adequate frequency of
controls can probably not be guaranteed.

The future will show how many obviously “out of function” digital tacho-
graph systems will be notified at controls. Note that the company has 15 days
before the tachograph has to be exchanged/repaired.

8.11 Training of Control Personnel

The control authority is the only instance that is actually assumed to play by
the rules of the tachograph system. It is up to the control personnel to prove
any indication of manipulation of the digital tachograph system which would
allow the truck to be taken for detailed analysis. Note that the physical secu-
rity requirement “tamper evidence” requires that trained controllers examine
the digital tachograph and the motion sensor in detail (especially, from all
sides).

By checking the tachograph’s data memory it is assumed that irregularities
of other drivers can be detected. It has to be clarified how this is going to be
handled.
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Miscalibration of the vehicle unit leads to deviations between the motion
data measured and the real motion data. The basic parameters for the vehi-
cle characteristics are named “w, k, l, tyre size, speed limiting device setting,
current UTC time, current odometer value”. w and k are constants that give
the number of impulses per kilometre, l is the effective circumference of the
wheel tyres in millimetre. These parameters are also noted on an installation
plaque that is placed in or near the tachograph. Nevertheless, if the workshop
does not act by the rules, it may become probably difficult for the control
personnel to check the correctness of these vehicle characteristics.

8.12 Controlled Data: Download Data and Paper Printouts

The easiest way for the control personnel is to download the data of the
digital tachograph and of the tachograph card of the driver to a laptop. In
this way, the authenticity of the downloaded data is guaranteed. Provided
that appropriate software is used, an automatic check of irregularities can be
carried out, which simplifies the control efforts.

An alternative method is that the control personnel checks the paper print-
outs.

As printouts can be faked, if the original paper is used there is no assurance
that existing printouts were originally generated by a digital tachograph. If the
paper printouts were not generated by the digital tachograph of the controlled
vehicle, serious doubts remain if the data files of the tachograph card are
not checked. Note that the control personnel can produce printouts from the
vehicle unit also during a control.

Another disadvantage of paper printouts is the fact that the check for
irregularities has to be performed manually, which is a difficult and time-
consuming task.

8.13 Physical Security of the Recording Equipment

The Generic Security Targets in Annex 10 of [1] require that the motion sensor
and the vehicle unit should fulfil the following requirements being reprinted
below:

“If the motion sensor is designed so that it can be opened, the motion sen-
sor shall detect any case opening, even without external power supply for a
minimum of six months. In such a case, the SEF shall generate an audit record
of the event (It is acceptable that the audit record is generated and stored after
power supply reconnection).
If the motion sensor is designed so that it cannot be opened, it shall be designed
such that physical tampering attempts can be easily detected (e.g. through vi-
sual inspection).” (RLB_106)
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“If the VU is designed so that it can be opened, the VU shall detect any
case opening, except in calibration mode, even without external power supply
for a minimum of six months. In such a case, the SEF shall generate an au-
dit record (It is acceptable that the audit record is generated and stored after
power supply reconnection).
If the VU is designed so that it cannot be opened, it shall be designed such
that physical tampering attempts can be easily detected (e.g. through visual
inspection).” (RLB_206)

The second implementation choice (“case cannot be opened”) calls for
tamper-evident measures. The first choice (“case can be opened”) is unusual
for requirements on the physical security of cryptographic modules. Especially,
after the first case opening, it has to be assumed that the motion sensor or VU
is no longer trustworthy, as its internals may be modified. Moreover, it is im-
portant to add that the workshops are allowed to open the case in calibration
mode for maintenance.

Note that tamper evidence calls for a frequent and random control of the
vehicle (see Section 8.10) as well as for a careful inspection (see Section 8.11).

9 Conclusion

In this contribution we reviewed the digital tachograph system and addressed
some conceptual vulnerabilities. Further directions for development are sug-
gested.
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Summary. This work presents a study of state of the art bus systems with respect
to their security against various malicious attacks. After a brief description of the
most well-known and established vehicular communication systems, we present fea-
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an approach for secured automotive communication based on modern cryptographic
mechanisms that provide secrecy, manipulation prevention and authentication to
solve most of the vehicular bus security issues.
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1 Introduction

Progress in automotive electronics proceeds unabated (Table 1). Today mod-
ern cars contain a multiplicity of controllers that are increasingly networked
together by various bus communication systems with very different proper-
ties. Automotive communication networks have access to several crucial com-
ponents of the vehicle, like breaks, airbags, and engine control. Moreover, cars
that are equipped with driving aid systems like ESC (electronic stability con-
trol) or ACC (adaptive cruise control) allow deep interventions in the driving
behavior of the vehicle. Further electronic drive-by-wire vehicle control sys-
tems will fully depend on the underlying automotive data networks. Although
car communication networks assure safety against several technical interfer-
ences, they are mostly unprotected against malicious attacks. The increasing
coupling of unsecured automotive control networks with new car multimedia
networks like MOST (Media Oriented System Transport) or GigaStar as well
as the integration of wireless interfaces such as GSM (Global System for Mo-
bile Communications) or Bluetooth causes various additional security risks
[32].
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Table 1. Development of automotive electronics based on [30]

1970s 1980s 1990s 2000s

Electronic fuel injection Electronic gearbox Airbag Drive-by-wire
Electronic control panel Anti-lock brakes Electronic navigation Internet
Centralized door locking Climate control Electronic driving assistants Telematics
Cruise control Automatic mirror Electronic traffic guidance Ad-hoc networks

Car phone Voice control Personalization

We begin in Section 2 by introducing respectively one well-known repre-
sentative for each particular group of vehicular communication systems. We
briefly describe technical properties of every representative (Section 2.3) and
introduce two methods for vehicular bus interconnections (Section 2.4). Sec-
tion 3 presents various exposures to automotive bus systems. We indicate
possible attackers and present feasible attacks for each representative bus sys-
tem. In the Section 4, we offer elementary approaches to improve automotive
bus communication security along with a practical example implementation.

2 Automotive Bus Systems

2.1 Bus Communication

Unlike a point-to-point connection a bus is a communication system that can
logically connect several peripherals, i.e. bus controllers over the same set
of wires. The consequential potential savings of cost and weight encourage
the increasing application of bus systems as communication systems within
the automotive area. Moreover busses are easy to implement and to extend,
and the failure of one node should not affect others. However, since in a
bus system all nodes share the same communication line, they need schemes
for collision handling or collision avoidance, or require a bus master which
controls access to the shared bus resource. Furthermore, bus systems have a
limited cable length and a limited number of nodes. The performance of a
bus communication degrades the more nodes are connected, whereas a cable
break can disable the entire vehicular bus network.

2.2 Vehicle Communication Systems

Today, a wide variety of vehicle communication systems are used in the auto-
motive area. Possible applications range from electronic engine control, several
driving assistants and safety mechanisms to the broad variety of infotainment
applications. As shown in Table 2, we distinguish the following five different
vehicle communication groups according to their essential technical properties
and application areas. Local sub networks such as LIN (Local Interconnect



Secure In-Vehicle Communication 97

Table 2. Grouping of selected automotive bus systems

Subbus Event-triggered Time-triggered Multimedia Wireless

LIN CAN FlexRay MOST Bluetooth
K-Line VAN TTP D2B GSM
I2C PLC TTCAN GigaStar Wi-Fi

Network) control small autonomous networks used for automatic door lock-
ing mechanisms, power-windows and mirrors as well as for communication
with miscellaneous smart sensors to detect, for instance, rain or darkness.
Event-triggered bus systems like CAN (Controller Area Network) are used for
soft real-time in-car communication between controllers, networking for ex-
ample the antilock breaking system (ABS) or the engine management system.
Time-triggered hard real-time capable bus systems such as FlexRay, TTCAN
(Time-Triggered CAN) or TTP (Time-Triggered Protocol) guarantee deter-
mined transmission times for controller communication and therefore can be
applied in highly safety-relevant areas such as in most drive-by-wire systems.
The group of multimedia bus systems like MOST, D2B (Domestic Digital
Bus) and GigaStar arise from the new automotive demands for in-car enter-
tainment that needs high-performance, wide-band communication channels to
transmit high-quality audio, voice and video data streams within the vehicle.
The wireless communication group contains modern wireless data transmis-
sion technologies that are increasingly expanding into the automotive area.
They enable the internal vehicle network to communicate with other cars
nearby, external base stations as well as the utilization of various location-
based services. Figure 1 completes the overview with a short comparison of
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Fig. 1. Data rates and relative costs of automotive bus systems
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typical data rate and relative cost per node for each vehicular communication
group mentioned.

2.3 Bus Representatives

In the following, we give a short technical description of one appropriate rep-
resentative from each identified vehicular communication network group (see
Section 2). Further information can be found in [6, 10, 12, 22, 26].

LIN: The UART (Universal Asynchronous Receiver Transmitter) based LIN
(Local Interconnect Network) is a single-wire sub network for low-cost, serial
communication between smart sensors and actuators with typical data rates
up to 20 kbit/s. It is intended to be used from the year 2001 everywhere in a
car where the bandwidth and versatility of a CAN network are not required.
A single master controls the collision-free communication with up to 16 slaves,
optionally including time synchronization for nodes without a stabilized time
base. LIN (similarly to CAN) is a receiver-selective bus system. Incorrectly
transferred LIN messages are detected and discarded by the means of parity
bits and a checksum. Besides the normal operation mode, LIN nodes also
provide a sleep mode with lower power consumption, controlled by special
sleep (or wake-up) message.

CAN: The all-round Controller Area Network, developed in the early 1980s, is
an event-triggered controller network for serial communication with data rates
up to one Mbit/s. Its multi-master architecture allows redundant networks,
which are able to operate even if some of their nodes are defective. CAN mes-
sages do not have a recipient address, but are classified over their respective
identifier. Therefore, CAN controllers broadcast their messages to all con-
nected nodes and all receiving nodes and decide independently if they process
the message. CAN uses the decentralized, reliable, priority-driven CSMA/CD
(Carrier Sense Multiple Access/Collision Detection) access control method to
guarantee the transmission of the top-priority message first. In order to em-
ploy CAN in the environment of strong electromagnetic fields, CAN offers
an error mechanism that detects transfer errors, interrupts and indicates the
erroneous transmissions with an error flag and initiates the retransmission
of the affected message. Furthermore, it contains mechanisms for automatic
fault localization including disconnection of the faulty controller.

FlexRay: FlexRay is a deterministic and error-tolerant high-speed bus, which
meets the demands for future safety-relevant high-speed automotive networks.
With its data rate of up to 10 Mbit/s (redundant single channel mode)
FlexRay is targeting applications such as drive-by-wire and Powertrain. The
flexible, expandable FlexRay network consists of up to 64 nodes connected
point-to-point or over a classical bus structure. For physical transmission
medium both optical fibers and copper lines are suitable. FlexRay is (similarly
to CAN) a receiver-selective bus system and uses the cyclic TDMA (Time Di-
vision Multiple Access) method for data transmission control. Therefore, it
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uses synchronous transmission for time-critical data and priority-driven asyn-
chronous transmission for non-time-critical data via freely configurable, static
and dynamic time segments. Its error tolerance is achieved by channel redun-
dancy, a protocol checksum and an independent instance (bus guardian) that
detects and handles logical errors.

MOST: The ISO/OSI standardized MOST (Media Oriented System Trans-
port) serial high-speed bus became the basis for present and future automo-
tive multimedia networks for transmitting audio, video, voice, and control
data via fiber optic cables. The peer-to-peer network connects via plug-and-
play up to 64 nodes in ring, star or bus topology. MOST offers, similarly to
FlexRay, two freely configurable, static and dynamic time segments for the
synchronous (up to 24 Mbit/s) and asynchronous (up to 14 Mbit/s) data
transmission, as well as a small control channel. The control channel allows
MOST devices to request and release one of the configurable 60 data channels.
Unlike most automotive bus systems, MOST messages always include a clear
sender and receiver address. Access control during synchronous and asynchro-
nous transmission is realized via TDM (Time Division Multiplex) respectively
CSMA/CA. The error management is handled by an internal MOST system
service, which detects errors over parity bits, status flags and checksums and
disconnects erroneous nodes if necessary.

Bluetooth: Originally developed to unify different technologies like comput-
ers and mobile phones, Bluetooth is a wireless radio data transmission stan-
dard in the license-free industrial, scientific, and medical (ISM) band at 2.45
GHz. It enables wireless ad-hoc networking of various devices like personal
digital assistants (PDAs), mobile phones, laptops, PCs, printers, and digital
cameras for transmitting voice and data over short distances up to 100 me-
ters. Primarily designed as a low-cost transceiver microchip with low power
consumption, it reaches data rates of up to 0.7 Mbit/s. Within the limited
multi-master capable architecture, so-called Piconets, single Bluetooth devices
can maintain up to seven point-to-point or point-to-multipoint connections.
Bluetooth includes optional security mechanisms for authentication and con-
fidentiality of messages at the link layer. Table 3 gives an overview of the
characteristics of the five representative automotive bus systems.

2.4 Bus Interconnections

For network spanning communication, automotive bus systems require ap-
propriate bridges or gateways to transfer messages among each other despite
their different physical and logical operating properties. Gateways read and
write all the different physical interfaces and manage the protocol conversion,
error protection and message verification. Depending on their application area,
gateways include sending, receiving and/or translation capabilities as well as
some appropriate filter mechanisms. While so-called super gateways centrally
interconnect all existing bus systems, local gateways link only two different
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Table 3. Properties of selected automotive bus systems [14, 24, 5, 9, 17]

Bus LIN CAN FlexRay

Adapted for Low-level subnets Soft real-time Hard real-time
Target Door locking Antilock break system Break-by-wire
application Climate regulation Driving assistants Steer-by-wire
examples Power windows Engine control Shift-by-wire

Light, rain sensor Electronic gear box Emergency systems
Architecture Single-master Multi-master Multi-master
Access Polling CSMA/CA TDMA
control FTDMA
Transfer Synchronous Asynchronous Synchronous
mode Asynchronous
Data rate 20 kbit/s 1 Mbit/s 10 Mbit/s
Redundancy None None 2 Channels
Error Checksum CRC CRC
protection Parity bits Parity bits Bus Guardian
Physical layer Single-wire Dual-wire Dual-wire, Optical fiber
Security None None None

MOST Bluetooth

Adapted for Multimedia External communication
Target Entertainment Telematics
application Navigation Electronic toll
examples Information services Internet

Mobile Office Telediagnosis
Architecture Multi-master Multi-master
Access TDM TDMA
control CSMA/CA TDD
Transfer Synchronous Synchronous
mode Asynchronous Asynchronous
Data rate 24 Mbit/s 720 kbit/s
Redundancy None 79 Frequencies
Error CRC CRC
protection System Service FEC
Physical layer Optical fiber Air
Security None WEP

bus systems together. Therefore, super gateways require some kind of sophis-
ticated software and plenty of computing power in order to accomplish all
necessary protocol conversions, whereas local gateways realize only the hard-
and software conversion between two different bus backbones.

3 Exposures of Automotive Bus Systems

Ever since electronic devices were installed into cars, they have been a feasible
target for malicious attacks or manipulations. Mileage counter manipulation
[15, 16], unauthorized chip tuning or tachometer spoofing [1] are already com-
mon. Further possible electronic automotive applications like digital tacho-
graph, electronic toll and electronic license plate or paid content and informa-
tion services such as Digital Rights Management (DRM) or Location Based
Services (LBS) increase the incentive for manipulating automobile electronics.
Above all, unauthorized vehicle modifications can compromise particularly the
driving safety of the respective car and of all surrounding road users. Besides
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the most obvious attacker, the car owner, also garage employees (mostly on
behalf of the car owner) and third parties such as competing manufacturers or
other unauthorized persons and institutions may have incentives for attacks.
Moreover, in contrast to most common computer networks, the car owner
and the garage personnel have full physical access to all transmission media
and affected devices of the automotive network. As the car owner normally
has only low theoretical and technical capabilities, garage personnel and some
external third parties may have both adequate background knowledge and
the appropriate technical equipment, for feasible intrusions. This allows deep
and above all permanent manipulation of the automobile electronics. Possible
motivations of third parties for breaking into automotive networks may be at-
tacks on the passenger’s privacy (phone tapping, data theft) or well-directed
attacks on particular vehicle components in the case of a theft or even a poten-
tial assault. Table 4 briefly represents the three groups of potential attackers
and their respective capabilities. Apparently, technically sophisticated garage
employees, acting on the owners instructions, are the most dangerous attacker
group. Many analyses [2, 20, 21, 7] can verify the safety and reliability of ve-

Table 4. Attackers in the automotive area based on [18]

Attacker Capabilities Physical access

Car owner Varied (generally low) Full
Garage personnel High Full
Third party Varied (may be high) Feasible

hicle networks against random failures. Analyses that consider also intended
malicious manipulations, i.e. discuss vehicular communication security, are
still very rare [13, 23]. Thus, most existing automotive communication sys-
tems are virtually unsecured against malicious encroachments. Several factors
make it difficult to implement security in the vehicular area. So far, safety has
been the most crucial factor and therefore security has been only an after-
thought. Automotive resource constraints, the multitude of involved parties
and insufficient cryptographic knowledge cause additional difficulties when im-
plementing appropriate precautions. Moreover, security may need additional
hardware and infrastructures, may cause considerable processing delays and
particularly generates extra costs, without apparent benefits. Nonetheless, ve-
hicle electrification and in-car networking proceed unimpaired and the lack of
security becomes an increasingly serious risk, so the emerging challenge in
automotive communication is to provide security, safety and performance in
a cost-effective manner.

Many typical characteristics of current automotive bus systems enable
unauthorized access relatively easy. All communication between controllers
is done completely unencrypted in plain text. Possible bus messages, their
respective structures and communication procedures are specified in freely
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available documents for most vehicle busses. Furthermore, controllers are not
able to verify if an incoming message comes from an authorized sender at all.
Nevertheless, the major hazard originates from the interconnection of all the
car bus systems with each other. The net-spanning data exchange via various
gateway devices, potentially allows access to any vehicular bus from every
other existing bus system. In principle, each LIN, CAN or MOST controller
is able to send messages to any other existing car controller. Hence, without
particular preventive measures, a single comprised bus system endangers the
whole vehicle communication network. In combination with the increasing in-
tegration of miscellaneous wireless interfaces, future attacks on automotive
communication systems can be accomplished without contact, just by passing
a car or via cellular phone from almost anywhere in the world. Breaking away
the electronic mirror and connecting to the underlying LIN network with a
mobile computer could already be a possible promising way to break into an
expensive car today. In the next generation image-processing assistance for
autonomous driving systems such as lane tracking or far field radar will ac-
cess high safety-relevant vehicular driving systems based on information from
external databases received via known, but quite insecure wireless links. Be-
sides this, interconnections of multimedia busses like MOST and D2B, with
the control network of the vehicle, enable software programs such as viruses or
worms, received over inserted CD/DVDs, email messages or possibly attached
computers, also to penetrate highly safety-relevant vehicular systems. Even if
today modern gateways already include simple firewall mechanisms, most of
them offer unprotected powerful diagnostic functions and interfaces that allow
access to the whole car network without any restrictions. The consequences
of successful attacks range from minor comfort problems to the the risk of
an accident. Therefore, the probability of an attack and the level of security
required in a given bus system depend on the potential consequences of loss
or manipulation. As shown in Table 5, whereas attacks on LIN or multimedia
networks may result in the failure of power windows or navigation software,
successful attacks on CAN networks may result in malfunction of some im-
portant driving assistants that leads to serious impairments in driving safety.
A successful systematic malfunction on real-time busses like FlexRay, which
handle elementary driving commands like steering or breaking, can lead to
acute hazards for the affected passengers and other surrounding road users.
Nonetheless, also just a simple malicious car locking may have serious conse-
quences for passengers [3]. In the following, we describe some feasible attacks
on the protocol layer of the representative car bus systems described in Section
2. In doing so we assume we have either direct physical or logical access to the
corresponding vehicle network. Physical access means a direct interconnec-
tion with the respective communication wires, whereas logical access means
exploiting another (existing or deployed) controller or misusing the diagnosis
or even a wireless interface [19].
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Table 5. Endangerment of selected automotive bus systems

Group Subbus Event-triggered Time-triggered Multimedia Wireless

Exemplar LIN CAN FlexRay MOST Bluetooth
Exposure Low High Acute Low Varied
Possible Lessened Lessened Risk of Data theft, Unauthorized
harms functionality driving safety accident Lack of comfort external access

LIN: Utilizing the dependency of the LIN slaves on their corresponding
LIN master, attacking this single point of failure, will be a most promis-
ing approach. Introducing well-directed malicious sleep frames deactivates
completely the corresponding subnet until a wake-up frame posted by the
higher-level CAN bus restores the correct state again. The LIN synchroniza-
tion mechanism can be another point of attack. Sending frames with bogus
synchronization bytes within the SYNCH field makes the local LIN network
inoperative or causes at least serious malfunctions. LIN is unprotected against
forged messages.

CAN: The priority-driven CSMA/CD access control method of CAN net-
work enables attacks that jam the communication channel. Constantly intro-
duced topmost priority nonsense messages will always be forwarded first (even
though they will be immediately discarded by the receiving controllers) and
permanently prevent the transmission of all other CAN messages. Moreover,
utilizing the CAN mechanisms for automatic fault localization, malicious CAN
frames allow the disconnection of every single controller by posting several
well-directed error flags. Furthermore, CAN is vulnerable to forged messages.

FlexRay: Similar to the CAN automatic fault localization, FlexRay’s so-
called bus guardian can be utilized for the well-directed deactivation of any
controllers by appropriate faked error messages. Attacks on the common time
base, which would make the FlexRay network completely inoperative, are also
feasible, if within one static communication cycle more than f 1 malicious
SYNC messages are posted into a FlexRay bus. Moreover, introducing well-
directed bogus sleep frames deactivates corresponding power-saving capable
FlexRay controllers. FlexRay is also vulnerable to forged messages.

MOST: Since in a MOST network one MOST device handles the role of the
timing master, which continuously sends timing frames that allow the tim-
ing slaves to synchronize, malicious timing frames are suitable for disturbing
or interrupting the MOST synchronization mechanism. Moreover, continuous
bogus channel requests, which reduce the remaining bandwidth to a minimum,
are a feasible jamming attack on MOST busses. Manipulated false bandwidth
statements for the synchronous and asynchronous area within the boundary

1 f ≥ n/3, where n is the number of existing FlexRay nodes. Further reading in
[31]
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descriptor of a MOST frame can also make the network completely inoper-
ative. Due to the utilized CSMA/CD access control method used within the
asynchronous and the control channel, both are vulnerable to jamming attacks
similar to CAN. MOST is also vulnerable to forged messages.

Bluetooth: Wireless interconnections imply a distinct security disadvantage
over wired communications in that all information is broadcast over an open,
easily tapping-capable air link. Although Bluetooth transmissions can be con-
figured to be encrypted, there exist various feasible attacks [27, 4, 11]. Actu-
ally, even first worms and viruses begin infecting Bluetooth devices wirelessly
[8, 29].

4 Approaches to Security

Many future vehicular applications will require high end-to-end communica-
tion security as enabling environment. It is then important that all transferred
information can be seen and received in clear only by the desired parties, that
potential modifications are impossible to conceal and that unauthorized par-
ties are not able to participate in vehicular communication. Modern commu-
nication security mechanisms provide confidentiality, integrity and authenti-
cation based on cryptographic algorithms and protocols, to solve most of the
car security problems. The uncontrolled interference of the vehicle communi-
cation networks can be prevented by a bundle of measures. In the following,
we show three elementary practices to achieve vehicular bus communication
security.

4.1 Controller Authentication

Authentication of all senders is needed to ensure that only valid controllers are
able to communicate within automotive bus systems. All unauthorized mes-
sages may then be processed separately or are just immediately discarded.
Therefore, every controller needs a certificate to authenticate itself against
the gateway as a valid sender. A certificate consists of the controller identifier
ID, the public key PK and the authorizations Auth of the respective con-
troller. The gateway in turn securely holds a list of public keys PKOEM of
all accredited OEMs (Original Equipment Manufacturers) of the respective
vehicle. Each controller certificate is digitally signed by the OEM with its re-
spective secret key SKOEM . As shown in Table 6, the gateway again uses the
corresponding public key of the OEM to verify the validity of the controller
certificate. If the authentication process succeeds, the respective controller is
added to the gateway’s list of valid controllers.

4.2 Encrypted Communication

A fundamental step to improve the security of automotive bus communica-
tion is the encryption of all vehicular data transmission. Due to the particular
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Table 6. Controller authentication

Authentication

1.V erify(Sig, PKOEM ) Verify Sig with corresponding OEM public key PKOEM

2.ID, Auth Save controller properties, if verification succeeds

2.C = EP K(Ki) Send corresponding symmetric bus group key Ki

constraints of automotive bus communication systems (computing power, ca-
pacity, timing, . . . ), a combination of symmetric and asymmetric encryption
meets the requirements on adequate security and high performance. Whereas
fast and efficient symmetric encryption secures the bus-internal broadcast
communication, asymmetric encryption is used to handle the necessary se-
cure key distribution. In that case, all controllers of a local bus system share
the same, periodically updated, symmetric key to encrypt their bus-internal
communication. Asymmetric encryption provides the acquisition of the sym-
metric key for newly added authorized controllers and carries out the periodic
symmetric key update, as well as the required authentication process. In our
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Fig. 2. Secure vehicular communication

example implementation shown in Fig. 2, a centralized super gateway proces-
sor connects all existing bus systems with each other. Therefore, all inter-bus
communication is done exclusively only over the gateway processor. Moreover,
the gateway has a protected memory area to securely store (tamper-resistant)
the secret keys and the list of valid controllers together with their respective
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authorizations Auth. The application of so-called trusted computing modules
[28] can provide such particular secured memory portions. In our example,
every successful verified bus controller holds the symmetric bus group key Ki

as well as its own public and secret key pair PKj , SKj and the public key
of the gateway PKG. The gateway itself stores the certificates of each valid
controller node as well as each bus-internal group key Ki for fast inter-bus
communication. As all internal bus data is encrypted by Ki, only controllers
that possess a valid Ki are able to decrypt and read all local broadcast bus
messages. Since the centralized gateway holds the symmetric keys of every
connected bus system, fast and secure inter-bus communication between valid
controller nodes is provided. As shown in Table 7, every controller may op-
tionally also receive a symmetric authentication key Kj from the gateway,
to provide message integrity and sender authentication. If so, each controller
could append a message authentication code (MAC) to every message, i.e. the
respective hash value H(M) encrypted with its personal authentication key
Kj . Even though an asymmetric digital signature scheme could accomplish
this task as well without additional authentication keys, it would probably
exceed the timing requirements and the computing power of most automotive
controllers. Table 8 shows the receipt of encrypted message C by a controller or

Table 7. Secured message sending with MAC authentication

Sending

1.C1 = Enc(M, Ki) Encrypt message M with group key Ki

2.MAC = Enc(H(M), Kj) Encrypt hash value of M with authentication key Kj

3.C = C1||MAC Send C composed of C1 and MAC

the gateway processor. Whereas network internal controllers decrypt only the
symmetric part C1 of C, gateways have to verify also the optionally enclosed
message authentication code MAC. Only if the sender verification succeeds
and the sending controller has appropriate authorization does the gateway
re-encrypt and forward the message into the targeted subnet. To enhance the

Table 8. Secured message receiving with MAC authentication

Receiving

1.M = Dec(C1, Ki) Decrypt C1 to message M with group key Ki

2.H(M)
?
= Dec(MAC, Kj) Verify integrity and sender of M with MAC (gateway only)

3.Target ∈ Authj Forward M into target subnet if Authj allow (gateway only)

security additionally, the gateway may initiate periodic bus group key up-
dates. This prevents installing unauthorized controllers using a compromised
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Ki or SKj . To inform all controllers of a bus system, the gateway broadcasts
for each controller on its current list of valid controllers a message encrypted
with the respective public key PKj of each controller. When every controller
has decrypted its key update message with its secret private key SKj , a final
broadcast of the gateway may activate the new symmetric bus group keys.

4.3 Gateway Firewalls

For completing vehicular bus communication security, gateways should im-
plement capable firewalls. If the vehicular controllers are capable of imple-
menting MACs or digital signatures, the rules of the firewall are based on the
authorizations given in the certificates of every controller. Therefore, only au-
thorized controllers are able to send valid messages into (high safety-relevant)
car bus systems. If the vehicular controllers do not have the abilities to use
MACs or digital signatures, the rules of the firewall can be established only
on the authorizations of each subnet. However, controllers of lower restricted
networks such as LIN or MOST should generally be prevented from sending
messages into high safety-relevant bus systems as CAN or FlexRay. Moreover,
diagnostic functions and messages as well as all diagnostic interfaces, normally
used only for analyses in garages or during manufacturing, should be disabled
completely by authorized garage personnel to be inaccessible during normal
driving operation.

5 Summary and Outlook

In this work, we have briefly presented current and future vehicular communi-
cation systems and pointed out several bus communication security problems.
We presented an approach that uses modern communication security mecha-
nisms to solve most of the local vehicular communication security problems.
We expect that multimedia busses and wireless communication interfaces will
soon be available in most modern automobiles. As already occurs now on the
Internet, malicious attackers should not be underestimated and are most def-
initely a real existing threat. Even if a single successful attack causes only
minor hazards for passengers it may seriously jeopardize public confidence in
a brand [25]. Since future automotive systems and business models particu-
larly depend on comprehensive and efficient measures that provide vehicular
communication security, adequate technical, organizational and financial ex-
penditures have to be arranged today.
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Summary. As a component of the intelligent transportation system (ITS) and one
of the concrete applications of mobile ad hoc networks, inter-vehicle communication
(IVC) has attracted research attention from both academia and industry of, notably,
US, EU, and Japan. The most important feature of IVC is its ability to extend the
horizon of drivers and on-board devices (e.g., radar or sensors) and, thus, to improve
road traffic safety and efficiency. This chapter surveys IVC with respect to key
enabling technologies ranging from physical radio frequency to group communication
primitives and security issues. The mobility models used to evaluate the feasibility
of these technologies are also briefly described. We focus on the discussion of various
MAC protocols that seem to be indispensable components in the network protocol
stack of IVC. By analyzing the application requirements and the protocols built
upon the MAC layer to meet these requirements, we also advocate our perspective
that ad hoc routing protocols and group communication primitives migrated from
wired networks might not be an efficient way to support the envisioned applications,
and that new coordination algorithms directly based on MAC should be designed
for this purpose.

1 Introduction

Inter-vehicle communication (IVC), on one hand, is an important component
of the intelligent transportation system (ITS) architecture. It enables a driver
(or its vehicle) to communicate with other drivers (or their vehicles) that lo-
cate out of the range of line of sight (LOS) (or even out of radio range if
a multihop network is built among several vehicles). As a result, informa-
tion gathered through IVC can help improve road traffic safety and efficiency.
On the other hand, moving vehicles equipped with communication devices
form an instance of long-envisioned mobile ad hoc networks [25]. Benefiting
from the large capacities (in terms of both space and power) of vehicles, the
nodes of these networks can have long transmission ranges and virtually un-
limited lifetimes. Also, many existing protocols designed for ad hoc networks
and experiences learned from the related research can be applied. One of the



112 Jun Luo and Jean-Pierre Hubaux

earliest studies on IVC was started by JSK (Association of Electronic Technol-
ogy for Automobile Traffic and Driving) of Japan in the early 1980s. Later,
well-known research results on platooning1 have been demonstrated by the
California-based PATH project [13] and the Chauffeur EU project [12]. The
cooperative driving systems of Japan in the late 1990s and 2000 (e.g., DEMO
2000 [34]) exhibit another set of important applications of IVC. A related
topic is adaptive cruise control (ACC). Traditional solutions to this issue in-
volve mainly automatic control systems for individual vehicles [35], but IVC
can help to make the coordination more efficient. Recently, the transmission
of information about incidents, emergencies, or congestion from (a) preceding
vehicle(s) to vehicles following behind also became an important application
of IVC (e.g., [24]). The newly initiated European Project CarTALK 2000 [27]
tries to cover problems related to safe and comfortable driving based on IVC.
It focuses on the design, test and evaluation of co-operative driver assistance
systems by taking into account both IVC and road-to-vehicle communication
(RVC), where RVC is used to provide vehicles with access to fixed networks
[23]. CarTALK 2000 also co-operates with other projects such as the German
FleetNet [9] and NOW (Network on Wheels: www.network-on-wheels.de)
for the development of IVC.

The main applications of IVC, as summarized by [27], can be roughly
categorized into three classes:

• Information and warning functions: Dissemination of road informa-
tion (including incidents, congestion, surface condition, etc.) to vehicles
distant from the sites of interest.

• Communication-based longitudinal control: Exploiting the “look-
through” capability of IVC to help avoiding accidents and to arrange pla-
tooning.

• Co-operative assistance systems: Coordinating vehicles at critical
points such as blind crossings (a crossing without light control) and high-
way entries.

There are also “added value” applications, such as location-based services and
multiplayer games. Considering the tight coupling between a specific applica-
tion and its supporting mechanisms, we will not devote a section to describe
applications, but rather mention applications when their enabling mechanisms
are discussed. The remainder of this chapter is structured as follows. Section 2
discusses the radio bands used in IVC physical layer. Section 3 details various
proposals for IVC MAC. Section 4 presents several routing protocols dedicated
to IVC. Section 5 describes application of group communication in IVC. Sec-
tion 6 discusses security issues. Section 7 briefly describes different mobility
models used in IVC simulations. Finally, Section 8 makes conclusions.
1 Platooning is by definition the technique of coupling two or more vehicles together

electronically to form a train. This means that the total headway for vehicles
going in the same direction could be reduced, and the capacity of the road would
consequently be increased.
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2 Radio Frequency Spectrum

In this section, we discuss the frequency spectra used by different IVC sys-
tems; we do not address technical issues such as the antenna and modulation
in the physical layer. As the media for the IVC, both infrared and radio waves
have been studied and employed for experimental systems. The radio waves
include VHF, micro, and millimeter waves. The communication with infrared
and millimeter waves are within the range of LOS and usually directional,
whereas those with VHF and microwaves are of broadcast type. Although
VHF waves such as the 220 MHz band have been used because of their long
communication distance, the mainstream nowadays is microwaves. The ded-
icated short-range communication (DSRC) in the USA, allocated by FCC,
spans over 75 MHz of the spectrum in the 5.9 GHz band. In Japan, 5.8 GHz
DSRC was used by DEMO 2000 and 60 GHz millimeter wave has been tested
to evaluate its performance under the hidden terminal situation. In Europe,
Chauffeur chose 2.4 GHz at the beginning; it also changed to 5.8 GHz later.
CarTALK/FleetNet chose UTRA TDD because of the availability of an unli-
censed frequency band at 2010–2020 MHz in Europe. It is worth noting that
infrared, in spite of its various drawbacks, has been adopted by most projects
including JSK, PATH, and CarTALK, typically for co-operative driving.

3 MAC/PHY Layer: (W)LAN vs. 3G

Currently, there are two main approaches in developing wireless MAC for IVC.
They differ in the adopted radio interface. One approach is based on exist-
ing wireless LAN physical layers, such as that of IEEE 802.11 or Bluetooth.
An alternative approach is to extend 3G cellular technology, i.e., CDMA, for
decentralized access. The advantage of the first approach is its inherent sup-
port for distributed coordination in ad hoc mode, but the flexibility of radio
resource assignment and of transmission rate control is low. On the contrary,
3G extensions have the potential of high granularity for data transmission
and flexible assignment of radio resources due to the CDMA component, but
suffer from the complexity of designing coordination function in ad hoc mode.
We now discuss these two approaches separately.

3.1 WLAN Extension

Although it is possible to use WLAN standards directly for RVC [23], the out-
come might not be satisfactory for IVC since, for example, these mechanisms
are designed without having mobility in mind. Migrating a WLAN technology
for vehicular applications requires development in the following areas:

a. Resistance to potentially more severe multipath effects
b. Time synchronization between nodes susceptible to move rapidly
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c. Distributed resource allocation in a network of highly dynamic topology.

While (a) depends much on the development of hardware and proper physi-
cal layer, there are proposals that tried to solve (b) and (c) solely within the
MAC layer. We hereafter discuss several proposals that inherit certain parts
of the existing standards but try to solve some aforementioned aspect(s) by
adding new features. Lee et al. [16] from PATH suggest the use of a token
ring protocol similar to IEEE 802.4 to solve the contention of radio resources.
The protocol includes the mechanism to construct, recover, join, and leave a
ring, as well as the token circulation and multiple token resolution in the ring.
Although this protocol is claimed to be adaptive to dynamic topology and
rely only on the physical layer of IEEE 802.11, the performance evaluations
did not take mobility into account and the protocol evaluated is implemented
on top of IEEE 801.11 DCF. Therefore, a convincing proof is still necessary
to show that this protocol is suitable for IVC. Katragadda et al. [15] propose
a Location-based Channel Access (LCA) protocol. Assuming the availability
of location-aware devices with each node, the LCA protocol divides a geo-
graphical area into cellular structure with each cell having a unique channel
associated with it. Within a given cell, any multiple access schemes, including
CSMA, CDMA, and TDMA, can be used. In this sense, LCA is not simply an
extension of WLAN. Considering the similarity between LCA and the spatial
division multiple access (SDMA) in traditional cellular networks, a doubt may
be raised about the protocol’s adaptability to high mobility scenarios like in
IVC. There are other proposals based on some traditional LAN technologies
such as the non- or p-persistent CSMA used by DOLPHIN [33]. The contri-
bution of this work is to show that the non-persistent CSMA outperforms the
p-persistent one regarding packet loss in those cases usually involved in IVC.
As a result, the non-persistent CSMA is adopted as the IVC protocol of the
DEMO 2000 co-operative driving [34].

Numerous proposals are concerned with modifying IEEE 802.11 for some
specific case(s). We do not discuss them here due to their minor significance
to IVC.

3.2 3G Extension

It is impossible to directly apply 3G technologies, because they are designed
for cellular networks, which are inherently centralized. The following problems
have to be addressed in order to extend 3G technologies for IVC:

a. Distributed radio resource management
b. Power control algorithms
c. Time synchronization.

All these problems are due to the absence of centralized infrastructure. There-
fore, the solution should rely on distributed media access control. Many pro-
posals suggest using Reservation ALOHA (R-ALOHA) for distributed channel
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assignment. R-ALOHA has higher throughput than slotted-ALOHA, since a
node that catches a slot can use it in subsequent frames as long as it has pack-
ets to send. However, there are two problems to be solved in order to make
traditional R-ALOHA work for IVC. On one hand, R-ALOHA has a potential
risk of instability in the case of many participating nodes and frequent reser-
vation attempts due to short packet trains. Lott et al. [17] solve this problem
by letting every node reserve a small part of transmit capacity permanently
even if it has no packets to send. This results in a circuit-switched broadcast
connection primarily used for signaling purposes. The time synchronization
is built upon the information from GPS and additional synchronization se-
quence in parallel to data transmission. Further system evaluation under high
node mobility can be found in [28]. On the other hand, traditional R-ALOHA
needs a broadcast environment for all nodes to receive all the transmitted
signals and, most important, to get the status information of slots. Since IVC
suffers from the hidden terminal problem, destructive interference with al-
ready established channels can occur and accessing nodes have no idea about
the outcome of their transmission. To overcome these problems, Borgonovo
et al. [4] have studied a new protocol, named Reliable R-ALOHA (or RR-
ALOHA). This protocol transmits additional information to let all nodes be
aware of the status of each slot, thus safely allowing the same reservation
procedure of R-ALOHA to occur in IVC. The two-hop relaying that propa-
gates the status information is very similar to what is used in ad hoc routing
to let a node know the neighbor information of its neighbors. However, since
this work is very recent and is still under study, no field test or simulation
results are reported, leading to the question about its performance under high
mobility networks. Both protocols are based on UTRA TDD, which is chosen
by CarTALK/FleetNet as the target system. Several MAC protocols for ad
hoc networks combine CDMA with random channel access (e.g., [30]). These
protocols usually start their transmission immediately, irrespectively of the
state of the channel. Under appropriate code assignment and spreading-code
schemes, primary collisions (i.e., two nodes with the same code try to access
the channel together) can be avoided. However, Muqattash and Krunz [21]
pointed out that RA-CDMA (random access CDMA) suffers from multi-access
interference (MAI), resulting in secondary collisions (also known as near–far
problem in the literature) at a receiver. As a consequence, CA-CDMA [21]
uses a modified RTS/CTS reservation mechanism. The channel is split into
control and data channels. RTS/CTS is transferred over control channels to
let all potentially interfering nodes be aware of the channel status. In contrast
to IEEE 802.11, interfering nodes may be allowed to transmit concurrently,
depending on some criteria. The protocol also exploits knowledge of the power
levels of the overheard RTS/CTS to perform power control that intends to
alleviate the near–far problem. According to the simulation results (especially
the comparison between CA-CDMA and IEEE 802.11), this protocol is a quite
promising MAC for ad hoc networks, but simulations (or even field tests) that
take mobility into account are necessary to justify its deployment in IVC.
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Summary

Although a number of MAC protocols have been proposed, more efforts are
needed to put them into practice. Currently, IEEE 802.11b is still the one
used for demonstration [10], and IEEE 802.11a is chosen by ASTM (American
Society for Testing and Materials) to be the basis for its standard of DSRC [1].
However, the MAC protocol based on UTRA TDD, promoted by CarTALK,
could be another promising solution for IVC (at least in the EU).

4 Network Layer: The Role of Location Awareness

Almost all unicast routing protocols proposed for IVC are position-based. Ba-
sically, any existing position-based routing protocol for ad hoc networks [31]
can be applied to IVC, but the protocols can be optimized by taking into
account the special features of vehicles. For example, GPS, Geographic Infor-
mation System (GIS), and digital maps can help a node to be aware of its
location and the surroundings, such as the road topology. Since the road topol-
ogy has a strong influence on the network topology in IVC, this knowledge
does help to make the routing protocol more efficient [32, 7]. Furthermore,
one of the most recent results on position-based routing [11] proposes a for-
warding scheme avoiding the need of beacons for improved efficiency. One of
the real implementations, demonstrated by FleetNet [10] (see also [20]), has
not exploited these special features of vehicles yet. Their protocol behaves
like a reactive routing protocol by requesting the location of a destination
when sending a packet. Then greedy geographical forwarding is used to for-
ward packets. We also notice that most people try to solve the problem of
unicast routing just because “it is challenging in ad hoc networks". Actu-
ally, considering the applications mentioned in Section 1 (which involve more
group-oriented rather than pairwise communications), we are really wonder-
ing if unicast routing still has the same significance as in “general" ad hoc
networks. The application of broadcasting is usually to disseminate traffic in-
formation. Most solutions suggest scoped-flooding for broadcasting. Thanks
to the peculiarity of this application, certain optimizations can be applied.
For example, Wischhof et al. [36] adaptively change the inter-transmission
interval according to the significance of the event conveyed by the message
in transmission, while Briesemeister et al. [6] use a randomized interval. If
the locations of vehicles are again taken into consideration, a multiresolution
data structure can be used to express information in the message [19]. The
intuition here is that the further a vehicle is from the event, the less detail it
needs.

Summary

Considering the application requirements for IVC, broadcast/geocast routing
that disseminates information to a set of nodes that are located in the neigh-
borhood seems to be a necessary mechanism; it could be optimized according
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to the requirements of an application. On the contrary, unicast routing might
be superfluous in most cases.

5 Group Communication: Promising but Unattended
Research Area

Although two of the main applications of IVC, namely platooning and co-
operative driving, imply the need for group communication, researchers sel-
dom pay attention to this area. While broadcast protocols mentioned in
the previous section perform group-oriented information dissemination, group
communication primitives would still be welcome for IVC, because reliability
could be important in certain critical situations. We hereby discuss a few re-
lated works and try to envision some potential research aspects. Briesemeister
[5] suggests reducing the group membership service to the local environment
of a node, because of the impossibility result of primary-component group
membership in asynchronous systems with crash failures (which is the situa-
tion with IVC). The localized group membership service (LGMS) only tracks
the membership of neighbors and installs a local view at each node. Obviously,
the views of different nodes differ from each other. Although LGMS provides
an interesting solution to the problem that the author aims at, i.e., congestion
area detection, its weak properties (e.g., no agreement on the membership)
make it hard to apply to a broad context. Actually, this service does not sup-
port any functions with a reliability requirement due to the lack of global view
of the group. Gorman [22] raises a very interesting problem about coordinating
vehicles at a blind crossing, which he terms 4-way stop (4WS) problem, and
tries to apply group communication to perform coordination functions. While
the problem itself is intriguing since it is an important aspect of co-operative
driving, the proposed solution needs further improvement. It is not yet clear
whether all the properties mentioned in the thesis, which are direct migrations
from traditional group communication, could really work in IVC environment.
Some researchers from the theoretical area of distributed computing also no-
ticed the importance of applying group communication in IVC. Meier and
Cahill [18] proposed an event-based middleware to support group-oriented
applications. They focus on small groups that are apparently abstracted from
scenarios in IVC.2 However, the underlying membership service that attempts
to locate all nodes in a given geographical area is a bit costly (in terms of com-
munication consumption), and it is not clear if applications really need this
kind of membership service. Baehni et al. [2] consider the problem of sharing
certain resources among a group of vehicles. They propose an algorithm that
solves the problem in a synchronous model. Another important contribution
is to prove the impossibility of achieving fairness and concurrency as well as
the impossibility of solving the problem in an asynchronous model.

2 Unfortunately, they implement their experiments only in an RVC scenario.
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Summary

Group communication is definitely an important component of IVC, but it
has seldom been addressed. Existing proposals show that potential design
considerations could include: (i) building the system directly upon the MAC
layer and (ii) tracking membership in a more lightweight way than a global
tracking.

6 Security: An Emerging Research Topic

Security of IVC has been ignored so far by the research community. The only
publication we could find is by El Zarki et al. [37]. The paper proposes a system
called DAHNI (Driver Ad Hoc Networking Infrastructure), to be mounted (in
the long run) on each vehicle. DAHNI includes both processing and wireless
communication facilities, allowing each car to constitute a local communica-
tion area around itself. In this way, each car can exchange vital signs with the
neighboring vehicles. The authors discuss the security implications of such a
solution. One of their conclusions is a bit surprising: they mention that no
confidentiality is needed, thereby neglecting the tremendous privacy concerns
that such a solution is likely to raise. They mention that no key distribution is
necessary, which is true for the scenarios they consider; but if vehicles need to
securely estimate the distance between them, the establishment of symmetric
keys is required. In [14], we have shown that the wireless identification of vehi-
cles is likely to rely more and more on electronic licence plates. We have iden-
tified the attacks against such a scheme, including those against the privacy
of vehicle drivers; we have sketched appropriate techniques to thwart them.
We have shown that this principle enables fundamental mechanisms such as
location verification; it also supports secure distance estimation. Finally, we
have explained how these mechanisms can support cooperative driving. More
recently, we have proposed a security architecture that is compliant with the
constraints of privacy preservation [26].

7 Mobility Model: Basis of Protocol Simulation

The mobility pattern underlying an inter-vehicle network is quite different
from the “random waypoint” model that is intensively used for ad hoc net-
work simulations. Fortunately, researchers of applied mathematics have al-
ready proposed many tools for traffic modeling (e.g., [3] provides a survey of
these approaches), which can be used to extend network simulators such as
ns-2 and GloMoSim. Note that the simulations for MAC protocols of IVC
must also take mobility into account [28], which is not necessarily the case for
the traditional MAC protocol (even wireless MAC like IEEE 802.11). Usually,
mathematical modeling for traffic can be classified into three categories [3],
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according to the phenomenological observation of the system: (i) microscopic
modeling, (ii) statistical description, and (iii) macroscopic description. We
are not going to give details about each method, but rather provide examples
where certain protocols are simulated. Microscopic modeling is suitable for
simulating group communications, because the applications of these protocols
are often concerned with local behaviors of vehicles. For example, Briesemeis-
ter applies a microscopic model in her thesis [5], which describes the velocity
and position of each vehicle at a given time. Many other papers discussing
routing protocols use macroscopic models where the mobility pattern is de-
fined by four parameters: average vehicle speed v in m/s, traffic density ρ

in vehicles/km, traffic flow q in vehicles/s, and net time gap τ in seconds.
Usually, assumptions are made on two of them since the other two can be
calculated subsequently. For example, Rudack et al. [29] assume a v of nor-
mal distribution and a τ of exponential distribution, while Briesemeister et
al. [6] assign uniform distribution for both v and ρ. All the aforementioned
models deal with one-dimensional cases, but the real mobility pattern of a
vehicle is in a two (even three) dimensional space. To this purpose, the cel-
lular automaton approach [8], combined with road patterns created based on
certain maps, is adopted by FleetNet to simulate their Self-Organizing Traffic
Information System (SOTIS) [36]. This approach is based on Markov chain
theory to emulate the vehicles’ behavior at a cross road.

Summary

The application context has to be taken into account when choosing a mobility
model to evaluate certain protocols.

8 Conclusion

Various aspects of IVC are surveyed in this chapter. The chaper shows that the
design of communication protocols in the framework of IVC is extremely chal-
lenging due to the variety of application requirements and the tight coupling
between an application and its supporting protocols. Most existing propos-
als are concerned with MAC and routing protocols. While MAC is definitely
an important component of the IVC protocol stack, we are not convinced
that routing protocols are necessary in most cases, as they are supposed to
be in general ad hoc networks. In many situations, especially those related
to co-operative driving, local but distributed coordination functions sitting
directly upon MAC would be more efficient solutions. In addition, since vehi-
cles will become “smarter”, partially due to the installation of IVC systems,
security and privacy are becoming new concerns that both academia and in-
dustry should pay attention to. Finally, mathematical models for road traffic
are important tools in developing IVC systems, because simulations are still
necessary in testing large-scale communication systems.
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Summary. It is widely recognized that data security will play a central role not
only in the design of future IT systems, but also in all kind of systems in which
electronic data are exchanged. Cryptology is the main tool to realize data security.
Cryptographic primitives will not only secure the data communication, but will
provide safety and reliability of the given system. The latter is sometimes far more
important for certain applications which involve automated control based on the
data communication between different devices. Cryptology provides two different
kinds of algorithms, namely symmetric and asymmetric (public-key) algorithms.

This chapter gives an introduction to symmetric key cryptography and its sub-
groups – block ciphers and stream ciphers. We also provide short descriptions of the
most commonly used algorithms in industry: DES and AES. We will focus on their
special properties from an implementation point of view. Major concentration will
be on software and hardware implementations of DES, 3-DES, AES and different
modes of operations of block ciphers so that they can be used also as stream ciphers.

1 Introduction

It is widely recognized that data security will play a central role not only in
the design of future IT systems, but also in all kinds of systems in which
electronic data are exchanged. Until a few years ago, only computers and
data transferred through the Internet had been protected against someone
who wants to harm the system. Nowadays, there has been a shift towards
security critical applications realized on embedded systems and we find that
the bad third party is also interested in manipulating or preventing the func-
tionality of these systems. Many of those applications rely heavily on security
mechanisms, including security for wireless phones, faxes, wireless computing,
pay-TV, and copy protections schemes for audio/video consumer products and
digital cinema. However, we will find in the near future more and more protec-
tion mechanism in daily applications, like smart windows, refrigerators, traffic
signs and cars. Note that security mechanisms will not only secure the data
communication, but will provide safety and reliability of the given system.
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The latter applies to many applications, e.g. the traffic signs and cars, even
more important than the secrecy of data, because it is a protection against
failure by chance.

It is also important to note that a large share of those embedded appli-
cations will be wireless, which makes the communication channel especially
vulnerable and the need for security even more obvious.

The merging of the transmission of data and computation functionality for
encryption requires data processing in real time. This will be one of the chal-
lenges for future applications because they are mostly realized with embedded
processors. Hence, for development there are only limited resources available.
On the other side, however, we need to perform extensive computations to be
able to provide some of the security mechanisms. Another crucial issue is the
performance of algorithms. One needs encryption algorithms to run at the
transmission rates of the communication links. Slow–running cryptographic
algorithms can translate into malfunction of systems.

The explosive growth of digital data that is transmitted also brings addi-
tional security challenges. Millions of bits are sent over wire or wireless each
day. In the future, megabytes of sensitive data (e.g. secret documents but
also control information) will be transferred and moved over communication
channels around the world. Thus, it is imperative that all these transactions
be realized in a secure manner. Specifically, unauthorized access to informa-
tion must be prevented, privacy must be protected, and authenticity must be
established. Cryptography, or the art and science of keeping messages secure
[19], allows us to solve these problems.

The engineer who designs a system has also to consider physical secu-
rity using different platforms. An encryption algorithm running on a general-
purpose computer has only limited physical security, as the secure storage of
keys in memory is difficult on most operating systems. On the other hand,
hardware encryption devices can be securely encapsulated to prevent attack-
ers from tampering with the system. Thus, custom hardware is the platform
of choice for security protocol designers. Hardware solutions, however, come
with the well-known drawback of reduced flexibility and potentially high costs.
These drawbacks are especially prominent in security applications in which
one needs to change the cryptographic primitives.

Many of the new security protocols decouple the choice of cryptographic
algorithm from the design of the protocol. Users of the protocol negotiate on
the choice of algorithm to use for a particular secure session. Hence, these
applications must support many cryptographic algorithms and protocols. In
addition, they need to be “algorithm agile,” that is, able to select from a variety
of algorithms (e.g. IPSec – the security standard for the Internet). However, it
is obvious that one can integrate these kinds of protocols for all applications
because of limited resources. Hence, the security engineer will always have to
decide how much security is necessary and what resources are available.

In this chapter we will first give an overview (Section 2), differentiating dif-
ferent security services and how symmetric key cryptography can solve some
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of them. Section 3 explains symmetric key algorithms and its subgroups: block
ciphers and stream ciphers. The following two sections, Sections 4 and 5, con-
centrate on two specific symmetric key algorithms, DES and AES, describing
their structure and different implementation possibilities. Sections 6 and 7
describe the different modes of operation and other cryptographic primitives
that can be built from block ciphers respectively. We end this contribution
with some conclusions.

2 Overview

Cryptography involves the study of mathematical techniques that provide the
following security services:

• Confidentiality is a service used to keep the content of information ac-
cessible to only those authorized to have it. This service includes both
protection of all user data transmitted between two points over a period
of time as well as protection of traffic flow from analysis.

• Integrity is a service that requires that computer system assets and trans-
mitted information be capable of modification only by authorized users.
Modification includes writing, changing, changing the status, deleting, cre-
ating, and the delaying or replaying of transmitted messages. It is impor-
tant to point out that integrity relates to active attacks and therefore, it is
concerned with detection rather than prevention. Moreover, integrity can
be provided with or without recovery.

• Authentication is a service that is concerned with assuring that the origin
of a message is correctly identified. That is, information delivered over
a channel should be authenticated as to the origin, date of origin, data
content, time sent, etc. For these reasons this service is subdivided into
two major classes: entity authentication and data origin authentication.
Notice that the second class of authentication implicitly provides data
integrity.

• Non-repudiation is a service which prevents both the sender and the re-
ceiver of a transmission from denying previous commitments or actions.

Symmetric cryptography provides the ability to securely and confidentially
exchange messages between two parties. This is especially important if the
data should not be revealed to any third party. Integrity can be guaranteed
by using the proper mode of operation with symmetric cipher. Authentica-
tion without non-repudiation can also be achieved if the secret key is known
only to the two parties. Asymmetric algorithms have much more fascinating
properties which will be discussed in the next chapter [24].
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3 Symmetric Key Cryptography

Symmetric key cryptographic algorithms are the basic building blocks of any
secure systems which require confidentiality. They are used normally to en-
crypt messages in bulk that are transmitted between two systems. In these
kinds of cryptographic algorithms, the keys used for encryption and decryp-
tion are the same for both the communicating entities and hence called a
symmetric cipher. It can be regarded as a safe-box inside which messages can
be put and then locked and sent to the other party. If the other party has
the key to the lock, then the party can open and read the messages in the
safe-box. The security of the symmetric cipher depends only on the key which
is known only to these two parties (the algorithm is assumed to be public),
and so these ciphers are also sometimes referred to as private-key algorithms.
The exchange of these keys between the parties may have to be done using a
different secure channel or by using public–key crypto–systems, which will be
discussed in the next chapter.

Since symmetric key algorithms are used to encrypt the bulk of the data,
they have to run at high speeds or at least at the bandwidth of the channel so
as not to cause a bottleneck. There has been a lot of study to make symmetric
key cryptography as efficient as possible without compromising the security.

Symmetric key algorithms are mainly divided into two categories: block
ciphers and stream ciphers.

3.1 Block Ciphers

Block ciphers encrypt the messages in data blocks of fixed length, mostly 64
bits or 128 bits. The most well known block ciphers are the Data Encryption
Standard (DES) [16], and the Advanced Encryption Standard (AES) [21].

DES was the first commercially standardized block cipher with 64-bit data
block size and 56-bit key size. The algorithm has been widely used in different
industries ranging from the banking sector to Internet security. Its widespread
use has been largely due to the fact that it was the only standardized and
openly available algorithm outside the domain of military and secret agencies
that had been extensively studied by the cryptanalytic community. The design
criteria for the DES algorithm and its security analysis were not released in
the public domain which caused many to distrust the design process. There
have been no major weaknesses found in the algorithm to date to practically
break it other than the relatively small size of the key. This allows a brute force
attack running through all the keys becoming easily attractive with decreasing
cost for the computational power [6]. DES finally expired as a US standard
in 1999, out living its recommended usage life, and the National Institute
of Standards (NIST) selected the Rijndael algorithm as the AES in October
2000. In the transition phase Triple-DES was approved as an FIPS standard
[15].
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The AES selection process was remarkably different from that of its pre-
decessor by making it as an open challenge to the cryptographic research
community. The algorithm Rijndael [4] developed by Daemen and Rijmen
was finally selected from a large set of algorithms submitted to the AES chal-
lenge running over three years. AES [21] supports block size of 128 bits and
variable key sizes of 128 bits, 192 bits, and 256 bits to give a choice of different
security levels based on its application. It is important to point out that the
trend in modern block cipher design has been to optimize the algorithms for
efficient software implementations, in contrast to DES, which was designed
for hardware.

There have been other block ciphers like IDEA which have been popular
to a certain extent because it was used as the default algorithm for the Pretty
Good Privacy (PGP) email encryption package. Most of these algorithms were
developed because of the security concerns of the small key size which was
finally fixed with the AES. So most applications which demand security have
switched to AES (including PGP and SSL).

For practical reasons, however, DES continues to be used widely in legacy
systems and versions like Triple-DES (especially in the banking community)
are still standard. These versions counter the disadvantage of the smaller key
length by encrypting the message multiple times with DES with different keys.

It should be noted that block ciphers are only the building blocks for
confidentiality. They can be used in different ways to achieve this purpose,
called modes of operation. Some of the well–known modes are Electronic Code
Book (ECB), Cipher Block Chaining (CBC), Cipher Feedback (CFB), Output
Feedback (OFB), and Counter mode [1, 14, 10, 11]. These will be discussed
in Section 6 later in this chapter.

3.2 Stream Ciphers

The main idea behind stream ciphers is the one-time pad (OTP) [22] encryp-
tion (also called Vernam cipher), which is the only known cipher to have a
provably unconditional security [20]. The OTP works by bitwise XOR of the
plain-text with a one-time key which is of the same length. The problem of
having a secret key of the same length as the message to be transmitted makes
OTP encryption inconvenient in practice. This shortcoming is overcome by
using a pseudo-random generator (but unconditional security holds no more).
Today’s stream ciphers operate on a single bit of plain text (or a few bytes
of data) being XORed to a pseudo-random key stream generated based on a
master key and an initialization vector. This is also a secret key encryption,
i.e. both parties need to know the secret master key.

Stream ciphers are especially useful in situations where transmission errors
are highly probable because they do not have error propagation. In addition,
they can be used when the data must be processed one symbol at a time
because of lack of device memory or limited buffering. Mobile telephony is
one such situation where stream ciphers are used because they are inherently
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much simpler in design and are very suitable for mobile devices which are
constrained by the chip area and power.

A5 cipher is the most well–known stream cipher as it is used in “Global
System for Mobile communication (GSM)” telephony (discussed in “Security
Aspects of Mobile Communication Systems” in this book). It was the first time
that cryptographic algorithms were widely used in mass market equipment.
There are different versions of the A5: European version A5/1 and a weakened
version A5/2 for export. The algorithm is built into mobile phones and was
kept a secret; however, there have been open implementations by reverse engi-
neering. A5/1 uses a 64–bit cipher key but most implementations were found
to be using an artificially weakened 54-bit key by zeroing the top 10 bits.
There have been different attacks published which makes A5 completely weak
for present security needs. In September 2003, a new algorithm A5/3, also
called Kasumi (a block cipher), has been standardized by the “3rd Generation
Partnership Project (3GPP)” for the new third generation (UMTS) mobile
networks (discussed in “Security Aspects of Mobile Communication Systems”
in this book). Kasumi is a modified version of Mitsubishi’s MISTY [12] algo-
rithm, which has been widely studied by the open cryptographic community.
The A5/3 algorithm uses a 128-bit key but the effective key length is only 64
bits due to the way the key is derived.

The other most widespread stream cipher is the RC4 cipher developed by
Ron Rivest of RSA security in 1987. RC4 is also not openly available and
is kept as a trade secret of RSA security. There has been an alleged copy
of RC4 source code called ARC4 which was published anonymously in 1994
and numerous cryptanalyses based on it. Though RC4 by itself can have an
arbitrary key size, because of export restrictions a 40-bit key was normally
used but now 128 bits is common. It is used in different applications like SSL,
Adobe Acrobat and Microsoft Office.

Another stream cipher that is used widely is E0 in Bluetooth (discussed
in “Security Aspects of Mobile Communication Systems” in this book). It has
a maximum key length of 128 bits but the actual key size used is negotiated
between the communicating devices.

It is worth mentioning that the recent European project “New European
Schemes for Signatures, Integrity, and Encryption (NESSIE)”, whose main
purpose was to recommend cryptographic schemes to provide different security
services and be included in standards and products, has decided to recommend
none of the submitted stream ciphers because none of the algorithms met the
rather stringent security requirements put forward by the project [17, 18].

In April 2005, a new call for stream cipher primitives was launched by “Eu-
ropean Network of Excellence for Cryptology (ECYRPT)” which is expected
to find a suitable candidate for widespread adoption.

It should be noted that stream ciphers can also be built from block ciphers
by using the different chaining modes (discussed in Section 6), though it might
be inefficient in terms of area but adds no extra cost if a block cipher is
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already implemented on the system. Hence block ciphers like AES are being
used increasingly to implement the key stream generator for stream ciphers.

4 Data Encryption Standard

Data Encryption Standard has been the first and most well–known standard
for secure data storage and mail systems, electronic fund transfers and elec-
tronic business data interchange. It has been in use since 1976 when it was
developed by IBM for securing documents and standardized [16] by the Na-
tional Bureau of Standards.

DES is a block cipher which operates on 64-bit blocks of plain text data
and uses a 56-bit key as a secret. Essentially the same algorithm works both for
encryption and decryption. Like every block cipher, the DES algorithm also
consists of a repeating process called a round. The round is executed sixteen
times (see Fig. 1) to generate the cipher text. The key is also expanded using a
key expansion routine (Fig. 2) to allow a different sub-key to be used for each
round. A detailed description of the implementation can be found in [19, 14].

Fig. 1. Transformation order for DES

DES is broadly based on the two important properties suggested for block
ciphers by Shannon in his ground breaking paper [20]: diffusion and confusion.
Diffusion is the property of spreading out the influence of a single plain text
digit over many cipher text digits so as to hide the statistical structure of
the plain text. Confusion means using the enciphering transformations that
complicates the determination of how the statistics of the cipher text depends
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Fig. 2. DES Key expansion

on the statistics of the plain-text. Diffusion and confusion are realized in each
of the rounds by using permutations and substitutions of the plain text as
shown in the Fig. 3. The sixteen rounds help to propagate the confusion and
diffusion characteristics.

Fig. 3. DES Round function

DES when developed was designed to be implemented efficiently in hard-
ware. This allows very compact and fast implementations of DES possible
in hardware (see Table 1). But software implementations have normally been
hard because specific bits within a byte are addressed, which is hard to realize
in software efficiently.
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Table 1. Hardware Performance of DES

DES Encryption and Decryption
Virtex-II FPGA ASIC TSMC 180nm

Size (Slices) Data Rate (Mbps) Size (gates) Data Rate (Mbps)
Compact 527 128 7.9K 266
Standard 803 240 11.8K 533

Fast 1,367 430 21.8K 1,067
Ultra Fast 4,305 1,941 56.7K 4,267

4.1 Bit Slice implementation of DES

Eli Biham suggested the bit slice implementation [3] of DES to overcome the
problems with selecting single bits within the block. The data blocks to be
encrypted are arranged along their bits and the first bit of each data item is
selected for encrypting the data in registers as shown in the Fig. 4. The CPU
can be viewed as 8, 16 or 32-bit parallel processors based on the word size of
the processors. The processor then acts on the data as an SIMD instruction.
This also allows encrypting multiple blocks of DES in parallel.

Fig. 4. Bit slice implementation

Since DES operates bit-wise, all of the operations match into a normal
implementation of DES and do not affect the final computation bits of each
stage. The only difficulty can be the non-linear S-boxes because the S-box
inputs are 48 bits of data which have to be converted to a different set of
S-box which gives the same output. Biham shows that such an S-box can be
easily implemented as algebraic functions which are implemented as gates,
and then converted to basic instructions on the processor. Though it might
take much longer for running the substitution stage, the overall speed–up in
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the DES implementation overcomes the extra overhead, giving a more efficient
implementation.

4.2 Triple DES

Multiple encryption on data using different sets of secret keys provides some
extra security but has to be done more thoughtfully to avoid a man-in-the-
middle attack [14]. FIPS 46-3 [15] defines a standardized way to implement
Triple-DES (also referred as Triple Data Encryption Algorithm TDEA) based
on ANSI X9.52 [2]. Triple-DES encryption is defined as a compound operation
of DES encryption (E) and decryption (D) operations with three different keys
as C = EK3(DK2(EK1(P ))) where P is the plain text and C is the cipher
text. Triple-DES decryption is similarly defined as P = DK1(EK2(DK3(C))).
The standard also specifies the following keying options for the key bundle
(K1,K2,K3):

• Keying Option 1: K1, K2 and K3 are independent keys.
• Keying Option 2: K1 and K2 are independent and K3=K1.
• Keying Option 3: K1=K2=K3.

5 Advanced Encryption Standard

The new Advanced Encryption Standard was selected by NIST after more
than three years open competition by the cryptographic community to replace
the DES standard. Finally a set of five finalist AES candidates were chosen
from the ones submitted by the research community and the industry. These
were vigorously tested by a committee not only to confirm its practical security
but also its ease in implementation both in embedded devices and also on fast
servers. NIST and leading cryptographers from around the world found that
all five finalist algorithms had a very high degree of security. But Rijndael,
developed by Belgian cryptographers Joan Daemen and Vincent Rijmen, was
selected as the AES [21] because it had the best combination of security,
performance, efficiency, implementability and flexibility.

The AES is a 128-bit block cipher with three possible key lengths: 128,
192 and 256 bits. The number of rounds also depends on the key length. A
detailed description about the inherent security and design principles can be
found in the book [5] from Daemen and Rijmen.

AES consists of four invertible transformations which provide the confusion
and diffusion required by Shannon’s principle:

• Byte Substitution
• Shift Rows
• Mix Columns
• Add Round Key
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We give here only a short description of the different transformations for
AES-128. The interested reader can find more detailed information in [5].
Initially the input data is divided into 128-bit data block, which are arranged
as bytes in a 4 by 4 matrix called a State. The keys are similarly arranged in
a matrix format of 4 by keylength/32. Then the various transformations are
performed in the order as shown in the Fig. 5.

AddRoundKey

MixColumns

AddRoundKey

ShiftRows

SubBytes

AddRoundKey

Initial Round Normal Round Final Round

9 x

SubBytes

ShiftRows

CiphertextPlaintext

Fig. 5. Transformation order for AES-128 encryption

Byte Substitution

This is a nonlinear, invertible byte substitution using the so called S-Box (see
Fig. 6). Two transformations are performed on each of the bytes indepen-
dently:

Fig. 6. Byte Substitution

• First each byte is substituted by its multiplicative inverse in GF (28), and
for the special case the element {00} is mapped to itself.

• Then the following affine transformation over GF (2) is applied:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b′0
b′1
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1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1
0
0
0
1
1
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Shift Rows

As Fig. 7 depicts, the Shift Rows operation cyclically shifts each row of the
State by a certain offset. The first row is not shifted at all, the second row is
shifted by one, the third row by two and the fourth row by three bytes to the
left.

Fig. 7. Shift rows

Mix Columns

The columns of the State are processed one at a time during this opera-
tion. The bytes are interpreted as coefficients of a four-term polynomial over
GF (24). Each column is multiplied modulo x4 + 1 with a fixed polynomial
a(x) = {03}x3 + {01}x2 + {01}x + {02}. This can be written as the following
matrix multiplication, where s′(x) = a(x) ⊗ s(x):

⎡
⎢⎢⎣

S′
0,c

S′
1,c

S′
2,c

S′
3,c

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02

⎤
⎥⎥⎦

⎡
⎢⎢⎣

S0,c

S1,c

S2,c

S3,c

⎤
⎥⎥⎦for 0 ≤ c ≤ 3.

As one can see in Fig. 8 the columns of the State are processed indepen-
dently of one another.
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Fig. 8. Mix columns

Add Round Key

This operation adds the 128-bit round key generated from Key Expansion to
the 128-bit State. It is a simple XOR-addition of the roundkey and the State.

Key Expansion

For a complete AES-128 encryption or decryption 10 round keys are needed.
The Key Expansion derives them from the initial key iteratively as it is de-
picted in Fig. 9. The operation involves rotation and substitution on four byte
words. A complete description can be found in [5]. It is important to note here
that the key expansion requires only the previous four bytes of the round key
to generate the next round key.

Decryption

In decryption mode, the inverse operations are used in the reverse order as
shown in Fig. 10. Details of each transformation can be found in [5].

5.1 Implementation

We describe here efficient implementation of the AES for different platforms.
This is an evolving area and the best results can be found only by following
the latest research (for example [9, 23, 8]).

Software implementation of AES

AES was chosen such that it is easy to implement both on low–end 8-bit
processors as well as high–end 32-bit processors. This is evident if one looks
at the performance of the AES on different platforms (Table 2). The internal
AES operations can be broken down into 8-bit operations, which is important
because many cryptographic applications run on constrained devices such as
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Fig. 9. Key Expansion

AddRoundKey

AddRoundKey

Initial Round Normal Round Final Round

9 x

AddRoundKey

InvMixColumns

InvShiftRows

InvSubBytes

InvShiftRows

InvSubBytes

Inverse Inverse

PlaintextCiphertext

Inverse

Fig. 10. Transformation order of the AES-128 decryption

8-bit microcontrollers and smart cards. Furthermore, one can combine certain
steps to get a suitable performance in the case of 32-bit platforms.

Implementation on a low–end 8-bit processor is straightforward since AES
is defined at the byte level. Therefore the different transformations can be
implemented directly as described in the specification. The Sub Bytes is im-
plemented using a 256-byte table-lookup. The Shift Row operation is a simple
reordering of bytes. The Mix Column stage is effectively implemented on 8-
bit processors by realizing 02 and 03 of the matrix in the polynomial basis as
02 = x (simple shift with possible reduction) and 03 = x + 1 (simple shift as
before with addition). More information on an 8-bit implementation can be
found in [4].

Implementation for a 32-bit processor requires a reordering of the Sub
Byte and Shift Rows of the round operations. This is possible due to the
algebraic properties of the operations. This reordering allows us to come up
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with a different set of substitution boxes called the T-boxes which are much
bigger in size (four 256 ∗ 4-bytes) but are not too big for storage on high–end
processors. This allows the complete round to be implemented as 16 table
lookups and gives a very efficient implementation also for a 32-bit processor.
A good description of the method can be found in [4].

Table 2. Software Performance for AES-128

Processor Type Throughput Clock
(Mbit/s) (MHz)

8051 Chip card[13] 0.024 3.7
68HC705 Chip card 0.067 5

ARM 2.49 28.65
DSP TI TMS320C6201 112.3 200

Power PC 152.9 500
Athlon 535.7 1400

Alpha ACP21264 581.3 1000
Pentium III 718.4 1330

Hardware implementation of AES

AES is also amenable to very fast hardware implementations, since the op-
erations that it performs on the data to be encrypted can be mapped very
efficiently at the bit level. AES has been very efficiently implementable over a
wide spectrum of hardware resources and speed constraints ranging from very
fast processing to very small sizes. We give here some values both from re-
search papers and commercially available products to show their applicability
to hardware implementations.

Differences between AES and DES

The biggest difference between AES and DES is that AES is not a Feistel
cipher [7] where in each round only half the data bits were operated upon. In
AES, the whole data block is equally transformed to get a very high amount
of diffusion and confusion. The second difference is the fact that the S-boxes
used in AES are based on more open algebraic properties compared to the
heuristical S-boxes used in DES, which led many to suggest possible back
doors known only to NIST. The other big difference is with the key schedule
operation in AES. Compared to DES where the key schedule involved just
shifting of bits, in AES the S-boxes are used to derive the round keys, which
gives it a more non-linear structure. On the implementation side, AES is
more easier to implement in software compared to DES because it handles
data byte-wise. DES, on the other hand, was inherently easier to be built in
hardware because of its bit–wise operations which are not at word boundaries.
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Table 3. Hardware performance of AES-128

AES Encryption
Virtex-II FPGA ASIC TSMC 180nm

Size (Slices) Data Rate (Mbps) Size (gates) Data Rate (Mbps)
Compact 403+4BRAM 350 14.8K 581
Standard 696+4BRAM 250-341 18.2K 426-581

Fast 573+10BRAM 1,323 27K 2,327
Ultra Fast 2181+100BRAM 10,880 203K 25,600

AES Decryption
Compact 549+4BRAM 290 16.4K 581
Standard 746+4BRAM 290-426 19.2K 426-581

Fast 778+10BRAM 1,064 34K 2,327
Ultra Fast 3998+100BRAM 9,344 283K 25,600

6 Modes of Operation for Block Ciphers

Most of the time block ciphers are used in a chained way for better security
and to prevent any replay attacks. FIPS 81 [1] specifies four different modes
of operation for DES: Electronic Code Book (ECB), Cipher Block Chain-
ing (CBC), Cipher Feedback (CFB), and Output Feedback (OFB). ECB is a
straightforward implementation without any chaining. CBC is the most com-
monly used chaining method used with DES and many other block ciphers.

ANSI X9.52 [2] specifies the seven different modes of operation to be
used with Triple-DES: TDEA Electronic Codebook (TECB), TDEA Cipher
Block Chaining (TCBC), TDEA Cipher Block Chaining – Interleaved (TCBC-
I), TDEA Cipher Feedback (TCFB), TDEA Cipher Feedback – Pipelined
(TCFB-P), TDEA Output Feedback (TOFB), and TDEA Output Feedback
Mode of Operation – Interleaved (TOFB-I). The TECB, TCBC, TCFB and
TOBF modes are based upon the ECB, CBC, CFB and OFB modes re-
spectively, obtained by substituting the DES encryption/decryption operation
with the Triple-DES encryption/decryption operation. Some of the modes are
backward compatible with DES with third keying option [15] used in Triple-
DES.

NIST also specifies five different modes of operation for AES at present
and will propose new ones in future. The present specification [10] suggests
ECB, CBC, CFB, OFB and the Counter(CTR) mode.

Considering the different modes of operation is important because de-
pending on the mode different methodologies might be used to enhance the
throughput of a block cipher. For example, pipelining might be used in hard-
ware implementations (bit slicing method in software) of block cipher operat-
ing in ECB mode, whereas this technique cannot be used when using CBC,
CFB, or OFB modes of operation.
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7 Other Uses of Block Ciphers

Block ciphers can also be used to generate other cryptographic primitives
without requiring any extra hardware or software costs. For example, some
of the modes of operation can be used to create a stream cipher by reducing
the number of data bits used in each block to a smaller value. This creates a
big overhead in terms of processing but saves on extra hardware or software
required to implement an extra cryptographic primitive and its associated
weakness sometimes due to wrong implementations. AES was suggested to be
used as a stream cipher in OFB mode or the Filter Counter Mode, in which
case the key stream is generated by encrypting some counter using a secret
key [4].

Another cryptographic primitive that can be implemented is the Message
Authentication Codes (MAC). CBC-MAC has been the most common method
of creating a MAC from a block cipher by running it in Chain Block Cipher
mode. But there are newer versions of generating MACs which are more se-
cure, like EMAC and RIPE-MAC [14].

Symmetric key algorithms can also be used for other functions like pseudo-
random number generators [4] which are very often required in security devices
to randomly choose certain parameters.

8 Conclusions

The US–based NIST, “New European Schemes for Signatures, Integrity and
Encryption (NESSIE)” and the Japanese “Cryptographic Evaluation Project
for the Electronic Government (CRYPTREC)” have conducted in the past
few years open studies on different symmetric ciphers suggested both by the
research community and industry. Most of these ciphers evaluated are good
both in terms of security and implementation properties. This whole set can
provide developers with a wide choice of algorithms with different key lengths
on which security services can be built. The current minimum key length for
high security is assessed to be 80 bits and hence single DES should definitively
not be used anymore. It is, however, always recommended to use the most
commonly used ciphers like AES because they are more widely tested for any
open vulnerabilities. Sticking to a common standardized algorithm also allows
easy compatibility and extension between different communicating devices in
the future without any additional costs. AES is soon emerging as this de facto
standard among different security protocols as the best choice for the block
cipher at present.
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Summary. Cryptology provides two different flavors of algorithms, namely sym-
metric and asymmetric (public–key) algorithms. This contribution deals with asym-
metric algorithms.

Asymmetric cryptography provides the ability and is used in practical applica-
tions to: (a) exchange keys securely over a unprotected channel and (b) sign elec-
tronic document (Digital signature). Especially the first scenario is important in any
kind of communication between systems. Hence, these cryptographic primitives are
a necessity for securely exchanging messages in the car (e.g. between components)
and between the car and a third party (e.g. tool station, other car, service provider).

This chapter gives first an introduction to asymmetric cryptography, helping the
reader to understand the advantages as well as the problems. In the main part of
the chapter we focus on two asymmetric cryptosystems, namely RSA and Elliptic
Curve Cryptosystems (ECC). ECC is especially interesting for the usage in the
automotive environment, because it is much better suited for the implementation on
embedded processors. For each of the two cryptographic primitives we cover briefly
the mathematical background and focus then on the engineering aspects (including
fast implementation techniques) of these systems. In order to give the reader an idea
about the performance of these algorithms we summarize available publications.

Keywords: asymmetric cryptography, embedded systems, cryptographical ap-
plications, efficient implementation, previous implementation

1 Introduction

Security services are provided by using cryptographic algorithms. There are
two major classes of algorithms in cryptography: private–key or symmetric
algorithms and public–key algorithms or asymmetric algorithms.

The main function of symmetric algorithms is the encryption of data, often
at high speeds. However, symmetric–key cryptography has two main proper-
ties, namely (a) the algorithm requires the same secret key for encryption
and decryption and (b) encryption and decryption algorithms are essentially
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identical. Symmetric–key schemes are analogous to a safe box with a strong
lock. Everyone with the key can deposit messages in it and retrieve messages.
However, there are problems with symmetric–key schemes:

a. It requires secure transmission of a secret key, before being able to ex-
change messages.

b. In a network environment, each pair of users has to have a different keys
resulting in too many keys (n· (n−1)

2 key pairs). Hence, this fact results in
problems handling the key management, the secure storage and so on.

Public–key (PK) cryptography introduces a new concept. The idea can be
visualized, by making a slot in the safe box so that everyone can deposit a
message (like a letter box). However, only the receiver can open the safe and
look at its contents. This concept was proposed by Diffie and Hellman [13].

Section 2 concentrates on specific issues of public–key algorithms. The fol-
lowing two sections, Sections 3 and 4, concentrate on two specific public–key
algorithms, namely RSA and ECC. In these sections we show the mathe-
matical background, the computational aspects, and some implementation
numbers. This contribution ends with our conclusions.

2 Public–Key Cryptography

Public–key cryptography is based on the idea of separating the key used to
encrypt a message from the one used to decrypt it. Anyone who wants to send a
message to a party, e.g., Bob, can encrypt that message using Bob’s public key
but only Bob can decrypt the message using his private key. It is understood
that the private key should be kept secret at all times and the public key
is publicly available to everyone. Furthermore, it is impossible for anyone,
except Bob, to derive the private key (or at least to do so in any reasonable
amount of time). The basic protocol between the two communication parties
Alice and Bob can be seen in Fig. 1, where KpubB denotes the public key of
Bob and KprB the private (not publicly available) key of Bob.

One can realize three basic mechanisms with public–key algorithms: (a)
Key establishment protocols (e.g., Diffi–Hellman key exchange) and key trans-
port protocols (e.g., via RSA) without prior exchange of a joint secret, (b)
Digital signature algorithms (e.g., RSA, DSA or ECDSA), and (c) Encryption.
It looks as though public–key schemes can provide all functionality needed in
modern security protocols such as SSL/TLS. However, PK systems have a
major disadvantage when compared to private–key schemes. As stated above,
public–key algorithms are very arithmetic intensive and – if not properly im-
plemented or if the underlying processor has a poor integer arithmetic per-
formance – this can lead to a poor system performance. Even when properly
implemented, all PK schemes proposed to date are several orders of mag-
nitude slower than the best-known private–key schemes. Hence, in practice,
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Alice Bob

Alice and Bob agree on a public - key cryptosystem . Alice and Bob agree on a public - key cryptosystem . 

( K pubB, K prB) = KKpubB
( K pubB, K prB) = KKpubBX

Y=eKpubB
(X)

YY

X=dKprB
(Y)

Fig. 1. Public–key encryption protocol

cryptographic systems are a mixture of symmetric–key and public–key cryp-
tosystems and are call hybrid cryptosystems. Usually, a public–key algorithm
is chosen for key establishment and then a symmetric–key algorithm is chosen
to encrypt the communications, achieving in this way high throughput rates.
Figure 2 summarizes the protocol steps from the exchange to the encryption
of the data.

Alice Bob

1) Public - key algorithm : 

y1  = e KPubB(K)
y1

K = d KPrivB( y1 ) 

Key
exchange

2)  Secret -key algorithm : 

y2 =  e K (x) x =  d K (y2)
y2

Data
encryption

2)  Secret -key algorithm : 

y2 =  e K (x) x =  d K (y2)
y2

2)  Secret -key algorithm : 

y2 =  e K (x) x =  d K (y2)
y2

Data
encryption

Fig. 2. Hybrid cryptosystem

Public–key algorithm are not only used for the exchange of a key, but
also for the authentication by using digital signatures. Digital signatures
are analogous to handwritten signatures. They enable communication par-
ties to prove that one party has actually generated the message, also called
non-repudiation.

The idea of the digital signature is appending a digital data block (like con-
ventional signatures) to the message. Only the person who sends the message
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must be capable of generating a valid signature (like conventional signatures).
The signature is a function of a private key, so that only the holder of the
private key can sign a message. For security reasons we have to change the
signature with each document. In order to provide this functionality we make
the signature a function of the message that is being signed. In practical terms
we use the private key for signing (only Alice can sign her document using
the KprA) and the public key for the verification (everyone can verify the
signature, because KpuA is publicly known).

Verification

XY XY

Signature

ALICE BOB

Fig. 3. Digital signature

Digital Signatures allow the following security services:

• Sender Authentication: Bob is sure that Alice signed the message, because
only Alice knows her private key.

• Integrity: Message cannot be altered since that would be detected through
verification.

• Non-repudiation: The receiver of the message can prove that the sender
had actually sent the message. It is important to note that sender non-
repudiation can only be achieved with public–key cryptography.

In general, one can divide practical public–key algorithms into three fam-
ilies:

• Algorithms based on the integer factorization problem: given a positive
integer n, find its prime factorization, e.g. RSA [43].

• Algorithms based on the discrete logarithm problem (DLP): given α and β

find x such that β = αx mod p, including the Diffie–Hellman key exchange
protocol and the Digital Signature Algorithm (DSA).
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• Algorithms based on Elliptic Curves. Elliptic curve cryptosystems [32, 24]
are the most recent family of practical public–key algorithms which have
gained acceptance including standardization [39].

In addition, there are many other public–key schemes, such as NTRU or
systems based on hidden field equations, which are not in wide spread use.
The scientific community is only at the very beginning of understanding the
security of such algorithms.

Despite the differences between these mathematical problems, all three
algorithm families have something in common: they all perform complex op-
erations on very large numbers, typically 1024–2048 bits in length for the RSA
and discrete logarithm systems or 160–256 bits in length for the elliptic curve
systems.1. Table 1 puts the public–key bit length in perspective to the sym-
metric key algorithms. PK systems have a major disadvantage: they are very
arithmetic intensive and even when properly implemented all PK schemes
proposed to date are several orders of magnitude slower than the best-known
private–key schemes.

Table 1. Key length for public–key and symmetric–key cryptography

Symmetric–key ECC RSA/DLP
64 bit 128 bit 700 bit only short term security

(breakable with some effort)
80 bit 160 bit 1024 bit medium term security

(excl. government attacks)
128 bit 256 bit 2048-3072 bits long term security

(not assuming quantum computers)

Public–key schemes are based on modular exponentiation (RSA [43] and
Discrete Logarithm (DL) based systems [13, 35]), i.e. the operation xe mod n,
or point multiplication (Elliptic Curve Cryptosystems [32, 24, 29, 35]), i.e.
k × P , where k is an integer and P is a point on the elliptic curve. Both
operations are in their most basic forms performed via the right-to-left binary
exponentiation algorithm [30] or one of its variants [16]. Performing such an
exponentiation with, e.g., 1024-bit long operands is extremely computationally
intensive. Interestingly enough, modular exponentiation with long numbers
requires arithmetic which is similar to that performed in signal processing
applications [8], namely integer multiplication.

The atomic operation in the right-to-left binary exponentiation algorithm
is either modular multiplication, in the case of RSA and DL-based systems,
or point addition, in the case of ECC, which in turn is performed through a
combination of multiplications and additions on the field of definition of the
elliptic curve.
1 We refer to [26] for extended discussions regarding key equivalences between dif-

ferent asymmetric and symmetric cryptosystems.
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Note that implementation of cryptographic systems presents several other
requirements and challenges. As mentioned above, the performance of the
algorithms is often crucial. One needs encryption algorithms to run at the
transmission rates of the communication links. Slow–running cryptographic
algorithms translate into consumer dissatisfaction and inconvenience. On the
other hand, fast–running encryption might mean high product costs since
higher speeds can be achieved through custom hardware devices and/or more
code lines.

3 RSA

RSA is the most popular public–key algorithm and named for its creators
– Rivest, Shamir, and Adelman [43]. In this section, we are first going to
introduce the algorithm and then we show some techniques for efficient im-
plementation as well as results of previous implementations. Considering the
public–key algorithms it is also the easiest to understand and implement.
RSA was patented until 2000 and is today free for use. RSA can be used
for encryption and, thus, for key transport and digital signature. In the fol-
lowing we introduce the RSA algorithm consisting of: (a) set-up stage to
produce the necessary public and private parameters needed and (b) the en-
cryption/decryption function.

Set-up Stage

a. Choose two large primes p and q.
b. Compute n = p · q.
c. Compute Φ(n) = (p − 1)(q − 1).
d. Choose random B; 0 < B < Φ(n), with gcd(B, Φ(n)) = 1.

Note that B has inverse in ZΦ(n).
e. Compute inverse A = B−1 mod Φ(n): B · A ≡ 1 mod Φ(n).
f. Public key: kpub = (n, B).

Private key: kpr = (p, q, A).

Encryption: done using public key, kpub.

y = ekpub
(x) = xB mod n.

x ∈ Zn = {0, 1, . . . , n − 1}.

Decryption: done using private key, kpr.

x = dkpr
(y) = yA mod n.
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RSA has withstood all cryptanalyses since its introduction. The security
is based on the difficulty of factoring large numbers. As shown above, the keys
are functions of the product of two large primes p and q. If an attacker wants
to find the plain text from a given cipher text, this is conjectured to be as
difficult as factoring n. Hence, one should use at least 1024–bit long modulus
n and private key a. For long–term security we strongly recommend at least
2048–bit.

3.1 Computational Aspects of RSA Encryption

The computation of the RSA encryption and decryption is dominated by mod-
ular exponentiation (e.g. encryption: ekpub

(x) = xB mod n = y). In a naive
way one could multiply x B-time to itself: x · x · x · · ·x. However, this implies
that for one RSA operation one needs to compute 21024 ≈ 10300 multiplica-
tion, whereas B is a 1024 bit value. The elegant way to provide the modular
exponentiation is to use the square-and-multiply algorithm also known as the
right-to-left binary exponentiation algorithm. In the following we are going
to introduce the most basic form of this algorithm; however, the authors in
[30, 16] present more efficient variants of this algorithm based on the same
concept. The most basic algorithm is reprinted in Algorithm 1. Average com-

Algorithm 1 Right-to-left binary exponentiation
Require: B = l−1

i=0
bi2

i, x
Ensure: z = xB mod n
1: z = x
2: for i = l − 1, 0 do

3: z = z2 mod n
4: if bi = 1 then

5: z = z · x mod n
6: end if

7: end for

plexity of the right-to-left binary algorithms for an exponent B, whereas SQ

and MUL denote field squaring operation and field multiplication operation,
respectively:

[log2 l] · SQ + [
1

2
log2 l] · MUL

From Algorithm 1 one can see that the computationally most intensive
operation for RSA is the modular multiplication. These operations have to
be performed using very long operands. The operands of the RSA encryp-
tion algorithm should be at least 1024 bits long. Current desktop computers
and embedded microcontrollers have word lengths of 8–64 bits. Hence, multi-
precision arithmetic algorithms are required.
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Besides the multiplication it is important to be able to have an efficient
algorithm for modulo reduction. The straightforward way to apply modulo
reduction uses division. The modular reduction needs to solve the following
equation: x ≡ r mod m, whereas x, m is given. However, this integer division is
very costly and we need a way to compute x mod m without general division.

The problem of modular reduction has been extensively studied. Among
the algorithms that have been proposed we find: Sedlak’s Modular Reduc-
tion [48], Barret’s Modular Reduction [2], Brickell’s Modular Reduction [15],
Quisquater’s Modular Reduction, [40, 41, 10], and Montgomery’s Modular
Multiplication [34].

The Montgomery algorithm is a technique that allows efficient implemen-
tation of the modular multiplication without explicitly carrying out the mod-
ular reduction step and is the most widely used algorithm in the literature.
However, the Montgomery multiplication is only beneficial if we compute a
series of multiplications as we do when calculating the modular exponenti-
ation. The algorithm to combine the Montgomery technique and the scalar
multiplication can be found in [30].

The reader is referred to [30] for a list of all the different algorithms that
can be used to realize the above–mentioned functionality.

3.2 Implementation Aspects of RSA

In this subsection we first introduce some issues that are of great use for
practical applications. This is followed by implementation numbers published
in the open literature. These numbers give the reader a rough idea about the
performance of RSA in software and hardware.

For practical implementations the public exponent B is often chosen to
be a short integer, for instance, the value B = 17 is popular. This makes
encryption of a message (and verification of an RSA signature) a very fast
operation. The reason for this is that one does not have to multiply the x

to itself so many times (see Algorithm 1). However, the private exponent A

needs to have full length, i.e., the same length as the modulus n, for security
reasons. Note that a short exponent B does not cause A to be short.

The security of the implementation of cryptographic algorithms relies not
only on mathematical functions. In the real world these cryptographic prim-
itives are implemented on devices like computers and smart cards. In this
cases these algorithms can behave quite differently from abstract mathemat-
ical functions. In the following we sketch some of the problems related to
RSA implementation, namely secure padding, side channel attacks and fault
injection.

In most of the practical applications it is necessary to apply padding
for RSA. Encryption padding is necessary to avoid dictionary attacks. The
padding adds a random string to the encrypted message and therefore it is
not possible to build up dictionaries.
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A common practice for signing with RSA is to apply a hash (or a redun-
dancy) function to the message x, add some padding and raise the padded
message to the decryption exponent. This is the basis of numerous standards
such as ISO/IEC-9796-1 [23], ISO 9796-2 [22] and PKCS #1 v2.0 [25]. A good
overview of the methods and difficulties of designing padding schemes can be
found in [33] and current information can be found in [44].

Implementing cryptographic primitives one has to take caution of the phys-
ical side effects which are not considered in the traditional cryptographic
model. Taking, for example, a smart card for the encryption of a message,
this card requires an external power source and the operations performed
on the smart card affect this power source. An adversary can monitor the
power consumed and gains some information. This information can lead the
adversary to the secret key on the smart card.

Power consumption is only one of the pieces of possible side channel infor-
mation that the adversary can use. We can think of many more side channels,
like current, time, radiation, temperature. A general overview of side channel
attacks can be found in [46]. For specific side channel attacks and the neces-
sary countermeasures for RSA implementations we refer the reader to [31] as
well as to a survey of more recent research work [50].

Fault injection was first introduced in [6]. The authors showed how to
break public–key algorithms, such as the RSA and Rabin signature schemes,
by exploiting hardware faults. Subsequent publications introduced more so-
phisticated methods [3] for secret key algorithms. Meanwhile there have been
many publications that show different techniques to insert faults, e.g., electro-
magnetic radiation [42], infrared laser [1], or even a flash light [49]. In order
to avoid this kind of attack, we advise the development engineers to use only
certified micro controllers or chip cards, the reason being, that standard chips
are not protected.

To prevent this kind of attack, one needs to produce tamper–resistant de-
vices. These devices will not only prevent fault injection, but also will stop an
attacker from opening the chip and reading the information directly. Hence,
this attack targets parts of the chip which are not available through the nor-
mal I/O pins. This can potentially be achieved through visual inspection and
by using tools such as optical microscopes and mechanical probes. However,
for more complex chips one can only launch such an attack with advanced
methods, such as Focused Ion Beam (FIB) systems.

The interested reader is referred to the following citation for further in-
struction on how to construct a tamper–resistant device which prevents this
kind of attack [53].

RSA in Software

In this subsection, we list some implementation numbers of RSA, in order to
give the reader a feeling for the performance of this cryptographic primitive.
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In [2], the Barret modular reduction method is introduced. The author
implemented RSA on the TI TMS32010 DSP. A 512-bit RSA exponentia-
tion took on average 2.6 seconds running at the DSP’s maximum speed of
20 MHz. Reference [14] describes the implementation of a cryptographic li-
brary designed for the Motorola DSP56000 which was clocked at 20 MHz. The
authors focused on the integration of modular reduction and multi-precision
multiplication according to Montgomery’s method [8, 34]. This RSA imple-
mentation achieved a data rate of 11.6 kbits/s for a 512-bit exponentiation
using the Chinese Remainder Theorem (CRT) and 4.6 kbits/s without using
it.

Reference [12] describes a fast software implementation of RSA, DSA, and
ECDSA on a Pentium Pro@200 MHz running Windows NT 4.0 and using
MSVC 4.2 and maximal optimization. The authors could achieve the RSA
signature in 43.3 ms and the verification took 0.65 ms.
The fastest timings for 1024-bit RSA using CRT are 45.8 ms and 43567.8 ms
for encryption and decryption, respectively. Signing took 43529.8 ms and the
verification of a signature 213.6 ms.

Considering the above–mentioned numbers one could draw the conclu-
sion that strong public–key cryptography is too computationally expensive
for small devices. The authors in [19] implemented RSA-1024 and RSA-2048
on two 8-bit microcontrollers. To accelerate multiple-precision multiplication,
they propose a new algorithm to reduce the number of memory accesses. Us-
ing a short exponent e = 216 + 1, they attained a performance of 0.43 s for a
RSA-1024 and 1.94 s for a RSA-2048 using an Atmel ATmega128 at 8 MHz.

RSA in Hardware

One of the few implementations of RSA on FPGA is presented in [5]. The
authors implemented a version of Montgomery’s algorithm optimized for a
radix two hardware implementation. The authors used the Xilinx XC40250XV
and the XC40150XV. The authors where able to run RSA-1024 encryption as
fast as 0.22 ms and RSA-1024 decryption at 3.10 ms.

The latest implementation of RSA on an FPAG was presented in [28].
The authors introduced a serialization factor S. In the implementation, each
instruction is broken up into several parts and executed in a serial fashion on
S-bit operands. The implementation in [28] was targeted to a Xilinx Virtex-E
2000-8bg560. The implementation results of this contribution are summarized
in Table 2.

In addition one can find some reported performance numbers on ASICs.
In contrast to the above stated numbers these timings are from commercial
products. SafeNet Inc. produces the SafeXcel 1842 chip [45]. SafeXcel 1842
is able to compute the RSA 1024-bit signatures in 476 µs. The Cavium chip
CN1540 NitroxPlus is able to compute the same operation in 22 µs [7].
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Table 2. RSA encryption with 1024 bit key [28]

S Tck Area Total Time
[ns] [slices] [ms]

32 8.74 995 5.64
64 11.6 1188 3.86
128 18.6 1870 3.27
256 30.9 2902 2.99

Evaluation of RSA Implementations

RSA is the most widely used encryption and decryption algorithm in cryp-
tographic application. The acceleration of RSA using dedicated hardware or
coprocessors is commonly used. Software implementation on general–purpose
processors [12] and targeting embedded processors [2, 14, 11, 19] reach only
moderate performance due to the long operand length. Thus, hardware accel-
erators, e.g. using FPGAs or ASICs, are necessary, to atttain a major speed–
up compared to software implementation. One notices, when consulting the
given references, that the throughput is some orders of magnitude higher when
using FPGA. The ASIC encryption speed can even outperform the FPGA per-
formance. The performance of a FPGA implementation can be increased by
using specific characteristics of the FPGA, e.g. compact implementation of
shift registers via distributed RAM blocks or multiplexer via tristate buffer
[28].

4 Elliptic Curve Cryptosystem (ECC)

Elliptic Curve Cryptosystem is a relatively new cryptosystem, suggested in-
dependently in 1987 by Koblitz [24] at the University of Washington and in
1986 by Miller at IBM [32]. ECC can be used instead of Diffie–Hellman and
other DL-based algorithms. In this section we provide a brief introduction to
elliptic curve cryptosystems covering also point addition and doubling. In the
second part we give some techniques on how to implement ECC. In the third
part of the section we introduce some performance number in software and
hardware. Additional information can be found in [32, 24, 4].

Elliptic curve cryptosystem is based on the discrete logarithm problem
(DLP). The basic operation that needs to be performed for ECC is Q = k ·P ,
where k is an integer and P is a point of a finite group. This operation is
known as scalar multiplication. Hence, we have to add the point P k-times
to itself to get the solution. Figure 4, illustrates the DLP. The finite group is
represented by the cloud and the dots are the finite elements of the group. P

is added k-times to itself until we get the necessary result Q. Thus, we hop
from one point (element of the group) to another point until we are at point
Q. The DLP is based on the assumption that an attacker knows P and Q,
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but has to find k. Thus, the attacker needs to find out how many times we
had to “jump” until we got from the starting element to the resulting element.
Hence, given P and Q, it is a hard problem to obtain k.

P

P+P

3P. .
.

.
.

.
Q

P

P+P

3P. .
.

.
.

.
Q

Fig. 4. Repeated addition in a finite group

An elliptic curve E over GF (p) is the set of solutions P = (x, y) which
satisfy the Weierstrass equation:

E : y2 = x3 + Ax + B (mod p) (1)

where A,B ∈ GF (p) and 4A3 + 27B2 �≡ 0 mod M with M > 3, together
with the point at infinity O. Figure 5 shows an example of an elliptic curve
displayed over the reals.

Following the discussion above, we now have to find a (cyclic) group (G, ◦)
so that we can use the DL problem as a one-way function. The set of elements
is given by the points on the curve. We “only” need a group operation on the
points. Hence,

• Group G: Points on the curve given by (x, y).
• Operation ◦: P + Q = (x1, y1) + (x2, y2) = R = (x3, y3).

Finding P +Q = R in a geometrical manner can be achieved by the following
two steps and is shown in Figure 5:

a. P �= Q → line through P and Q and mirror point of third interception
along the x-axis.

b. P = Q ⇒ P + Q = 2Q → tangent line through Q and mirror point of
second intersection along the x-axis.

The way to implement the group operation (the addition of points on the
elliptic curve) is described in the following section.

4.1 Computational Aspects of ECC

Elliptic curve cryptosystems depend on arithmetic involving the points of
the curve. Hence, one needs to provide group addition and group doubling
operation. The curve equation (Equation 1) gives us the points on the curve
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Q

x

y

Q+Q=2Q

P+Q

P

Fig. 5. y2 = x3 + a · x + b over the reals

and therefore the group elements to compute the scalar multiplication (Q =
k · P ). The curve arithmetic is defined in terms of underlying field operation.
Hence, the efficiency of the field operation and group operation is likewise
crucial to the overall performance.

ECC based on GF(p)

It is well known that the points on elliptic curve form a group under an
addition operation which is defined as follows. Let P = (x0, y0) ∈ E; then
−P = (x0,−y0). P + O = O + P = P for all P ∈ E. If Q = (x1, y1) ∈ E and
Q �= −P , then P + Q = (x2, y2), where

x2 = λ2 − x0 − x1 (2)

y2 = λ(x1 − x2) − y1 (3)

and

λ =

⎧⎨
⎩

y0−y1

x0−x1
if P �= Q

3x2

1
+A

2y1
if P = Q

(4)

To perform the above introduced group operation we need to provide the
underlying field arithmetic. For now we only consider elliptic curves using the
underlying prime field. Hence, we have to provide field operations based on
prime fields. The crucial field operation is modular multiplication. Hence, we
can use the techniques described for the RSA implementation. The difference
is that the modulus is a prime number for ECC and in the case of RSA it is
a product of two primes (therefore a composite number).
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ECC based on GF(2m)

Considering different application and platform characteristics two fields might
be of interest. An elliptic curve E over GF (2m) is the set of solutions P =
(x, y) which satisfy the equation:

E : y2 + xy = x3 + Ax + B (mod p) (5)

The group law will change accordingly: P + Q = (x2, y2), where x2 = λ2 +
λ + x0 + x1 + A , y2 = λ(x0 + x2) + x1 + y0. and

λ =

⎧⎨
⎩

y0−y1

x0−x1
if P �= Q

x2

0
+y0

x0
if P = Q

(6)

Again the crucial operation is modular multiplication. The next para-
graphs will describe how to perform reduction and multiplication considering
the characteristic two fields efficiently. The modulo multiplication consider-
ing the characteristic two fields can be implemented efficiently in two separate
steps, in contrast to the Montgomery multiplication (including reduction) used
in the odd characteristic case.

Different Coordinate Representations

In addition to the different underlying fields one can use varieties of coordi-
nate representation. The coordinate representation considered so far is known
as affine representation. However, in many applications it is more convenient
to represent the points P and Q in projective coordinates. This is advan-
tageous when inversion is computationally expensive compared to multipli-
cation in the finite field. Thus, algorithms for projective coordinates trade
inversions in the point addition and in the point double operations for a
larger number of multiplications and a single inversion at the end of the algo-
rithm. This inversion can be computed via exponentiation using the fact that
A−1 mod M ≡ AM−2 mod M . In projective coordinates, a point P = (x, y)
is represented as P = (X, Y, Z) where X = x, Y = y, and Z = 1. To con-
vert from projective coordinates back to the affine ones, we use the following
relations:

x =
X

Z2
, y =

Y

Z3

Finally, one can obtain expressions equivalent to (4) and (6) for doubling
and addition operations in projective coordinates. We refer to [21] for the
actual algorithms. In Tables 3 and 4 we present the complexity of the group
operations considering different coordinate representations. Note that in this
context the complexity of adding or doubling a point on an elliptic curve is
usually given by the number of field multiplications and inversions (if affine
coordinates are being used). Field additions are relatively cheap operations
compared to multiplications or inversions and therefore are neglected in the
tables.
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Table 3. Operation counts for point addition and doubling on y2 = x3−3x+B. A =
affine, P = standard projective, J = Jacobin, C = Chudnovsky, I = field inversion,
M = field multiplication, S = field squaring [21]

Doubling General addition Mixed coordinates
2A → A 1I, 2M, 2S A + A → A 1I, 2M, 1S J + A → J 8M, 3S

2P → P 7M, 3S P + P → P 12M, 2S J + C → J 11M, 3S

2J → J 4M, 4S J + J → J 12M, 4S C + A → C 8M, 3S

2C → C 5M, 4S C + C → C 11M, 3S

Table 4. Operation counts for point addition and doubling on y2+xy = x3−Ax2+B.
M = field multiplication, D = field division [21]

Coordinate system General addition Mixed coordinates Doubling
Affine D + M – V + M

Standard projective 13M 12M 7M
Jacobian projective 14M 8M 4M

López-Dahab projective 14M 8M 4M

4.2 Implementation Aspects of ECC

In this subsection we first list some facts that are helpful for practical appli-
cations. This part is followed by some implementation numbers published in
software and hardware.

The patent issue for elliptic curve cryptosystems is the opposite of that for
RSA and Diffie–Hellman, where the cryptosystems themselves have patents.
Elliptic curve cryptosystems have no general patents, though some newer el-
liptic curve algorithms and certain efficient implementation techniques may
be covered by patents.

For example, Apple Computer holds a patent on efficient implementa-
tion of odd-characteristic elliptic curves, including elliptic curves over GF(p)
where p is close to a power of 2. Certicom holds a patent on efficient finite
field multiplication in normal basis representation, which applies to elliptic
curves with such a representation and also Cylink holds a patent on multipli-
cation in normal basis. In all of these cases, it is the implementation technique
that is patented, not the prime or representation, and there are alternative,
compatible implementation techniques that are not covered by the patents.

In almost all cases, when an adversary broke a system, he did find some
security lacks in the implementation. Hence, he did not break the mathemat-
ical functions, but rather found some problems with the software/hardware
using the cryptographic primitive. For the implementation of ECC it is im-
portant to note that there are many side channel attacks and that the security
engineer should also protect against fault injection.

Any implementation will leak side channel information such as power,
time, radiation or temperature. The aim of the implementation is to keep this
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information as small as possible so that it is not possible for an unauthorized
party to guess the secret. For a general introduction to side channel attacks
we refer the interested reader to [50].

In the case of ECC we find many publications dealing with possible side
channel attacks and their counter–measures. A good number of the side chan-
nel attacks can be prevented on the algorithmic level, the so–called algorithmic
counter–measures.

Fault injection is an attack that exploits hardware faults. This fault can
be caused for example through electromagnetic radiation or infrared laser.
An attacker has to place the faults at the right position on a chip and/or at
an appropriate time to get the secret information out of the cryptographic
device. The solution for preventing this kind of attack is tamper–resistant
chips. We refer the reader to the following citations for information about the
techniques for tamper–resistant designs [53]. A tamper–resistant application
also does not allow physical inspection and therefore it is not possible for the
attacker to visual inspect the chip.

ECC in Software

This subsection gives a brief overview of some implementation numbers pub-
lished. The Aim of the section is to give the reader a feeling for the performance
of ECC in software using different processors.

Table 5 lists some ECC performance numbers for embedded and general
processors as targeting platform. Generally speaking we can perform the ECC
scalar multiplication using embedded platforms in some seconds, whereas
general–purpose computers will need only some seconds. The reason is the
limited resources of the first type of processors.

ECC in Hardware

The performance of ECC over binary fields on FPGAs has been extensively
studied in recent years. In the following paragraphs describe in more detail
the latest and fastest ECC implementations on FPGAs.

In [37], the authors introduced a processor architecture for elliptic curve
cryptosystems over binary fields. The architecture is scalable in terms of area
and speed and therefore can be optimized for different curves and fields. The
processor consists of three main components: main controller, the arithmetic
unit controller, and the arithmetic unit. The main controller interacts with
the host system and controls the computation of kP . The arithmetic unit
controller is responsible for the group operations, the coordinate conversions
and controls the arithmetic unit (AU). The AU performs the field operations,
like addition, squaring, multiplication and inversion. The most important field
arithmetic components are the optimized bit-parallel squarer and a digit-serial
multiplier, which can be reconfigured for different field orders and field polyno-
mials. Using projective coordinates and the Montgomery scalar multiplication
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Table 5. Timings for ECC scalar multiplications on different platforms

Platform field and
multiplication method tm [ms]

Embedded Siemens SLE44C24S GF ((28 − 17)17) ≈ GF (2134)
processor @5MHz [52] binary-double-and-add 8370

de Rooij w/18 precomputations 1830
TI MSP430x33x GF (2128 − 297 − 1) ≈ GF (2128)
@1MHz [17] binary-double-and-add (asm) 3400
PDA Handspring Visor GF (2163)
@16MHz [51] Koblitz: τ − adic 1670
(Motorola Dragonball) Koblitz: τ − adic width-4 1510

Koblitz: w/18 precomputations 870
ATmega128 SECG-GF (2224) 2190
@8MHz [19] SECG-GF (2192) 1240

SECG-GF (2160) 810
General– Sun UltraSPARC GF (2163)
purpose @300MHz [27] Montgomery w/o precomp. 10.50
processor DEC Alpha 64-bit GF (2155)

@175MHz [47] almost inv. 7.80
Sun Fire 280R GF (2163)
@900MHz [18] 3.11
PentiumII GF (2163)
@400MHz [20] 1.68
PentiumII GF (2191)
@200MHz [12] 0.50

algorithm, they could calculate a scalar multiplication with arbitrary points
in 0.21 ms considering the underlying field GF(2167). At the time this result
was presented, it was the fastest ECC implementation on an FPGA.

In [18], the authors presented a programmable hardware accelerator to
speed up point multiplication for elliptic curves of binary fields. The intro-
duced architecture is scalable and handles curves with arbitrary fields up to
m = 255. The authors also hardwired some of the commonly used curves
to obtain higher performance. The multiplier took 73% of the look-up table
(LUT) and 46% of the flip-flops. In addition, the multiplication took 62% of
the execution time and thus the large portion of resources used was justi-
fied. They could gain better performance by using parallel execution and by
separating control flow and data flow. Considering the hardwired curves over
GF(2163) they could perform a point multiplication in 0.14 ms, which is to
our knowledge the fastest result in the open literature.

In addition, there are very few implementations in the open literature
using prime fields. In [38], the authors proposed an elliptic curve processor
(ECP) architecture for the computation of point multiplication for curves
defined over fields GF (p). The targeted platform was a Xilinx XCV1000E-
8-BG680 (Virtex E) FPGA. This prototype was programmed to support the
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fields GF (2192 − 264 − 1) and GF (2521 − 1). The design for GF (2192 − 264 −
1) used 11,416 LUTs, 5735 flip-flops, and 35 BlockRAMS. The frequency of
operation of the prototype was 40 MHz for 192–bit operands and 37.3 MHz
for the 521-bit multiplier. The authors in [38] estimated the time to compute a
point multiplication for an arbitrary point on a curve defined over GF (2192 −
264 − 1) as approximately 3 ms.

ASIC implementation reaches a similar speed to the fastest FPGA imple-
mentation. The CE71 targeting 0.25 µm and using 165k gates could perform
an ECC scalar multiplication in 1.10 ms. This speed was achieved using a
random curve based on GF (2163) [36]. The Koblitz curve can be performed
on the same chip in 0.65 ms.

Evaluation of ECC Implementations

ECC based on GF(2m) fields are well suited for hardware implementations,
the reason being that the representation of the elements maps the hardware
structure. FPGA and ASIC implementations are some factors faster compared
to software implementations and can therefore be used as accelerators when
additional speed is necessary.

GF(p) and GF(pm) seem to be better suited for general–purpose com-
puters, since they can utilize fast multiplication and division instructions.
Furthermore, GF(pm) is the better choice, because no precision routines are
needed [9].

5 Conclusions

After a short introduction to public–key (asymmetric) cryptography, we con-
centrated on the engineering aspects of the primitives RSA and ECC. RSA is
the most widely used asymmetric algorithm and ECC is especially promising
for embedded application, due to the short key length compared to RSA. We
summarized the mathematical background of these algorithms and introduced
the state-of-the-art techniques necessary to implement them efficiently. We
also give the reader an insight into the best published performance numbers
of these algorithms implemented on different platforms, namely embedded
microprocessors, general processors, FPGAs, and ASICs.
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Summary. Communication in modern applications increasingly moves to wireless
systems. There exist manifold wireless communication protocols which might be
integrated in future car applications. In this contribution, we introduce the most
important standards for wireless communication and show associated security im-
plications.

1 Introduction

In recent years, applications have increasingly moved from wired to wireless.
Former localized applications (e.g. desktop computers, phones) are now wire-
less and, therefore, movable. The convenience and acceptance of wireless and
agile products yield an increasing demand for similar products in cars. Ad-
ditionally, car manufacturers can reduce manufacturing costs by substitution
of wired applications. The massive amount of cables in cars adds to cost and
weight and can be avoided with wireless applications. Hence, we will see not
only wireless entertainment applications, but also car functions move to wire-
less connections.

Communication of data using the air as a channel is very vulnerable to
attacks. The reason is that the attacker can easily tap the channel using radio
receivers. The attacker is able to read, change, or delete messages. This can be
a tremendous problem, leading to great financial losses for manufacturers even
if the attack targets less important features in cars. The loss of confidence in
car brands due to malfunctions in electronic devices is a concern of today’s
manufacturers. An attacker could invoke malfunctions of simple services such
as power windows or air conditioning. The driver will probably return the car
and never buy the same brand again.

Nowadays, several protocols for wireless communication can be found to
be used for any new application that might be integrated in future cars. These
include applications for in-car communication, car-to-car communication, and
far field communication. However, we have to analyze these systems carefully
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in order to understand their security limitations. In this chapter, we introduce
the most important standards for wireless communication and show associated
security implications. All wireless systems can be structured by the designated
application focus:

• Far field communication: Cell phone networks such as the Global System
for Mobile Communication (GSM) and the Universal Mobile Telecommu-
nication System (UMTS). These systems can be used for several services
such as traffic information, toll billing, weather information, local infor-
mation services, and dynamic routing.

• Car-to-car and hot-spot communication: Wireless network standards wire-
less LAN (WLAN) and HiperLan/2 are appropriate for small-range data
interchange between cars. Applications are, e.g., safety systems, ad-hoc
networking between cars, remote diagnosis, and hot-spot communication
(e.g., at gas stations).

• In-car communication: Possible applications of Bluetooth, ZigBee, DECT,
and IrDA include data exchange from sensors to the control network of
the car, PDA data interchange with car networks, and identification with
keys.

For each standard we first give a short description of the architecture
focusing on the part providing the security services. In addition, we list the
security services as well as the security shortcomings of the standards.

Finally, a brief comparison of all standards regarding technical and security
related aspects is given in Table 1.

2 Global System for Mobile Communication (GSM)

In the 1980s, most mobile cellular systems were based on analog technology.
The Global System for Mobile communication can be considered as the first
digital system. In 1982, the idea for an European standard for mobile com-
munication over the band 900 MHz was born. By 1985 Germany, France, and
Italy had signed an agreement for development of such a standard system. In
1991 the first GSM system was established in Genf. Today, GSM is a digital
mobile telephone system that is widely used in Europe and other parts of the
world.

In the car environment GSM can be used for far-field communication.
Examples of an application could be remote diagnosis or on-board Internet.
GSM can be used for transmitting the necessary data wirelessly to the manu-
facturer who analyzes the diagnosis data or for the exchange of data with the
Internet provider. For the first application it is of great importance that the
data arrives correctly to allow a complete diagnosis, whereas for the second
application we want mainly to have a reliable system to guarantee consumer
satisfaction. An example for current use of GSM in the automotive is “Toll
Collect”, a toll collecting system for German highways. However, security plays
a central role in keeping the transmitted information private.
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2.1 Overview

In this subsection we describe very briefly the main parts of the GSM network,
concentrating on the part applying the security mechanisms.

Mobile Station (MS): The mobile station consists of the hardware (the
cell phone) itself and the Subscriber Identity Module (SIM). The phone is
uniquely characterized through the International Mobile Equipment Identity
(IMEI) and provides the encryption algorithm A5. The A5 algorithm achieves
encryption for the data transmission. The SIM is a smart card providing the
user with access to the subscriber services. A four-digit PIN (Personal Identi-
fication Number) identifies the user to the chip card. In addition, the follow-
ing information is stored on the card: IMSI (International Mobile Subscriber
Identity), the user-specific symmetric Key Ki (128 bit), the A3 algorithm for
challenge-and-response authentication and the A8 algorithm to generate the
session key.

Base Station Subsystem (BSS): The BSS handles the connection be-
tween MS and the Network and Switching Subsystem (NSS). The BSS can be
divided into two parts: (a) the Base Transceiver Station (BTS) and (b) the
Base Station Controller (BSC).

Network and Switching Subsystem (NSS): The main aim of the
NSS is to manage the communication between the different users, including
the storage of information concerning the subscribers and the coordination of
their mobility. NSS consists of the Mobile services Switching Center (MSC),
the Gateway Mobile services Switching Center (GMSC), the Home Location
Register (HLR), the Visitor Location Register (VLR), and the Authentication
Center (AuC) Equipment Identity Register (EIR).

HLR, VLR, and AuC are the components of the NSS important for se-
curity. HLR stores subscriber-related data, hence, also the cryptographically
related date, like user keys. The VLR is a temporary database for visitors
needed to ensure services. The network provider needs to deposit the encryp-
tion data and authentication of the MS. AuC verifies the identity of the user
by providing authentication and encryption parameters.

Operation and Support Subsystem (OSS): The OSS is connected to
the NSS and to the BSC and allows for monitoring and controlling the system.

2.2 Security of the GSM network

In this section, we will provide the reader with an overview of the security
aspects implemented in GSM. GSM provides two cryptographic protocols,
namely to ensure authentication of the user to the network and to encrypt
the data.

Authentication of the User to the Network: Authentication allows
the network provider to uniquely identify the user by checking if the user (or
better the chip card of the user) knows the IMSI and the user key Ki. Au-
thentication avoids therefore the placing of calls to another person’s account.
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Figure 1 illustrates the authentication between user and network. In the first
step the user sends the TIMSI (Temporary IMSI) to the base station. The idea
behind the TIMSI is to hide the identity of the MS by frequently updating
this number during each location update procedure. The TIMSI allows the
network to get the user’s key Ki from the database. In the second step, the
network challenges the SIM card with a 128-bit random number. At this point
the two parties (SIM and network) are able to calculate the Signed Response
(SRES) using the A3 algorithm. The cell phone is authenticated if the two
results are equal.
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AUC/VLR/HLRAUC/VLR/HLR

RAND (128 bits)RAND (128 bits)

RES (Response, 32 bits)RES (Response, 32 bits)
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Fig. 1. GSM user authentication
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Voice Encryption: Data is transferred by air and, thus, can be easily
eavesdropped by an attacker using radio receivers. Encryption is done using
a session key KS which is generated using the A8 algorithm (see Figure 2).
The input values to A8 is a random number RAND and the user key Ki. Note
that KS is valid at most for one communication. The cipher A5 uses KS as
input and produces the key stream to be XORed with the data.

2.3 Security Analysis

In this subsection we analyze the security features of GSM. It is important to
understand the strengths but also the drawbacks of GSM. Using this know-
ledge an application designer is able to judge whether the system is sufficient
in terms of security for the given application. For more detailed information
the reader is referred to [13, 17].

Access control: Access control between the user and the SIM card is
given by a secret PIN and, thus, does not allow (easy) unauthorized access.
Note that the PIN is not a sufficient protection against serious attacks.

Downlink signalling failure counter: When an mobile subscriber en-
ters the influence area of a jamming unit, it loses contact with the active
carrier of its BS. After the downlink signaling failure counter (DSC) expires
after a certain time, the MS considers a failure has taken place.

Temporary identity: The TIMSI will be newly assigned to the user at
each location. Hence, it is very hard for an attacker to obtain a profile of the
user.

Authentication: Authentication protects from unauthorized service ac-
cess and ensures that the user pays only his/her phone costs. However, the
GSM network provides only authentication of the user to the network. The
protocol does not identify the network to the user. Hence, false base station
attacks are possible.

The second problem with authentication is based on the fact that the A3
and A8 algorithms are not specified in the GSM standard. Thus, the security of
these algorithms relies on security-by-obscurity and therefore is not considered
secure in general. The GSM standard committee recommended the use of
COMP 128 for A3 and A8 which was broken in [4]. For this attack we need to
perform 8 to 12 hours of calculations on the card to determine the user key
Ki.

Key Establishment/Encryption Algorithm: Encryption protects user
data; however, we need a stronger algorithm since the algorithm is broken
and the key length is too short. In addition, encryption is only applied at the
wireless interface (further security services are operator dependent). Thus, all
information including TIMSI, RAND, SRES, Ks as well as the communica-
tion and signaling information are transmitted in clear within and between
networks.

Transparency: Security features operate without user assistance. Thus,
there is no indication to the user that encryption is activated. No explicit con-
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firmation of properly accomplished authentication and correct authentication
parameters is given when subscribers roam etc.

Channel Hijack: Protection against radio channel hijack relies only on
the encryption mechanisms. However, encryption is not strong enough or is
not used at all in some networks.

Inflexibility: The security functionality is inadequate and not flexible to
upgrade over time. There will always be security holes in practical applications
and, therefore, it is important to have mechanisms to upgrade cryptographic
primitives or flawed software.

3 Universal Mobile Telecommunication System (UMTS)

The Universal Mobile Telecommunication System is envisioned as the succes-
sor to GSM. Hence, UMTS will be used in far-field communication, providing
applications like DynRouting, Remote Diagnosis and Internet in the car. The
main difference from GSM is that UMTS handles a higher data rate (up to
2 Mbps) per mobile user and that most security limitations of GSM are no
longer present.

3.1 Overview

The UMTS standard is an extension of existing networks introducing the new
components UTRAN, RNC, and Node B. In the following we describe the
functionality of the new components in more detail. All the other existing
components such as the HLR can be extended for UMTS. The handsets must
be developed from GSM. The UMTS User Equipment (UE) is separated from
the Mobile Equipment (ME) and the UMTS Subscriber Identity Module card
(USIM), as in the GSM network.

UTRN and RNC: UTRAN is subdivided into individual Radio Net-
work Systems (RNSs). The RNC provides control for each RNS. One or more
Node B elements are connected to the RNC. RNC provides central control
for the RNS elements, and handles protocol exchanges, central operation, and
maintenance.

Node B: The Node B provides the radio transmission and reception. The
main task of the Node B is to connect the UE (via radio interface) and the
RNC (via asynchronous transfer mode). In addition, the Node B takes part
in the power control of the UE.

3.2 Security Analysis

The security of UMTS is built on the security of GSM. The designers adopted
the security features from GSM that have been proven to be needed and
robust. On the other hand UMTS tries to ensure compatibility with GSM
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in order to ease inter-working and hand-over. Furthermore, UMTS corrects
problems with GSM and adds new security features necessary to secure new
services, e.g. authentication of the network. In the following we give a brief
description of the main security features of UMTS.

UMTS Authentication and Key Agreement (UMTS AKA): Au-
thentication and key agreement in UMTS is similar to the one used in GSM
[2]. The challenge-and-response protocol used in UMTS is enhanced to be able
to provide mutual authentication. Figure 3 illustrates the performed protocol.
After the VLR (SGSN) requested the authentication vector (AV), the AuC
responses with the generated quintets (RAND, XRES, CK, IK, AUTH).
The AUTH contains a sequence number (SEQ), a message authentication
code (MAC) and an authentication management field (AMF ).

In a second step the network can challenge the user, by sending a random
number (RAND) and the AUTH to the USIM. The user has the possibility
to verify the received challenge data. This data could only have been con-
structed by someone possessing the secret key Ki. The USIM can also verify
the freshness of the data by checking the SEQ. If all the tests are successful
the network has authenticated itself to the user. The USIM can then generate
the confidentiality key (CK), the integrity key (IK), and the response (RES).
At the end the user sends the RES to the network and if XRES equals RES,
the two parties can start to communicate securely.
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auth. data request
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Fig. 3. UMTS message flow [18]
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Confidentiality and integrity protection: In UMTS the security ter-
minates in the RNC, which is the reason for the RNC being located closer
to the core network than the Node-B (base-station). Using the established
keys (IK and CK) one can start the confidentiality and integrity protection
services. The confidentiality protection applies to both user data and the as-
sociated system signalling data using the f8 algorithm, realized by KASUMI
algorithm [3].

The algorithm to provide integrity is called f9 and is also realized with
the KASUMI algorithm. Note that the UMTS restricts integrity protection to
the system signalling. Thus, the user data is not integrity protected. Another
limitation of the integrity protocol in UMTS is that only a 32-bit long integrity
check value is used.

Security in the UMTS core network: Network Domain Security
(NDS) is needed to secure all important control plane protocols in the core
network. There exists already a protection suite for the IP-based protocols,
namely IPsec. Hence, this was the natural choice for security protection and
furthermore it is implemented in the network layer and, thus, no changes are
required to the target protocols [1].

4 Wireless LAN

Wireless Local Area Networks (WLANs) are based on a standard defined
by the Institute of Electrical and Electronics Engineering in 1997 (IEEE
802.11) [11]. WLANs offer the possibility to easily set up networks and ex-
tend cable-based networks. Easy maintenance, flexibility and small devices
make WLANs in particular interesting for embedded applications. Further-
more, WLANs have emerged in temporary networks (exhibitions, ad-hoc net-
works) or airports and downtown areas (hot spots).

Most current WLAN products are based on the standard IEEE 802.11b
from 1999. The so called Wi-Fi Alliance certifies interoperability of Wireless
Local Area Network products based on the IEEE 802.11 specification. Cur-
rently the Wi-Fi Alliance has over 200 member companies from around the
world, and over 1250 products have received Wi-Fi [19].

Since 2001, major security problems of the standard are known and, finally,
in 2004 a new standard addressing all security limitations was published (IEEE
802.11i). Unfortunately, most circulating products are not able to upgrade to
the new standard.

The following two sections provide a brief overview of the standard with
emphasis on security aspects. For detailed technical information and on
WLAN security, the interested reader is referred to [6] and [11].
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4.1 Overview

Radio Technology:

Wireless LAN systems approved in Europe use the ISM (Industrial-/Scientific-
/Medical-) band between 2.4 and 2.48 GHz. It can be used free of charge and
without any extra approval. The maximum transmission power is restricted
to 100 mW. IEEE 802.11 specifies data transmission via Spread Spectrum
with Frequency Hopping (FHSS) or Direct Sequence (DSSS). In the German
2.4 GHz band, 13 frequency channels with a bandwidth of 5 MHz are available.
Three channels can be used simultaneously without interference (see Fig. 4).

1 2 6 7 8 9 10 11 12 134 53

22MHz

frequency

2.400GHz 2.485GHz

Fig. 4. WLAN channels

A single radio cell has a range between 10 and 150 m, depending on the
environment, e.g., allowing for in-car and car-to-car communication at high
data rates. Future radio systems (802.11n) will use the 5 GHz band with 19
approved channels (no overlap) in total.

Maximum throughput is 11 Mbit/s (802.11b) and 54 Mbit/s (IEEE
802.11g). Note that IEEE 802.11 does not guarantee a certain bandwidth
since the maximum throughput depends on the number of clients and the
quality of the radio link.

Network Architecture

IEEE 802.11 specifies two different architectures for wireless LANs: ad-
hoc mode (IBSS=Independent Basic Service Set) and infrastructure mode
(BSS=Basic Service Set). In ad-hoc mode, two or more (mobile) clients com-
municate directly over a radio link, whereas in the latter mode all communi-
cation is centralized via an Access Point (AP).

The infrastructure mode allows for roaming: An overlapping radio network
with many access points can be constructed. The connection to a client can
be retained while the client moves from one radio cell to another.

IEEE 802.11 entitles the union of many BSS as an Extended Service Set
(ESS), with the connection network as Distribution System (DS). When a
client enters the range of one or more APs, the APs broadcast a signal includ-
ing a Service Set Identifier (SSID). The best AP in terms of signal strength is
selected and the client turns to the AP channel. A client periodically surveys
all channels in order to check for stronger or more reliable APs.
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4.2 Security Analysis

Old standard IEEE 802.11

Security mechanisms are defined in IEEE 802.11 and, recently, in IEEE
802.11i. IEEE 802.11a, b, g and h do not describe additional security mecha-
nisms. In the following, all mechanisms of the original standard IEEE 802.11
are outlined. Note that all mechanisms are fundamentally flawed and do not
provide reliable security for sensitive information.

• (E)SSID: The (Extended) Service Set Identity provides network names and
is always sent in clear and thus, can be eavesdropped. Users can allow for
any (E)SSIDs or only for certain (E)SSIDs. Access points usually broadcast
(E)SSID unless configured otherwise, which is not always possible. Even if
disabled, SSIDs can still be obtained from (secondary) control information
sent by APs.

• Media Access Control (MAC) Address: Though not specified in the stan-
dard, APs can grant access for only certain MAC addresses. In this case
all access lists have to be edited by hand. Furthermore, MACs can easily
be manipulated in wireless environments such that solely MAC filtering is
no security enhancement.

• Wireless Equivalent Protocol (WEP): The goal of WEP was to provide
equivalent security as in cable networks, including
– Integrity: For each data packet, a 32-bit checksum (CRC32) is com-

puted and attached to the data (ICV=Integrity Check Vector), as
shown in Fig. 5. With encryption enabled, the data packet with ICV is
encrypted. After decryption, the receiver checks the ICV. CRC32 can
detect (transmission) errors with high probability. Cleverly swapped
data bits cannot be detected since due to the linearity of CRC and the
simple XOR encryption, the CRC can also be manipulated.

DATA

DATA ICV

CRC32

Fig. 5. WEP integrity check

– Authentication: Two authentication modes are possible in connection
with WEP encryption: “Open” with no authentication and “Shared
Key”. The latter mode accomplishes a challenge response protocol. The
AP generates 128 pseudo random bits and sends them to a client (chal-
lenge). The client encrypts the challenge and sends the encrypted bits
back to the AP (response). The client has authenticated properly if the
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AP can decrypt the response. Note that the authentication is unilat-
eral, i.e., the AP does not authenticate itself to the client.
This authentication protocol is completely flawed: An attacker can
record an authentication step, and build the XOR of challenge and
response. The resulting bits are the first bits of the key stream; thus,
the attacker can authenticate himself from now on. Furthermore, mes-
sages can be faked with the help of computed key stream bits.

– Confidentiality: The key together with an initialization vector (IV)
generates a pseudo random bit stream (stream cipher RC4) and XORs
the bit stream with the data bit stream. Encryption and decryption
are similar operations. The IV changes with every packet to ensure
non-deterministic encryption. After encryption, the IV is appended in
clear to the cipher text (see Fig. 6).

CRC32

DATA

DATAIV

keystream

Secured Shared Key

encrypted DATA and ICV

ICVRC4

XOR

IV

Fig. 6. WEP encryption

The IV is far too short since 24 bit yield only approximately 16.8 million
different IVs; thus, if created at random, repetitions will occur every
4000’s IV on average.
Two key lengths, 40 bit and 104 bit, are specified. Four 40-bit keys
or one 104-bit key can be used. The same key is used for the whole
network, and thus has to be provided to every client and AP. No key
management is specified in IEEE 802.11. Keys are manually distributed
and statically configured, implying infrequent changes. Thus, large vol-
umes of traffic are encrypted with the same key, which lets cryptan-
alysts crack the key in a few days. Even the use of 40-bit keys with
frequent changes is not advisable since conventional PCs can decrypt
messages with “brute force” in a few days.

Additionally, RC4 suffers from some weaknesses which can be exploited by
statistical tests [15]. The Internet offers many tools for automated attacks
on WEP. Taking all aspects into account, WEP offers very little security.
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New Security Standard IEEE 802.11i

The new security standard removes most security limitations of WEP. Before
the approval of IEEE 802.11i in June 2004, the so-called Wireless Protected
Access (WPA) was introduced as a stopgap method before the full standard.
Many parts of the i-standard have already been introduced. The enhanced
security standard allows for the following features:

• Mutual authentication: Client and AP authenticate each other.
• Temporary Key Integrity Protocol (TKIP): Each station gets a separate

key for confidentiality, which is changed frequently.
• Extensible Authentication Protocol (EAP): Authentication involves a de-

vice proving its identity to another device. EAP enables authentication
with an authentication server. The possibility of PKI-based authentica-
tion is given.

General Security Limitations of WLAN

• Uncontrolled propagation of radio waves: though specified, the range of
WLAN can exceed 150 m depending on the quality of transmitter and
receiver. Thus, eavesdropping is possible even beyond the range stated in
the standard.

• WLAN (as well as any other radio-based system) can be jammed, regard-
less of any security service present.

• Profiling: Sending MAC addresses always in clear does allow for generation
of profiles of mobile users.

5 Bluetooth

Bluetooth is an open standard (IEEE 802.15.1) for close-up range wireless
voice and data communication [11]. The development of Bluetooth originated
from the Bluetooth Special Interest Group in 1998 with currently more than
2500 manufacturers [5]. The specification is in version 1.1 at present; version
1.2 is close to approval.

5.1 Overview

Like WLAN, Bluetooth works with 79 channels in the ISM band (2400-
2480 MHz). The data is modulated with Gaussian Frequency Shift Keying
(GSFK) and transmitted in Time Division Duplex (TDD) in combination
with Frequency Hopping Spread Spectrum (FHSS). A time slot is 625 s and
the frequency changes 1600 times per second. The asynchronous connection
less (ACL) transmission reaches a maximum throughput of 723.2 kbit/s in
one direction and 57.6 kbit/s in the other (asymmetric) or 433.9 kbit/s in
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both directions (symmetric). Voice transmission is accomplished with up to
3 synchronous connection oriented (SCO) channels 64 kbit/s each. Voice is
encoded with Pulse Code Modulation (PCM) or Continuous Variable Slope
Delta (CVSD) modulation.

The range of Bluetooth devices is 10-100 m depending on the transmission
power (1-100 mW). To save power consumption, energy-efficient modes (sniff-,
park-, and hold-mode) are specified. An adjustment of the transmission power
is possible [6].

To guarantee the interoperability of all Bluetooth devices, different ap-
plication profiles have been established: Generic Access Profile, Serial Port
Profile, Generic Object Exchange Profile, Headset Profile, LAN Access Pro-
file, Personal Area Networking (PAN) Profile, and more.

For identification, each device has a (worldwide) unique 48-bit hardware
address (Bluetooth Device Address).

5.2 Security Analysis

Bluetooth specifies integrity protection and cryptographic mechanisms to en-
sure confidentiality and authentication. All mechanisms are implemented in
hardware and, thus, are available at the data link layer. The cryptographic
protocols are based on link keys negotiated during the pairing.

If two devices want to establish a secure communication, they have to be
paired. Thus, a 128-bit combination key depending on both device addresses
and random numbers is generated. For secure transmission of both random
numbers, a 1- to 6-byte PIN has to be entered into both devices. If one PIN is
fixed (as preset of the device) it has to be entered into the other device. Two
devices with the same fixed PIN cannot be paired.

The standard allows for two other possibilities to generate session keys
besides the use of the combination key:

• Unit keys are generated before the first use of a device (and cannot be
changed). They are used if the memory of a device is constrained and to
small for saving more keys or if a device has to be accessible to a huge
group of devices.

• Master keys can be negotiated temporarily between devices if a master
wants to use the same key with many devices. Master keys are only used
in multi-point connections and are always sent to the clients encrypted
with the session key.

Security Services

• Integrity protection: Integrity is protected with a CRC. As in the WLAN
case, malicious manipulations cannot be detected if the CRC is also ma-
nipulated (see Section 4).
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• Authentication: Authentication is based on a challenge response proto-
col using a symmetric cipher. Mutual authentication is achieved by two-
sided unilateral authentication. The verifier sends a random number to the
claimant, who generates a 32-bit response of the number together with the
session key and his device number. From the same input data, the claimant
generates another 96-bit authenticated cipher offset. This (secret) offset can
be used as input for the generation of further encryption keys. The verifier
simply generates the same 32-bit string and verifies the response.

• Confidentiality: Encryption is always optional and can be established if
at least one party is authenticated. The encryption algorithm E0 is a
stream cipher. For each data packet, a new initialization vector is used
(non-deterministic). Encryption is only applied during radio transmission.
Before broadcast and after reception the packets are not encrypted (no
end-to-end encryption).

Further Security Limitations of Bluetooth

• Authentication is done by the devices, not by the user itself.
• Bluetooth Device Addresses can be manipulated (flash memory).
• Eavesdropping and recording of (unencrypted) voice transmission, is pos-

sible.
• Bluetooth can be jammed.
• Default settings are often insecure (PIN consists of zeros ...).
• The standard does not specify generation of random numbers.
• Man-in-the-middle attacks are possible even with authentication. Since

encryption is implemented with a stream cipher, intercepted data can be
manipulated if plain text (e.g., network address) is known.

• It is possible to intercept radio signals originating from Bluetooth devices
(e.g. with a Bluetooth protocol analyzer ...).

• Unique device addresses simplify generation of profiles. Device addresses
are not only used during the setup phase, but also attached to most data
packets.

• Achieved security does not exceed 84 bit, though a 128-bit key can be
used [16].

For a detailed description of major Bluetooth weaknesses, refer to [12].

6 Further Wireless Standards

Besides the widespread standards GSM, UMTS, WLAN, and Bluetooth, there
exists a variety of other interesting wireless solutions, with potential applica-
tion to in-car and inter-car communication. The following sections provide a
short overview of ZigBee, DECT, HiperLan/2, and IrDA.
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6.1 ZigBee

The application focus of ZigBee is monitoring and control. Its goal is the pro-
vision of wireless communication for very small devices (e.g., sensors). Parts
of ZigBee are standardized up to the network layer in IEEE 802.15.4. The ap-
plication layer is defined in the ZigBee Alliance [21]. Therefore, ZigBee should
not be used as a synonymous standard for IEEE 802.15.4.

ZigBee uses 16 channels in the 2.4 GHz band with a throughput of up
to 250 kbit/s via Offset Quadrature Phased Shift Keying (O-QPSK). Ad-
ditionally, one channel with 20 kbit/s is available at 868 MHz via Binary
Phase Shift Keying (BPSK). Transmission is accomplished using the Direct
Sequence Spread Spectrum (DSSS) together with the CSMA/CA protocol (see
Section 4). ZigBee allows for similar modes of networking to Bluetooth. Ad-
ditionally, ZigBee specifies self reorganizing networks. Major technical prop-
erties of ZigBee are low power consumption (≈0.5 mW) and medium range
from 10-100 m. Good data integrity is achieved through high redundancy and
dynamic channel selection.

The standard specifies a security toolbox for optional security functions
such as authentication and encryption. The security services provides 32- to
128-bit AES. Key management is not specified.

6.2 DECT

Digital Enhanced Cordless Telecommunications (DECT) obeys the official
ETSI standard for mobile communication networks for voice and data [8].
DECT is implemented in cordless telephones and can usually be found in of-
fices, premises and private homes. DECT can also be used for bridging small
distances (1-2 km) between provider and client. For interoperability between
different DECT devices, a General Access Profile (GAP) is specified. Inter-
working Profiles define interfaces to other networks such as ISDN. Mobile net-
works can be built from DECT devices. Different communication services can
be found in so-called Application Profiles for specific applications. The DECT
Packet Radio Service (DPRS) and DECT Multimedia Access Profile (DMAP)
allow for connections with high throughput comparable to Bluetooth.

In Europe, DECT operates at 10 carriers in a reserved band from 1880-
1900 MHz with Frequency Division Multiplex (FDM). Each carrier is time
division multiplexed (TDMA) in 24 slots. Time Division Duplex (TDD) with
12 duplex channels per carrier yields 120 available duplex channels in total.

DECT supports different modes of operation:

• Single cell system: The whole DECT system consists of a fixed part and a
portable part (e.g., cordless telephone and base station).

• Direct mode: Two DECT portable parts communicate directly with each
other.

• Multi-cell system: DECT is multi-cell capable and supports roaming.
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The standard provides security mechanisms against eavesdropping. Au-
thentication is based on a challenge response procedure with a 128-bit long-
term key which has to be entered into both devices at the beginning. A
portable device has to authenticate itself against the fixed part. Mutual au-
thentication (i.e., additional authentication of a fixed part against a portable
part) is optional. Detailed information about the authentication specification
can be found in [8]. The authentication algorithms A11 and A12 are not pub-
licly available and the strength of the algorithms is not known.

The implementation of the key management has several degrees of freedom,
i.e., it is possible to register a cordless phone at a base station without previous
exchange of a long-term key.

Encryption of the transmitted data is optional and is realized with a stream
cipher. The stream cipher is initialized with a 64-bit cipher key (CK) and an
initialization vector (IV). In practice, encryption is almost always toggled off
or not even implemented. If encryption is implemented, usually key sizes of
64 bit are used, which is considered as insufficient nowadays. As with the
authentication algorithms, the encryption algorithm is not publicly known.

Unattached encryption, protocol analyzers allow for profiles of base sta-
tions (e.g. how often encrypted session are established etc.). Built-in baby
phone functionality enables easy eavesdropping.

6.3 HiperLAN/2

High Performance Radio Local Area Network Type 2 (HiperLAN/2) is a stan-
dard of the European Telecommunications Standards Institute (ETSI) [9].
HiperLAN/2 is a competitor of IEEE 802.11. IEEE 802.11 can be seen as
wireless Ethernet whereas HiperLAN/2 works like a wireless ATM. Media
access is centralized, connection oriented and supports quality of service.

HiperLAN/2 uses the 5 GHz band from 5.15 to 5.35 GHz and 5.47 to
5.725 GHz with 19 different channels of 20 MHz each. Maximum throughput
is 54 Mbit/s at a range of approximately 30 m indoor and 150 m outdoor. The
transmission power is limited to 200 mW indoors and 1 W (EIRP) outdoors.
Handover of mobile stations to different base stations is supported by Hiper-
LAN/2 to supply large areas. Transmission uses Orthogonal Frequency Divi-
sion Multiplex (OFDM) modulation and is time multiplexed (TDMA/TDD,
Time Division Multiple Access, Time Division Duplex). Carrier access hand-
ling is centralized by the base station or a dedicated mobile station which
assigns time slots of different lengths.

Establishing a communication with a mobile station requires the MAC
address of the base station. Different cryptographic options are possible: en-
cryption with a common derived key, mutual authentication, and encryption
with multi-cast keys provided by the base station. For each application, differ-
ent keys are used. The session key for encryption is derived via Diffie-Hellman
key agreement [7] and yields a DES or 3DES key. Weak and semi-weak keys
are discarded. The base station initializes a new key exchange frequently. To
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keep keys fresh, multi-cast keys are assigned frequently by the base stations,
and are encrypted with the session key. Encryption implements DES or 3DES
in Output Feedback (OFB) mode.

Authentication keys are either predistributed symmetric keys (≥128 bit)
or asymmetric key pairs (RSA512, RSA768 or RSA1024). Key management
with certificates and a Public Key Infrastructure (PKI) is possible. Authenti-
cation is realized with a challenge response protocol. The response is generated
either with a MD5-HMAC or with an RSA signature according to PKCS#1
v1.5 [14]. Security risks arise with the possibility of a man-in-the-middle attack
on stations, which have no direct connection (see [6]). Anyway, HiperLAN/2 is
much more secure than IEEE 802.11 (see Section 4). Dynamic MAC addresses
assigned by the base station avoids profiling.

6.4 IrDA

The Infrared Data Association (IrDA) is a non-profit organization and released
the first specifications of a protocol for an infrared interface in 1994 [10]. This
infrared interface was designed as a wireless alternative to the serial port.
IrDA uses wavelengths in the range of 850-900 nm and defines data rates up
to 16 Mbit/s. The average range is 0.2-2 m and depends on the transmis-
sion power. Data integrity is achieved with CRC16 (up to 1.152 Mbit/s) and
CRC32 (above 1.152 Mbit/s). For a successful communication, both devices
have to face each other. IrDA does not specify any cryptographic service; thus,
no authentication and encryption is possible.

7 Conclusion

Wireless networks can have many advantages compared to cable-based solu-
tions: they are easy to set up and easy to maintain, they can be implemented
in devices of nearly any size and can have little power consumption. The vari-
ety of the presented solutions demonstrate a wide possible field of application.
High-end wireless ATMs (HiperLAN/2) are just as feasible as ultra-low-power
transmissions in the kbit range (ZigBee). Thus, nearly any cable-based net-
work has its wireless counterpart. Table 1 gives a short summary of the tech-
nical properties and the security of all presented systems (see also [20]).

Nevertheless, wireless protocols still have and will always have some serious
penalties. Every wireless connection can be jammed, regardless of applied se-
curity services such as encryption. Thus, wireless devices should never be used
for sensitive applications, e.g., applications which might harm or injure per-
sons in cars in case of failure. Furthermore, the broad range of several wireless
systems do not allow for clear localized restrictions of networks. Well-equipped
attackers might always be able to eavesdrop any communication sent over
the network. Strong cryptographic primitives and a diligent implementation
of such algorithms and protocols can help to solve this disadvantage. Many
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Table 1. Technical comparison of selected wireless standards and security fea-
tures [20]

Market name GPRS/GSM UMTS Wi-Fi Bluetooth ZigBee
Standard 1xRTT/CDMA 3GPP IEEE 802.11 IEEE 802.15.1 IEEE 802.15.4

a,b,g,h,i

Application Far field Far field Car-to-car In-car In-car
focus comm. comm. comm. comm. comm.
System 16 MB+ 16 MB+ 1 MB+ 250 kB+ 4-32 kB
resources
Battery 1-7 1-7 0.5-5 1-7 100-1000+
life (days)
Network 1 1 32 7-250 255/65,000
size
Bandwidth 56- 56- 800- 720 20-250
(kB/s) 128 14,000 54,000
Transmission 1,000+ 1,000+ 10-100 1-10+ 1-100+
range (m)
Success Reach, Reach, quality, Speed, Cost, Reliability,
metrics quality speed flexibility convenience power, cost
Security services:
- Integrity X X X X X
- Authentication unilateral mutual mutual (opt.) mutual (opt.) mutual (opt.)
- Confidentiality (X) X X (opt.) X (opt.) X (opt.)

common wireless systems still suffer from poorly designed security services
(e.g., old IEEE 802.11, GSM). Using these systems demands security solu-
tions beyond the (flawed) standards, e.g., virtual private networks (VPNs) or
other end-to-end encryption mechanisms.
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Summary. This article gives an overview of state-of-the-art side channel attacks
and corresponding countermeasures which are currently discussed in the scientific
literature. We compare different attacks with respect to the algorithms attacked,
measurement costs, efficiency and practicability. In particular, we examine simple
power analysis (SPA), differential power analysis (DPA), internal collision attacks
and template attacks. Moreover, we give a brief overview of various countermeasures
based on hard- or software which should always be implemented in order to secure
cryptographic algorithms against side channel attacks.
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tacks

1 Introduction

Cryptographers have traditionally designed new cipher systems under the as-
sumption that the system would be implemented in a closed, reliable com-
puting environment which does not leak any sensitive information. Hence,
implementations were generally regarded as black boxes which have an input
and an output interface only. However, in 1996 Paul Kocher et al. showed
that various public key ciphers were vulnerable to attacks which analyze the
execution time of an algorithm [20]. We will investigate timing attacks in more
detail in Section 2. Two years later in 1998 they were able to show that the
power consumption of smart cards available at that time leaked sensitive de-
tails about the executed operations and data being processed [18]. Attacks
which analyze these unintentional sources of information are generally not
considered in black box designs of cryptographic algorithms.

In general, cryptographic algorithms are either implemented as software
running on a processor or as hardware, e.g. an application-specific integrated
circuit (ASIC) consisting of semiconductor logic gates and memory elements.
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Various classes of attacks which try to compromise the implementation of a
cryptographic algorithm are shown in Figure 1. This article is focused on side
channel attacks, which investigate and analyze the timing behavior [20, 17],
the power consumption [18, 19, 2, 22, 24] or electromagnetic emission [1] of
an implementation.

implementation attacks

passive

non-physical
(e.g. software bugs,

buffer overflows)

physical
(e.g. side-channel

attacks)

active

invasive
(e.g. reverse

engineering of
hardware)

non-invasive
(e.g. glitch attacks)

Fig. 1. Various classes of implementation attacks

Due to the physical nature of hardware and software implementations,
there will usually be a leakage of side channel information, if no adequate
countermeasures are used. Hence, even though side channels are not regarded
in the black box design of an algorithm they do play an extremely important
role in practical implementations. This is shown in Figure 2. It is widely known
that most smart card manufacturers are aiming to eliminate side channel
information as much as possible, e.g., by means of hardware and software
countermeasures [6].

cipher systeminput output

side channel leakage

Fig. 2. Information leakage through a side channel of a cryptographic system

Paul Kocher et al. demonstrated in the original paper [18] that common
algorithms such as the Data Encryption Standard (DES) and Advanced En-
cryption Standard (AES) implemented in smart cards could be broken by ana-
lyzing the power consumption. A cipher executed by a microprocessor usually
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influences the behavior of many thousand Complementary Metal Oxide Semi-
conductor (CMOS) logic gates. In Figure 3 a simple CMOS inverter consisting
of a p-channel Metal Oxide Semiconductor (PMOS) and an n-channel Metal
Oxide Semiconductor (NMOS) transistor is shown.

Input Output

Vdd

Vss

Fig. 3. CMOS inverter

In static operation the voltage levels of the input and output node will be
either at Vdd (high) or Vss (low), however, during a transition of the input
voltage from Vdd to Vss or vice versa the inverter will act as a short circuit
for a short time resulting in an increased current flow.

The power consumption of a microchip is typically analyzed by putting a
small shunt resistance Rs (e.g., a few 10 Ω) between the Vdd (Vss) pin of the
microchip and the true source (ground). Another approach which decouples
the oscilloscope from the target hardware is to use a current probe which
measures current induced by the power line of the target hardware. In the
former case noise induced by a common power source can be reduced by
replacing the voltage source with a well-filtered source with low-voltage ripple.
A digital oscilloscope with low quantization noise (e.g. a 12-bit Analog Digital
Converter) and high sampling rate (e.g., 500 MHz) is then used to digitize the
voltage over the shunt resistance, which is proportional to the current drawn
by the microchip. This is shown in Figure 4.

In [18], two practical attacks, Simple Power Analysis (SPA) and Differen-
tial Power Analysis (DPA), were introduced. In SPA attacks an adversary has
previously obtained knowledge of the target hardware and knows details such
as timing offsets of the particular implementation. SPA makes use of charac-
teristics that are directly visible in one measurement trace. (If the noise is a
dominant source, alternatively, an average trace using the same input data
can be used.) The secret key needs to have some simple, exploitable relation-
ship with the operations that are visible in the measurement trace. Therefore,
very often vulnerable implementations use key-dependent branching in the
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Fig. 4. Power analysis of a micro chip

source code which can be detected with side channel analysis. The adversary
measures the particular side channel and thus deduces information about spe-
cific instructions, their opcodes, operands and addresses affecting the internal
busses of the target hardware. SPA is discussed in more detail in Section 3.

The main idea of DPA is to detect regions in the side channel informa-
tion of a device which are correlated with the secret key. However, unlike
simple power analysis DPA further processes the measured power (or elec-
tromagnetic) traces by using statistical methods. First, an adversary starts
encrypting a certain number of various uniformly distributed plaintexts and
measures the corresponding power traces. Next, the adversary sets up key hy-
potheses about the secret key and predicts the value of a chosen intermediate
key-dependent variable for each measurement trace. Finally, every trace is cor-
related with the intermediate variable1 and the correlation signal is analyzed.
If the correlation signal contains distinct peaks for a particular key hypothe-
sis, this key hypothesis was correct. The most important advantages of DPA
are twofold: the adversary does not need to know specific details about the
examined hardware or about the particular implementation, as e.g. precise
timing information. DPA is discussed in further detail in Section 4.

Recently, attacks which analyze side channel information in order to de-
tect internal, key-dependent collisions have been published [33, 31, 34]. Unlike
DPA internal collision attacks are chosen plaintext attacks and partially re-
semble methods used in differential cryptanalysis. The basic idea is to cause an
internal collision for some key-dependent intermediate variable at some point
within the algorithm and observe such a collision with side channel analysis.
Depending on the algorithm, collision attacks may be advantageous in terms
of measurement costs. For example, in the case of the AES collision attack
published in [31] only 40 chosen plaintext encryptions are required to deter-
mine the entire 128-bit key. Collision attacks are discussed in the first part of
Section 5.

1 or a function of the intermediate variable, e.g. its Hamming weight
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In the second part of Section 5 template attacks which were originally
proposed by Rao et al. in [8] are discussed. Templates attacks are based on
multivariate analysis of side channel measurements, i.e. in contrast to classical
SPA or DPA attacks a set of multiple signal points of a side channel trace (and
the statistical behavior among these points) is analyzed. These attacks require
an adversary to generate key-dependent templates using a device identical to
the target hardware. The main advantage of template attacks over SPA/DPA
and collision attacks is the fact that once templates have been obtained from
the test device only a single measurement of the identical target device is
required to determine the secret key used in the target device. Thus template
attacks are ideally suited for ciphers which use ephemeral keys such as stream
ciphers, since stream ciphers are often used in protocols which update the key
frequently. Finally, in Section 6 an overview of current software and hardware
countermeasures which thwart side channel attacks is given.

2 Timing Analysis

In 1996 [20], timing analysis was the first side channel based attack in the
public literature. Paul Kocher described this methodology to compromise keys
of RSA, DSS and other cryptosystems by measuring the execution time of the
overall cryptographic operation.

The basic algorithm that is needed for these cryptographic algorithms is
modular exponentiation. To perform a modular exponentiation c = ab mod m

in Zm, the bitwise representation b = [bn−1bn−2 · · · b1b0] is used. The square
and multiply algorithm evaluates this representation, e.g. by starting from the
most significant bit bn−1 .

c := 1

for k := n-1 down to 0 do {

c := c*c mod m

if b[k]=1 then c := c*a mod m

}

return c

Fig. 5. Square and multiply algorithm.

Obviously, the time needed to process one exponent bit is increased if
the bit is set to ‘1’ because of the additional multiplication. Note that the
original publication by Kocher does not exploit the observation of internal
characteristics during the processing of the algorithm, e.g. the execution times
of single multiplications. A straightforward implementation of the modular
exponentiation as shown in Figure 5 is extremely vulnerable against Simple
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Power Analysis (SPA, see Section 3) under the assumption that the squaring
and multiplication operation can be distinguished (e.g. by their timing and
power consumption pattern).

For a successful timing attack it is required that the execution time of
the square and multiply algorithm is data-dependent. The timing attack can
be applied both by an attacker who has physical access to the cryptographic
device and by a remote attacker who can measure running times, e.g. by
eavesdropping a network communication line. It is a statistical attack includ-
ing multiple executions using varying input data ai and a fixed secret key b.
The overall execution time is measured which is denoted by T (ai) wherein
i ∈ {0, ..., k − 1} runs through all k single measurements. It is assumed that
the input data ai as well as the modulus n are known. The adversary is trying
to disclose the secret exponent b.

The attack requires that an attacker is able to simulate or predict the
timing behavior of the attacked device rather accurately. If the input data to
a multiplication or squaring operation is known, the execution time can be
either simulated or directly measured. We call this second device needed the
simulating device. For the explanation of the bit-by-bit approach we assume
that the attacker has already compromised the first n − j bits of b. For each
input value ai the attacker calculates the execution time for the first n − j

bits using the simulating device: Tn−j(ai). The statistical decision problem is
now whether bit bn−j−1 equals 0 (hypothesis H0) or whether bn−j−1 equals 1
(hypothesis H1).

The execution time for the processing of the next bit is determined for both
hypotheses H0 and H1 using the simulating device. For the hypothesis H0 the
simulating device returns the additional execution time TH0

(ai). Accordingly,
let TH1

(ai) be the time for the hypothesis H1.
The hypothesis test computes the variance (second empirical moment) of

the data sets
H0 : T (ai) − Tn−j(ai) − TH0

(ai)
and

H1 : T (ai) − Tn−j(ai) − TH1
(ai).

As result, the test returns the hypothesis with the smaller variance for its
data set on the basis of k timing measurements. The bits bn−j−2 to b0 are
not predicted and their contribution to the overall execution time is treated
as an additional noise. The times for the modular operations are effectively
independent from each other. Let V arM (t) be the variance for the multipli-
cation and V arS(t) be the variance for the squaring operations. Then the
overall variance is n V arM (t) + Ham(b) V arS(t), wherein Ham(b) gives the
Hamming weight of the exponent b. By increasing the number of measure-
ments k the effect of the noise contribution can be minimized. The minimum
number of measurements k needed for the hypothesis test is proportional to
the exponent bit size n.
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Practical tests were done in [11] and [30]. Both publications use a Mont-
gomery multiplication with a constant execution time except that, if the inter-
mediary result of the multiplication is greater than the modulus, an additional
subtraction has to be performed. In summary, there are only two possible exe-
cution times for each multiplication which simplifies the statistical model. For
a 512-bit exponent [11] reported that approximately 350,000 measurements
are needed, whereas the improved statistics of [30] reduced the number of
samples by a factor of up to 50. Another variant of the timing attack can be
applied at a CRT implementation of RSA, if implemented using Montgomery
multiplication (see [27]).

Power analysis attacks (see Sections 3 and 4) are generally more effec-
tive than pure timing attacks as they reveal information about the internal
processing. Combinations of them are feasible (see [28] and [32]).

3 Simple Power Analysis

Side channel attacks based on SPA are strongly implementation dependent.
Some SPA scenarios exploit key-dependent branches of software implemen-
tations. These characteristics of an implementation can be obvious thus an
attacker may succeed with a single power trace. A general guideline for de-
fending against SPA is to avoid key-dependent branches.

In more advanced SPA scenarios the adversary must not only know details
about the power consumption behavior of the target hardware, but also the
exact points of time of the observed key-dependent instructions. In [22] it is
stated that generally two types of information leakage have been observed in
SPA: Hamming weight leakage and transition count leakage. In a precharged
bus design [36] the number of zeros driven onto the bus is directly proportional
to the amount of current that is being discharged from the driven gates.
Hence, with circuits which use precharged busses it is possible to determine
the Hamming weight on the data or address bus. Transition count information
leaks when the dominant source of current is due to the switching of the gates
that are driven by the bus: during a gate transition from high to low or low
to high both transistors in Figure 3 will conduct current for a short time.
This transition current consists of two parts [2]: a larger part, which arises
from charging/discharging succeeding gates and parasitic capacitances, and a
smaller part, which is due to the dynamic short circuit current between Vdd

and Vss. Theoretically, it is possible to distinguish between an output state
change from high to low and low to high, because discharging succeeding
gates will result in an increased transition current, while charging will result
in a decreased transition current [22]. As shown in Figure 6, the relationship
between power consumption and Hamming weight is approximately linear.

As explained above, SPA directly examines single power traces. Never-
theless, an attacker must have detailed information about the hardware and
about the particular algorithm implementation. If attacking DES for example,
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Fig. 6. Power analysis of a micro chip: the current consumption is approximately
linear proportional to the Hamming weight of the processed operand

an attacker could analyze the power traces during the PC1 permutation in
the key-scheduling algorithm.

Other occasions where implementations of cipher algorithms might be vul-
nerable to SPA are carry bit related instructions, such as shifting the key bytes
or the use of conditional branches to test bit values [22]. String or memory
comparison instructions typically perform a conditional branch when a mis-
match occurs. This conditional branching can cause large SPA characteristics.

As a consequence, in order to thwart SPA attacks implementers should gen-
erally try to avoid key-dependent branches and single-bit instructions which
process key-dependent bits. Moreover, the execution time of sub-functions
should never depend on the key, but be constant in order to thwart timing
attacks.

4 Differential Power Analysis

DPA is based on a simple but yet brilliant idea: an adversary sets up hypothe-
ses using a reduced key space and computes the cross-correlation of each side
channel measurement with a selection function which combines the known
input data and the key hypothesis. The selection function can be an inter-
mediate variable occurring within the analyzed algorithm depending on this
hypothesis. Let us investigate a DPA attack against the popular block cipher
DES to clarify this approach. First, a certain number N of power traces (or
EM traces) must be collected thus an adversary generates (or observes) ran-
dom plaintexts Xi, encrypts these plaintexts and measures the corresponding
power traces Pi[t]. Hence, DPA is a known plaintext attack. If an adversary
knows the plaintext and the key hypothesis, the adversary can calculate the
input and by table look-up the output of the s-box functions in round one.
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Fig. 7. Input and ouput of an s-box in DES

DPA of DES usually focuses on one s-box output at a time. Thus the
overall key space of DES (56 key bits) is reduced to 8 times 6 key bits in the
first round. The remaining 8 key bits can be revealed in the second round, if
we deal with a Triple-DES implementation; otherwise they can be tried out by
brute force. In DPA either a single bit of an s-box output or the entire s-box
output (i.e. its Hamming weight) is analyzed. We will explain both methods
in the forthcoming text. Since the key is secret, the adversary has to make
a hypothesis Ks about 6 key bits of round key one in order to predict the
input and output of a chosen s-box (see Figure 7). In single-bit DPA, the
adversary is then able to predict the state of a chosen s-box output bit for
every encryption. If the output bit is set, the corresponding side channel traces
are assigned to a 1-partition, if it is cleared they are assigned to a 0-partition.
The mean of both partitions is then computed. The mean curves are finally
subtracted which results in a differential trace ∆D[t], that contains significant
peaks at those points in time when the predicted output bit has a leakage:

∆D[t] =

∑N

i=1 D(Xi, Ks)Pi[t]∑N
i=1 D(Xi, Ks)

−

∑N

i=1(1 − D(Xi, Ks))Pi[t]∑N
i=1(1 − D(Xi, Ks))

(1)

The function D(Xi, Ks) is called a selection function and in single-bit
DPA gives the state (i.e. 1 or 0) of a chosen s-box output bit for a particular
plaintext Xi and key hypothesis Ks. Because the adversary does not know the
secret key, the differential trace has to be calculated for all 26 = 64 possible
key hypotheses. If the key hypothesis is correct, large spikes will occur at those
points of time in the differential trace when instructions process the observed
s-box output bit. However, if the key hypothesis is not correct, the differential
trace will converge against zero for all points in time, since the predicted bit
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state D(Xi, Ks) is always uncorrelated with the corresponding power trace
measurements Pi[t]. In Figure 8, exemplary two differential traces are shown.
The first differential trace contains a large spike for a particular moment of
time indicating a correct key hypothesis, while the other differential trace is
dominated by noise for all times indicating a false key hypothesis.
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Fig. 8. DPA results: differential traces for the correct key hypothesis (first plot)
and one false key hypothesis (second plot) as a function of time

As stated above, it is also possible to compute the cross-correlation factor
of power traces Pi[t] with the Hamming weight HW of the output of a chosen
s-box Sj(xi). In this case the selection function is defined as

D(Xi, Ks) = HW (Sj(xi)) − 2 ∈ {−2,−1, 0, 1, 2} (2)

The resulting correlation signal is defined as [24, 21]:

c[t] =

∑N

i=1 D(Xi, Ks)Pi[t]√∑N

i=1 D(Xi, Ks)2
√∑N

i=1 Pi[t]2
(3)
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As shown in [21], correlation of power traces with the Hamming weight
can be advantageous if the output of a linear function instead of a non-linear
function is analyzed in DPA. Typical examples of linear functions in block
ciphers are the x-or addition of sub-keys with intermediate variables. However,
whether single-bit or multiple-bit DPA is more successful depends on the
particular target hardware architecture. An adversary will be more successful
if the target device is analyzed prior to the attack.

5 Other Side Channel Attacks

5.1 Internal Collision Attacks

In cryptography the term collision denotes the case that some function results
in an equal output for two different inputs. Cryptanalysts have generally used
collisions to attack hash functions in the past [13, 4]. Most of the previous
attacks against hash functions only attacked a few rounds, e.g., three rounds
of RIPEMD [12, 25]. In [13], it was shown that MD4 is not collision free and
that collisions in MD4 can be found in a few seconds on a PC. Another historic
example of breaking an entire hash function is the COMP128 algorithm [3].
COMP128 is widely used to authenticate mobile stations to base stations in
GSM (Global System for Mobile Communication) networks [16]. COMP128’s
core building block is a hash function based on a butterfly structure with
five stages. In [4], it was shown that it is possible to cause a collision in the
second stage of the hash function, which fully propagates to the output of
the algorithm. Hence, a collision can be easily detected, revealing information
about the secret key.

However, if an adversary is able to perform side channel analysis on a cryp-
tographic target hardware another approach is possible, as well. The main idea
is to detect internal collisions within a cipher by analysis of the power con-
sumption or the electromagnetic radiation. Contrary to strictly cryptanalytic
collision attacks, internal collisions are exploited, which are not necessarily de-
tectable at the output. Various versions of internal collision attacks have been
applied to several symmetric ciphers, such as DES and AES [29, 37, 33, 31, 34].

In [10], it was first shown that the f-function of DES is not one-to-one for
a fixed round key, because collisions can be caused in three adjacent s-boxes.
In [33] it was discovered that such internal collisions reveal information about
the secret key. On average2 140 different encryptions were required to find
the first collision; a significantly lower number of additional encryptions was
required to find further collisions. The propagation path of a collision occur-
ring in the f-function of round one of DES is shown in Figure 9. The authors
examined the practicability of the collision attack with an 8051 software imple-
mentation of DES. Moreover, the authors claimed that no averaging of power

2 Averaged over 10,000 random keys.
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Fig. 9. Propagation path of a collision in DES

traces was necessary and that they used simple cross-correlation of traces to
detect collisions.

Another more general attack against Feistel ciphers such as DES based
on internal collisions, which requires fewer measurements, was originally dis-
cussed by Andreas Wiemers in [37] and later once again in [34]. This attack
tries to exploit internal collisions at the x-or addition output within the Feistel
cipher [37]. In the case of the DES collision attack, a single s-box is active at a
time, i.e. an adversary changes the input and thus the 4-bit output of a single
s-box in round one while the input of all remaining seven s-boxes is fixed.
Next, the adversary varies the corresponding 4 bits of the left half input L of
round one until a collision occurs at the output of the x-or sum. A collision
in the x-or sum will again result in an equal input to round two of DES. If
all eight s-boxes are attacked in a row, only 8 × 8 = 64 measurements are
required this way.

In [31], an internal collision attack against AES was presented. The au-
thors show that partial, key-dependent collisions also occur at the output of
linear transformations, such as the mix column transformation of AES. In
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order to detect internal collisions, the least-squares method was applied by
the authors to compute the difference of two power traces [31]. By taking
advantage of the birthday paradox, it is shown that it is possible to cause
a collision in a single mix column output byte with as little as 20 measure-
ments. The authors claim that whenever a SPA leak is present from which
collisions can be determined with certainty, then each collision will reveal at
least 8 bits of the secret key. Furthermore, in a parallelized approach, they
show that it is possible to observe collisions in all four output bytes of the
mix column transformation with an average of only 31 measurements, which
results in knowledge of all 32 key bits. Finally, if this approach is applied to
all four columns of the AES in parallel, it is possible to determine the entire
128-bit key with only 40 measurements. The authors claim that this is the
biggest advantage of the AES collision attack over DPA. However, DPA has
the advantage of being a known plaintext attack whereas the collision attack
is a chosen plaintext attack. A DPA against an unprotected implementation
of AES which yields the correct key hypothesis typically requires between 100
and 1000 measurements depending on the presence of superimposed noise.
Under ideal circumstances a collision attack against AES might be possible
with only 40 measurements, however.

5.2 Template Attacks

Stream ciphers are most often resistant against DPA attacks, since the in-
ternal state of stream ciphers generally evolves fast and an adversary is not
always able to trigger a stream cipher with the same key in order to obtain
enough samples to mount a successful attack. Unlike DPA, template attacks
which consist of a profiling phase and a key extraction phase are based on the
multivariate analysis of side channel traces and are ideally suited for stream
ciphers. In [8], Chari et al. introduced template attacks and showed that it is
possible to break the popular stream cipher RC4 with a single measurement.
Template attacks implicate that an adversary has access to a programmable
device identical to the target hardware during the profiling phase. The key-
dependent model of captured side channel information for one operation is
called a template and contains a noise-free signal for this particular operation
and a noise characterization for that particular case. An adversary first an-
alyzes the sample hardware and creates templates for parts of the key. The
adversary then analyzes the target hardware and tries to classify the secret
key using the stored templates. The goal is to significantly reduce the number
of possible keys or even come up with the correct key. Building a template for
all possible key values is of course not feasible. Therefore, a so-called extend
and prune strategy has to be used. The idea is to use an incremental strategy.
i.e. an adversary only builds templates for a small subset of the key and tries
to break the cipher in a divide-and-conquer manner. At each step more and
more bits of the unknown key are used for the next key hypothesis.
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Every template consists of a signal model and a noise model for a particular
key-dependent intermediate variable. During the profiling phase the templates
are obtained from the test device. During the key extraction phase the pre-
computed templates are used to determine the state of the key-dependent
intermediate variable with some error probability. Hence, first n power traces
corresponding to a particular operation are measured from the test device.
Modeling the noise-free signal is simply achieved by averaging these n power
trace measurements Pj .

P =
1

n

n∑
j=1

Pj (4)

In order to create a data-dependent noise model for each operation, the
first step is to compute noise vectors Nj for every power trace measurement
by subtracting the power trace from the averaged noise-free signal.

Nj = P − Pj (5)

In order to save processing resources the number of sample points t per
averaged power trace P and noise vectors Nj should be cut down to a smaller
number of significant points (e.g. between 20 and 50) , i.e. to those distinct
peaks which are strongly dependent on the particular intermediate variable.
Template attacks are based on the fact that the significant points of the noise
vectors are drawn from different data-dependent probability distributions. As
a result, recognizing the probability distributions of a noise vector by compar-
ing an observed noise vector with previously computed noise vectors makes
it possible to classify the corresponding signal. If it is assumed that all prob-
ability distributions are approximately normal distributions, a multivariate
gaussian analysis of the noise vectors can be applied in order to determine
the corresponding signal with maximum probability. In multivariate gaussian
analysis a noise model is basically represented as a matrix of covariances of
noise vectors Nj . Hence, each entry of the t × t covariance matrix CM is
defined as:

CM(tx, ty) = cov(Nj(tx), Nj(ty))

=
1

p − 1

p∑
j=1

(Nj(tx) − Nj(tx))(Nj(ty) − Nj(ty)) (6)

where the terms Nj(tx) and Nj(ty) denote the mean values of all noise vectors
at particular points in time tx and ty.

Once a certain number of templates has been generated to classify the key-
dependent intermediate variable an adversary can mount a template attack
by measuring a single power trace P ′ of t sample points from the target
device in order to find out which template describes the noise characteristic
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of the measured power trace in the best way. First, he computes a noise vector
Ni = P i − P ′ for each template i. Next, the joint probability of noise vector
Ni being contained in template i can be computed as

p(Ni) =
1√

(2π)t|CMi|
· e−

1

2
NT

i CM
−1

i
Ni (7)

In [8] it is stated that this maximum likelihood approach of determin-
ing the correct template is optimal if data-dependent noise has a normal
(i.e. gaussian) distribution. The major point of template attacks is the fact
that only a single measurement is required in order to determine the cor-
rect corresponding template and thus the correct sub-key. The authors state
that they were able to successfully break implementations of RC4, DES using
power analysis and even an SSL accelerator card inside a closed server using
EM analysis. Template attacks have only been discussed marginally in side
channel related publications so far, probably due to their complexity. How-
ever, template attacks currently represent the state of the art attack to break
stream ciphers or any cipher used in a protocol where only a single trace is
available.

6 Countermeasures

As we have shown in the previous sections of this article side channel attacks
represent a serious threat to cryptographic implementations. In this section
we will discuss countermeasures which are generally implemented in hardware
or software or a combination of both in order to thwart these attacks.

6.1 Protection against Timing Attacks

Since timing attacks exploit the fact that the duration of an algorithm is some-
how correlated with the secret key, the easiest way to counteract these attacks
is to make the algorithm time invariant, i.e. the duration of all computations
must be strictly constant independent of the input and key. For example, an
RSA implementation may be secured against timing attacks by rewriting the
square-and-multiply algorithm, so that its duration is always constant inde-
pendent of the Hamming weight of its exponent and the data processed [20].
However, this also implies an obvious performance drawback, since this du-
ration would equal the time which is needed to en- or decrypt the all-one
exponent 111...1. More efficient, although less generic, countermeasures can
be implemented to thwart certain known timing attacks. For example, several
countermeasures use additional subtractions in an RSA Montogomery multi-
plication [35]. In general, block ciphers are very easy to secure against timing
attacks, since most subfunctions are usually time invariant. Furthermore, it
has been shown that block ciphers which do contain time-variant subfunctions,
such as RC5 and AES, can be easily secured [17] as well.
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6.2 Protection against Power and EM Attacks

Software Countermeasures:

In general, there exist two classes of software countermeasures: the first class
masks the processed data in order to make it uncorrelated with side chan-
nel measurements and the second class desynchronizes repeated side channel
measurements by inserting random dummy cycles, such as NOPs or bogus
program code.

The idea of masking processed data was initally proposed by Chari et
al. [7]. They suggested a secret sharing scheme where each bit of the original
computed data is divided probabilistically into two or more shares such that
any subset of shares is statistically independent of the bit being processed and
yields no information about the bit. Goubin et al. proposed a first masking
technique for the DES algorithm based on two independent shares in [15].
They describe several methods how to mask intermediate data with an x-or
mask generated by a random number generator. In general, masking non-linear
functions, such as substitution boxes, is more difficult than linear functions,
because it is more difficult to unmask the output data. Unmasking of linear
functions can easily be done by applying the x-or mask itself, or the additive
or multiplicative inverse. Unmasking of non-linear functions is more difficult
and s-boxes usually have to be precomputed for a particular mask.

However, secret sharing methods can be defeated by so-called higher order
DPA attacks [23]: two or more points in the side channel curve are analyzed
and checked for a correlation of their joint consumption and the unmasked
data bit. In order to successfully conduct a higher order DPA an adversary
needs to know the exact points of time of all the shares and Chari et al. have
shown that the complexity of higher order DPA attacks grows exponentially
with the number of shares. A disadvantage of the masking countermeasures
is the fact that the performance of an implementation drastically decreases:
the number of instructions is roughly doubled, the code size increases and
non-linear functions such as s-boxes have to be precomputed and stored in
RAM, which is generally sparse in embedded systems. Another disadvantage
is the fact that masks corresponding to different group operations have to
be converted into each other without revealing the unmasked data. In [5]
it is shown that these conversion algorithms eventally do not resist single-
order DPA attacks. In [14] DPA-resistant conversion algorithms are presented;
however, their performance tends to be a major bottleneck: while a conversion
from boolean to arithmetic masking requires seven operations, a conversion
from arithmetic to boolean masking requires 5k + 5 operations, with k being
the word size in bits, e.g. k = 8. Recently, in [9], Coron et al. proposed a faster
algorithm for arithmetic to boolean conversion based on precomputed look-
up tables. Depending on the table sizes their approach reduces the number of
operations by up to 50 percent.

The second class of software countermeasures aims at the desynchroniza-
tion of side channel traces by insertion of random dummy cycles or loops of
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bogus instructions with a random number of repetitions. There have not been
many publications about this class of countermeasures; however, in [6] and
[1] it has been shown that bogus instructions can be easily removed by either
performing a DPA with an increased number of measurements (e.g. up to sev-
eral thousands) or by applying signal processing algorithms in order to realign
the traces. As a conclusion, desynchronization countermeasures should not be
regarded as secure and should only be implemented in combination with other
hard- and software countermeasures.

Hardware Countermeasures

Up to now only very few papers have discussed hardware countermeasures,
especially since smart card manufacturers do not like to reveal details about
their particular developments. To the author’s knowledge, there exist three
classes of hardware countermeasures against side channel attacks: noise gener-
ators, transistor logic families with a constant power consumption and random
wait states and internal clock variations. Noise generators add an additional
noise part to the overall power consumption. It is obvious that this counter-
measure can be easily defeated by computing the mean of several side channel
traces corresponding to the same plain text encryption.

The second class is based on the idea of balancing all internal binary tran-
sitions, i.e. for every transistor which switches from a logical one to a logical
zero, there exists a complementary transistor which switches from a logical
zero to a logical one and vice versa. A popular representative of this counter-
measure is the dual-rail logic, which also helps to counteract fault attacks [26].
However, it should be noted that such approaches are very difficult to achieve
in practice and even slight differences in power consumption may result in
a successful DPA attack. Moreover, it is not known whether hardware coun-
termeasures, such as dual-rail gates, can resist EM attacks. Finally, it should
also be noted that dual-rail logic results in roughly twice the chip size.

The third class of hardware countermeasures aims at a desynchronization
of repeated side channel measurements by invoking random wait states or
varying the internal clock frequency. However, as aforementioned, these coun-
termeasures can be easily defeated using realignment algorithms, especially
if random wait states result in a distinct power signature. Variations of the
internal clock frequency can be easily filtered out with an increased number
of measurements, because the random time offsets of significant points within
an instruction feature a gaussian distribution.

7 Results and Conclusions

In this publication we review four popular classes of side channel attacks:
simple power analysis (SPA), differential power analysis (DPA), internal col-
lision attacks and template attacks. SPA represents the most crude approach
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to break implementations of cryptographic algorithms. Despite its name SPA
requires that an adversary has a deep understanding of both the attacked
hardware and implementation, i.e. the adversary needs to build a precise
model of the target’s current consumption for the specific instructions ob-
served. This means that the adversary needs the same device to generate
these models or a sample device whose behavior is very close to the one under
attack. Besides that a deep understanding of the timing behavior, i.e. which
instruction is executed at what point of time, is required. DPA overcomes
these difficulties; therefore, DPA is generally regarded as the most danger-
ous side channel attack. Two further attacks, internal collision attacks and
template attacks, have the advantage of requiring fewer measurements than
DPA in order to determine the secret key. Finally, a brief overview of generic
countermeasures against side channel attacks is given. In the past, almost all
countermeasures have been broken in the scientific literature, especially if an
adversary knows some details about the implementation or target hardware.
It must be stressed that countermeasures should never be implemented alone,
but always as a combination in order to thwart side channel attacks.
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Summary. Once an adversary gains physical access to a cryptographic device it-
self, the security of the device strongly depends on its construction implemented
in hardware and software. This contribution aims to review the main approaches
towards physical security.
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1 Introduction

Physical security becomes essential if a security module is directly accessed,
especially in an unprotected environment.

In automotive applications it has to be assumed that each party involved
(car owner, workshops, control personnel) is (in principle) able to get physi-
cal access to each security component of the vehicle. Certainly, some special
tools (as diagnostic interfaces) and design specifications are helpful which are
supposed to be distributed to a limited group only. However, the trade of
these tools and information can hardly be controlled [16], as for example,
independent workshops cannot be excluded from the distribution.

In the automotive industry threats often deal with the modification and
substitution of components. The use of cryptographic modules for automo-
tive components is still at the beginning – compared to the efforts of banking
associations and national security agencies. Probably many important results
towards physical security are still classified and not publicly available. How-
ever, there are a number of microelectronics companies that have been devel-
oping security modules and hence have gained knowledge concerning how to
protect their products against tampering attacks. The automotive industry
should benefit from the experience.
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The integration of physical security aspects into automotive specifications
is a growing issue. The EU directive [13] which regulates the requirements of
the digital tachograph system addresses physical security requirements. Be-
sides that, physical security is an issue at the implementation of electronic
immobilizers which, for example, should be protected against cloning. Elec-
tronic road pricing and digital rights management are further applications
which need physical secure components in the end-user environment.

This contribution aims to review the standard requirements for physical
security with respect of the security aspects in the automotive industry.

2 The General Model

Cryptographic modules are designed to provide IT security services, e.g. in-
tegrity and confidentiality of application data. For the corresponding security
mechanisms cryptographic keys are needed which have to be protected them-
selves against unauthorized disclosure and modification.

We make use of the concept of the “Cryptographic Boundary” [3]. The
relevant security parts to be protected are all inside the cryptographic bound-
ary which includes the processing hardware, data and program memories as
well as other critical components as a physical Random Number Generator
(RNG) or a Real Time Clock (RTC) (see Fig. 1). There are external inter-
faces to the cryptographic boundary, e.g, for data communication and power
supply. These lines are generally untrusted as they can be accessed externally.
A special case is a contactless radio frequency (RF) interface: both the data
and power transfer is done by the RF field.

2.1 Operational Environment

The operational environment of a cryptographic module can be diverse: rang-
ing from the security server located at the headquarter of a banking association
(or a vehicle manufacturer) to security tokens which are handed over to the end
user. While it can be assumed that the central security servers are protected
by effective environmental security measures (e.g. guards, alarm systems and
special organizational measures), these measures cannot be enforced in the
case of the untrusted end user. If security tokens cannot be protected by the
environment, they have to be constructed to protect themselves.

We distinguish protected environments, periodically controlled and non-
protected environments. A periodically controlled environment is in an inter-
mediate range. An example would be the random control of the digital tacho-
graph components that are fitted in trucks, whether they have been tampered
with or not.
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Fig. 1. Components of a computer system that are enclosed in a cryptographic
boundary

2.2 Attack Scenarios

In reference [1] five attack scenarios which indicate the main areas of concern
are defined: penetration, monitoring, manipulation, modification and substi-
tution.

Penetration: Penetration is an active, invasive attack against the cryp-
tographic module. This includes breaking into the cryptographic boundary of
the module. The aim is to intercept data at the internal communication lines
or to read out the memory in order to determine the secret keys stored inside
the security module.

Monitoring: Monitoring is a passive, non-invasive attack which leaves the
cryptographic boundary intact. This class of attack makes use of the inherent
leakage of the cryptographic module, e.g. by measuring the electromagnetic
emanation. Monitoring by capturing electromagnetic emanation of the cryp-
tographic device (the US military calls this TEMPEST) and “Side Channel
Cryptanalysis” are prominent passive attacks based on monitoring. For a de-
tailed description of “Side Channel Cryptanalysis” refer to [14].

Manipulation: Manipulation is a passive, non-invasive attack which
leaves the cryptographic boundary intact. The attacks aims to obtain a ser-
vice in an unintended manner [1], mainly at the logical interface. Manipulating
attacks may also include anomalous environmental conditions. For instance,
the cryptographic module might be operated under extreme operating con-
ditions, e.g., with short-time glitches in the power supply and at an extreme
temperature.

Modification: Modification is an active, invasive attack. This includes
breaking into the cryptographic boundary of the module. Unlike penetration
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attacks, the aim is to modify internal connections or the internal memories
used.

Substitution: Substitution includes the removal of the cryptographic
module, which is then substituted by an emulating device with a modified
implementation of security functions. The cryptographic boundary is not of
primary interest in this attack. Note that the removed module can be used
for a comprehensive analysis of the internal construction.

2.3 Physical Security Objectives

There are two different objectives which have to be regarded in physical se-
curity.

The first one aims to definitively prevent the disclosure and/or modifica-
tion of the internal data (e.g. cryptographic keys and application data). For
its realization, tamper-resistant and tamper-responsive measures are imple-
mented. Tamper-responsive measures lead to the zeroization of the crypto-
graphic keys once an attack is detected. Tamper resistance implies that the
cryptographic module is able to avert all attacks even without any active
reaction.

Another approach focuses on the question whether or not a cryptographic
module has been tampered with. For this, tamper-evident characteristics are
needed. Note that tamper evidence cannot prevent breaking into the cryp-
tographic boundary nor the disclosure of internal data of the cryptographic
module. Moreover, the use of a tamper-evident scheme requires a control au-
thority that regularly and carefully inspects the cryptographic module.

According to [1] the terms are defined as follows:
Tamper-evident characteristic: A characteristic that provides evidence

that an attack has been attempted.
Tamper-resistant characteristic: A characteristic that provides passive

physical protection against an attack.
Tamper-responsive characteristic: A characteristic that provides an

active response to the detection of an attack, thereby preventing its success.

2.4 FIPS 140-2: Security Requirements

Among other sets of requirements (e.g. some smart card IC protection pro-
files used by Common Criteria evaluations [5] and [6]) the FIPS 140 security
requirements give an insight into the implementation of secure computer sys-
tems for the use in unprotected areas. FIPS (Federal Information Processing
Standards) are developed under the National Institute of Standards and Tech-
nology (NIST), for use by US federal government departments.

For the evaluation of cryptographic modules the National Institute of Stan-
dards and Technology (NIST) in the US published the standard FIPS 140 [4]
in 1994. It contains security requirements for cryptographic modules. In 2001,
FIPS 140-2 [3] superseded the previous standard FIPS 140-1.
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The FIPS 140-2 standard defines four security levels ranging from a low
security level to the definition of highly resistant cryptographic modules. The
evaluation aspects cover eleven requirement areas:

a. Cryptographic Module Specification,
b. Cryptographic Module Ports and Interfaces,
c. Roles, Services, and Authentication,
d. Finite State Model,
e. Physical Security,
f. Operational Environment,
g. Cryptographic Key Management,
h. Electromagnetic Interference / Electromagnetic Compatibility,
i. Self-Tests,
j. Design Assurance, and
k. Mitigation of Other Attacks.

The requirements in each area are detailed and even go down to the im-
plementation level. Physical security is only one aspect among them. The
majority of areas deal with logical functions to be implemented. Other as-
pects cover the quality of the design documentation. “Mitigation of Other
Attacks” is an optional area without concrete test procedures: this area deals
with side channel based attacks as “Power Analysis”, “Timing Analysis”, “Fault
Induction” and “TEMPEST”.

Regarding to “Physical Security” FIPS 140-2 distinguishes the embodi-
ments

• Single-chip cryptographic module,
• Multiple-chip embedded cryptographic module, and
• Multiple-chip standalone cryptographic module.

The requirements for the physical security increase from level 1 (no special
protections) towards level 4 (control of environmental temperature and volt-
age, single chip: “hard opaque removal-resistant coating”, multiple-chip: “tam-
per detetection envelope with tamper response and zeroization circuitry”).
Level 2 and level 3 provide tamper-evident measures; level 3 includes an au-
tomatic zeroization when the maintenance (privileged) access interface is en-
tered.

3 Tamper Evidence

Tamper evidence requires an observer (or control personnel) who periodically
randomly and carefully inspects the cryptographic device whether a tamper
attempt has been occurred.

“Periodically randomly” implies the inspections are conducted in a random,
non-predictable way (e.g. street controls in the digital tachograph system). Be-
tween inspections, the cryptographic module may reside in a surveilled public
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area or in a non-protected environment. In the first case it may be assumed
that a potential attacker can be identified afterwards using, e.g., video stream-
ing data; in the second scenario the operator and the corresponding company
are responsible for compliance with the legal regulations. Randomness of in-
spections is important to avoid a regular replacement with an emulating device
between the controls.

“Carefully” implies that the observer correctly identifies indications to-
wards tamper attempts and carries out inspections in detail, according to the
rules.

Note once again that tamper evidence cannot prevent the disclosure of
internal confidential information as well as cryptographic keys. Applications
that rely on secrecy of cryptographic keys will never rely on tamper-evident
measures if the cryptographic module is not permanently protected.

3.1 Technical Solutions

Typical tamper-evident characteristics include security seals (including special
inscriptions and holograms), special covers and enclosures. It is important to
note that

• the removal of these items should be sufficiently difficult and leave remain-
ing traces that can be recognized by trained inspection personnel,

• the items should include special characteristics which are not commercially
available,

• the faking of these items is sufficiently difficult and can be recognized by
trained control personnel, and

• the items are controlled during manufacture and delivery.

Some solutions may include “obscure”, i.e., uncommon approaches that
are not obvious for an attacker. The combination of such efforts as well as the
enclosure of detailed information on its mechanical and chemical construction
may achieve an acceptable security level.

More solutions are found in [2], as there are brittle packages and spe-
cially prepared surfaces such as “Crazed Aluminium”, “Polished Packages” and
“Bleeding Paint”.

Critical points of an overall enclosure are the lines for data communication
and power supply, if any. In cryptographic modules such as contactless smart
cards even these lines are omitted.

4 Tamper Response

Tamper response requires that the cryptographic module detects any intrusion
attempts at the cryptographic boundary. The cryptographic boundary has to
be permanently supervised.
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Besides invasive attacks there might be some critical operational conditions
which can lead to unforeseen events, such as tampering with the power lines
and the environmental temperature. For their detection, special sensors are
integrated inside the cryptographic module which permanently supervises the
operating conditions.

One general requirement for tamper response is that an internal power
supply must be available to detect and react to tamper attempts. Note that
smart cards and similar tokens are not equipped with an internal power supply
and therefore tamper response measures cannot always be guaranteed.

Another general requirement is that security-sensitive information has to
be zeroized as fast as possible, so that the zeroization cannot be stopped by
the attacker. Therefore, critical data to be zeroized has to be stored in a
RAM-based memory.

4.1 Technical Solutions

Securing the Cryptographic Boundary

The best solution is an active shield at the cryptographic boundary which is
implemented by flexible printed circuit sensors [2]. The flexible printed circuit
sensors include a mesh of conducting wires which are printed as close as pos-
sible to each other. The connection of two near by wires causes short-circuits
which can be detected. The wires may be made of silk-screened conductive
paste which provide a high resistance and are difficult to attach to. The mesh
is embedded into a potting material. Attempts to remove the potting ma-
terial impacts on the overall resistance of the wires, which is permanently
measured and observed. Especially, chemical attacks result in both dissolving
the potting and the insulation between the wires.

Any break-in will result in ignition of the zeroization circuitry.

Environmental Sensors

For the control of environmental conditions, the cryptographic module is
equipped with temperature and voltage sensors, and if applicable with ad-
ditional sensors (e.g. for motion).

Whereas temperature changes expand slowly, the reaction time is not as
critical as in the case of tampering attempts on the external voltage line and
which demand an instant reaction.

One special critical case occurs if the internal power supply is no longer
capable to activate the zeroization circuitry. To avoid this case, the zeroization
circuitry has to be fired before the critical state of the internal power supply
is reached.

Another requirement might be that the cryptographic module detects any
removal attempts. For these kinds of attacks, GPS devices and movement
sensors are appropriate.
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Zeroization Circuitry and Data Remanence

The speed of the zeroization is cruical as an interruption would leave the
cryptographic module in an intermediate state which might contain sensitive
data. The preferred solution is a hardware-based implementation.

Another question deals with the fact that just a power-down of the SRAM
data storage might be not sufficient due to data remanences caused by “burn-
in” of the data over a long time period (see [11]). Typically, the RAM has to be
actively overwritten multiple times. One practical solution to minimize these
effects is to periodically update the representation of the data stored in SRAM,
e.g. by using an encryption key which is periodically changed internally. In
[11] and [2] an alternative destructive approach for very sensitive applications
is proposed: the exposure of the cryptographic device to high temperatures.

Preventing Monitoring Attacks

Monitoring attacks at the external interfaces cannot be detected by the cryp-
tographic module. It is therefore necessary that these kinds of attacks based
on electromagnetic emanation are made as difficult as possible.

One possible approach is that of [12] who proposed to switch capacitances
between the internal power supply and the external power lines so that data-
dependent signals at the external lines are minimized.

For the electromagnetic emanation, special shielding cases might be a cer-
tain solution.

5 Tamper Resistance

Typically, cryptographic modules claiming tamper resistance cannot actively
detect tamper attempts in all cases. Prominent examples are smart cards that
are supplied with voltage and clock externally. If the smart card is not powered
on, penetration and modification attempts cannot be detected.

The internal construction of tamper-resistant modules has to withstand
physical attacks.

Note that a removal of a tamper-resistant module can generally not be
prevented by the module itself.

5.1 Technical Solutions

The requirements to be fulfilled for tamper-resistant ICs are set down in the
protection profiles [6] and [5]. Appropriate technical solutions can be derived
from these requirements.
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Special Design Characteristics

It is aimed to counteract reverse-engineering as much as possible. Some typical
measures in the internal construction include the encryption of internal bus
lines and memories which contain critical persistent data. Moreover, the layout
should contain special characteristics, such as the scrambling of bus lines and
memories as well as special logic styles.

Another important fact is the shrinking of structure widths in the semi-
conductor industry. Upcoming transistor technology is based on 90 nm gate
widths. This technology demands specialized equipment, such as FIB (focused
ion beam) workstations.

During power-on simple modifications using microprobing workstations
can be averted by the use of an active shield on top of the metal layers.

It is further important to note that test features used during manufacturing
will no longer be available in the operating environment. Such requirements
have to be specified as part of the life cycle of the product.

During start-up of the tamper-resistant module it is recommended to in-
clude self tests which verify the integrity of critical internal data. A special
focus lies on the internal hardware-based random generator, which might be
needed for special countermeasures. A destruction of the random number gen-
erator has to be detected during start-up and operation.

Preventing Fault Attacks

During operation the cryptographic module might be exposed to environmen-
tal conditions that are outside of the secure operation range. Critical operating
conditions have to be recognized immediately. Therefore, the tamper-resistant
module should be equipped with sensors for temperature as well as for the su-
pervision of the voltage and clock supply. Operation outside the secure range
of parameters has to be prevented, and a secure state has to be entered, e.g.
by enforcing a reset condition.

Actually, state-of-the-art fault analysis techniques make use of light injec-
tion and cause photoelectric effects in de-packaged integrated circuits. Optical
fault induction allows for a great spatial precision: it is possible to target one
SRAM cell. A survey on methods of fault induction and their effects can be
found in [15]. Faults can be detected by implementing error detection codes or
by repeating the computation of security-relevant parts. Physical countermea-
sures include light sensors, an improved shielding of security-relevant areas,
and special logic styles such as “dual-rail” logic.

Preventing Monitoring Attacks

Monitoring attacks at the external galvanic interfaces as well as at internal
lines (after some successful internal modification during power-down) cannot
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be detected by the cryptographic module. This applies also to electromagnetic
emanation.

It is therefore necessary that these kinds of attacks are made as difficult
as possible, i.e. the monitored source should reveal as little information about
undergoing processes as possible. Special logic styles such as “dual-rail” logic
and asynchronous circuits are an appropriate solution. If this is not sufficient,
additional measures should be implemented by software, especially for the
implementation of cryptographic algorithms. We refer to [14] for possible so-
lutions. In general, the most secure results can be achieved when different
countermeasures (e.g. soft- and hardware based) are combined. However, it
should be noted that countermeasures usually implicate a degradation in per-
formance, either in terms of chip size in the case of hardware countermeasures
or in terms of efficiency and code size in the case of software countermeasures.

6 Conclusion

In this contribution the basic requirements for physical security are summa-
rized. Some appropriate solutions are presented.

Finally, it should be emphasized that the strength of physical security
measures is limited in principle. Detailed knowledge on the implementation
combined with advanced analysing equipment and sufficient attacking time
might still overcome some sophisticated solutions. The strength of mechanisms
according to formal security evaluation criteria (such as the Common Criteria
and the ITSEC) is assessed basically according to specific preconditions that
are necessary for an attack to be mounted sucessfully, namely the knowledge
and expertise of an attacker, the equipment, the time and the number of
samples that are needed.
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Summary. Increasingly powerful embedded computers and multimedia technolo-
gies enter the automotive world on a grand scale, various new opportunities as well
as some important challenges will become reality. Location-based up-to-date navi-
gation and infrastructure data, movies, music, entertainment software or additional
vehicular features and setups on demand will become ubiquitous within the next au-
tomotive generation, but have to be reliably protected against unauthorized usage
or manipulation. Whereas most copy protection mechanisms solely try to prevent
illegal copying of digital content, systems for digital rights management (DRMS)
allow rights holders to implement and enforce a detailed rights model which exactly
controls the utilization rights. Moreover, protecting vehicular data and software
against unauthorized manipulation means for both drivers and car manufacturer
an enormous safety advantage. But in comparison to common application domain
of DRMS in the world of personal computers, the application in the automotive
domain involves several crucial restrictions and specific requirements.

1 Introduction

Together with today’s computer and multimedia technologies, protected digi-
tal content enter also the automotive world on a grand scale. Various new op-
portunities as well as some important challenges will become reality. Location-
based up-to-date navigation and infrastructure data, movies, music, enter-
tainment software or additional vehicular features and setups on demand will
become ubiquitous within the next automotive generation, but have to be re-
liably protected against unauthorized usage or manipulation. As today’s com-
puter technology significantly simplifies the creation, copying and utilization
of intellectual properties, it simplifies the circumvention of one’s legitimate
rights as well. Thus, possible right holders are willing to market their digital
content only if they can rely on an effective protection of their digital com-
modities. On the other hand, potential users will use the new possibilities
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and are finally willing to pay for digital content only if privacy, ease of use,
interoperability and availability can be provided reliably. Whereas most copy
protection mechanisms solely try to prevent illegal copies of digital content,
systems for digital rights management allow rights holders to implement and
enforce a detailed rights model which exactly controls the utilization rights. In
addition to copy protection and flat fee billing, digital rights management sys-
tems (DRMS) are also capable of offering almost arbitrary combinations of
usage-based accounting methods (time-based, quantity-based, device-based,
etc.).

2 New Applications for Automotive DRMS

Protecting vehicular data and software against unauthorized manipulations
induces both for drivers and car manufacturer an enormous safety advantage.
It prevents, for instance today’s common frauds such as mileage counter ma-
nipulation, unauthorized chip tuning, or tachometer spoofing. Securing par-
ticular important vehicular data against unauthorized access and manipu-
lation, i.e. enforcing the respective access policies, is mandatory for appli-
cations such as the digital tachograph, electronic license plate, all kinds of
drive-through payments (toll, gas, parking, etc.), compliance with particular
warranty and insurance regulations, or legal restrictions on exhaust emissions
or engine power. Moreover, any unauthorized, potential faulty software update
can jeopardize the safety of the entire vehicle.

2.1 New After-Sales Business Models

Perhaps the most exciting new application in the automotive industry is driven
by new after-sales business models. The introduction of a number of new mul-
timedia formats and personalized location-based information services promises
a wide, lucrative additional market for the automotive industry. Today already
most medium-sized cars are equipped with multimedia-capable on-board com-
puters and radio systems. An upgrading for DRM functionality will enable
various new business models for usage-metered and on-demand utilization of
digital content, software and even hardware beyond the classical lump-sum
model. Some possible examples are provided below.

Time-limited utilization: Up-to-date navigation data may be available
on demand for any place in the world (e.g. for a two-week vacation trip in the
respective area).

Quantity-limited utilization: Movies, music tracks, or games can be
bought for an n-times repeated utilization.

Device-bound utilization: Extra software can be installed solely on a
particular device or a particular vehicle. Certain car functions are performed
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only via a certain authentication device such as a driver’s key, dealer token or
personal cellular phone.

Usage-metered utilization: Navigation routes can be charged for their
actually used length. Movies or music tracks can be charged for the actual
viewing time.

Furthermore, almost arbitrary combinations are possible. For instance,
afterwards activated enhanced comfort sensors (e.g. tire air pressure sensor)
may be enabled as a free sample for 4 weeks. Clearly, all these business models
are only possible when a trusted computing base is available and a DRMS
that implements the rights management. Having no such secure anchor, the
business model will certainly fail. A popular example here is the pay-TV
provider Premiere.

2.2 Upgrade Activation

Since the production of vehicular components moves from various small
batches of different, individually adjusted components towards large-scale
production of only a small number of standardized parts, today cars con-
sist mostly of the same components. Therefore cars of different equipment
categories are distinguished from each other only by the amount of per de-
fault activated features. Given that some features are built in already, but
locked by default, a DRMS can securely activate (or even deactivate) extra
hardware or software components afterwards for an additional charge. Fea-
tures that would be capable of after-market activation could include special
setups for engine, gear or chassis control, enhanced on-board computer and
comfort diagnosis functions, additional driving assistance and infotainment
capabilities or certain personalization features.

2.3 Secure Flashing

More and more vehicles are equipped with ECUs that use flash memory. Flash
memory can be updated in order to download new software versions to the
vehicle. For instance, a flawed version can be patched. However, flash memory
in ECU provides far more features. Several versions of an ECU can be based
on the same hardware platform. The functionality then only differs because
of the software. This enables cost-efficient logistics as well as reduced develop-
ment cost. Clearly, the process of flashing must be protected by cryptographic
schemes. Only authentic software must be downloaded to the ECU and often
it is desirable that the downloaded software is encrypted. Hence, the ECU
must be able to verify and decrypt the downloaded software. Clearly, such
protection schemes are only possible if they are based on a trusted hardware
base. Otherwise, an adversary might just manipulate the ECU in order to
download any software.
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2.4 Secure Infotainment

Today’s vehicles have become multimedia centers. Besides music there are
video capabilities as well as navigation capabilities available. Mobile music
players, mobile navigation systems, personal digital assistants (PDAs), as well
as cell phones are attached to the car’s central computing unit. Multimedia
files stored on a mobile player that are protected by a DRMS should be
transferred to the car’s multimedia system to play them. However, the vehicle’s
head unit then needs to support the same DRMS. Hence, a DRMS in the
vehicle is required. It is advantageous if the car provides a multiple DRMS
supporting DRMS of several providers.

2.5 Further Applications

There are several further applications enabled by a trusted computing base:

• Component identification provides a mechanism to avoid vehicle theft and
theft of car’s components as well as a mechanism against faked spare parts.
The electronic immobilizer can be seen as a special instance of component
identification. Clearly, a secure platform is required to avoid manipulation
of the computing platform to circumvent the scheme.

• Secure data storage provides a mechanism to store operating data securely
in a vehicle. An example is a secure tachograph required for trucks. This
data must not be altered. Often, data storage must comply with legal
requirements. Hence, a secure data storage provided by a secure platform
base is required here.

• Car-to-car communication and car-to-infrastructure communication might
be wide spread future applications. For instance, in the future vehicles
might establish communication channels to each other in order to exchange
warning and information messages, or consider the exchange of messages
about free parking spaces.

Furthermore, in the future electronic license plates instead of traditional
ones might be used that broadcast the license plate number. Clearly, the
communication as well as the stored data must be resistant to manipulation,
and accessing the involved data must be regulated by a DRMS.

3 DRMS in General

Digital rights management systems enable flexible electronic selling environ-
ments which continuously enforce the compliance of the authorizations of the
rights holder. Figure 1 shows a general DMRS model. Thus the three core
parties within a DRMS are the content provider C, who is either the rights
holder itself or acts on their behalf, as well as the respective user/consumer
U, who utilizes the contents granted by C. The central DRMS component
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manages the utilization requests of U while reliably enforcing the terms of use
of C. At the same time, the DRMS verifies the successful gratification of the
respective considerations. Beyond that, most DRMS realizations require an
additional communication channel for (initial) administrative purposes. The

User

U

Buy

Utilize

Content Provider

C

Grant

DRMS
Pay

Register

Fig. 1. Basic DRMS model based on [6]

DRMS reference architecture according to [5] consists of three major compo-
nents: the content server, the license server and the user client. The content
server holds the utilizable digital contents and their associated metadata (id,
title, author, format, etc.). An encryption-based DRM packager merges inex-
tricably the digital content together with their metadata and a set of rights
to protect them for distribution within the scope of a DRMS. Whereas the
virtual content is encrypted, associated metadata may remain in plain text,
protected only against tampering. Using the integrated accounting system,
the license server creates according to user identities and rights descriptions
appropriate licenses along with the necessary keys for user authentication and
content decryption. Thus such a license includes information about user iden-
tity (person, role, license, etc.), a unique identifier as well as the respective
parameters of the associated rights model. Components of the DRM refer-
ence architecture that reside within the user client are the DRM controller,
the rendering application, and the user authentication mechanism. The DRM
controller can be an independent piece of software, but can also reside within
the rendering application (such as Microsoft’s media player) or could be a
piece of dedicated hardware. Since DRMS allow rights holders to implement a
complex rights model, it is possible to assign a multiplicity of different utiliza-
tion rights to digital content. Such a rights model defines types of rights and
the respective attributes of those rights. According to [7] the four fundamental
types of rights are:

• Render rights (e.g. play, view, or print)
• Transport rights (e.g. copy, move, or loan)
• Derivative work rights (e.g. extract, edit, or embed)
• Utility rights (e.g. backup, caching, or integrity checks)

Each of the fundamental rights has particulars attached, called the rights
attributes. The three important kinds of rights attributes are:

• Considerations (e.g. money, registration, or membership)
• Extends (e.g. How long? How often? Where?)
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Fig. 2. DRM reference architecture based on [5]

• Types of users (e.g. driver, owner, subscriber, or anonymous)

Hence, if a user requests to access DRM-protected content, the DRM con-
troller gathers the user’s identity and asks the license server along with the
package identifier for a license that meets the user’s demands. If the controller
receives an appropriate license and successfully verifies authenticity and in-
tegrity of the rendering application, it retrieves the encryption keys from the
license, decrypts the content and releases it to the henceforth trusted rendering
application. Furthermore, a complete DRMS requires besides the mentioned
core components for content protection and utilization also a capable distri-
bution infrastructure, billing system and customer relationship management
(CRM). Because only the user client component is subjected to the specific
restrictions within the automotive area, we discuss explicitly only that part
and give merely a short overview of the required DRMS backend components.
Further details can be found in [5, 7, 1, 2].

4 Requirements for Automotive DRMS

In comparison to the common application domain of DRM user clients in
the world of personal computers, porting into the automotive domain means
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several crucial restrictions and specific requirements. The most important re-
quirements for automotive DRMS are provided below.

Physical Environment: Any electrical component within the vehicular
area has to deal with a wide temperature spectrum of up to 100℃, high
humidity, and high mechanical load. Moreover, all components have to endure
virtually failure-free for the complete life cycle of a vehicle of up to 20 years
with only a minimal amount of maintenance.

Embedded Systems: The available computing power and storage space
of today’s cars differ clearly from that available within the world of standard
personal computers. Hence, present PC software modules hardly can be reused
within the automotive area and thus we need new software that meets the
particular requirements on runtime efficiency and memory extents. Moreover,
we will face many architecture-specific constraints.

Cost Efficiency: The overhead induced by the trusted vehicular comput-
ing base must be cost-efficient. A solution will only be accepted for the mass
market if the financial overhead is very little. Since cost is of such impor-
tance, a solution has to involve only minimal hardware supported by software
measures.

External Communication: Cars normally have only limited external
communication capabilities in both bandwidth and frequency. Therefore, au-
tomotive DRMS have to manage license requests, key exchanges and soft-
ware updates with only minimal external communication and almost fully
automated. Most of the DRMS functionality must be applicable even if the
external communication is unavailable for an indefinite time.

User Interface and Usability: Whereas computer users are able to de-
ploy various ergonomic input and output devices, most mobile users have to
use only limited ergonomic peripheral equipment to control their applications.
When mobile users have to perform inevitable interactions, size and complex-
ity of input and output data should be limited to allow fast and smooth han-
dling also in the automotive context (i.e. keypads or rotatory knobs, small-size
screens, etc.).

Infrastructure and Interoperability: The necessary key and certificate
infrastructure is a specific challenge in the automotive area. The multiplicity
of involved parties (manufacturers, suppliers, OEMs, customers, service per-
sonnel, content providers, etc.) requires complex and reliable organizational
structures. Furthermore, we need a maximum of interoperability with other
existing (also non-automotive) DRMS so that customers can easily integrate
their existing digital content and familiar devices.

Maintenance and Safety: Cars normally have only limited possibilities
for hard- and software maintenance. Therefore, compatibility, reliability and
low maintenance effort are mandatory. In particular it is mandatory to have
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all needed hard- and software tools easily available during the complete life
cycle of the vehicular target platform.

5 Realization of Automotive DRMS

To realize an automotive DRMS we need a mutually trusted vehicular com-
puting base that addresses the security requirements and objectives of all
participating parties; i.e. rights holders can rely on an effective protection of
their digital commodities while privacy, ease of use, interoperability, availabil-
ity and fairness are reliably assured on the user’s side. We would like to stress
that every individual software approach always can be undermined by several
hardware manipulations. While the whole hardware is completely under the
control of the user and all software fully relies on the underlying hardware
layer, it is impossible to implement a mutual trustworthy base with an indi-
vidual software-based approach. Therefore, we introduce a hardware security
module (HSM) that establishes trust in the automotive platform for both
user and content provider. An HSM protects all important keys, is able to
reliably perform several symmetric and asymmetric cryptographic functions
(e.g. 3DES, RSA, ECC, SHA-1 Ě) and includes a true random number gen-
erator (TRNG) which provides authentic coincidence. Since trust is closely
connected with the prevention of hardware manipulations, the HSM has to be
especially tamper-resistant [3, 4]. For this, an HSM contains several sensors
that monitor, for instance, the incidence of light, temperature, resistance, or
clock frequency. Moreover, it may have an extremely dense circuit arrange-
ment and a non-deterministic clock signal. In case one of the online self tests
would fail, the HSM would immediately initiate appropriate active counter-
measures such as self-deactivation or even self destruction. Hence, a tamper-
resistant HSM can be successfully manipulated only at such high cost that
exceeds all potential benefits. Based on the HSM, which is connected to the
central gateway, we can implement a secure reliable software layer (operating
system). This trustworthy layer provides a strict separation from security ap-
plications and potentially insecure standard software. Moreover, by means of
such a security anchor we are able to utilize and enforce the DRMS throughout
the whole vehicle.

Physical Environment: Most physical requirements that apply to DRMS
hardware components apply also to other electronic components within a
vehicle. Hence we can adopt already available know-how, technologies and
precautions almost analogously. In particular, a few smart cards and tamper-
resistant processors that meet the characteristic automotive requirements are
already available.

Embedded Systems: As we know from our experience even computa-
tionally expensive or memory-expensive cryptographic methods can be re-
alized in restricted environments if implemented in a sophisticated manner.
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Especially symmetric cryptographic methods such as AES (Advanced En-
cryption Standard) or DES (Data Encryption Standard) can be implemented
on a small controller processor with only low clock speed. Implementations
of asymmetric cryptographic methods such as RSA (according to the inven-
tors Rivest, Shamir and Adleman) and ECC (Elliptic Curve Cryptography)
within embedded environments require far more effort to achieve acceptable
runtimes. Nevertheless, efficient implementations of cryptographic methods
are possible already today even within embedded environments. In particu-
lar, up-to-date elliptic curve cryptographic implementations are able to fulfill
the specific automotive requirements on runtime and memory efficiency.

Cost-Efficiency: Since automotive DRMS have not entered the mass
market so far, realizing cost-efficient automotive DRMS is still a huge chal-
lenge. Hence only the application of standardized, interoperable hard- and
software components will enable cost-efficient mass production and hence meet
the high demands on cost-efficiency.

External Communication: If we delimitate online license purchases,
we need external communication only if we bring in new, still unlicensed soft-
ware or media. At least within Europe, the GSM (Global System for Mobile
Communication) coverage suffices to realize any automotive business model
associated with protected content. The upcoming area-wide UMTS (Univer-
sal Mobile Telecommunication System) mobile transmission standard will en-
hance further DRMS capabilities such as video streaming, online software
applications, and online access to any data.

User interface and Usability: Due to the fixed automotive utilization
context and a vehicle-bound unique identity (VID) that avoids repeated user
authentication, inevitable interactions with the DRMS could be minimized.
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The few remaining inevitable input and output control procedures may be ac-
complished by already existing user interfaces that belong to common telem-
atics and multimedia equipment at this stage. Moreover, the VID provides
privacy and anonymity for all transactions that imply only that anonymous
VID.

Infrastructure and Interoperability: The DRMS distribution and ad-
ministration infrastructure has to be provided either by the car manufacturer
or (even better) by an external overall service provider. Unfortunately, the
major content providers so far have not agreed on common standards for the
important hardware and software interfaces of their DRMS. Hence, current
DRMS providers today use only proprietary, mutual incompatible formats
and interfaces. However, only the efficient interoperation between most major
DRMS providers including those in the non-automotive area could leverage
their DRM systems beyond closed niche markets into a lucrative mass market
by the use of standardized formats and interfaces.

Maintenance and Safety: The automotive specific high requirements
on compatibility, reliability, and low maintenance of a DRMS can be accom-
plished by various approved methods in software quality management and
software verification as it does apply to any other automotive software, too.
However, the fast and continuous technical progress, in comparison with other
vehicular software, can be controlled only by occasional software updates and
additional precaution measures such as extra strong encryption and appropri-
ate fall-back systems. Ensuring maintainability by provision of all necessary
hardware and software tools is mostly regulated by law within the indenturing
functional guaranty over the whole vehicular life cycle.

6 Security Aspects and Remaining Challenges

Since vehicular DRMS control and store valuable and legally protected data,
they are inherently attractive targets for malicious attacks or manipulations.
Besides the car owner, also garage mechanics (mostly on behalf of the car
owner) and third parties such as competing manufacturer or further unautho-
rized persons and institutions may have reasonable intents for attacks on a
DRMS. Moreover, in contrast to most common computer networks, the car
owner and the garage personnel have full physical access to the whole ve-
hicular network and all physical components of the DRMS. Even if the car
owner himself normally has only low theoretical and technical capabilities,
garage personnel and some external third parties may have both adequate
background knowledge and the appropriate technical equipment for perform-
ing an attack. Therefore, as long as a successful attack results in a high gain,
we have to consider even particularly expensive and sophisticated attacks on
the DRMS hardware and its (cryptographic) system design. In particular, if
an attack is of such a kind that the attacker can establish his own business the
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worst case scenario occurs. An appropriate system will be designed in such a
way that a single compromised device does not give any advantage for attack-
ing another device. An asymmetric crypto scheme implemented by the HSM
can secure each device individually so that a successful attack would com-
promise only that particular device, whereupon the necessary technical and
financial expenses would simply exceed the value of all potential benefits. Due
to the fact that today’s DRMS offer only unilateral security, i.e. they focus
mainly on requirements of the rights holders or content providers, and not on
those of users such as privacy or backup restrictions, we need a multilateral
secure DRMS that is able to enforce the policies defined by the rights holders
and users equally. Multilateral secure DRM architectures already exist [6] and
enable users to decide independently which personal data (particulars, user
profiles, etc.), to whom and on what terms they are willing to provide. More-
over, they assure privacy against unauthorized third parties and are capable
of enforcing the policies of rights holders equally. For transport (i.e. transfer
into another car) and backup of contents and rights, we need appropriate in-
terfaces to support the application of DRM-capable smart cards or protected
online storage sites.

7 Summary

Automotive DRMS are the enabler for various new innovative technologies
including new automotive business models and exciting applications. At the
same time safety-relevant vehicular components are protected against unau-
thorized manipulation. The basis for DRMS is a secure hardware anchor rep-
resented by a TPM. While for PC hardware platforms the first TPM and
DRMS solutions are currently introduced, more work needs to be done for
developing a platform suited to the automotive environment. However, we
believe the first such platform will be available very soon.
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1 Introduction

In recent years two developments have progressed rapidly in the automo-
tive industry. First, there are security technologies like ABS, ESP, airbags
and many other developments that have enhanced the safety of cars. Second,
there are technologies that have made cars a much more convenient and en-
tertaining place to travel in, like navigation systems, CD changers, mobile
communications or even in-car home theater equipment like DVD players.

A lot has happened to in-car entertainment (ICE) since the first radio
in a Ford T model in 1922. Blaupunkt introduced with the AS 5 the first
European car radio in 1932. In 1968 the Dutch company Philips added a
cassette drive, in 1985 the CD player and in the same year the first video
systems for cars became available too. The car became a media center in 1993
when (video-enabled) navigation systems, CD changers and mobile telephony
were available in one device [9].

Modern ICE is already a success. Not only the basic standards like the
integration of mobile phones, CD players or CD changers! Sales of equipment
like rear-seat entertainment and navigation systems are constantly on the
increase – at least in high priced vehicles.

Nearly every analyst worldwide is convinced that the domain “mobile in-
fotainment” has enormous growth potential. A forecast from Frost & Sullivan
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states a possible business volume tripling from 2.9 billion euro in 2004 up to
9.2 billion euro in the year 2010.

The needs for ICE are not the same for all parts of the world. The au-
tomotive domain is generally divided into three parts: the so-called triad,
consisting of Western Europe, USA and Japan. However, these three regions
themselves are not homogeneous: the needs of an Italian customer are differ-
ent from those in Sweden. In 2002 39 million vehicles or 70% of the world’s
production have been sold in the triad. Substantial growth can be found only
in Eastern Europe and parts of Asia [1].

But the rise of ICE is not only a business opportunity it can also pose
a serious threat to all parties involved when security issues are not solved
properly. IT security in ICE is not only a simple benefit for the OEM or
customer but also a strong and powerful business enabler. Some business
cases would even be unthinkable without IT and embedded security.

This contribution will sum up technologies, markets, services, customer
needs and security issues in the area of ICE. This requires some knowledge
of the technical possibilities and opportunities, which will be discussed in
Section 3.

2 Convergence Tendencies and the Market for ICE

In the past decade information technology (IT) became an important part of
many products and services. Since then one can see an increasing convergence
in the IT, telecommunication and entertainment sectors.1 An IT company
such as Apple can design, produce and sell something like the iPod with
huge success, while home entertainment specialist Sony does it the other way
around with its Vaio laptop series. The software company Microsoft invests
in High Definition Video (HDV), sells home entertainment equipment like the
X-Box and develops operating systems for mobile phones which connect the
features of a Personal Digital Assistant (PDA) with those of a mobile phone.

The fusion between telecommunication and informatics is called telematics
and describes the connection between a (mostly) mobile application and a
geographical information system. The best (and probably the first) example
is navigation software used in cars, nowadays even PDAs or mobile phones.

In-car entertainment is a good example for converging markets: If there
is a mobile phone in a car why not connect it to the navigation system and
display traffic information? If there is a navigation system with a monitor in
a car, why not using it for entertainment purposes as well?

ICE can be divided into two functional groups: first, plain entertainment,
where the medium with the content resides inside the car, like a CD, DVD
or a memory stick; second, entertainment where the media are provided from

1 For a detailed description of the term convergence please see [2].



Security Risks and Business Opportunities in In-Car Entertainment 235

outside of the car through wireless technologies (i.e. streaming media).2 It is
difficult to tell if the latter will become a success in cars but it will definitely
get pushed by content providers and owners. For them is a new distribution
channel where they possibly can circumvent retailers and dealers. Manufac-
turers of ICE components and systems see a revenue potential likewise.

Therefore the most important topic is streaming audio and video for ICE
right now. While streaming audio is already available, streaming video still
faces some technical difficulties due to higher data rates and the need for
advanced error correction. Additionally there are several other problems: the
quality of service has to be guaranteed, i.e. every service needs its specific and
guaranteed bandwidth. Especially streaming video needs a lot of bandwidth,
which is difficult to deliver to a moving target without a large antenna or
satellite dish.

It is important for engineers and management to understand the nature
and drivers of innovations to fulfill the demands and challenges of customers
and legislation in the automotive industry. There are three kinds of different
innovations in cars (not limited to safety and security) [1]:

a. Must-have technologies: These technologies rely on legal requirements or
safety issues like airbags, ABS or ESP. They reach a high market pene-
tration sometimes within one product life cycle.3

b. Nice-to-have technologies: Technologies that are responsible for comforting
passengers in a car like air conditioning, power windows, central power
locking, etc. Most of the time they need about two product life cycles for
a high market penetration.

c. Niche technologies: These are technologies that are based on individual
enthusiasm like memory functions, massage seats, etc. Sometimes it may
take several product life cycles until just a small proportion of the vehicles
on the market contain this technology.

The decision, of which technology will become a must-have or nice-to-have
remains with the customer and the legislation.4 There are reliable estimations
that smart navigation systems will be widely available in European compact
class vehicles by 2008 and external networking by 2014.

2 Streaming media is a technique where it is not necessary to have the complete
audio or video file at hand like in a store-and-forward principle. The receiver of
the media buffers the incoming data stream and starts to play the content. While
playing, the device receives the next part of the data which then gets played. This
process reiterates until the complete file has been played. Normally the data does
not remain in the system – a replay of the data requires starting the transmission
again (if possible).

3 The product life cycle of a vehicle is assumed to be approximately between 7 and
10 years.

4 Sometimes these decisions are made very fast. A law against the manipulation of
the odometer of vehicles in Germany was based on an article in a magazine and
took only a few months to pass the corresponding legislative bodies.
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Drivers for innovation differ depending on the region [1]. In NAFTA the
drivers for innovation are legal requirements, comfort features and the poten-
tial to reduce costs. Innovations in Japan and Asia get driven by individual
customizing and comfort, while in Europe it is safety and security, comfort,
prestige and ecofriendliness.

2.1 Services

The following list of services in the mobile domain shows some of the expected
potentials (not reduced to ICE):5

• Financial services (payment via mobile devices, financial transactions, etc.)
• Information services (weather reports, news, sports, based on personalized

profiles, etc.)
• Entertainment services (games, music, video, bets, quizzes, etc.)
• Shopping services (shopping via mobile devices, price comparison, etc.)
• Medical and health services (medical monitoring for patients, mobile in-

tranet for MDs, diet or nutritional tips, etc.)
• Educational services (seminars for commuters, edutainment for children,

sightseeing explanations, etc.)
• Work-related services (mobile intranet, virtual secretary, logistics, parcel

tracking, etc.)
• Multimedia communication services (video conferences, communities, etc.)
• Telematic and security services (fleet management, navigation, controlling

and monitoring surveillance systems or intelligent houses, etc.)
• Public services (public information, registering for services like bulky

waste, etc.)
• Customer services (remote diagnostics, air pressure in tires, online manu-

als, callbacks, etc.).

Only a few of these services have found their way into the automotive
domain and not all of them seem to make sense in an automotive environment.

Back in 2001 consultants said that the killer application for Internet in cars
by 2004 would be shopping and online banking and that “consumer demand
will lead to some kind of e-vehicle wonderland in 2004, where the choices
of services will be huge” [3]. As it turns out, most consumers are not very
interested in Internet in cars today.6

The J.D. Power Report every year portrays customers’ most wanted fea-
tures in cars in a ranking. In 2003 the three reports for Europe, USA and Asia
Pacific revealed the findings shown in Table 1. [12, 13, 11].

5 According to a study from the Institute for Future Studies and Technology As-
sessment, IZT [10].

6 Why should someone try to pay bills or shop in a car when they do not do it
with their mobile phones, when they are not distracted by traffic and have both
hands free?
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Table 1. Ranking results of Automotive Emerging Technology Studies

Feature Europe USA Asia Pacific
Rear-seat entertainment 11 23 12
Satellite Radio 9 21 –
Digital Broadcast Radio – 12 –
Wireless Connectivity 8 16 11
Flexible Format Audio System 7 18 –

Customers are generally more interested in safety-related than in enter-
tainment technologies. Night vision systems and external surround sensing are
the most wanted features in cars today.

2.2 Pricing and Billing

In this section various issues of pricing and billing will be discussed. This
will be more a practical than a theoretical or academic approach since there
are thousands of academic books and theories dealing with economic and
marketing issues.

If it comes to product or service development one of the first questions
needs to be: How do we generate revenues with this? One of the major rules
for selling services (especially online or virtual services) is bill it or kill it! If
you cannot bill the service that you want to sell then it might be a better
option not to sell it at all. These are the (very simplified) foundations of a
business model for online or streaming services.

The growth rate for the acceptance of a new technology correlates mainly
with two variables:

• Price and
• Function.

Price is the cost of the hardware as well as the fees or subscriptions for ad-
ditional services. The function is dependent on added values for the customer,
quality, benefits, new technologies, pervasiveness and the total availability of
services.7 The customers will not adopt a service where price and benefit (i.e.
function) are imbalanced. Some products and services suffer from their com-
plicated product descriptions or handling, poor benefits or bad quality, while
others keep the customers away with high prices. Availability and pervasive-
ness are key factors too. A DVD player would be quite useless if there was
one store or rental station every 300 km.8

7 New technologies such as Bluetooth, General Packet Radio Service (GPRS), Wire-
less Local Area Network (WLAN) or Universal Mobile Telecommunications Sys-
tem (UMTS) will presumably generate new products and services.

8 Video telephony is another good example: stand-alone devices have been on the
market for many years yet there are very few people owning one. First it was
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A good example of a “bad” service is the Wireless Application Protocol
(WAP). WAP allowed the user to connect to the Internet via a cellular phone,
but WAP is still not successful owing to complicated use, high costs and a
lack of benefits.

The pricing model for an ICE service can range from monthly or annual
subscription fees, pay per view, volume-based fees to time-based fees.

Pricing a service – especially an online service – can be a tough problem
in a new market when there is no or not much knowledge about possible
customers.9 One method to find a price for a service is target costing, for
example. Target costing is a method where the realizable price on the market
for a good or service serves as a basis. The production costs (or costs for the
preparation, provision and delivery of media) have to be optimized to meet
the realizable price – it is a calculation of costs done backwards. The realizable
price on the market can be determined through market research.

Telecommunication companies usually subsidize cellular phones when con-
tracting a new customer. The companies hope that customers will generate
enough ARPU (average revenue per user) to turn the subsidization more or
less into a payment by installment. The same could happen in the ICE indus-
try. Audio or video receivers can be sold below their wholesale price with a
2-year contractual binding period for content delivery with a particular sub-
scription rate.

The billing should be easy to understand and transparent for the customers
with payment options like bank collection, credit card or bank transfer. The
billing system should include or be able to cooperate with a customer rela-
tionship management. Security is a very strong enabling technology for billing
purposes because the non-repudiation for consumed services is most important
for both customer and service provider.

Sirius Satellite Radio Inc. (a provider for satellite radio) is one of the few
companies that are quite successful with their ICE business model. Sirius had
more than 350,000 subscribers in the first quarter of 2004 and their quarterly
growth rates range from 34% to 127%. Sirius provides more than 120 chan-
nels with music (primarily ordered by style), sports, news and entertainment
without any commercials. The customer has several options for a subscription
including a lifetime subscription with a single payment.

OnStar has a very successful personal assistant service via cellular phone
installed in the car. The service can include driving directions, emergency
services, online concierge or even stolen-vehicle tracking. OnStar offers a basic
package for $16.95 and a premium package for $34.95 and has over 2.5 million
subscribers.10 If OnStar could lower the price for the basic package down to

expensive (not only the device but also the charges for each call) and second
there was no one else around with such a phone. The Internet with its webcams
and video telephony solutions showed that there is a demand for such features.

9 Nobody predicted the success of the Short Message Service (SMS), for example.
10 www.onstar.com
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$10 per month nearly 50% of all consumers would be interested in this feature
and at $6 per month nearly 60% would be interested [13]. This clearly shows
the importance of good market (i.e. pricing) research.

Not everything in security can be backed up by a business model. Like with
airbags or ABS the customer will anticipate at a certain point the existence
of a specific feature or technology in his car. Secure updates for a car with a
lot of IT systems should be possible but it is arguable whether customers are
willing to pay extra money for such a feature. Nevertheless it seems necessary
to integrate these abilities at least for debugging and patching purposes.

3 Standards and Technical Issues

One major problem for new technologies can be a missing standardization.
Proprietary systems rarely have the ability to reach high market penetra-
tions especially technologies that require a large infrastructure like mobile
telephony.

There is a common problem when services are dependent on an infrastruc-
ture: without infrastructure there are no services and without services there is
no need for an infrastructure. But since the build-up of an infrastructure from
scratch is expensive, OEMs, suppliers and providers should agree on common
frameworks that allow the interoperability of each solution to protect their
investments.

Ideally the transmission for streaming media should work everywhere, even
if the vehicle is driving through tunnels, deserts, low valleys, canyons or cities
with tall buildings. There are countries with vast sparsely populated areas
and crowded urban areas as well.

The typical maximum bandwidth requirements in bits per second (bps)
are shown in Table 2 [4].

Table 2. Maximum bandwidth requirements

Service Bandwidth
ITS Mobile Data, GSM, FM radio and IR beacons 10 kbps to 1 Mbps
MP3 (standard quality) 128 kbps
Digital CD Audio 1.4 Mbps
Digital DAB Audio 1.5 Mbps
Navigation Map Data DVD ROM 4.2 Mbps
Digital Video (MPEG2) 5-10 Mbps
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These requirements have to be compared with the maximum bandwidth
of available technologies. Table 3 shows a comparison of maximum bandwidth
and maximum range for each transmission technology.11

Table 3. Maximum bandwidth and range

Technology Max. Bandwidth Max. Range
GSM 9,6 kbps 35 km
GPRS 107,2 kbps 35 km
UMTS 2 Mbps 35 km
Bluetooth 477 kbps 100 m
WLAN 108 Mbps 300 m
DVB-T 31.7 Mbps 65 km
Satellite 155 Mbps several thousand km

The combination of those two tables leads to the conclusion that only
UMTS, DVB-T (or DVB-H respectively) and satellite transmissions are capa-
ble of delivering real-time audio or video in an appealing quality (depending
on the size of the screen).12 Bluetooth and WLAN might be good for hotspots
like gas stations, motels or restaurants, but not for moving vehicles by reason
of their short range and limited capabilities.13

Several possibilities for content delivery like point-to-point, point-to-multi-
point or broadcast are directly linked to the business model and the required
infrastructure. The decision for a specific content delivering infrastructure has
to be made very carefully, since an initial build-up of such an infrastructure
can cost up to several billion dollars. It has to meet five criteria that were origi-
nally for cellular network providers, but are also valid for in-car entertainment
infrastructures:

• Coverage (of area)
• Cost (planning, building and running costs)
• Capacity (bandwidth, availability)
• Capability (scalability, compatibility)

11 The range is dependent on sending radio beacons, radio cell stations, etc. and
not the receiving (mobile) device. There is a maximum bandwidth of 2 Mbps for
UMTS but it is not sure yet if providers will support this, due to the fact that they
announced a usable maximum of 384 kbps. All statements show the theoretical
maximum bandwidth and maximum range (independent from another).

12 For an automotive DVB-T solution see [17].
13 Technically this is no real streaming because the user has to download the media

completely at the hot spot. The consumer might still start watching it while
downloading but he/she also might experience difficulties due to the fact that
there is no dedication of bandwidth for streaming media in the associated 802.11x
protocols of WLAN.
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• Clarity (no drop-outs or artifacts).

Furthermore there are other technological issues. One of the most signif-
icant topics is the user interface. In many countries legislation prohibits to
write or read emails, watch TV or to use a non-hands-free mobile phone while
driving, hence there have to be other assisting technologies. Voice recognition
and text-to-speech are the favored technologies for an interface solution.

Voice recognition needs high computing power and a lot of memory since it
has to analyze not only words but grammar and syntax as well to understand
complete sentences. This can be avoided by transferring the analysis to a
server (via GPRS or UMTS for example) with higher computing power and
specialized voice recognition soft- and/or hardware [3].

In a personal computer environment voice recognition works pretty well
when the user takes the time to train the program to his voice and pro-
nunciation. In an automotive environment complexity grows, because more
challenges are added to voice recognition:

a. A car is a noisy place. Airstreams, sound of rolling motion (tires), engine,
other cars or fellow passengers create a continuous background noise which
has to be filtered out for voice recognition. This has to work even in a
convertible or truck.

b. Different drivers. Voice recognition in a family car that is used by two
or more drivers must be able i) to differ between all persons and ii) to
“understand” each one of them, even if they have a different dialect.

Legislation will affect development speed of voice recognition interfaces
and simplified cockpits.

For a mobile office or Internet in cars the communication system must be
able to read text aloud. The user has to keep his hands on the wheel and his
concentration focused on the road.

DVB-T and DVB-H have a very good chance of conquering the mobile
infotainment market in Europe. By 2012 it should be widely available in Eu-
rope and the receivers will not be too expensive. Additionally the user does
not need a satellite dish – a small antenna will do the job.

Satellites would be a good alternative for ICE but they have one important
disadvantage: the need for a satellite dish tracking a geo-stationary satellite
continuously. Other alternatives such as Bluetooth or WLAN would be quite
expensive if infrastructure has to be build from scratch. Mobile technologies
like the Global System for Mobile Communications (GSM), General Packet
Radio Service (GPRS) or Enhanced Data rates for GSM Evolution (EDGE)
are too slow for video signals in a pleasing quality and/or yet too costly for
the user.
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4 Security Issues

This chapter will discuss a few security issues in ICE and other automotive
business models. This will be done more briefly and in general because most
technical problems and solutions are presented in separate sections of the
book, like security in automotive bus systems in [6], security aspects of mobile
communication protocols in [7] or DRM-related solutions in [5] for example.

Nowadays customers have to have security concerns about many technolo-
gies. Even modern cellular phones are at the risk of catching a virus. Some
devices are capable of flashing their EEPROMs through CD, DVD, memory
card or other wired or wireless connections. Computers are exposed to various
threats once connected to the Internet. This does not only concern the car
owner or service subscriber but the content provider as well.

One major security problem is the connection of car entertainment systems
with a large public or open network like the Internet, the Public Switched
Telephone Network or wireless technologies like WLAN or Bluetooth. If the
security measures are not well implemented a hacker can manipulate, destroy
or fake data.

Some of the services can turn against their users. Location-based services
are capable of tracking every move of a person. Stalkers, kidnappers or thieves
could find this information very useful.14

Even in a one-way communication, such as satellite TV, radio or other
broadcasts, attackers can do a lot of damage. This is most important in the
area of pay per content. If an attacker should succeed in deceiving the billing
mechanisms of a content provider the attacker might get the content for less
than the actual price or even for free.15 Even worse, the content could appear
on the bill of other “innocent” service subscribers. The damage to the image
of the company can become huge in such a case.

A worst-case scenario is the invasion of the car by an attacker. The (elec-
tronic) complexity of cars is constantly rising. A car like Volkswagen’s top
model, the Phaeton, has more than 60 microcontrollers networked over three
busses, subbusses and one optical bus with a total length of over 3.8 km of
cable and more than 50 megabytes of memory [8]. Cars are nowadays com-
plex systems with more combined computing power than a standard personal
computer. It takes a lot of IT and engineering knowledge to understand and
control the interactions between the systems. If an attacker finds a way to
“smuggle” commands via wireless technologies from one device (a navigation
system for instance) to another (like the motor control unit or the braking
controllers, maybe via CAN) this can cause serious harm to passengers or
innocent bystanders by manipulating the brakes and related assisting systems
or damaging the motor by changing the characteristic curves. Every car man-
ufacturer knows about this risk but the research and development in this field
14 The tabloids might pay a lot of money for this kind of information on celebrities.
15 This a common problem for Pay TV providers: attackers manage to get the service

for free by breaking or bypassing the encryption scheme.
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is in its infancy since this is neither their core competency nor the supplier’s.
The good thing though is that these security requirements can lead to a higher
security level of many other devices due to spreading awareness, knowledge
and the availability of corresponding microcontrollers with built-in security
features.16

Manipulated media could flash the EPROM of a device, turning the auto-
motive computer system into an open relay for spam mails which get sent via
GSM, GPRS or UMTS at high cost. The same can happen when the car PC
receives emails contaminated with viruses, worms or trojan horses. It could
also be an attacker via WLAN, Bluetooth or a cellular phone which infiltrates
the system with a specific code that gives him the power to control the car
PC or a specific subfunction.

A very common mistake is the use of proprietary security measures such
as self-developed cryptographic algorithms. Only “public” algorithms (in the
meaning of “published” or “freely available”) that have been evaluated by the
cryptographic community should be used. This is equally true for Digital
Rights Management (DRM) systems. Poor protection schemes often led to
security breaches in the past. The consequences of such an incident can be
devastating. Imagine a company that gave away millions of DRM-protected
files like movies or songs and after some time somebody is breaking the inher-
ent protection scheme. The losses can become huge not only because nearly
all media that has been given away has to be considered “lost”17 but also for
re-encrypting all the existing media, not to mention the irrecoverable trust of
investors, partners and consumers.

Privacy is an often neglected feature in security design or implementa-
tions. Especially German customers can become very sensitive about personal
information. If the process requires the recording of personal data at least
pseudonymity should be granted as well as the assurance that the data will
not be sold or given away to third parties or be used for marketing purposes
unless permitted by the customer.

Some non-ICE services give a good understanding of how one should not
handle security issues. A service like OnStar’s “Remote Door Unlock” might
come in handy in cases, but it is also an easy-to-use tool for car thieves. The
only thing the attacker needs to know is the PIN (a 4-digit number) to get
the door unlocked remotely by an operator from the OnStar service. OnStar
offers also a service for “Stolen Vehicle Tracking” where the customer can call
the service, provide his PIN code and let OnStar locate his car. This might be
useless if the attacker has enough time to disable the cell phone connection.
Since the PIN can be changed with a simple phone call (name old PIN and give

16 The car manufacturing industry should not repeat the same mistake as the com-
puter industry. Security is not a simple add-on it has to be a fundamental design
principle.

17 If the business model involved pay per view or pay per listen consumers can
circumvent the protection and view or listen to the content without charge and/or
distribute the content to third parties.
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new PIN) the attacker could alter the PIN and the car owner would not be
able to report the theft without knowing the new PIN. This is a good example
of bad security. It seems that hackers even found a method to circumvent the
GPS receiver in OnStar’s device thus customers do not have to pay for the
service and can use it with their car PC. This indicates how important a good
holistic security design is.

An old saying is: the chain of security is only as strong as its weakest
link. From this it follows that not only the encryption scheme is relevant but
all other involved components and processes, like IT systems (middleware,
front- and back-ends), devices, busses and cables, diagnostic connectors, secure
Internet connections, defined services before customer, after sales, etc. The
bottom line is: security is a process not a product ! Therefore the complete
value chain has to be secured to render attacks impossible.

Unfortunately there is no universally valid solution to security challenges
because it depends on the particular business case, hardware, process chain,
etc. Every security measure has to be verified on a regular basis. Protocols or
algorithms that once were considered secure might get compromised due to
new sophisticated attack methods18 or the advances of computing power in
freely available hardware. Security solutions for one ECU might not apply as
well in another ECU.

5 Summary and Perspective

The revolution in ICE is already here, but only a few motorists seem to
care. The business world is still excited about the profit potential and the
technological benefits. The market for ICE will become bigger and enriched
by new devices and features. But it is still unclear how fast customers in
Europe will adopt this because of many uncertainties.

Even if a service like streaming media can be provided everywhere via satel-
lite, radio broadcast or any other technology, it is still questionable whether
people will adopt the service when they have to pay for it. Video rental via
Internet for instance has not fulfilled the expectations. The Traffic Informa-
tion Service (TMC), which is transmitted via FM in the Radio Data Service
(RDS), has been quite successful in Europe due to the fact that it is avail-
able free of charge. The willingness to pay for telematic services in Europe
is very low, even for services that are considered as useful by motorists [16]
[3]. Only the offboard navigation is regarded differently because the fees are
comparable to the costs of a new CD for onboard navigation. This consumer

18 For instance, the new attack methods against hardware with cryptographic algo-
rithms since the mid 90s like the measurement of energy consumption or electro-
magnetic radiation to extract the secret keys from the hardware.
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behavior does not apply to the USA where service subscriptions are generally
more accepted.19

This is equally true for Internet in cars which is not a serious technical
problem (except for high bandwidths). Europeans are not interested in online
services in cars yet. The industry is still searching for the “holy grail”: a killer
application, that would make Internet in cars indispensable [3].20 Customers
are not willing to pay the high costs for the hardware and the intermittent
wireless connectivity. Additionally there are safety concerns since the industry
has not fulfilled the expectations regarding the user interface (voice recogni-
tion and text-to-speech).

The legislation in nearly any country worldwide prohibits the driver watch-
ing TV or video while driving [15]. This leads to the conclusion that (video)
ICE is not suited for customers that drive most of the time alone or do not
have a family.

As a matter of fact ICE today is nearly synonymous with the product
range “rear-seat entertainment”. The only services that have the potential to
become profitable soon are satellite radio and personal assistance services like
OnStar. If DVB-T is ready for ICE other companies offering pay per view
or TV via subscription will have a very strong rival since DVB-T is free of
charge.

Finally the industry has to care for a safe and secure car as a comprehensive
system. It will take some time and maybe the combined efforts of the car
manufacturing industry to create such an environment as a base of operations
for ICE products and services. It is necessary that the main focus is on the
benefit of the customer and not on the business case.

The next 5 years will show if things like data stations and hotspots (at
points of interest, gas stations, restaurants, motels, etc.) or streaming media
services will emerge but there is the common problem: which came first –
the chicken or the egg, i.e. without infrastructure there are no services and
without services there is no need for an infrastructure.

But even if ICE is still suffering from unsolved technological problems and
a lack of acceptance, automotive services are a very hot topic right now. OEMs
and suppliers will and should continue their quest for new market potentials
but they should be aware of the inherent risks that can arise from a lack of
security.

19 People in the US spend much more time in cars (approx. 90 minutes a day), go
on longer travels and have larger vehicles like SUVs or minivans [14].

20 The same happened with UMTS a few years ago – the killer application has not
been found there either.
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Summary. The introduction of new, innovative business models for in-vehicle m-
commerce requires the application of advanced IT security measures and has strong
economic implications. In this article, the authors analyze the most important IT
security and economic implications and use the practical example of an innovative
business system for navigation systems and location-based services. This in-vehicle
m-commerce business system has been introduced by one of the leading suppliers of
aftermarket navigation systems. The analysis shows that when innovative in-vehicle
services are introduced, the revenue generation may shift from hardware devices
to service revenues and new competitors are becoming relevant. They offer, for
example, user-centric services with the help of mobile devices. Basic requirements
of sketched developments are applications of advanced IT security measures such as
Digital Rights Management systems.

Keywords: in-vehicle m-commerce, navigation systems, business models, IT security,
digital rights management, location-based services, electronic business

1 Introduction

Mobility is considered a basic need in modern society. Since the invention of
the car, the strong desire for mobility is reflected in the continuously grow-
ing number of vehicles and kilometers driven.1 With the introduction and
widespread use of cellular phones, mobility nowadays also includes the ability
to use selected services at any time and at any place (“m-commerce”). For

1 In Germany the number of passenger cars increased by more than 64 % from 1982
to 2002, and the number of driven kilometers has grown in the same period by
over 66 % and this year reached 528 billion kilometers [3, 22].
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many people, it seemed obvious that these two aspects of mobility were com-
patible and therefore it was only a matter of time before they were brought
together. Consequently, the m-commerce hype was followed by the “in-vehicle
m-commerce” hype at the end of the last century. The potential demand for
in-vehicle services seemed to be endless: shopping, banking, Internet, dynamic
navigation, automatic airbag notification, vehicle tracking, and brakes by GPS
are all examples [28]. But only a few years later came disillusion. There was
little or no demand for most of the services offered [15, 20, 28, 33]. Walter
Maisel from Siemens VDO explained: “We were saying everything is possible
... browsing through the Internet, the latest surprise from the stock market.
But that’s not the highest demand for a car driver. We mixed too many things
together... Telematics and navigation systems must offer services that enhance
safety and don’t charge for what is available free on the radio or the internet.”
[54].

Despite the slow development of in-vehicle services, VDO Dayton, a brand
of Siemens VDO, launched a very innovative business system for in-vehicle ser-
vices in 2002 called C-IQ – Intelligent Content on Demand. This consists of
vehicle navigation and related location-based services. For the first time, the
customer is offered a large product range consisting not only of dynamic nav-
igation for all European countries, but also a large number of travel products
(travel guides, hotel and restaurant guides, shopping guides, etc.). The cus-
tomer can choose the desired content and the activation period and only has
to pay for the time he uses the selected service. For a holiday in France, for
instance, the customer can order the French road map for a one-month pe-
riod for 19.99 euros. This innovative “pay per use” system (conditional access)
could be realized because of the employment of advanced IT security mea-
sures. The data on the CD-/DVD-Roms is encrypted and the functionalities
of a Digital Rights Management system are employed to control access to the
services.

The focus of this article is an analysis of the C-IQ business system. In
addition, the economic implications the IT security requirements which arise
through the change of the business system are analyzed. The importance of
IT security is growing with the introduction of new m-commerce business
systems and further in-vehicle services [30, 33]. IT security can be seen as a
prerequisite not only for the introduction of the C-IQ system, but for nearly
all innovative telematics applications. Here, a detailed insight into the C-IQ
business system is given and the implications, opportunities and threats are
analyzed.

2 Business Models and Business Systems

The description and analysis of business activities become quite comprehen-
sive and complicated when based on innovative and complex approaches,
which comprise a vast number of underlying determinants and business ac-
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tors. Many examples of such innovative and complex approaches can be found
in the e-business sector [56]. Business models are primarily used as a useful
tool to describe the core elements of such complex business activities in a
simple and transparent way and therefore offer an insight into how business
is done, particularly how sufficient revenues are generated [37, 56]. According
to Timmers and Wirtz a business model can be defined as a description of
a company’s production and service system. It describes in a simplified and
aggregated form the flow of resources, the way they are transformed in the pro-
duction process and the information, products and services a company offers
to generate revenue. A business model indicates the most important aspects
of a company’s strategy and the roles the involved actors assume [52, 56].2

To reduce complexity each business model can be divided into several
partial models [56, 23].3 Depending on the business activities to be considered
the analysis can focus on the most relevant partial models.

Fig. 1. Business model [56, 23]

With the help of the market model the relevant markets for the business
model can be defined. For each relevant market the current and potential
2 Neither in the German nor in the English literature is there a common under-

standing and definition of the term “business model” [36, 37, 52]. Both Timmers
and Wirtz offer well explained definitions. The definition used is mainly based on
Wirtz, since it includes as far as necessary also strategic aspects and offers par-
tial models for a more systematic and in-depth analysis. According to Timmers
a business model is part of the marketing model which additionally includes the
marketing strategy of the business actor under consideration [53]. See also [37].

3 The partial models of Wirtz were modified and completed by the organization
model. See [23]
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customers, their demand for products and services, and their willingness to
pay are identified as well as the direct and indirect competitors. The product
offer model describes which combinations of products and services are offered
to the different customer groups. The production and procurement model
analyses the procurement of input from different suppliers and all aspects
of the transformation of the input into sellable products and services for the
market. The entire process of distribution – comprised of the different channels
of distribution, the distribution agreements and networks – is analyzed in the
distribution model. Organizational aspects are considered in the organization
model. The capital model consists of the revenue and the financing model.
The financing model describes from where the financial resources are derived
to cover the financial needs for the business activities. With the help of the
revenue model the sources and forms of revenue generation are analyzed. Many
business models fail because the revenue does not grow as fast as expected.

For the e-business sector various typologies of business models have been
developed, but each applies different criteria [37]. Using the products and ser-
vices offered as classification criteria (product offer model) business models
for in-vehicle services could be classified into: (1) vehicle related basic telem-
atics services such as automatic emergency and collision notification, road-
side assistance, vehicle tracking or remote diagnostics; (2) navigation systems
and related location-based services; and (3) infotainment, communication and
transaction [20, 56]. The different types of business models can be imple-
mented in a variety of ways [36, 52]. Therefore a specific implementation of
a general business model is called a business system [24, 1]. VDO Dayton’s
navigation system “C-IQ” represents a specific business system of the general
business model “navigation systems and related location-based services”. As
the following analysis will show, VDO Dayton has chosen an innovative way
to implement a business system for navigation systems and location-based
services – quite different from the business systems of its competitors. In the
next chapter, the most important aspects of each partial model of the VDO
Dayton business system are analyzed.

3 The C-IQ Business System

3.1 Market Model

The relevant markets can be identified by use of the theory of the gap in the
chain of substitution, which means basically that all available products which
consumers consider as a possible substitute for the C-IQ system belong to the
relevant market [38, 39]. The C-IQ system offers navigation, travel products
like electronic restaurants or city guides in a web-based format with numerous
photos and detailed descriptions plus the ability to locate points of interest.
Recently, additional products have been added, for example a camping and
caravaning guide, a shopping guide, a business directory and speed camera



Business Models for Navigation Systems and Location-based Services 251

info.4 The integration of personalized services, infotainment and m-commerce
(transaction) is planned for the future.

Competitors

In Europe presently the core application for the driver is still navigation with
dynamic rerouting [10, 25, 28, 54].5. All important suppliers of aftermarket
vehicle navigation systems and navigation radios offer this feature in a reason-
able quality and can therefore be considered as direct competitors for VDO
Dayton.6 For the German market the major competitors are Alpine, Becker,
Blaupunkt, Pioneer and Panasonic [5]. Aftermarket vehicle navigation sys-
tems offer the advantage of large color monitors (widescreen monitors) which
can be positioned on the dashboard in the sightline of the driver. This makes
navigation comfortable and enhances safety. Connection of a wide range of
further devices like a TV tuner, Internet browser, DVD player, additional
monitors for the passengers or a handsfree car kit for the cellular phone is
possible [14].

Navigation radios have only a small display, but offer a radio and CD
player.7 Additionally top navigation radios provide a handsfree set with SIM-
card, internet and e-mail access. Here, too, the connection of further devices
is possible. The radio’s main advantage is that it is easy to plug in to the
dashboard in the 1 DIN slot [2].

Another group of direct competitors are the factory-installed navigation
systems offered by the car makers. These systems are integrated in to the
dashboard and are usually connected to further electronic devices like on
board computer, air conditioner or audio system and can be operated with
the controls on the steering wheel. Usually they use the display of the on
board computer and, if available, the head-up display. Their major advantage
is the possibility to offer basic telematics services, like automatic emergency
call, vehicle tracking or remote diagnostics [28]. Nearly all factory-installed
navigation systems used by OEMs such as Audi, Volkswagen, BMW or Volvo
are derived from the same suppliers as the aftermarket vehicle navigation sys-
tems [25, 59]. Siemens VDO supplies navigation systems to, among others, the
Volkswagen Group and BMW. Further suppliers are Harmann International

4 These products have been available since summer 2004.
5 Dynamic rerouting uses real-time traffic related information from the Traffic Mes-

sage Channel (TMC) to identify problems and calculate an alternative route on
request, thus avoiding certain hindrances, e.g. traffic congestion. The TMC ser-
vice is available in virtually all West European countries. For a more detailed
description see [13] 39-40; [19]

6 Products which do not offer exact positioning combined with navigation to the
desired location can be excluded from the relevant market since they do not offer
an equivalent use as navigation systems [32].

7 Some 1 DIN navigation radios offer large splitscreens (slide-out monitors) [1].
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and Robert Bosch GmbH, who provide the systems for DaimlerChrysler and
Mercedes-Benz [59].

Due to the fast technological progress, new competitors have recently en-
tered the market for navigation systems offering solutions which do not need
to be connected to the vehicle: personal navigation devices, PDAs (personal
digital assistants) and cellular phones. Just two years ago, it seemed impos-
sible that these devices could offer navigation services at a reasonable level
[4, 20, 49].

Personal navigation systems cannot compete with the leading aftermarket
vehicle navigation systems but they offer navigation with dynamic rerouting
at a sufficient quality level and a competitive price [4].

For PDAs, two different solutions are available. The “onboard systems”
are equipped with GPS and digital maps stored in a chip card. Routes are
displayed on the screen and audibly explained via speakerphone. The ma-
jor disadvantage is that dynamic rerouting is not available. Additionally the
“offboard systems” require a cellular phone. The desired destination is trans-
ferred via cellular phone to the service provider, who calculates the route and
transfers it again via cellular phone to the PDA. No digital map database is
required on the PDA, which means that updates are not necessary. The sys-
tem always refers to the current digital map databases of the service provider.
The first navigation-cellular phone for the German market, the Wayfinder
2.0, also operates as an offboard system. All offboard systems offer dynamic
rerouting via cellular phone. Like personal navigation systems, both mobile
onboard and offboard systems cannot compete with leading aftermarket vehi-
cle navigation systems but do offer navigation services at a sufficient quality
level [4, 5]. The possibility to connect further devices is very limited compared
with fixed in-vehicle navigation systems.

On the other hand, mobile navigation systems offer some substantial ad-
vantages compared with fixed in-vehicle solutions. As they are user-centric and
not vehicle-centric, customers can take the service with them from one vehicle
to another (e.g. for families with several cars, business men using a company or
rental car without navigation system) or use them for trips made by different
modes of transportation, which is called multimodal routing [28, 48]. Com-
bined with location-based services such as a restaurant finder or sightseeing
tours with information about objects of interest, mobile navigation systems
are even a useful tool for pedestrians [18, 32]. In fact, with the exception of
basic car-related telematic functions, most services like navigation, location-
based services, further personalized services or infotainment can also be made
available for use outside the vehicle; although many applications do require a
certain minimum screen size, not only for the use of the service but also for
control and safety reasons [20, 28].

This short overview shows that through technical progress the relevant
market and the number of competitors are growing. In the future the systems
will offer more functions and services for the driver and passengers combining
navigation, location-based services, personalized services and infotainment.
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VDO Dayton has already taken an important step in this direction by of-
fering new services (electronic hotel, restaurant and city guides etc.), and
introducing a new pricing and billing system (per use charges) which allows
the identification of the customers and thereby the introduction of services
according to the individual customer’s needs. As a result, the border of the
relevant market will fade away and the number of indirect competitors offering
parts of the new services will grow further.

Demand

The demand for navigation systems varies strongly among the different re-
gions. About five to 10 % of new car buyers in Europe order models with
onboard navigation, compared with 15 to 20 % in Japan and two % in the
USA [18, 21, 59]. Two major reasons for the low sales figures in the USA are
the higher prices compared to Europe and Japan and the later introduction
of dynamic rerouting into the market [18, 25, 54]. The major reason for the
relatively high sales in Japan is the country’s lack of a coherent address sys-
tem. Toyota Motor Corporation estimates that half of its cars in Japan are
equipped with navigation systems [54].

Until now, both aftermarket suppliers and car makers considered their
major potential customers to be owners of luxury vehicles, which was reflected
in the pricing strategy and the positioning [58, 21]. Therefore, in the eyes of
many customers, the prices for navigation systems were too high. Recently,
a strategy shift can be observed. Increasingly, the owners of other types of
vehicles such as upper middle class cars or sports utility vehicles are considered
to be additional potential customers, as well as users with a "technical affinity"
regardless of the type of vehicle they drive.

3.2 Product Offer Model

Since the introduction of the C-IQ system in the second half of the year 2002
the offered products and services have grown considerably. For a systematic
overview the product offer can be divided into two interdependent parts:

a. The vehicle based system platform, which consists of all hardware com-
ponents in the vehicle and the operating software; and

b. The (coded) C-IQ based services, which can be used by registering in the
C-IQ business system (application software, database).

At present VDO Dayton offers five different aftermarket system platforms
for the use of the C-IQ system. Three of them are stand-alone systems con-
sisting of a DVD-Rom drive unit, including processor and controller, and a
separate monitor. For dynamic rerouting an additional TMC receiver is re-
quired. The other two systems are 1 DIN navigation radios with a CD-Rom
drive. The TMC receiver is already included. For exact navigation, the hard-
ware must be connected to the vehicle’s speedometer. In order to use the
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C-IQ based services the respective operating software must be installed and
the DVD or CD must contain all necessary data (digital maps, guides etc.).
All systems can be connected with a wide range of further devices (see Section
3.1), but these applications are not yet integrated into the C-IQ system.

The C-IQ based services are comprised of road maps and traffic info via
TMC, a large variety of travel products, special products and travel packages,
in which certain services are bundled [6]. In the German market the product
assortment shown in Table 1 is available.

Based on customer segmentation, VDO Dayton offers travel packages for
business men, lifestyle- and leisure-orientated persons. Each package consists
of four travel products. Additionally, several product bundles are offered com-
bining road maps of two or three bordering countries with a maximum of two
further travel products. All the products can also be purchased separately.
The product assortment for the German market is the most comprehensive.
In other countries certain products are not available, but for all European
countries (with the exception of the Czech Republic/Slovakia/Poland) the
three travel packages are offered.

The customer can choose between roadmaps from the two leading service
providers, the US company Navigation Technologies Corporation (NavTech)
and the Dutch company Tele Atlas N.V. The time it takes to calculate the
optimal route is an important quality factor. Each service provider has de-
veloped its own routing algorithm for precise navigation in a timely fashion
[18]. The VDO Dayton systems belong to the fastest and most exact in the
market [4, 50, 45]. All in all, VDO Dayton offers a unique product assortment
with cutting-edge navigation. Until now, none of the competitors have offered
similar travel services. An enlargement of the product assortment through
cooperation with further content providers and the offer of personalized or
vehicle-brand specific services is planned for the future.

3.3 Production and Procurement Model

To analyze the production and procurement model it is once again helpful to
differentiate between (1) the vehicle-based system platform with its hardware
components in the vehicle and the operating software and (2) the C-IQ-based
services like digital maps or guides.

The final assembly of the hardware (vehicle-based system platform) is done
in the production facilities of Siemens VDO. The parts and components are
produced according to order by third suppliers (e.g. GPS-receiver, standard
parts of the installation kits for the vehicles) or they are purchased on the
market (e.g. screens or circuit boards). The development and production of
the software is done by Siemens VDO. The CD- and DVD-roms are produced
by a third supplier.
8 In Europe the C-IQ Speed Camera Info-Service is only available in: Austria –

Switzerland, Belgium – Holland – Luxembourg, Germany and the United King-
dom – Ireland.



Business Models for Navigation Systems and Location-based Services 255

Table 1. C-IQ product assortment in the German market [6]

C-IQ-based services Description

Maps and traffic info Austria, Switzerland, Belgium – Holland – Luxembourg,
France, Germany, Italy, Denmark – Sweden – Norway –
Finland, United Kingdom – Ireland, Spain – Portugal,
Czech Republic – Slovakia – Poland, Europe, USA, Aus-
tralia

Individual products

Varta Guide Information on hotels and restaurants (with 3500 photos)
together with key information on towns and places

Michelin Guide Information on hotels and restaurants based on the Miche-
lin Red Guide and tourist information taken from the
Michelin Green Guide

Merian scout premium Information on hotels, restaurants, points of interest, golf,
shopping tips, city guides, theaters and opera

Merian scout Sport &
Leisure

Information on leisure facilities and leisure destinations
arranged by category, shopping tips

Merian scout Arts &
Culture

Travel guide with information on museums, places of wor-
ship, castles, palaces and many other attractions

ADAC Camping-Ca-
ravaning Guide

Information on around 5400 key campsites across Europe

C-IQ Shopping Guide Shopping addresses including large department stores, su-
permarkets and small boutiques, banks, gas stations etc.

C-IQ Fast Food Finder Information on the nearest fast food restaurants
Dun & Bradstreet
Business Directory

Provides business information including e.g. credit-checked
addresses (containing over 7 million business addresses in
Europe)

C-IQ Prepaid Road maps or travel guides can be purchased in advance.
C-IQ Prepaid can be acquired in blocks of 5 or 20 days

Special products 8

C-IQ Speed Camera
Info

Information about current speed limits and accident black
spots (where e.g. fixed speed cameras are sited) along the
planned route

Travel packages

Business package C-IQ Shopping Guide, C-IQ Fast Food Finder, Dun &
Bradstreet Business Directory, Michelin Guide

Lifestyle package C-IQ Shopping Guide, The Varta Guide, Merian scout Pre-
mium, Merian scout Arts & Culture

Leisure package ADAC Camping-Caravaning Guide, The Varta Guide,
Merian scout Sport & Leisure, C-IQ Fast Food Finder
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All the C-IQ-based services offered are based on third party data, which
stem from different content providers. The core application (the digital maps)
come from Navigation Technologies and Tele Atlas, the two leading compa-
nies for the provision of digital maps.9 Nearly all important competitors of
both car makers and aftermarket suppliers use maps from these companies
[18, 50]. Additional content is mainly procured from well-known suppliers
such as Michelin, Varta, Dun & Bradstreet and the German Automobile Club
(ADAC e.V.).10 The content is not exclusively produced for Siemens VDO.
Michelin, for instance, also sells road maps combined with its guides for the
navigation systems of competitors and for use with PDAs and Internet-capable
mobile phones [7]. Siemens VDO encrypts the data from the different content
providers and integrates it on the CD- and DVD-Roms.

A specific software program is employed for the code generation and the
creation of a customer database, where all customer data (e.g. age, sex, oc-
cupation, vehicle) and the user history of each customer is stored and the
access to the services is administered. A website for customer information,
registration and the product orders was created.

For the distribution of the products and services, after-sales services, C-IQ
customer registration and further customer support, Siemens VDO has con-
tractual relationships with different types of dealers (car dealers, specialized
dealers, electronics stores etc.) and call center operators (who act as a hotline).
Additionally, contractual relationships with mobile phone network operators
exist for the provision of access codes via SMS.

From the Global Position System (GPS) information is needed for the
navigator’s controller of the navigation system. The GPS system consists of
24 satellites run by the American Department of Defense. It can be used free
of charge by private persons or companies, with certain restrictions [27]. The
real-time traffic-related information (TMC messages) for dynamic rerouting is
derived from publicly or privately owned traffic information centers and other
sources, such as highway authorities. Their information is coded by a service
provider and transmitted digitally in the sideband of FM transmissions [13].
Use of this system is free of charge in most European countries.

3.4 Distribution Model

With the introduction of the C-IQ system the distribution model has become
more complex and comprehensive. In general, navigation systems and related
location-based services are not as easy to sell or use as a simple radio or a
sunroof, for instance [12]. The introduction of the C-IQ system with its large
product assortment and a new pricing system makes understanding of the

9 For a brief overview of the production of road maps see [18].
10 The Varta and Michelin hotel and restaurant guide-books are among the market

leaders in Europe. The German Automobile Club is the largest in Europe with
over 14 million members.
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navigation system even more difficult and requires an explanation from the
dealer.

Because of the necessary support and installation service the distribution
of the hardware devices is done mainly by authorized dealers. Siemens VDO
has agreements with car dealers of all the major brands, specialized dealers,
chains specializing in vehicle accessories such as Auto Teile Unger or D&W
and discount-chains selling all types of electronic consumer goods as Media
Markt or Saturn.11 If the customer orders a new car with a VDO Dayton
navigation system it is fitted directly by the car maker.

In order to use the C-IQ-based services three steps are necessary: (1) the
registration as a C-IQ customer, (2) the order of content and (3) the trans-
mission of codes, which must be entered in order to use the selected content.
Steps one and two can be done through an authorized dealer, via Internet or
via the service center. The PIN codes (step 3) are transmitted by telephone,
e-mail and SMS to the customer.

The DVD- and CD-Roms are automatically delivered free of charge to the
customer’s doorstep by the postal service (The update service only applies to
contracts with a limited activation period, see Section 3.6).

VDO Dayton follows a multi-channel strategy in a “clicks and mortar”
combination. For the hardware distribution and customer registration the
emphasis lies in the dealer network of the car makers and the specialized
dealers, since explanation and support – and in many cases installation –
is required, which can be best guaranteed by a trained staff. For the order
of content and the transmission of codes the emphasis shifts to “electronic”
distribution and to the service center.

In Germany a further distribution channel exists via the German retailer
Aldi.12 The C-IQ-based services are offered in combination with the C-IQ-
enabled navigation hardware from Aldi’s brands, like “Medion”. However, only
contracts with an unlimited activation period are presently available.13

In the future, agreements with further cooperating partners for the dis-
tribution of travel products and prepaid cards are planned. Travel agencies
could offer respective maps and travel products such as restaurant or shopping
guides in combination with a hotel reservation; car rental stations could offer
special rates including maps and travel products; or supermarkets or gas sta-
tions could sell prepaid cards. In many cases the integration of new products
and services will lead to new distribution channels, as the channels of the new
cooperation partners could be used as well.

11 Auto Teile Unger (A.T.U. Handels GmbH & Co. KG), www.atu.de; D&W (D&W
Auto, Sport, Zubehör Handelsgesellschaft mbH & Co. KG), www.dundw.de; Media
Markt, www.mediamarkt.de; Saturn, www.saturn.de.

12 With over 5000 stores around the world, Aldi is an international leader in grocery
retailing, www.aldi.de.

13 This information is derived from the German service center (telephone call with
a call center operator on 29 July 2004).
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3.5 Organization Model

The Siemens VDO Automotive Corporation was created in April 2001 by a
merger of Siemens Automotive AG and Mannesmann VDO [11]. The com-
pany is a global supplier to the automotive industry with worldwide presence
in all automotive markets. It designs, manufactures and sells integrated elec-
trical components. 43,000 employees worldwide work at 130 different locations
spread over 34 countries on five continents [41, 43]. With sales and orders of
8375 billion euros the company generated a profit of 418 million euros for the
year 2003. [40]. The company is divided into four business units (Figure 2).

Fig. 2. Siemens VDO automotive business Units [42]

The first three business units (Powertrain, Chassis & Carbody and Inte-
rior & Infotainment) work directly with all important car makers. The Service
& Special Solutions organization is responsible for trading with the automo-
tive aftermarket and distributors. The products and services are offered under
three different product brands: VDO, VDO Dayton, and Siemens VDO. VDO
Dayton focuses on consumer products for navigation, communication, multi-
media, and audio applications [42].

Navigation systems are only a small part of the wide range of products and
services Siemens VDO offers to vehicle manufacturers and the aftermarket.



Business Models for Navigation Systems and Location-based Services 259

The overview of the organizational structures shows that the company has
the competencies – and already provides certain solutions for all three classes
of possible product-offers – for in-vehicle services: (1) vehicle-related basic
telematics services, (2) navigation systems and related location-based services
and (3) infotainment, communication and transaction.14 The product range,
the competencies, the worldwide presence and, last but not least, the fact
that Siemens VDO is among the market leaders in navigation systems with a
strong relationship to nearly all leading car makers, provided the basis needed
to introduce the new business system C-IQ [11].

3.6 Capital Model

For the analysis of the C-IQ business system only the Revenue Model will be
considered, as the introduction of new products and services combined with
a new pricing system has strong implications for the generation of revenue.

Traditionally, the customer purchased a navigation system which included
the hardware and a CD- or DVD-Rom with a current road map of Germany
and bordering countries or even a complete map of Europe [4]. In addition to
the hardware costs, which vary from nearly 1000 euros for the cheapest VDO
Dayton DIN navigation radio to over 2000 euros for an aftermarket navigation
system with a large color monitor, the customer had only additional costs
during the use of the system, which was when he decided to buy a new CD-
or DVD-Rom with updated map data.15 Of course, there are also additional
costs whenever the customer wanted additional products such as maps for
other countries or travel guides. The customer knew the price he had to pay
in advance regardless of how often he used his navigation system. This implied
that the average price per use of the navigation service was determined by
the customer and varied with the frequency of use. VDO Dayton generated
its revenue mainly by selling the hardware and, to a small extent, by the
replacement of CD- or DVD-Roms.16

With the introduction of the C-IQ business system, the customer is con-
fronted with a more complex yet also more flexible pricing system, which
perhaps better fulfills his individual needs. When the customer buys the C-
IQ-enabled navigation hardware he can choose between two different types of
contracts: 17

14 See Section 2
15 The data of the digital road maps only reflect the local situation at a particular

point in time. Since these environmental data change dynamically, 15 – 20 % of
the data will change to some extent within one year [46].

16 For many factory-fitted and aftermarket systems it is not necessary to buy up to
date digital road maps from the supplier of the navigation system. They can be
purchased directly by the producer of the digital maps – in many cases at a lower
price [2].

17 Recommended conditions from Siemens VDO. The conditions can vary from
dealer to dealer.
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a. Contracts with an unlimited activation period. The price includes the
hardware and unlimited access to the German road map. Further C-IQ-
based services can be purchased. The customer does not participate in
the DVD/CD-Rom update service. If the customer does not buy any ad-
ditional services the system works like a traditional navigation system.

b. Contracts with a limited activation period. The price includes the hard-
ware and access to the German road map for two years. The customer
participates in the update service and regularly receives free of charge
DVD/CD-Roms with current data on it. When the activation time of
the ordered content expires, the customer must purchase new services for
further use of the system.

In the following, the pricing structure of the services with a limited acti-
vation period is analyzed more deeply. The customer can choose among the
described services (see Section 3.2) and the period in which he wants to use
each of them. The price depends on the combination of the ordered products
and the duration of the contract. For each country or group of countries (like
Spain/Portugal) the product assortment varies. For Germany, which has the
most comprehensive assortment, the German digital maps from Tele Atlas or
Navtech are available, plus ten individual travel products, one special product,
three travel packages (each of them including four travel products) and 12 fur-
ther bundles combining the German map with one or two travel products and
some bundles additionally offer the Czech and/or the Slovakian map [6].18 For
all products and bundles the customer can choose among activation periods
from one day up to two years. Different discounts are given if the customer
orders a service for a complete month, one year or two years. Furthermore,
for all single products (i.e. not in a bundle) prepaid cards for a period of five
or twenty days are offered. Table 2 gives an example of the pricing system.

Because the prices for the other individual products, bundles and packages
are similar, this example offers a good overview of the pricing system. The
large number of products and the different measures of price discrimination
lead to a very comprehensive and complex price matrix. The prices for all
products – if they are available in the country – are the same all over Europe.

The change to the C-IQ business system has strong implications for the
generation of revenue. Revenue streams from in-vehicle services can be seg-
mented into two main categories: hardware devices and services revenues [28].
Traditional business models are based almost exclusively on revenues gener-
ated from hardware device. This implies that revenues were only generated
once when the customer bought the system. There was little or no need to
purchase a new device from the same brand. With the C-IQ system an im-
portant step has been made to generate additional revenues from services. It

18 Some bundles are offered with and without TMC. As TMC is free of charge these
combinations have not been counted. Identical bundles which are available both
with Tele Atlas and Navtech maps have not been counted either.
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Table 2. Prices in EUR for selected C-IQ travel products (C-IQ service center, [6])

1 day 1 mo. 1 year 2 years Prepaid Prepaid

5 days 20 days

Road Map 2.99 19.99 89.00 159.00 12.99 39.90

Price steps > 6 days > 4 mo. > 15 mo.

Varta Guide 2.99 14.99 19.99 29.99 12.99 39.90

Price steps > 5 days > 1 mo. > 1 year

Michelin Guide 2.99 19.99 24.99 39.90 12.99 39.90

Price steps > 6 days > 1 mo. > 1 year

Road Map 4.99 29.99 99.00 169.00

+ Varta guide

Price steps > 6 days > 3 mo. > 14 mo.

Sum prices of 5.98 34.98 108.99 188.99 not available

single products

Bundle savings 16.6% 14.3% 9.2% 11.0%

Lifestyle Package 5.99 39.90 69.00 109.00

Price steps > 6 days > 1 mo. >1 year

Sum prices of 11.96 59.96 89.96 139.69 not available

single products

Bundle savings 50.0% 33.5% 23.3% 22.0%

is estimated that in the future service revenues will outpace hardware devices
revenues [28]. Customers who have a contract with a limited activation period
continuously generate revenue, independent of how long they use the hard-
ware. Furthermore, C-IQ customers have a strong incentive to purchase the
next hardware device from VDO Dayton. The implications of this shift to the
new business models will discussed in more depth in the next section.

4 Implications Regarding the Change of the Business
system

4.1 Economic Implications

Whenever an existing business system is changed the fundamental reason is
to increase profits or, at the very least to assure current profits for the future.
The underlying motives for the change could be many, including technical
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progress which leads to product or process innovations, pressure from com-
petitors and/or changing customer demand. In the following, two important
motivations which are particularly interesting from an economic point of view
are analyzed in more depth.

The analysis of the market model has identified one important motivation:
driven by technical progress and the development of new services, new com-
petitors are entering the market. Thereby the borders of the relevant market
will fade away since the new competitors will offer navigation services com-
bined with location-based services, personalized services etc., which in many
cases will be offered on a “pay per use” basis (see Section 3.1).

Obviously a very strong new competitor for VDO Dayton will be the mo-
bile phone operators. Cellular phones are widespread and they are able to offer
user-centric navigation with dynamic rerouting, emergency call and roadside
assistance, location based-services and further personalized services on a “pay
per use” basis.19 Furthermore, contractual relations and a billing infrastruc-
ture with their customers already exist [28, 49, 54]. However, further develop-
ment is difficult to predict. One crucial question is, if and to whom will the car
makers provide a connection to the vehicle computer system.20 With access
to the computer system supplier of aftermarket systems, even mobile systems
could offer basic telematics services and brand-specific services. Brand-specific
services are differentiated, exclusive services e.g. only for BMW or VW cus-
tomers, presented on the screen in the respective corporate design. Until now,
the offer of brand-specific services would require cooperation with the car
makers, which is an advantage for the supplier of navigation systems, because
they already have strong relationships with the main car makers. However, the
introduction of an industry standard for the connection of telematics devices
to vehicles would dramatically change the situation for all competitors [28].

A second important motivation has been identified through analysis of the
revenue model: the possibility to generate additional revenue streams is mainly
given by service revenues. In addition, the new indirect competitors will offer
additional services as well. The challenge for VDO Dayton was not only to
introduce new services but also to introduce an adequate pricing system for
the billing of these services. VDO Dayton decided to offer the services on a
“pay per use” basis, a (new) pricing system which the customers are not used
to.

19 More than three quarters of the Western European Population has a cellular
phone. See [29]. i-mode customers can order maps and routes for two euros a
month and the Michelin guide for 1 euro a month. Vodafone live! customers are
offered maps and routes for 0.69 euro for two hours or 1.99 euro for one month
and the Michelin guide for 0.39 euro for two hours or 0.99 euro for one month.
See [7].

20 This decision depends not only on economical considerations. The connection of
devices from third parties to the vehicle computer system has strong IT security
implications which must be tackled.



Business Models for Navigation Systems and Location-based Services 263

Strictly speaking the pricing system consists of a system of “time restricted
flat rates”. During the chosen activation period each service can be used as
often as desired (i.e. the number of route requests during the activation period
is unlimited), but for the customer the purchase of the content (the C-IQ-based
services) has a “pay per use” character, especially when he orders services for
a short period of time for a specific occasion, for example a Dutch road map
for a one-day trip to the Dutch coast or a French road map and shopping
guide for a one-week vacation in Paris.21

To maximize the revenues two types of price discrimination are applied:
(1) for each product a discount is offered depending on the duration of the
ordered activation period and (2) most of the products are also offered in a
bundle form (mixed bundling) [34, 44]. The effectiveness of these strategies
is influenced by the underlying cost structure. The higher the ratio of fix to
variable costs is, the more effective these strategies are [34, 44]. The production
of all C-IQ-based services leads to relatively high fix costs and low variable
costs, since all data is produced once and stored digitally on CD- or DVD-
Roms. The same applies to the additional distribution costs caused by the
introduction of the new services (IT, service center, Internet presence).

The introduction of discounts is an incentive for the customer to buy a
higher quantity (= longer duration) and thereby spend more money than he
would normally have done without the discount scheme. If the variable costs
are low this leads to increasing revenue. The success of bundling strategies
essentially depends on the relation between the reservation price and variable
costs (the higher the relation, the more successful the strategy).22 The ex-
istence of relative low variable costs is again an important requirement for
the success of this pricing strategy. Product bundling makes it possible to sell
products which the customer would not have bought as a single product be-
cause in his view it is too expensive or simply because he is not familiar with
the product. Bundling leads to higher revenues and could help to introduce
(and sell) new products to the customer.23 Furthermore, bundles give the cus-
tomer the impression of buying something at a very fair price. As the price
overview shows, the customer can enjoy high savings by buying the bundle

21 In a strict sense the use of a navigation service must be defined as each request
for a route made by the driver. But from the customer’s point of view certain
events with a determined duration and no interruptions in between, like day trips
or vacations, are considered as one use of the system regardless of whether he
makes one or 10 requests during the “use”.

22 The term “reservation price” derives from the auction markets. It is the price
at which a person is willing to buy or sell a certain product. Bundling is only
worthwhile if the variable costs are less than the reservation price [34].

23 This is especially important for experience goods. Many C-IQ-based services be-
long to this category. In order to present its products, VDO Dayton offers its
customers a free preview option with each DVD/CD-Rom update: two country
maps and two travel guides can be chosen and tested for two days free of charge.
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instead of single products. The customer has an incentive to spend additional
money and a “positive image” effect is generated.

The product characteristics and the product assortment offer many options
to introduce further types of price discrimination in the future [44]:

• The customer could be offered product bundles which he can configure
on his own (self-customizing), e.g. three self selected travel products for a
one-month period of use for 45 euros.

• Prices could be differentiated according to the time of use (intertemporal
price discrimination), e.g. higher prices for travel guides during school
breaks.

• Frequent users could be offered further discounts similar to frequent flyer
schemes (premium program).

• Because the customer must register to use the C-IQ service and the pur-
chase of each product is also registered, customers could be offered individ-
ual bundles and prices based on customer profiles (personalized services).

• The hardware and services could be combined in bundles.

However, it should be taken into account that the pricing matrix is already
very complex and complexity will only increase with each new product. There-
fore, the introduction of further measures of price discrimination could lead
to customer confusion rather than higher customer satisfaction (and thereby
higher revenues).

All offered C-IQ-based services are based on third party data. It is obvi-
ous that Siemens VDO has to pay for the integration of certain products like
digital maps, because navigation is still the core application and an absolute
must for in-vehicle service bundles, and only few companies offer digital maps
[21]. However, with the integration of more and more well-known services from
content providers with a high brand awareness, like the Michelin and Varta
guides (and of course with a growing number of customers) the incentives
grow for certain content providers to join the service portfolio and to pay
for integration, i.e. to share in the revenues. For example, the integration of
a restaurant finder for a fast food chain could lead to more visits to their
restaurants, and if there is a co-marketing strategy, to a higher brand aware-
ness. Therefore, a fast food chain would be willing to pay for the integration
of their services.

With the introduction of the C-IQ system, Siemens VDO has not only
made an important step to generate additional services revenue streams, but
has also established a platform which allows the integration of a wide range
of digital contents from third parties.24 In the future, additional content
providers could join the platform and offer their services. VDO Siemens pro-
vides the administration and billing infrastructure. Because the C-IQ system

24 The introduction of hard-drive equipped navigation systems combined with fast
data transmission will make it possible to offer (and also charge) songs or films, for
instance. HD-based navigation systems are already offered in Japan. See: [26, 35].
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allows the exact monitoring of to whom which products are sold, new models
of payment/revenue sharing could be established based on the number or du-
ration of use of the services. Therefore it is essential that the customer gets
used to the “pay per use” pricing systems. The introduction of new pricing
systems requires time and can only be made gradually. Siemens VDO has
already taken the first step.

Another development could make it necessary to shift from hardware de-
vice revenue to services revenue. It is likely that the hardware device revenues
will diminish: the hardware prices for navigation systems will decrease in the
future (just like the prices for other electronic consumer goods) and it is prob-
able that in the long run car makers will integrate factory-fitted navigation
systems in all cars as a standard feature, like radios or air conditioners to-
day [21]. Through this, the aftermarket volume for navigation systems will
decrease significantly. Of course, sales to the car makers will rise at the same
time, but margins will probably decrease and the brand could disappear. The
C-IQ-based service platform could survive this process and link the customer
to C-IQ products and the brand.

An additional future scenario is that Siemens VDO runs the system for
a car maker or sells the complete business system to a car maker. In both
cases basic telematics services could be integrated, as well as brand-specific
services. All services are offered in the corporate design of the car maker. For
the car maker, the system could be a very useful tool to stay in contact with its
customers after the purchase of the vehicle, monitor his driving and consumer
habits, promote and sell services and/or introduce new forms of a customer
loyalty program. If Siemens VDO runs the system for a car maker distribution
and sale is much easier, since it will be done through the car dealers. The
dealers can influence the customer at the moment when he is buying the
vehicle, which is probably the best moment to register the customer and sell
additional in-vehicle services [28].

4.2 IT Security Implications

In the previous chapter, the economic implications of the change of the busi-
ness model were discussed. As stated in the introduction, this change of the
business model was only possible through the employment of IT security mea-
sures.25 The importance of IT security as a prerequisite for the introduction
of the C-IQ-based services is discussed in the following section and an outlook
regarding what the introduction of further in-vehicle services will mean for
the employment of IT security measures is provided.

IT security consists of two aspects: data security and data privacy. Data se-
curity is comprised of three basic requirements: (a) confidentiality – prevention
25 In the English literature a difference is made between safety and security. Safety

consists of protection against unintended incidents, whereas security means pro-
tection against intended attacks by an adversary [17]. In this article, only security
aspects are tackled.
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of unauthorized parties to capture, interpret or understand data, (b) availabil-
ity – continuous and uninterrupted provision of services, and (c) integrity –
the assurance that data have not been altered or manipulated by unauthorized
parties [16, 47]. Several additional IT security requirements exist, depending
on the specific environment. For the in-vehicle services discussed in this arti-
cle, another important requirement is authentication – the assurance that the
entity who is communicating is really who they claim to be [47].

Data privacy is comprised of the protection of personally related data. In
most developed countries the protection of personal data is protected by data
protection laws. In Germany, for instance, privacy is guaranteed by the con-
stitution and with several laws. Therefore, data protection laws must always
be taken into account when new business models are developed which include
the use of personal data.

In traditional business systems for navigation systems (see Section 3.6),
IT security was of relatively little importance. It was practically impossible
to identify the user of the navigation system and the vehicle could not be
located in order to track its movements and create a user profile. There was
only one major aspect which approached IT security requirements. When tra-
ditional navigation systems entered the market, the navigation software on
the CD (digital maps etc.) was not encrypted, i.e. confidentiality of the data
was not provided. Anyone who had a CD writer could easily replicate the
CD and use it in his own navigation system. Consequently, owners of navi-
gation systems attempted to obtain unauthorized copies with updated map
data. Although, generally speaking, the loss from CD or DVD piracy causes
a significant decline in profits in the affected industries (such as the music in-
dustry), the impact on the supplier of navigation systems was relatively weak,
since revenues were traditionally generated mainly through hardware sales [9].

With the introduction of the C-IQ business model the situation changed
substantially. As described, revenues are shifting from hardware to services
revenue. Independent of the amount of services the user orders, all services
(all european maps, all guides etc., see Section 3.2) are already stored digi-
tally on the CDs or DVDs when customers purchase the navigation system.
Additionally, customers who have contracts with a limited activation period
regularly receive DVD/CD-Roms with the current data on it free of charge.
Therefore, confidentiality is an absolute must to run the C-IQ business system.
Without data encryption, customers could use all the services without being
charged for them. Yet here, IT security requirements are much more compre-
hensive and complicated than in the case of music CDs or DVDs, where IT
security measures (encryption) only have to be applied to avoid unauthorized
access. Because the C-IQ-based services are offered on a “pay per use” basis,
the customer must be offered conditional access to the protected data on the
CDs/DVDs. This means that it must be possible to control (a) which data
(content) can be accessed, (b) the period of access or the number of uses of
a determined service, (c) to whom the access is given, and (d) whose specific
device can access the information. IT security measures must be applied to
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enforce these complex rules [57]. The management of rules for digital content
is named Digital Rights Management (DRM) [57].26

To implement these rules within the C-IQ business system interaction be-
tween the customer, his or her navigation system, and the C-IQ service center
is required, and the customer’s identification and the hardware being used is
needed. The customer identification takes place when the customer registers
for the first time with the C-IQ service (see Section 3.4). The registration
process requires not only personal details (name, address, preferred payment
method) but also details of the purchased navigation system including the nav-
igation ID (navi ID). Each navigation system has its own unique ID. When
the customer orders new services, a PIN code is generated and transmitted to
the customer (e.g. via SMS), who enters it into his navigation system. This
code contains, among other things, information about the ordered services
(e.g. a French road map), the period of use and the navigation system for
which the code is intended. 27

During this procedure it must be assured (1) that the message cannot be
altered, for example to extend the activation period (integrity) and (2) that
the code functions only with the navigation system for which it is intended in
order to prevent services on other navigation systems activated by the same
code without paying for it (authentication).

To fulfill the requirements of integrity and authentication a message au-
thentication code (MAC) (= cryptographic checksum) can be employed [47].28

This technique requires that the two communicating parties (the navigation
system and the computer system of the Siemens VDO service center) share a
common secret key K. When the service center wants to send a message (e.g.
access to the French road map for two weeks) to the customer, it calculates the
MAC as a function of the message and the key. The message and the MAC are
transmitted to the customer, who enters it into his navigation system (i.e. the
PIN code consists of two parts: the message with the desired services plus the
navi ID and the MAC). The navigation system performs the same calculation
on the received message, using the same secret key, to generate a new MAC.
The transmitted MAC from the service center is compared to the calculated
MAC.

If the secret key is known only by the receiver and the sender, and if
the received MAC matches the calculated MAC, then the receiver is assured

26 For a general overview of Digital Rights Management see [8].
27 If customers wish to cancel ordered services an additional step is needed. First,

the customer must request a revocation code for the service to be cancelled. After
this code has been entered into the navigation system, the system will generate a
confirmation code. The customer must contact the C-IQ service center or transmit
the confirmation code via the Internet. The confirmation code is needed to control
that the customer really has deactivated the content. After the transmission of
the confirmation code reimbursement of the residual value can be made [6].

28 This is not necessarily the solution applied by Siemens VDO, but it is one viable
solution to meet the described requirements.
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that the message has not been altered (integrity), and that the message is
from the intended sender. No one else could prepare a message with a proper
MAC without knowing the secret key (authenticity). Since for each navigation
system a unique secret key is applied, customers or third persons cannot use
the code to activate content on other navigation systems.

At this stage, the message as a whole is still transmitted in the clear
(plain text). To provide confidentiality the MAC, which is calculated with the
message as input, can be connected to the message and the entire block (the
PIN code) is then encrypted [47]. This requires a second secret key, which is
also shared by the sender and receiver.29

The problem of key distribution, which is a very important aspect to con-
sider whenever symmetric encryption is applied, is relatively easy to deal with
in this case, since Siemens VDO can implement the secret keys in the naviga-
tion system before delivering it to the dealers [47]. When the customer orders
some content, the service center can select the respective secret keys with the
help of its database, which stores the details of the customer, the navi ID and
the corresponding secret keys.

It is easy to recognize that IT security is an absolute prerequisite to run
the C-IQ business system. With further development of the system, mainly
driven by technical progress, IT security will become even more important. As
discussed in Section 4.1, with the C-IQ system, Siemens VDO has established
a platform which allows the integration of a wide range of digital content on
a conditional access basis. Within the next few years, navigation systems will
move away from CD- and DVD-based players to hard-drive based players.
Models shown at the CES in Las Vegas in 2005 already had a 20 GB hard
drive, USB ports and slots for removable media [26, 35]. This significant rise
in performance will allow users to integrate a wider range of digital content,
which can be uploaded through the unit’s USB port or via a wireless con-
nection [31]. It is assumed that one core application will be MP3 storage and
playback. Additionally, it is only a matter of time until video storage and play-
back are also possible. The integration of digital content from third parties
over a USB port or a wireless connection will require a more comprehensive
Digital Rights Management system than described here, which must include
the content providers as well. Cooperation partners could, for instance, offer
digital content to be downloaded from their homepages for exclusive use with
a C-IQ navigation system.

Digital Rights Management systems in vehicles are difficult to implement,
because they are bound by certain restrictions and have special requirements.
Compared with a notebook or a desktop computer, the processor performance
is weaker and there is less memory capacity. Furthermore, a Digital Rights
Management system in a vehicle now must be realized with very little external

29 Actually two independent secret keys are not needed. With the help of key deriva-
tion two keys K1 and K2 can be generated from one secret master key K (K1 =
g(K), K2 = h(K)).
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communication. Until now, the only communication interface has been with
the user [57].30 The best solution from the IT security point of view would be
a Digital Rights Management system based on a Trusted-Computing solution.
A Trusted-Computing solution includes a hardware security module, called a
Trusted Platform Module for the protection of cryptographic keys, the trusted
employment of symmetric and asymmetric cryptographic functions and the
integration of a real physical random numbers generator [57].

This analysis has tackled the central IT security aspects which emerged
from the introduction of the new C-IQ business system. There are further IT
security requirements which must be taken into consideration, such as com-
munication security, e.g. for the transmission of confidential data or electronic
payment, and, as previously mentioned, privacy for the protection of personal
data [30, 55]. In addition to this it must be taken into account that IT security
requirements are always placed between the conflicting goals of usability and
profitability, since a higher security level normally leads to higher production
costs.31 A sufficient level of usability is important not only for the acceptance
of services by the customer, but also for safety reasons. To meet all require-
ments discussed, it is important to consider IT security even during the design
of new in-vehicle services [51].

5 Conclusion

In this article, an innovative business system for navigation systems and
location-based services was presented and the most important economic and
IT security implications were analyzed. For the first time, an aftermarket nav-
igation systems supplier has introduced a business system which not only is
based on the generation of hardware devices revenue, but is also based on
generating services revenue.

The analysis shows that IT security can be seen as a prerequisite for the
introduction of the new business system and for the shift from hardware de-
vices to services revenue. Since the core services are all stored digitally on
CDs or DVDs and conditional access was introduced, the content had to be
protected from piracy and complex usage rules had to be established. Both
were possible only with the help of advanced IT security measures. With the
introduction of further in-vehicle services and the connection of the navigation
system to the vehicle computer system (see Section 4.1) the importance of IT
security will grow even more. Therefore, it is not an exaggeration to state that
IT security enables the introduction of innovative in-vehicle services.

From an economic point of view, the new system has some obvious ad-
vantages and offers opportunities for the future: Among them are (1) new
30 For further requirements and restrictions for Digital Rights Management systems

in vehicles see [57].
31 This is one reason why Trusted-Computing solutions are not employed in navi-

gation systems.
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revenue streams can be generated by offering a wide range of additional ser-
vices which can be ordered in a very flexible way; (2) the customer gets used
to a “pay per use” pricing system which is crucial for the further development
and sale of new services; (3) with customer registration, a user history of the
services ordered and the billing system allows the introduction of personal-
ized services and new payment schemes not only for the customer but also
for content providers or other cooperation partners; and (4) brand awareness
and a higher customer loyalty are generated.

Despite the apparent advantages there are some factors which could un-
dermine the success of the C-IQ system: (1) the system is difficult to under-
stand because of the different types of contracts, the large product assortment
with many different bundles, and the comprehensive and complex pricing ma-
trix; and (2) in the past, willingness to pay for in-vehicle services was low
[10, 20, 58, 28]. However, in the past, a subscription was necessary for most of
the offered services and the customer had to pay an additional monthly bill.
The C-IQ system could overcome the customer’s aversion of being billed once
a month by offering the services on a “pay per use” basis [20, 28, 54]. (3) Cur-
rently the major threat for the success of the C-IQ system, and for all other
traditional navigation systems, seems to be the entrance of new competitors
who offer mobile devices for user-centric navigation and additional in- and
outside-vehicle services.

In summary, the market for in-vehicle services is characterized by signif-
icant uncertainties. Major influential factors are: the technical development
(including the development of IT security solutions); the acceptance of ser-
vices by the customer; his willingness to pay for these services; and safety
issues. Safety issues should not be ignored, since driving is a demanding task
which requires constant concentration and appropriate maneuvers of a vehicle
on the road. Therefore, the introduction of in-vehicle services must be carried
out with utmost care and it should be guaranteed that the driver always has
his “eyes on the road and hands on the wheel”.
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