
Li Li
Fei-Yue Wang

Advanced Motion
Control and Sensing
for Intelligent
Vehicles



ADVANCED MOTION CONTROL AND SENSING 
FOR INTELLIGENT VEHICLES 



ADVANCED MOTION CONTROL AND SENSING 
FOR INTELLIGENT VEHICLES 

Dr. Li Li 
Department of Systems and Industrial Engineering 
University of Arizona 
Tucson, AZ 85721 

Dr. Fei-Yue Wang 
Department of Systems and Industrial Engineering 
University of Arizona 
Tucson, AZ 85721 
Institute of Automation 
Chinese Academy of Sciences 
Beijing, China 100080 

Springer 



Dr. Li Li & Dr. Fei-Yue Wang 
Department of Systems and Industrial Engineering 
University of Arizona 
Tucson, AZ 85719 

Advanced Motion Control and Sensing for Intelligent Vehicles 

Libraiy of Congress Control Number: 2006932384 

ISBN 0-387-44407-6 e-ISBN 0-387-44409-2 
ISBN 9780387444079 e-ISBN 9780387444093 

Printed on acid-free paper. 

© 2007 Springer Science+Business Media, LLC 
All rights resei-ved. This work may not be translated or copied in whole or in part without 
the written pennission of the publisher (Springer Science+Business Media, LLC, 233 Spring 
Street, New York, NY 10013, USA), except for brief exceipts in connection with reviews or 
scholarly analysis. Use in connection with any fonn of infontiation storage and retrieval, 
electronic adaptation, computer software, or by similar or dissimilar methodology now 
know or hereafter developed is forbidden. 

The use in this publication of trade names, trademarks, sewice marks and similar tenns, 
even if they are not identified as such, is not to be taken as an expression of opinion as to 
whether or not they are subject to proprietaiy rights. 

9 8 7 6 5 4 3 2 1 

springer.com 



Table of Contents 

Table of Contents v 

Preface ix 

Introduction 1 
1.1 Intelligent Vehicles for Intelligent Transportation Systems 1 
1.2 Issues in Intelligent Vehicles Research and Development 5 
1.3 Book Organization 9 
1.4 Beyond Current Discussion 13 
1.5 References 19 

Advanced Tire Friction Modeling and Monitoring 33 
2.1 Introduction 33 
2.2 Longitudinal Tire/Road Friction Modeling 35 

2.2.1 Longitudinal Tire/Road Friction Characteristics 35 
2.2.2 Representative Longitudinal Tire/Road Friction Models 37 

2.3 Lateral Tire/Road Friction Modeling 46 
2.3.1 Lateral Tire/Road Friction Models 46 
2.3.2 Bicycle Model 49 

2.4 Integrated Tire/Road Friction Modeling 53 
2.4.1 Integrated Tire/Road Friction Characteristics 53 
2.4.2 Empirical and Semi-Empirical Integrated Models 55 
2.4.3 Analytical Integrated Models 56 

2.5 Tire/Road Friction Monitors 58 
2.5.1 Scheme for Tire/Road Friction Monitors 58 
2.5.2 Identification of Empirical Longitudinal Friction Models 60 
2.4.3 Observers of Analytical Longitudinal Friction Models 62 
2.4.4 Identification of Empirical Lateral Friction Models 66 

2.6 Summary 67 
2.7 Reference 68 

Advanced Vehicle Lateral Motion Control 77 
3.1 Introduction 77 



vi Table of Contents 

3.2 Steer-By-Wire Systems 78 
3.3 Vehicle Lateral Motion Modeling and Control Strategies 84 
3.4 Vehicle Lateral Motion Monitors 86 
3.5 Vehicle Steering Controller Design 93 

3.5.1 Vehicle Lateral Motion Control Objectives 93 
3.5.2 Robust Vehicle Steering Controllers 94 
3.5.3 Sliding Mode Steering Controllers 113 
3.5.3 Adaptive Steering Controllers 116 
3.5.4 Fuzzy Steering Controllers 117 

3.6 Summary 120 
3.7 Reference 121 

Advanced Vehicle Longitudinal Motion Control 135 
4.1 Introduction 135 
4.2 Advanced Vehicle Powertrain Control 137 

4.2.1 Advanced Engine Control 137 
4.2.2 Advanced Vehicle Transmission Control 147 

4.3 Vehicle Aerodynamics 151 
4.4 Advanced Vehicle Tracking and Braking Control 153 

4.4.1 Advanced Vehicle Tracking and Braking Control 154 
4.4.2 Anti-Lock Braking System Design 162 

4.5 Adaptive Cruise Control 170 
4.6 Summary 173 
4.7 Reference 174 

Advanced Vehicle Vertical Motion Control 185 
5.1 Introduction 185 
5.2 Road Roughness Modeling 187 
5.3 Advanced Vehicle Suspension Systems 190 

5.3.1 LTI Suspension Controllers 190 
5.3.2 Robust Suspension Controllers 197 
5.3.3 Fuzzy Suspension Controllers 200 

5.4 Parameter Estimation and Fault Detection of Suspension Systems205 
5.5 Rollover Avoidance 213 
5.6 Summary 216 
5.7 References 216 

Advanced Individual Vehicle Motion Control 223 
6.1 Introduction 223 
6.2 Vehicle Path/Trajectory Planning 226 
6.3 Vehicle Parking Problems 241 
6.4 Longitudinal/Lateral/Vertical Vehicle Motion Control Synthesis253 



6.5 Reference 262 

Advanced Multiple Vehicles Motion Control 269 
7.1 Introduction 269 
7.2 Inter-Vehicle Communication 270 
7.3 Vehicle Platoon Control 272 
7.4 Lane Changing and Lane Merging Control 277 

7.4.1 Vehicle Lane Changing Control 277 
7.4.2 Vehicle Lane Merging Control 289 

7.5 Cooperative Driving at Intersections 294 
7.5.1 Uncooperative Driving at Intersections 294 
7.5.2 Cooperative Driving at Intersections 298 

7.6 Summary 310 
7.7 Reference 312 

Intelligent Vehicle Vision Systems 323 
8.1 Introduction 323 
8.2 Advances in Vision Based Lane/Road Detection 325 

8.2.1 Lane/Road Detection Using CMOS/CCD Camera/Radars ...325 
8.2.2 Lane/Road Detection Using LiDAR and Laser Sensors 336 
8.2.3 Integration of Lane/Departure Detection and Localization... 340 

8.3 Advances in Vision Based Vehicle Detection 341 
8.3.1 Vehicle Detection Using CMOS/CCD Cameras 341 
8.3.2 Vehicle Detection Using FMCW Radars 350 
8.3.3 Vehicle Detection Using LiDAR or Laser Sensors 357 

8.4 Advances in Vision Based Pedestrian Detection 358 
8.4.1 Pedestrian Detection Using CCD/CMOS Cameras 358 
8.4.2 Pedestrian Detection Using Infrared Cameras 362 

8.5 Advances in Vision Based Traffic Sign Detection 363 
8.6 Advances in Vision Based Driver Monitors 366 

8.6.1 Driver/Passenger Position/Gesture Detection 367 
8.6.2 Driver Fatigue Analysis 369 
8.6.3 Driving Actions Analysis 370 

8.7 Further Discussions on Intelligent Vision Systems 371 
8.7.1 Multiple Vision Sensor Fusion 371 
8.7.2 Vision Sharing 372 
8.7.3 Traffic Infrastructures and Vehicle Vision Systems 374 
8.7.4 Vision Sensor Design, Calibration and Fault Detection 375 
8.7.5 Vision Based Environment Detection and Adoption 377 

8.8 Reference 378 

Intelligent Vehicle Tire Inspection and Monitoring 401 



viii Table of Contents 

9.1 Introduction 401 
9.2 Advances in Offline Tire Inspection 403 

9.2.1 Tire Surface Inspection 403 
9.2.2 Tire Ply/Belt Inspection 405 
9.2.3 Tire Bearing Inspection 407 

9.3 Advances in Online Tire Monitoring 410 
9.3.1 SAW Tire Sensors 411 
9.3.2 Tire Rolling/Rotation Analysis and Pressure Monitoring 422 
9.3.3 Other Tire Deformation/Pressure Monitoring Sensors 425 

9.4 Further Discussions 427 
9.5 Reference 429 

Index 437 



Preface 

As we enter a new millennium, automotive and associated industries are 
facing more challenges than ever due to the rapidly growing requirements 
for safe, time/energy-efficient, environment friendly, and comfortable traf­
fic service. As a result, novel concepts and technologies have been con­
tinuously developed and applied into the automotive industry. In order to 
better serve the pressing needs of the professional communities interested 
in intelligent automotives and advanced transportation systems, we prepare 
this book to provide the latest information for engineers and researchers 
with a special focus on intelligent vehicle motion control and correspond­
ing sensing technologies. Moreover, it intends to help senior undergraduate 
and beginning graduate students learn several cutting-edge developments 
of automotives/vehicles and transportation systems. This book also sum­
marizes our understanding of the current trend and the likely future of in­
telligent vehicle motion control. 

Our research on intelligent vehicles goes back to almost 20 years ago 
when I was a researcher in a project that built a mobile robot at the 
RPI/NASA Center of Intelligent Robotic Systems for Space Exploration. 
Since then, research and development of intelligent vehicles have experi­
enced tremendous growth and enjoyed numerous successful applications in 
land, sea, and air, for scientific, civilian, or military missions. Our work on 
intelligent vehicles evolves from specific-application robotic vehicles to 
general-purpose intelligent vehicles too. In 1994, in collaboration with the 
National Institute of Standards and Technology (NIST), we constructed the 
SPIDER (Stewart Platform Instrumented Drive Environmental Robot) Ve­
hicular System for in situ Martian/Lunar resource utilization and for a 
working prototype of a plant for producing oxygen from the Martian at­
mosphere at the UA/NASA Center for Space Engineering Research Center 
for Utilization of Local Planetary Resources. From 1996 to 1999, we 
modified a Caterpillar 98T wheel loader for autonomous digging and load­
ing operations that can excavate efficiently both soils and rocks. In 2000, 
we completed our first fully autonomous driving passenger vehicle VISTA 
(Vehicles with Intelligent Systems for Transport Automation) and demon­
strated its functions to the public in Highway 51 in Phoenix, Arizona. In 
2002, we finished our design of automated proving grounds based on 
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autonomous driving and wireless communication. In 2005, working to-
getlier with Xi'an Jiaotong University and Shangdong Academy of Sci­
ences, we developed the CASIC Mobile Platform for vASOS (vehicular 
Application Specific Operating Systems) that is capable of testing and 
evaluating various embedded electronic and software systems for driving 
safety, efficiency, and comfort. 

This book draws from our recent works on intelligent vehicle research. 
Although many students and researchers have been involved in the devel­
opment of this book, it is mainly based on Dr. Li Li's Ph.D. dissertation 
under my supervision from 2001 to 2005. It consists of nine chapters, 
which can be divided into three parts: introduction (Chapter 1), intelligent 
vehicle motion control (Chapter 2-7), and related vehicle sensing tech­
niques (Chapter 8-9). 

Chapter 1 mainly discusses the research objectives, tasks and back­
grounds of intelligent vehicle technology. It aims to provide a summary of 
current achievements and trends. The relationships among intelligent vehi­
cle, advanced transportation (highway) system and driver assistance are 
also discussed. 

Chapter 2 carefully examines the tire/road friction phenomena and re­
views some frequently used tire/road friction models. These topics provide 
important background for the individual vehicle motion control studied in 
Chapter 3-5, as understanding the interaction between the vehicle and the 
ground is essential to the study of vehicle driving performance. The sub­
ject of Chapter 3 is vehicle lateral dynamics and steering control. Several 
steering controller design approaches are analyzed in this chapter. Chapter 
4 investigates the internal and external vehicle longitudinal dynamics and 
emphasizes vehicle tracking/breaking control. The decomposition and syn­
thesis of vehicle lateral and longitudinal motion control are addressed in 
Chapter 5. Chapter 6 primarily studies vehicle vertical dynamics and ex­
amines vehicle suspension controllers. Finally, multiple-vehicle motion 
control is studied in Chapter 7, which presents additional technical chal­
lenges, especially in communication and coordination. 

Chapters 8 and 9 review the existing approaches and several novel tech­
niques applied in vehicle visual sensory and tire condition checking, re­
spectively. Some research results in relevant research areas, i.e. material 
and device developments, are also outlined. 

The goal of this book is to provide the state of the art survey of research 
in vehicle motion control and sensing, and to offer a multidisciplinary per­
spective for researchers who working in this field. Considering the broad 
set of the readers whom we would like to reach, we have omitted in several 
places the full technical details, although the related references have been 
provided. However, the key research findings and trends are addressed. 
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Introduction 

1.1 Intelligent Vehicles for Intelligent Transportation 
Systems 

Over the last two decades, research and development of intelligent vehicles 
(IV) have experienced tremendous growth and enjoyed numerous success­
ful applications in land, sea, and air, for scientific, civilian, or military mis­
sions. Interests in intelligent vehicles are motivated mainly by their great 
potentials for significant enhancements of driving safety and efficiency, 
and eventually notable improvements in the quality of life in modem so­
cieties. As a major component of Intelligent Transportation Systems (ITS), 
intelligent vehicles utilize sensing, communication, computing and control 
technologies to understand driving states and environments for the purpose 
of assisting vehicular operations, traffic control, service management, and 
many other activities. Furthermore, current progresses in several exciting 
and emerging techniques, especially pervasive computing, ad hoc net­
works, and intelligent spaces, will offer new thrusts to future development 
in this field. We are confident that smart vehicles driving on smart roads, 
or even driving in intelligent spaces, would be the "next wave" for research 
and development in intelligent vehicles. 

Specifically, the concept of ground intelligent vehicles (smart cars) be­
comes publicly known since later 90s', although many related technologies 
can be dated back to early 80s or even 70s. As presented by Little in [13], 
"in the wake of the computer and information revolutions, motor vehicles 
are undergoing the most dramatic changes in their capabilities and how 
they interact with drivers since the early years of the century." "Recogniz­
ing the importance of smart vehicles and the potential for unintended con­
sequences if human factors are not placed at the center of their design, 
DOT launched the Intelligent Vehicle Initiative (IVI) in 1997. This initia­
tive aims to accelerate the development, availability, and use of integrated 
in-vehicle systems that help drivers of cars, trucks, and buses operate more 
safely and effectively." Soon after that, the 1998 Transportation Efficiency 
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Act for the 21st Century (TEA-21) authorized IVI as part of the USDOT's 
ITS program. 

In the last decade, intelligent vehicles related researches were consis­
tently impelled by enthusiasms of government, public, and the automotive/ 
automotive associated products companies [l]-[25]. Now, researchers and 
customers believe that intelligent vehicles are potential answers to the 
quickly growing requirement for safe, time/energy-efficient, environment 
friendly, and comfortable traffic service. But there is no common conclu­
sion on what an intelligent vehicle should be or what functions are essen­
tial of an intelligent vehicle. In other words, researchers still argue about 
what kind of vehicles can be called intelligent vehicles. 

The US Department of Transportation now assumes that IVI should im­
prove driving safety under at least three kinds of driving conditions: nor­
mal driving conditions, degraded driving conditions and imminent crash 
conditions. In order to achieve this goal. Federal Intelligent Transportation 
Systems program assumes that intelligent vehicles need to have three sys­
tems: collision avoidance systems, collision notification systems and driver 
assistance systems. More precisely, IVI addresses on the following eight 
problem (or function) areas: rear-end collision avoidance, lane change & 
merge collision avoidance, road departure collision avoidance, intersection 
collision avoidance, vision enhancement, vehicle stability, driver condition 
warning, and safety-impacting services. 

Numerous achievements had been obtained and reported world-widely 
in the above areas. In [18], Bishop categorized the in-developing intelli­
gent vehicles into three different levels according to how many functions 
they implement: a) the systems which provide an advisory/warning to the 
driver (collision warning systems); b) the systems which take partial con­
trol of the vehicle, either for steady-state driver assistance or as an emer­
gency intervention to avoid a collision (collision avoidance); c) the sys­
tems which take full control of vehicle operation (vehicle automation). 
Generally, most researchers agree that a so called intelligent vehicle should 
be capable to implement function level a), because of the importance of 
collision avoidance. Dravidam and Tosunoglu in [27] estimated that 15% 
to 20% of the reported accidents involve rear-end collisions. The National 
Highway Traffic Safety Administration (NHTSA) estimates that about 
88%) of rear-end collisions in the United States are caused by driver inat­
tention or by vehicles following too closely. Thus, collision warning sys­
tems is believed to be the fundamental function of an intelligent vehicle. 

However, Bishop also pointed out that the so called collision warning 
system itself consists of several partly-overlapped sub-functions, i.e. lead­
ing vehicle collision warning, obstacle collision warning, rear impact 
warning, bicycle/pedestrian collision warning, etc. Till now, most experi-
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ment vehicles can only reach parts of these sub-ftinctions. For instance, 
Fig. 1.1 shows such an early intelligent driving approach designed by in 
Toyota's AHS project. But normally, they are still called intelligent vehi­
cles to addresses the design objectives. 

Fig.1.1 The trunk of Toyota's AHS vehicle contains early breadboard versions of 
computerized vehicle and steering controllers plus Global Positioning System 
based navigation, from [28]. 

Some researchers believed that cars won't drive themselves [21], [29]. 
Jones summarized their thoughts in [21] as follows: 

"Though cars will soon be capable of doing much of what drivers do 
when guiding cars down a road, a car that operates without a driver's input 
may never see commercial production." 

'New technologies are meant to complement rather than replace the 
driver,' said Daniel McGehee, director of the human factors research pro­
gram at the University of Iowa's Public Policy Center in Iowa City. Giving 
the car total control, he said, raises a tangle of complex legal questions 
like, 'Who is responsible in the event of an accident - the driver or the car­
maker?' 

Other vehicle-sensing and human factors researchers, speaking under 
condition of anonymity, stressed the potential for crippling liability claims 
against auto manufacturers and makers of smart car systems. 

In view of that deterrent, movie- and TV-inspired visions of a future in 
which cars ask only that their driver select the destination will remain con­
fined to celluloid." 

Their arguments are partly true, since fully autonomous commercial cars 
can not enter the city road in the near future because of varied reasons. But 
intelligent vehicles do not refer to intelligent commercial cars only. Al­
though it is difficult to implement fully autonomous driving robot for ordi-
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nary use, more and more autonomous vehicles are build and use in several 
special situations. A typical example is DARPA Grand Challenge created 
in response to a Congressional and DoD mandate intended to accelerate re­
search and development in autonomous ground vehicles that will help save 
American lives on the battlefield. Tens of groups from universities and 
companies all over the world energetically took part in this competition 
[30]-[33]. For example, Fig. 1.2 shows an autonomous vehicle designed by 
Auburn University Group for DARPA Grand Challenge 2004. In 2005, 
there are several fully autonomous vehicles that had successfully passed 
the whole field test. 

Fig. 1.2 AVIDOR-2004 drives on the California Speedway QID track in Fontana, 
from [32]. The control system relies primarily on a differential GPS (Starfire) and 
a set of inertial sensors for navigating between the given set of waypoints. It uses 
infrared laser (LIDAR) and ultrasound sensing to provide the capability of obsta­
cle avoidance and path following. (© [2004] IEEE) 

Fully autonomous vehicles had also been designed and applied in min­
ing ground, driving ground etc. [34]. Fig. 1.3 shows another interesting 
commercial attempt built by Team of Technical University Braunschweig. 
This driving robot "Klaus" is a practical driving robot developed by Ger­
man carmaker Volkswagen, which is driving a VW Multi-van on a test 
track. The sophisticated car control systems and sensor technology were 
used to identify the surroundings and calculate the desired driving be­
havior. 

The concept and extensions of intelligent vehicles had being gradually 
and consistently changed within the last ten years. In some literals, not 
only some autonomous ground vehicles but also some under-water, air-
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cushion vehicles and aerial vehicles are named as intelligent vehicles, al­
though the concept of IVI was proposed for ground transportation system 
only. On the other side, the borderline betw^een intelligent vehicles and 
autonomous mobile robots are relatively vague too, since some big-size 
mobile robots are sometimes view êd as vehicles also. Notice that the 
strictly defined intelligent vehicle is yet to be developed; only the w îdely 
accepted intelligent ground vehicles are considered and discussed in the 
rest of this book. However, no one can deny that intelligent vehicles re­
searchers inherit and extend many useful techniques and methodologies 
from the mobile robot research, since these techniques had yield satisfac­
tory results in both applications fields [3 5]-[3 8]. 

t-

Fig. 1.3 "Klaus," the driving robot developed by German carmaker Volkswagen, 
drives a VW Multi-van on a test track, from http://www.vw-personal.de/. 

1.2 Issues in Intelligent Vehicles Research and 
Development 

As mentioned above, intelligent vehicles related research contains several 
multi-discipline objectives: 

(1) safety is the most important objective that will be considered; 
(2) time/energy-efficiency, which is related to traffic flow control; 
(3) comfort, which needs to measure human driver's feeling. 
(4) environment friendship (less noise, less pollution). 
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To optimize these objectives, an intelligent vehicle will execute the fol­
lowing tasks: 

(1) fast road and vehicle information collection/processing, which in­
clude visual sensory (CCD/CMOS, Radar, Laser), position sensory (INS, 
GPS, MNS), engine sensory, and tire sensory, etc.; 

(2) driving decision based on the obtained information, which include 
collision warning, navigation guidance, shortest road path planning, lane 
changing and lane merging assistance, etc.; 

(3) driving control according to the generated decision, which include 
lateral motion control, longitudinal motion control, their compositions. 

Based on the categories of tasks, intelligent vehicles related research can 
be divided into three areas: sensory, decision and control. 

A modem vehicle is a highly complex system comprising a large num­
ber of mechanical, electronic, and electromechanical elements [39]-[44]. In 
order to describe the status of the vehicle, numerous sensors are developed 
in the last thirty years. For instance, Jones arranged the intelligent sensors 
into several independent groups in [21] as shown in Fig. 1.4. In his plan, 
the input data is managed from myriad sensors and used for make split-
second decisions that may involve taking control from the driver. When 
forward collision warning senses that a crash is imminent, data from body 
mass and position sensors in the cabin instantly adjust the amount of force 
with which air bags are deployed and seat belts are tightened. 

If the intelligent sensors can be taken as human's eyes and ears, the in­
telligent center and the intelligent controller should be considered as hu­
man's brain and arms respectively. The intelligent center is usually a mi­
crocomputer that links all the sensors and control devices. It uses the 
information that is collected from the environment near the vehicle though 
intelligent sensors, and makes decisions of the vehicle motion based on 
pre-stored control algorithms. Apparently, they are the most important 
component of an intelligent vehicle. 

Advanced decision/control algorithms may help the driver to find the 
optimal driving plan, translate the high-level driving demand into actual, 
usually complex, mechanical or electronic operations and execute them. It 
is also expected to be capable to detect any error driving behavior when 
the driver makes wrong actions, or any fault of sensors/actuators [55]-[64]. 

For example, when the intelligent center "see" a moving obstacle on the 
road in front of vehicle, it would invoke certain procedures to determine 
whether this obstacles will hinder the motion of it or not. If it decided that 
this obstacle would not bother its motion, it would continue its original 
motion. Otherwise it would either stop or steer this obstacle. Such simple 
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control algorithms may collaborate with each other so as to implement cer­
tain complex actions. As a typical example, Fig. 1.5 shows the flowchart of 
an intelligent vehicle's navigation algorithm that was proposed by Simon 
and Becker in [57]. It is clear that the complex obstacle avoidance function 
is divided and studied as several individual and relatively simpler func­
tions. Due to cost consideration, most researcher focus on how to imple­
ment parts of these individual operations. 
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Fig.1.4 A vehicle intelligent sensor placement plan, from [21]. (© [2002] IEEE) 
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Fig.l.S Intelligent vehicles navigation algorithm, from [57]. (© [1999] IEEE) 

Besides, research on the softw âre and hardware supporting these func­
tions become increasingly interested recently. For example, increasing re­
quirements of safe and comfortable driving have now led automotive 
manufacturers and suppliers to actively pursue development programs in 
the so called "by-wire" sub-systems [45]-[53]. These computer-controlled 
subsystems include steer-by-wire, brake-by-wire, drive-by-wire and etc., 
which are connected through in-vehicle computer networks. For instance, a 
steer-by-wire sys-tem can replace the traditional mechanical linkage be­
tween the steering wheel and the road wheel actuator with an electronic 
connection. Because it removes direct kinematical relationship between the 
steering and road wheels, it enables control algorithms to help enhance 
driver steering command. 

Being more complex but also more powerful than "by-wire" subsys­
tems, in-vehicle bus gained significant interests now. Usually, an in-
vehicle bus refers to an electronic communication network that intercon-
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nects components inside an automobile. Due to the specialized require­
ments and constraints (cost, reliability and real-time characteristics, etc.), 
conventional computer networking protocols, i.e. Ethernet and TCP/I, can­
not be used for in-vehicle buses. A typical instance for in-vehicle bus is 
OSEK-VDK. Now, more and more vehicle control components, i.e. En­
gine Control Modules (ECM), Transmission Control Modules (TCM), 
Anti-lock Brake System Modules (ABS), are linked with each other via in-
vehicle bus, see Fig. 1.6. 

^StcerincTwheell fFifVp 
panel 

MOST 

="Universal motor 

^ " -Un iversa l panel 

CAN Controller area network 
GPS Global Posittoning System 
GSM Global System for Mobile Comrr\unications 
UN Local interconnect network 
MOST Media-oriented systems transport 

Fig.1.6 A diagram of in-vehicle buses, from [52]. (© [2002] IEEE) 

It is widely expected that every smart vehicle components including 
windows, seats, wipers, fans, air condition controller, see Fig. 1.7, can 
communicate with the intelligent center in the near future. Since they have 
little to do with vehicle motion control, the related contents are neglected 
in this book. 

1.3 Book Organization 

The rests of this book are divided into two related parts: advanced vehicle 
motion control and associated intelligent vehicle sensory. In the first part: 
tire/road friction, individual vehicle lateral/longitudinal/vertical/integrated 
motion control and multiple vehicles cooperative driving are discussed se-
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quentially. In the second part, vehicle vision sensory and tire sensory 
studied respectively. 
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Fig.1.7 Electric motors in an EV or HEV, from [54]. (© [2004] IEEE) 

The tires act as the interface between the vehicle and road. It does not 
only suspend other parts of the vehicle, driver/passengers and cargo, but 
also act as the function element for moving. The appropriate working 
states of the tires are essential to driving performance and safety [65]-[68]. 
Thus, Chapter 2 carefully studies tire/road friction modeling and tire work­
ing status monitoring methods. It also provides the fundamental knowl­
edge for the following Chapter 3-6. 

As shown in Fig. 1.8, advanced vehicle control systems help drivers by 
taking control of the steering, brakes and/or throttle to maneuver the vehi­
cle in a safe state. Since a vehicle's movement can be decomposed into 
three dimensions: lateral, longitudinal and vertical, many associated stud­
ies only examines one dimensional motion control. 

The main task of longitudinal control is vehicle following/tracking. It 
requires that an appropriate headway should be maintained between the 
lead vehicle and the controlled vehicle to avoid collision. The lateral con­
trol usually refers to vehicle steering control. Its prime task is path (road) 
following, or plainly, to keep the vehicle on the road. The vertical motion 
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control mainly refers to vehicle suspension control. As shown in Fig. 1.8, 
the engine is the power source of a vehicle and the powertrain subsystem 
transfers the linear motion of the engine's pistol into the rolling of the 
wheels and controls their rolling speeds [69]-[77]. The brake subsystem 
stops the rolling of the vehicle when the driver steps down the brakes; and 
the steering subsystem responses the driver's action and changes the roll­
ing directions of the wheels. Vehicle longitudinal dynamics are really 
complex to analyze since the working conditions of engine, powertrain and 
braking systems all affects it. Besides, different vehicle shapes leads to dif­
ferent vehicle aerodynamic characteristic, which directly affects vehicle 
longitudinal driving behavior. Some important topics in vehicle longitudi­
nal motion control, especially some newly developed intelligent control 
strategies, are examined in Chapter 4, since to discuss all the related issues 
would require a dedicated book. 
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Fig.LS EV composition, from [69]. (© [2002] IEEE) 

Comparing to longitudinal dynamics, vehicle lateral dynamics are rela­
tively easy to control, because lateral dynamics mainly depend on steering 
subsystems control [78]-[82]. Therefore, Chapter 3 gives a detailed sys­
tematical review for the recent advances in this direction. 

The supporting frames and suspension parts are built upon tires and hold 
all the other vehicle components upon them. Active vehicle suspension 
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controllers gained increasing interests, since they outperforms much better 
than passive and semi-active suspension controller and can significantly 
improve the driver and passenger's comfort. Because conventional suspen­
sion controllers are familiar to most readers, Chapter 5 addresses some lat­
est approaches in this direction. 

Strictly speaking, a vehicle's lateral/longitudinal/vertical motion con­
trols are not thoroughly independent, especially when the steering angle is 
big and/or the vehicle is running on a slope. Thus, Chapter 6 studies inte­
grated vehicle motion control, especially some representative trajectory 
planning methods. 

In the last decade, advanced multiples vehicle motion control becomes a 
new hot direction in intelligent vehicle research areas. It is proven that 
proper cooperative driving of multiple vehicles can significantly reduces 
the probability of traffic accident and make the riding more smoothly. 
Therefore, Chapter 7 gives a brief summary of current trends of three main 
directions in this area: vehicle platoon control, lane changing and merging, 
cooperative driving at intersections. 

An intelligent vehicle usually equips varied sensors to gather environ­
ment information [83]-[85]. In some literals, sensors for vehicle motion 
control are classified into two types: infrastructure-based and infrastruc­
ture-independent. Examples of infrastructure-based systems include dis­
crete magnetic reference markers and continuous magnetic tape. Infra­
structure-independent methods use, for example, global positioning system 
(GPS), inertia position system (INS), or vision system for sensing. How­
ever, these infrastructure-independent systems still rely on infrastructure in 
the sense of reliable roadway markings in the former case, and a reliable 
and accurate roadway geographical information system (GIS) database. 

Global positioning system (GPS), inertial navigation system (INS) and 
their combinations attract great interest in the last decade. The position and 
velocity of a vehicle can be directly measured by using global position sys­
tems. It had been proven in several literals including that sideslip angle, 
yaw rate, heading angle and position displacements can be indirectly esti­
mated with cooperated inertial navigation system and global position sys­
tems. The newly developed fiber optic gyroscopes (FOP) are capable to 
measure sideslip angle, yaw rate, heading angle straightforward with high 
accuracy. But current FOPs require considerable installing and maintaining 
cost, which prevents their widely application in the near future. 

Magnetic sensing is another promising technology that has been devel­
oped recently for the purposes of vehicle position measurement and guid­
ance. By using either magnetic tape or magnetic markers, vehicle position 
displacement can be gotten as well some other useful information. 
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Position sensors and GIS are familiar to intelligent vehicles researcher 
and their operation theory had been well discussed in a great number of lit­
erals [109]-[146]. Therefore, no detailed discussions are made in this book. 
Besides, many conventional sensors, i.e. the rotary angle sensor mentioned 
in [147], are intentionally neglected and the corresponding measurements 
are assumed to be easily obtained. 

Besides, vision sensors can also be employed to measure displacement. 
For example, the offset between the vehicle and road curb can be accu­
rately obtained by using the laser sensor proposed in. However, measure 
performance of these two methods is more vulnerable to environment dis­
turbances than that of the above two techniques. 

The major usages of vision sensors are for vision-based road, vehi­
cle/bicycle, pedestrian and traffic sign/lights detection and recognition. 
Chapter 8 discusses the applications of different visual sensors for vehicles 
including CCD/CMOS camera, LiDAR, Laser sensors and FMCW radar 
[86]-[90], The concentrations are given to vision and non-vision sensor fu­
sion; vision information sharing via infrastructure-vehicle/inter-vehicle 
communication. 

The comfort and safety of driving tightly depends on the good working 
states of the vehicle tires. However, it is not easy for people to estimate tire 
pressure, temperature and tire/road friction force etc. correctly, especially 
when driving on road. As a result, numerous novel tire sensors and inspec­
tion devices were developed in the last two decades to make driving more 
safe and comfortable. In addition, these approaches relates to resolving 
scrap tire pollution and highway noise reduction. Chapter 9 reviews some 
newly developed sensors and inspecting devices for tire [91]. The promi­
nence is given to SAW tire sensors due to their good properties. 

1.4 Beyond Current Discussion 

This book focuses on ground vehicle motion control and associated sen­
sory techniques. Constrained by the length of this book, the following re­
lated research topics are not emphasized here. 

l)EVandHEV 
Originated tens of years ago, electric vehicle (EV) and hybrid electric 

vehicle (HEV) attracts increasing attentions and behaves as a promising 
solution to the coming Energy Crisis [92]. Countless corresponding results 
were reported in the last decade [69]-[77]. Because a thorough explanation 
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and discussion for these topics requires a dedicated book due to its broad 
range, they are not studied in this book. 

2) Tractor-Trailers 
It is obvious that different vehicles may have varied dynamic behaviors 

because of varied vehicle's geometry size, loaded mass, engine type, tire 
type, and etc. Especially, a tractor-tailor's dynamic model is much more 
complicated than that of a passenger car [93]-[108]. Constrained by the 
length of the book, the discussions will mainly focus on passenger car and 
commercial trucks here. 

3) Driver/Passenger Oriented Research 
Driver/Passenger oriented research gains increasing interests in the last 

ten years. Conventional research focuses on how to make ride more com­
fortable. For example, designing advanced suspension and chair systems to 
avoid injury and implementing smart controller to adjust inside vehicle 
temperature. 

In recent research, the following three topics are addressed [148]-[161]: 

(1) Monitor drivers' behaviors so as to analyze driver's state, study, 
evaluate and even mimic his/her driving habits, etc., will be briefly dis­
cussed in Chapter 8; 

(2) Advanced vehicle user interface design so as to more effectively 
ex-change information between driver or even passengers and intelligent 
vehicle; 

With the rapid developments of intelligent assistance systems, more and 
more information needs to be shown for driver. As a result, how to arrange 
the display panel's placement and showing methods is believed to be an­
other hot topic for the next twenty years. In [161], an interface was pro­
posed to maximize the information representation by collapsing many of 
the separate dashboard controls, displays and systems into a single multi­
function display (MFD), an acronyms often used in the aviation literature. 
A more challenging idea in [161] is to en-able end driver to switch repre­
sentation of information as they drive in different situations (a city or a 
highway). However, static displays have its own advantages: information 
is always in the same place and format. Transferring to MFD will break 
that rule and introduce learning and usage trouble for the drivers. Before 
the final answer is obtained for this huge problem, countless efforts on 
driver ergonomics research are expected. And some known results for 
aviation assistance may be helpful for related research. 

(3) man-in-loop hybrid vehicle control systems also received great at­
tentions recently. It is believed that advanced driver assistance systems 
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which have the above two functions will be capable to ensure that the 
driver's reactions are appropriate and safe. 

4) Intelligent Vehicles and Traffic Modeling/Monitoring/Control 
It is obvious that intelligent vehicle motion control cannot be separated 

from advanced traffic control [162]-[185]. From the viewpoint of Auto­
mated Highway Systems, the general design policy of an intelligent vehi­
cle is to make it run safely and smoothly at a good level of performance, 
and take advantage of cooperative elements so as to augment and enhance 
system performance. With guidance from the intelligent transportation sys­
tems, each vehicle acts the desired operations and the performance of ve­
hicle platoon can then be improved. Thus, it is widely expected to function 
as the basic element to construct the whole transportation system and help 
it operate more effectively. Following the success of current research, in­
telligent vehicle is currently viewed as the "next wave" for ITS. As pointed 
out by Vahidi and Eskandarian in [26], due to financial and practical limi­
tations, the short-term tendency has switched from AHS to IVI, since 
driver assist systems that can independently be implemented in today's 
generation of cars without the costly modifications in the infrastructure. 

Now, the interaction between individual intelligent vehicle and auto­
mated highway system remains as a hot topic in intelligent vehicle related 
research. An automated highway system may consist of thousands of intel­
ligent vehicles. All these intelligent vehicles are linked through certain 
communication network within the automated highway system. This in­
formation sharing technique is believed of capability of improving driving 
performance. 

There is no unique framework to analyze the interrelationship between 
each individual intelligent vehicles and the whole intelligent transportation 
system. As pointed out in [26], its basic idea is to substitute a group of 
man-made driving decisions and actions with more systematic and precise 
machine tasks to achieve regulated traffic flow, and thus improve high­
ways' safety and capacities. In some other literals, different layers were 
proposed for different levels of automation and a detailed account of the 
operations belonging to each layer was explained explicitly. Such an out­
look paves the path to the long-term goal of advanced highways and is also 
beneficial for short term applications. 

A typical example was given by Toy et. al in [61] for California Partners 
for Advanced Transit and Highways (PATH) hierarchical control architec­
ture as Fig. 1.9. This framework is constructed by five hierarchical layers: 
network, link, coordination, regulation, and physical. The first two layers 
are roadside control systems, and the latter three reside on each vehicle. 
The purpose of the hierarchical control structure is to partition the complex 
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problem of controlling an AHS and all the vehicles into several control 
problems which can be separately designed. Each hierarchical layer pro­
vides a reference model to its adjacent control layers. Each hierarchical 
layer is described below. 

One network-layer controller exists for the entire automated highway 
network. It is responsible for assigning a specific route to the vehicles 
based on the vehicle destinations. The network layer controller minimizes 
the travel time of vehicles by choosing optimal vehicle routes. Control is 
exerted by specifying activities at highway junctions to the link-layer con­
troller. 
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Fig. 1.9 California partners for advanced transit and highways (PATH) hierarchical 
control architecture, from [61]. (© [2002] IEEE) 

An AHS network is divided into links, or sections, that can vary from 
hundreds of meters to a few kilometers. A single link-layer controller con­
trols several links. The link layer does not identify individual vehicles, but 
rather specifies velocities, platoon size, and proportions of activities for a 
particular vehicle destination or type on each link. Roadside sensors pro­
vide density information for the different types of vehicles on each link. 
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Control commands from the link layer are passed to the coordination 
layer. The coordination layer determines what maneuvers to perform, 
manages inter-vehicle communication, and coordinates the movement of 
the vehicle with neighboring cars. The choice of maneuvers and when to 
execute them depend on safety, the vehicle's route, commands from the 
link layer, and local traffic conditions. The vehicle speed transmitted by 
the link layer to the coordination layer is passed directly to the regulation-
layer controllers and is not directly utilized by the coordination layer. The 
proportion of activities broadcasted to each vehicle's coordination layer 
determines a probability for maneuver initiation (e.g., merge, split, or 
change lane). At present, each vehicle's probability of maneuver execution 
is independent of its local state. 

The regulation layer receives the commands from the coordination layer 
and executes the chosen maneuvers. It is a set of continuous-time feed­
back-based controllers. The lowest hierarchical level is the physical layer, 
which pertains to the vehicle's actuators and sensors. It receives steering, 
throttle, and brake actuator commands from the regulation layer and re­
turns information such as vehicle speed, acceleration, and engine state. 

Another framework was presented by Martin et. al in [14]-[15]. As 
shown in Fig. 1.10, it covers the full range of IVHS technologies associated 
with Advanced Vehicle Control System (AVCS), which is normally un­
derstood in the IVHS framework. The four application fields include in­
formation systems applied to single vehicles, inter-vehicle (vehicle-to-
vehicle interaction), vehicle-to-road/vehicle-to-driver interactions. These 
fields were combined with the overall objectives of the SSVS as: a coop­
erative driving system and a control-configured vehicle system. The first 
system includes radar systems and vehicle-to-vehicle communication is 
expected to increase safety and efficiency of driving. This Advanced Vehi­
cle Control System (AVCS) will provide automatic longitudinal and lateral 
control, including lane changing and merging capabilities. The system will 
result in more efficient road capacity use and increased safety. 

The second system consists of ultra-little vehicles with high perform­
ance that can be driven either independently of each other or linked by me­
chanical coupling or vehicle-to-vehicle communication. The system de­
creases congestion by increasing road capacity use. It involves the devel­
opment and use of special vehicles that actually occupy less space and can 
be linked in closely spaced formations. 

By comparing the above two frameworks, it is obvious to find that they 
both emphasize the importance of communication between intelligent ve­
hicle and automated highway system. Now, it is widely believed that the 
communication based intelligent vehicle control is capable to redirect traf­
fic flow for unexpected situations, and avoid potential hazards. It is widely 
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expected that the vehicle networks will emerge as a hot research topic in 
the coming future. 
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Fig.1.10 Intelligent vehicles - intelligent highway systems, from [15]. 

5) Vehicle-Roadside, Inter-Vehicle andIntra-Vehicle Communication 
Vehicle-roadside, inter-vehicle and intra-vehicle information sharing is 

another attractive direction of intelligent vehicle research currently. Con­
sequently, an important problem that needs to solve is setting up commu-
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nication protocols so that products from different manufacturers can com­
municate with each other. Since no single company or institution can pro­
vide an intelligent vehicle with all the functions, interoperability among 
varied sensors and actuators offers a promising challenge for the new cen­
tury [186]-[194]. Some detailed discussions are presented in Chapter 7-8. 

6) Vehicle Dynamics Simulation and Vehicle-Traffic Simulation 
Integrated vehicle dynamics simulation received fast boosting interests 

now, since it may reduce the design and manufactory cost and also provide 
platforms to researchers and engineers who cannot carry out testing for 
their own motion controllers on the real prototype vehicles [195]-[202]. 

Furthermore, integration of individual vehicle motion simulation/control 
and traffic flow simulation/control also attracted significant considerations 
now. Increasing researchers believed that this approach can provide us a 
better solution to the current traffic problems. 
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Advanced Tire Friction IVIodeling and 
Monitoring 

2.1 Introduction 

A proper tire friction model is essential to describe overall vehicle dynam­
ics for simulation, analysis, or control purposes, since the motion of a 
ground vehicle is primarily determined by the friction forces transferred 
from roads via tires. Thus, analysis of tire/road friction can provide us an 
in-sight understand of vehicle dynamics and help us to improve ride per­
formance [l]-[8]. 

The main task of tire/road friction modeling and monitoring is to deter­
mine the relationship between friction forces and the longitudinal/lateral 
slip ratios and steering angles. However, tire/road friction phenomenon is 
hard to analyze for at least the following three reasons. 

Firstly, tire/road friction force is affected by several different factors in­
cluding tire/road surface conditions, tire pressure, vehicle load, and steer­
ing angle, etc. It is now believed to come from three major aspects: defor­
mation, adhesion, and tearing/wear, but none of which has been thoroughly 
explained [l]-[6]. 

Movement of a tire slider on rough surfaces results in the deformation of 
rubber called asperities. The load of a vehicle causes these asperities to 
penetrate the rubber; see Fig.2.1. The road asperities exert pulsating forces 
on the sliding rubber block, which leads to energy dissipation in the rubber 
via its internal friction. When the rubber drapes over the asperities, it 
yields a resistance force as a whole. Deformation friction provides most of 
the friction force, especially when the road is wet. 

Adhesion is a property of rubber that causes it to stick to other materials. 
It appears to come from two factors: one is related to the molecular bonds 
between tread rubber and road; the other related to the shearing of the rub­
ber just below the surface layer. The nature of the first factor is not com­
plete clarified [l]-[4]. However, it is believed that these forces are highly 
dependent on sliding velocity and contact interface temperature. 
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Fig.2.1 Diagram of the road asperities exert pulsating forces on the sliding rubber 
block. 

In addition to adhesive friction and deformation friction, rubber pro­
duces traction forces by means of tearing and wear, too, see Fig.2.2. An 
appropriate tire model should be able to describe the resulted behaviors of 
all these factors. 

Sliding 
Rubber 

Deformation Tea ring/Wear 

Fig.2.2 Diagram of friction force generated by adhesion and tearing and wear. 

Secondly, the nonlinear and dynamic properties of tire/road friction, i.e. 
the viscous and hysteresis phenomena, are difficult to describe and ana­
lyze; while most empirical tire/ road friction formulas are hard to explain 
by physical laws. Thus, it requires a manageable tire model, in which 
measurement data can be translated into tire properties and vice versa. 

Thirdly, an appropriate tire/road friction model should be easy to em­
ploy in vehicle control systems, i.e. anti-lock brake systems. It should be 
able to express specific vehicle driving behaviors in terms of some tire 
characteristic parameters, which finally produces insight into the desired 
tire properties that are given to tire manufacturers and vehicle designers. 

Motivated by the development of high performance anti-lock brake sys­
tems (ABS), traction control, and steering systems, a significant research 



2.2 Longitudinal Tire/Road Friction Modeling 35 

interest was put into tire/road friction modeling to conquer the above three 
difficulties during the past forty years. In this Chapter, a review of recent 
developments and trends in this area is presented with attempts to provide 
a broad perspective of the initiatives and multidisciplinary techniques for 
related research efforts. Different tire/road friction models are carefully 
examined together with the associated friction situation monitoring and 
control synthesis. 

This overview of these diverse issues aims to provide useful perspec­
tives for researchers who are involved in this field. Although it is impossi­
ble to cover hundreds of publications in this area, the key findings and 
trends of research are included. The focus is on recent literature, since 
good reviews already exist on the relatively long history of the subject [5], 
[7],[18],[32],[43],[100]-[102],[118]. 

2.2 Longitudinal Tire/Road Friction Modeling 

2.2.1 Longitudinal Tire/Road Friction Characteristics 

Literatures for longitudinal tire/road friction modeling could be dated back 
to late 1980s and early 1990s [9]-[12]. In most proposed models, the fric­
tion force is assumed to be determined by wheel slip with regard to some 
other parameters. 

Suppose F^ is used to denote longitudinal friction force and F^^ to de­
note the normalized force. The longitudinal tire/road friction coefficient is 
normally defined as 

and the longitudinal wheel slip ^̂  is usually defined as 

1 ^ ^ r n A L / . ( 2 . 2 ) 

1 ,if v^ > Rco,v at 0,braking ^ ^ 

V 
1 ^ , / / V < Rco,co ^ 0,driving 

Ro) 

where R is the effective radius of the wheel, co represents the angular ve­
locity, v̂  represents the longitudinal velocity. 
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Fig.2.3 Typical tire/road friction profiles for: (a) vehicle running on different road 
surface conditions with velocity 20m/h, (b) vehicle s running on dry asphalt road 
with varied velocities, from [9]. 
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Fig.2.4 Diagram of steady friction and sliding. 

The two plots in Fig.2, which were obtained by Harned et. al. 1987, 
demonstrate the typical variation trends between ^^ and s^ under differ­
ent road conditions (a) and different vehicle velocities (b). It is obvious 
that ju^ normally increase when vehicle velocity decrease or the road sur­
face become rougher. As shown in Fig.2.4, with given conditions, ju^ is a 
nonlinear function of s^ with a distinct maximum (maximum of friction 
Mx max' Poi^t 1 in Fig.2.4). The variation relationship of ^^ and s can be 
clearly distinguished into two parts: the steady rising part of ju^-s^ graph 
(3 in Fig.2.4) and the local sliding part in which ju^ gradually decrease to 
Mx,,iide (2 i^ Fig-2.4). Usually, ju^^^,^^^ is notably smaller than ^^^^^ . 

2.2.2 Representative Longitudinal Tire/Road Friction IVIodels 

From the theoretical aspects, different longitudinal tire/road friction mod­
els can be classified into two types: empirical (semi-empirical) models and 
analytical models. The empirical (semi-empirical) models are based on 
curve fitting techniques, which usually formulate the /u^ -s^ curve into a 

complex function of ju^ mainly in terms of ^^. 
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Empirical (semi-empirical) models can accurately catch the steady state 
characteristics of tire/road friction phenomena [10]-[12]. However, they 
cannot describe several significant dynamic behaviors such as hysteresis. 
That's why they were also called static models in some literals. Moreover, 
they lack physical interpretations, and cannot directly reflect the effects of 
some special factors such as humidity of the road or tire pressure. Thus, 
some analytical models, especially the brush model in [13]-[14], [19]-[34], 
became popular recently. 

Most analytical models use differential equations to describe tire/road 
friction properties. For instance, the main idea of the brush model is to 
view the tire as a collection of elastic bristles that touches the road plane 
and deflects in the direction parallel to the road surface. The bristles' com­
pliance is added into a set of forces and torques acting on the tire, which 
finally leads to a set of differential equations. It has been proven that the 
brush model can be used to interpret dynamic tire/road phenomena. There­
fore, it is also called dynamic model in some literals. 

Constrained by the length, this Chapter only discusses some representa­
tive longitudinal tire/road friction models as below. 

1) Piecewise Linear Model 
Piecewise linear model is a very simple model, where the ju^ - s^ rela­

tionship is roughly approximated with a piecewise linear function that 
passes the original point, ^^ ^̂ ^ and ^^ .̂̂ ;̂ see Fig.2.5. 

Although it cannot accurately capture the nonlinear dynamic character­
istics of tire/road friction, this model still received considerable attentions 
due to its simplicity. A typical usage of this model will be discussed in 
Chapter 4. 

2) Burckhardt Model 
It is a frequently mentioned tire/road friction model that was proposed 

in [15]. Originally, it is written as 

/ / ,=(C, ( l -e - ' ^ 'W)-C3K|)e- - (2.3) 

where c,., / = 1,...,4 are parameters that can be determined by experiment 

data. The item e'^'"' was added to represent different friction force accord­
ing to speed. 

It was shown that this model can approximately describe the ju^-s^ 

curve with appropriately assigned parameters c, • But the parameter identi­
fication cost is relatively high. Thus, several revised formulas that come 
out of Eq.(2.3) were proposed. For example, it was modified in [16] as 
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A,=C,e-'^'l''l-K|''=l-l^''>.e-^>^' (2.4) 

of which the logarithm linear formation can be written as 

\nM.-C,-C,\s,\-^(C,\s,\-^C,)^\n\s^\-C,v, (2.5) 

It's clear that model (2.5) is much simpler to be identified than the 
original model, since all the parameters c, are formatted as linear coeffi­
cients. Moreover, it was shown that model (2.5) can yield similar ap­
proximation properties as (2.4). 

3) Rill Model 
The Rill model proposed in [17] is another semi-empirical model. It is 

based on steady-state force/torque characteristics of a tire together with a 
simple transient tire deflection model. It calculates the slip in steady-state 
and a corresponding tire force with a curve fit using initial inclination at 
^̂  = 0, location/magnitude of ^^ ^̂^ and ju^ .̂̂^ as parameters. The nonlin­
ear dependence of vertical load is handled by an interpolation between a 
set of the parameters for predefined load cases. 

4) Magic Formula 
In 1980, Pacejka, in conjunction with Volvo, developed an empirical 

formula in which the properties shown above could be described in closed 
form[10]-[12]. 

It is originally written as 

ju^ = C, sin(C2 tan"'(C35^ -C^(C^s^ - im'^C^s^)))) (2.6) 

where c, , / = 1,...,4 are determined by experiments [109]. 

This model receives successive modifications in the last two decades 
and now becomes the most important semi-empirical tire friction model. It 
can be applied to denote aspects such as camber, vertical load and transient 
behaviors now. The level of details is controlled by User Modes (UM). 

This "magic formula" had been widely used in tire/road friction simula­
tion and control system design [10]-[12], [18], and [106]-[107]. However, 
it is over-parameterized and thus difficult to analyze. That is partially why 
the above model is called "magic formula". 

5) Dahl Model 
Dahl Model is the first well known analytical tire/road friction model. In 

the late 1970s, Dahl developed a comparatively simple model, which is in­
deed a generalization of Coulomb friction. But it produces a smooth transi-
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tion around zero velocity. The frictional hysteresis during pre-sliding is 
approximated by a generalized first order equation of the position depend­
ing only on the sign of the velocity [19]-[20]. 

Specifically, Dahl proposed the following equation: 

dF 
dt 

•sgn(vj--r-
(2.7) 

where a^ denotes the initial stiffness of the contact at velocity reversal 

and d^ denotes a model parameter determining the shape of the hysteresis. 

v̂  is the relative moving speed. 

6) Bliman-Sorine Model 
This Dahl model captures many important phenomena of friction in­

cluding zero slip displacement and hysteresis. The most instructive contri­
bution of Dahl is that he modeled the stress-strain curve by a differential 
equation. However, it simultaneously discards some basic merit of static 
models. For example, it does not reflect the relationship between the veloc­
ity and the friction and neglects the stiction, too. Thus, Dahl's dynamic 
modeling idea soon led to the birth of several other models, such as Bli­
man-Sorine model [21]-[23]. 

Bliman-Sorine model actually consists of two first-order models in par­
allel: 

(2.8) dz' , \Vr\ 

dt ' 'F.-FC 

dz" „ Kl 
dt V , - F, 

F = GIZ' -^ cr''z" 

where 0 < CTQ < a[ are two initial stiffness of the contacts and indicate that 

one first order model varies faster than the other one. F^ is the highest 

steady state friction and F^ is the steady state friction force. 

Bliman and Sorine showed that the model behaves as a classical model 
with Coulomb friction and stiction force if a'^ is assigned to be infinitive. 

And the friction force from the slower model is subtracted from the faster 
model, which gives the resulting friction force. 

7) LuGre Model 
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Inspired by the skills used in Dahl model, Canudas de Wit et. al. pro­
posed a novel friction model which incorporated the idea of introducing an 
averaged characteristic pre-sliding displacement [24]-[25]. Since this 
model was developed at the universities of Lund and Grenoble, it is then 
called the LuGre model. 

The LuGre model combines the merits of Dahl model with arbitrary 
steady-state characteristics, i.e. the Stribeck curve. However, the interpre­
tation of the internal state has been set upon the bristle model instead of 
the average random behavior model of the asperities. In this explanation, 
surfaces are considered to be very irregular at the microscopic level and 
two surfaces therefore make contact at a number of asperities. When tan­
gential force is applied, the bristles will deflect like springs which gives 
rise to the friction force; see Fig.2.5(a). By defining a variable z to repre­
sent the average deflection of the asperities as shown in Fig.2.5(b), LuGre-
model for tire/road friction model is written as 

• ^ v - G 
dz_ 
dt ' " g K ) 
V, = V, - rco 

(2.9) 

where cr^ is the stiffness, cr, is a damping coefficient, and 0-2 is a propor­

tional coefficient to the relative velocity to account for viscous friction. 

Fig.2.5 Bristle model: (left) the friction interface between two surfaces is thought 
of as a contact between bristles. The bristles on the lower part are shown as being 
rigid, (right) the average deflection of the asperities [24]. (© [1995] IEEE) 

The function g(-) is positive and depends on many factors such as ma­
terial properties and temperature. For typical bearing friction, g(v) will 
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decrease monotonically from g(v(t = 0)) so as to model the Stribeck effect 

when V increase. Usually, it is written as g (v j = Mc-^ (MX ~ /"c)^ ' ' ' ' ' ' ' 

where ju^ is the normalized Coulomb friction, v̂ , denotes the Stribeck 

relative velocity. Normally it is assumed that ju^ < ju^. e [o,l]. 

The properties of LuGre model had been well explored in the Canudas 
de Wit et. al [24], Olsson [26] and Barabanov and Ortega [27]. Only two 
important properties that are associated with tire/road friction analysis are 
discussed here. The detailed discussion about other dynamical model be­
haviors like pre-sliding displacement, frictional lag and varying break­
away force could be found in [24]-[25]. 

The first property, which reveals the intuitive properties of LuGre 
model, is that the deflection z should be finite. And this boundary prop­
erty could be described as follows: 

Boundary Property: assume o < g(v) < « . If |z(0)| < a then |z(/)| < a , 

V />0 . 
Brief Proof: Let us consider Lyapunov function V = z^ /2 , then it has 

the time derivative of V evaluated along the solution (7.3) should be 

^ = ^ . ^ = ,(v - J i . ) = -||v|||H|(-M- - sg„( V) sg„( z)) < 0 
at dz at g{v) g(v) 

Based on the Lyapunov stability theory, the conclusion follows directly. 
Dissipativity Property is another item that attracts our interest. Intui­

tively, it may be expected that friction will dissipate energy. However, the 
concept of micro viscous damping, which is introduced into the pre-sliding 
friction, does not have obvious physical meanings. Olsson reported in his 
Ph.D. thesis that this term is introduced into the friction equation to avoid 
un-damped oscillation in the bristle deflection. It seems that this damping 
parameter also affects the dissipativity properties of the friction model. But 
its actual effect has not been experimentally proven yet. 

From the pure math viewpoint, Barabanov and Ortega showed that 
LuGre model is dissipative if and only if: 

sgn( v) Fc + {FS - F^ )exp 
v 

V 

where a^ is a pre-chosen constant parameter. This indicates that LuGre 
model is highly desirable because the damping coefficient is velocity de­
pendent. 
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From another viewpoint, Canudas de Wit narrated the dissipativity 
property in terms of the mapping relationship between v and z as follows: 

Dissipativity Property: The map ^ ; v -> z as defined by (6.3) is dissi-
pative with respect to Lyapunov function F = z V 2 . 

Brief Proof: Notice 

dz V 2 >. dz 

dt g(v) dt 

and 

fz(r)v(r)c/r > fz(r)--^^^c/r > K(0-J^(0) 
i i dt 

The conclusion follows directly. 
Since LuGre model is still a first order model, it is easier to analyze than 

most second-order models. Its properties had been well explored in [27]-
[38], of which the most important two are that the deflection z should be 
finite and the system (8) is dissipative. Deur and Canudas de Wit inde­
pendently showed that LuGre model can be physically explained using dis­
tributed tire models in [33]-[37]. In [92], it is further shown that a slightly 
modified LuGre model can incorporate disturbance caused by unsteady 
road surfaces and other reasons. Because of its simplicity and convenient 
combination of pre-sliding and sliding into one equation set, LuGre model 
becomes a popular model for friction compensation and estimation soon 
after its initial presentation. 

As shown by Gafvert 1997 [28], for rate dependency, Bliman-Sorine 
model can only reproduce rate independent transient phenomena after a 
sign change of velocity. This means that Bliman-Sorine model cannot re­
produce unidirectional phenomena such as the Stribeck effect and fric-
tional lag. It should be pointed out that the Stribeck effect mentioned in 
Bliman and Sonne's papers is not exactly the one described by Stribeck. 

Since Bliman-Sorine model has two states, it directly leads to problems 
with initial conditions, comparing to single state LuGre model. As a result, 
it can behave unpredictably with respect to stiction force and presliding 
displacement for small motions around the stick region, if the states do not 
reach their asymptotic values before each sign change of the velocity. 
These problems do not occur for the LuGre model since it only has one 
state. It was revealed that the LuGre model performs better, especially in 
modeling break-away force and frictional lag. 

Moreover, drawbacks of the proposed identification procedure for Bli­
man-Sorine model add significant difficulty to achieve good experimental 
data to plot the curve, and that the nonlinear map does not always have a 
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solution. If the friction force drop in the transition from stiction to Cou-
lombic friction is too sharp, no solution exists. Hence, the Bliman-Sorine 
model will be poorly adapted to such systems. 

The mechanism of this model and the physical meaning of the intro­
duced variable z could be further revealed by its corresponding distrib­
uted formulation. In such distributed formulations, the contact patch area is 
discretized to a series of elements, and the microscopic deformation effects 
are studied in detail. Suppose the proposed first order LuGre-model is used 
to characterize the elastic and Coulomb friction forces at each point of the 
contact patch, see Fig.2.5. 

Define g(v,) =//^ + (//^.-//Je"'*''^"'' \ it could have 

d5z. . Kl (2.10) 
dt g{y^) 

and 

F={5Fdg=[{a,Sz^o,^^a,vWJ<; ^^"''^ 

Here 5F is the differential friction force, 5F^= FIL \^ the differential 

normal force, and 5z is the differential internal friction state. 
Obviously, this distributed model assumes that: 

(1) the normal force is uniformly distributed. It is possible to include 
different normal force distribution if necessary. But the model then will 
become too difficult to handle; 

(2) the contact velocity of each differential state element is equal to 

Under these assumptions, the above PDE can be approximated by a set 
of n ordinary differential equations via a spatial discretization. To this 
end, let's divide the contact patch into Â  equally spaced discrete points, to 
each associate the "discrete" average displacement ^z^ , i.e. 
5z. = 6z{iLINj) , V/ = 0,1,..., N-\ . Suppose the space/time scalar 
dz{gj) is approximated by an Â  dimensional time vector 
Sz = [SZQ SZ^ ... &;y_, J . For the simplicity of notation, let's further as­
sume Sz. (t) = Sz^- Thus, it could have 
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d5z 

d^ "1 
= 

d5z^ ddz^ dSzj^_2 

dg dg dg 

[ LIN LIN 

d5z^_^ 

d<; J 

LIN 
0 

(2.12) 

Hence for each / th item, it has 

&,,, - Sz 
dz, = - - -rco + v̂  - cTf, 5Zi 

LIN ' ' g{v,) 

(2.13) 

(2.14) 

Use F^^ = Ffi IL , V( and Ag = LIN, F can be approximated as 

F = X ' A F , = g[(cr„&, +cr,&,)AF„,Af+ a ,v ,FJ 
/=0 »=0 

To simplify the model, a virtual variable z is introduced in the lumped 
model, which represents the average deformation of asperities. Similarly, 
let's introduce a variable z in the distributed model to represents the mean 
value of all the Sz. as blow 

1 A ^ - l 

z = — y Sz. 

Then, it leads to 

dz y i^^iu - SZi)rco + v̂  - (J.. ' ""' Sz 
dt Lti "' ' ' "g(v.) 

Noticing that ^'(&.^, - &.) = Sz, has &o = 0, it have 
j = 0 

dz 

(2.15) 

(2.16) 

dt 
• = V. - c j ^ 

g(v j 

and 

F = ((JoZ + o-,—+cr2vJF„ 

(2.17) 

(2.18) 

Compare to (2.9) and (2.17)-(2.18), it indicates that the lumped model 
can be used as a suitable approximation of the distributed one. 
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2.3 Lateral Tire/Road Friction Modeling 

2.3.1 Lateral Tire/Road Friction Models 

Lateral vehicle dynamics has been studied since the 1950s [3 6]-[37]. It is 
found that for a given tire/road friction condition and a constant load, lat­
eral tire force will initially increase with slip angle and then saturate, see 
Fig.2.6. For very small slip angles, the force is proportional to slip angle 
and the proportionality constant is called the cornering stiffness. In gen­
eral, the tire force increases with the tire-road friction coefficient for a 
given cornering stiffness, except at very small slip angles. 

' ^ - T 
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Fig.2.6 Lateral tire force versus lateral slip angle [54]. (© [2002] IEEE) 

In the last two decades, some lateral tire/road friction models were pro­
posed to handle lateral tire/road friction independently to longitudinal fric­
tion. This method greatly simplifies the steering controller design prob­
lems. Let's discuss the front steering vehicle for instance. Suppose the 
vehicle is moving on a flat road surface, thus the front steering model can 
be formulated as Fig.2.7 [37]-[39]. 
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Fig.2.7 "Bicycle Model" for front steering vehicles: (left) external dynamic model, 
(right) internal friction model. 

Here reference point CG is chosen to represent the center of gravity for 
vehicle body, where vehicle velocity v is defined. Symbol A and B denote 
the positions of front and rear tire/road interfaces respectively. Heading 
angle ^ is the angle from the guideline to the longitudinal axis of vehicle 
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body AB. Slide-slip angle fi is the angle from the longitudinal axis of ve­
hicle body to the direction of the vehicle velocity, j is the front tires 
steering angle. S^ is the rear tires steering angle. Yaw rate is denoted as r . 
/ and /^ are the front and rear tire forces v^hich are perpendicular to the 
directions of tire movements, respectively. /^ is the wind forces acting on 
the aerodynamic center of the side surface and /̂  denotes the distance be­
tween CG and aero-dynamical center of the side surface. / and /̂ ,̂ de­
notes the distances from the front and rear sensor "looking at" points to CG, 
respectively, y^ and y^ represent the displacements from the front and 
rear "looking at" points to the guideline. 

1) Linear Proportional Model 
In some literals, lateral force is taken as linear proportional to the slip 

angle, in which the proportionality constant is called the cornering stiff­
ness. Usually it is written as 

F , , = C > , (2.19) 

where Fy^ and F^^ are the front and rear tire forces which are perpen­

dicular to vehicle moving direction, c} and c; are the cornering stiffness 

coefficients, a . and a^ are the slip angles of front and rear tires respec­

tively that are shown in Fig.2.8(b). 
Although it is not so accurate, this model gets used in some online esti­

mation cases due to its simplicity. An example will be discussed in Chap­
ter 4. 

2) Nonlinear Proportional Model 
To capture the saturation property of lateral tire/road friction, several 

nonlinear models were proposed. For instance, the nonlinear proportional 
model in [113] was chosen as 

^ / = r" / f - tan aj-\ 

3F 21 Ff 

(2.20) 

It was proven in several reports, i.e. [50], that such nonlinear propor­
tional models can provide more accurate descriptions for the lateral 
tire/road friction phenomena and are still easy to identification. 

3) Magic Formula 
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In [10]-[12], Bakker, Pacejka et. al. developed a famous lateral tire/road 
friction model - "magic formula". Different from the above proportional 
models, "magic formula" assumes that front tire force /^ does not only 

depend on front slip angle a. but also vehicle slide slip angle p , steering 

angle d^ and read slip angle a , ; and so does rear tire force /^. 

Normally, it is written as 

ff =D^sin{c^tan-"(5^[l-£'^}:r^+£'^tan-'(5^a^))} (2.21) 

and 

/ , = D^ sin {C, tan "̂  {B^ [l - ^, ]a, + E^ tan "' {B^a^))} 

together with 

a J = P + tan 

a^= p - tan "' 

• r cos p 

• r cos p 

(2.22) 

(2.23) 

where the coefficients B ., C , D. and E . (y = / , r ) in the models can be 

calculated in practice. 
Magic formula outperforms the above two kinds of models in modeling 

accuracy, since it reflect the effect of yaw rate r on tire force distribution. 
Moreover, it can be incorporated into steering model to directly describe 
road surface condition. 

Since lateral slide skipping forces /^ and /^ are relatively difficult to 

measure, recent approaches further establish some lateral tire/road friction 
models that do not directly describe lateral friction force. 

2.3.2 Bicycle Model 

In 1956, Segel presented a vehicle model with three degrees of freedom to 
describe lateral movements including roll and yaw. If roll movement is ne­
glected, a simple model known as "bicycle model" can be obtained. Now, 
this model is the most important model that has been used for vehicle lat­
eral motion studies. 

Assuming that vehicle has a constant velocity, front steering model can 
be described by the differential equations 
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d_ 
dt 

mv 
Ifff-'rfr 

cos J3 

(2,24) 

In [42], Ono, Hosoe and Tuan et. al analyzed the bifurcation phenomena 
in (2.21)-(2.24). Approximating the nonlinearities with 

/ / (2 25) 
cos J3 = \, a. = fi + ^-r-hS.^ a^= j3--^'r ^' ^ 

V V 

they obtained the Jacobian matrix for A.\ ^\ = F(j3rS)^^ equilib-

rium point ;̂ ^ as 

A. = 

h^) -l^*r 

ifc)-iy^ 
mv 

(2.26) 

where c) and c* are the tangents to slopes of front and rear side force 

characteristics at equilibrium point ^^ respectively. 

The bifurcation situation around point ^^ has been checked in [42]. It 

was showed that for most vehicles, the linearized model is stable only at a 
narrow neighborhood of this equilibrium point. They also showed that bi­
furcation diagrams of the simplified vehicle model (2.27), when A is a 
nonlinear function which agrees (2.28) with the characteristics of the rear 
cornering force on a low friction road. The equilibrium points are such sat­
isfying 

'{^V 
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F, =-C^{\ + Wh)a,, - 1 < A < 1 (2.28) 



2.3 Lateral Tire/Road Friction Modeling 51 

where A is a function of a , , representing the nonlinear part of F^. Since 
A is considered as uncertainty term of the plant, it can be normalized to [-
1,1]. 

Here, the saturation characteristics of rear tires are modeled by a linear 
function with uncertainty terms of a special structure. The nonlinearity of 
the saturation is included in the part of uncertainty since it changes consid­
erably due to road environments, whose rigorous identification is usually 
very difficult. 

The characteristic equation of matrix A is 

with 

s^ + ps •}• q = 0 

cy^_^i]c) •He: 

ly 

^ = 
{If^-i^Yc)c\ ifc)-ly^ 

ml ,v 

(2.29) 

(2.30) 

^ 

^ J^:^^^^ 

S;ifiSM;f S S J S * s p:̂ 'yM 

-̂  

1111 

-0.08 -0.04 0 0.04 0.08 
Sideslip angle fi [rad] 

Fig.2.8 Coefficients of characteristic Eq.(2.29), from [42]. (© [1998] IEEE) 

In Fig.2.8, the solid and dashed lines express stable and unstable equi­
librium points, respectively. With increasing sideslip angle, becomes to be 
negative that makes the equilibrium point unstable. Note that the case of 
^ < 0 corresponds to 

c. < 
mv^lj-c*j- (2.31) 

'• mv^l+{lf\-l^yc*f 

Thus, vehicle instability can be well interpreted in terms of saturation of 
rear side force characteristics concerned with road environments, i.e., ve-
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hide instability is occurred when the slope of the rear side force c* is 
bounded by the right-hand side of (2.31). Full steering vehicles outperform 
front steering vehicles in handling and stability significantly. 

(pej/N) sseu^^iis 6uM9Uioo 

Fig.2.9 Variation of rear and front cornering stiffness at speed 20, 60, and 90 
km/h, from [43]. (© [2004] IEEE) 

If cornering stiffness c} and c * is taken to be constant, the linear model 

for front steering vehicle can be written as 
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where 
= -{c^ + Cf)l mv , a,2 = -1 + {cj^ - c ̂ l f) I mv^ 

^2\ ={CJ^-Cj-If)l7^, 2̂2 =-{cjl +Cfl])l7^\ 

Z?,, = cf Imv, 2̂1 =^/^//^z ' 1̂ : 1/wv , d^ - K ^ ^z 

Here m = m/A and 7̂  = / , //I are the normalized mass and inertia, re­
spectively. And 2 is a controllable parameter to model road adhesion fac­
tor with A = 1 for dry road and A = 0.5 for wet road. 

"Bicycle model" can also be viewed as a certain lateral tire/ road friction 
model, in which the friction situation is described by two stiffness coeffi­
cients Cr and c^. Based on vehicle movement information, c. and c^ can 

be estimated and monitored online. 
Cornering stiffness varied with several factors. One factor is that it in­

creases with tire pressure. When the car turns, the mass transfer onto the 
external wheels increases tire pressure, which can lead to notable varia­
tions in cornering stiffness. As shown in Fig.2.9, Stephant, Charara and 
Meizel showed in [43] that the variations caused by this factor are nor­
mally less than 10% and still tolerable for most robust steering controllers. 

Besides the above models, there were some other lateral tire models 
proposed, i.e. [47]. But researchers gradually realized that integrated mod­
els which consider both longitudinal and lateral tire/road friction can de­
scribe the friction phenomena more accurately. Thus, more and more ef­
forts are put into integrated tire/road friction modeling. 

2.4 Integrated Tire/Road Friction Modeling 

2.4.1 Integrated Tire/Road Friction Characteristics 

Let's use F to denote lateral friction force and F the normalized force. 
y yn 

The lateral tire/road friction coefficient could be defined as 
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l^v 
(2.33) 
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Fig.2.10 Typical tire side slip/friction curves: (a) //^ - ^^, (b) ^ - s , from [48]. 

(© [2003] IEEE) 
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Fig.2.10 shows the dependence relationships of /u^ -s^ and ju -s^- It 

is clear that lateral force F notably depends on side slip angle a . The 

larger the side slip angle is, the smaller the lateral force gets. This property 
attracts constant interests and is now employed in ABS design. An exam­
ple of it will be discussed in Chapter 4. 

2.4.2 Empirical and Semi-Empirical Integrated Models 

There were several different empirical and semi-empirical integrated mod­
els proposed in the last ten years [49]-[55]. Usually, these models first de­
compose the whole friction force into two orthogonal parts, longitudinal 
and lateral force. Then, longitudinal and lateral forces are represented as a 
function in terms of juj ju (or sjs) and slip angle a . 

Fig.2.11 Kinematics of a tire during braking and cornering, (left) top view, (right) 
side view, partly from [63]. 

For instance, in the Kiencke model proposed in [49], see Fig.2.11, the 
longitudinal force is written as 

Fx =/^-^[g.cos(a)-A: g sin(a)] 
g 

(2.34) 

and the lateral force is written as 
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M-^lg. sin(a) + kg cos(a)] 
g 

(2.35) 

where a denotes the slip angle a. or a^- F^ is the vertical pressure force 

generated by vehicle load, ju is the common friction coefficient which is 

associated with 5^. gilg and k ^g,!g represent the longitudinal and lat­

eral (transversal) decomposition coefficients, respectively. 
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nflation: 775 kPa 
Speed: 60 km/h 

0 0.2 0.4 0.6 0.8 
Longitudinal force coefficient 
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Fig.2.12 Braking and cornering, (left) bias tire from [61] and (right) radial tire 
from [62]. 

To approximate the nonlinear properties of tire/road friction, recent em­
pirical models become increasingly complex, i.e. the models proposed in 
[54]. In some recently developed models, the forces generated by deforma­
tion and adhesion are considered separately [63]. This provides the possi­
bility to analysis non-orthogonal distribution phenomena of tire force; 
Fig.2.12(left). The orthogonal distribution of tire force indicates a quart 
eclipse curve as the envelope curve shown in Fig.2.12(right); however, it is 
clear that the real curve does not fit a quart eclipse, let alone those bias 
tires. 

2.4.3 Analytical Integrated Models 

Comparing to empirical integrated models, analytical ones received much 
less consideration [56]-[60], among which those brush models are the most 
important approaches. In order to explain tire/road friction phenomena, 
when vehicle simultaneously makes lateral steering and longitudinal mo­
tion, Claeys et. al. in [57] and Deur et. al in [58] extended the above 2D 
LuGre-type model into 3D LuGre models. 
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For example, in the new model proposed in [57], wheel velocity is fea­
tured and projected into two orthogonal components, which are denoted as 
v̂  and V • The microscopic bristle deflections are represented by two 

components z^ and z respectively. 

IVaction 

Direction 
of motion 

Braking 

\ 55\ ' 

Contact patch 

Fig.2.13 Convention for the slip definition for both braking and traction cases, 
from [57]. (©[2001] IEEE) 

For rigid tire belt, the extend distributed model is given by 

dt 

dSz 

Hg,0 = v.r-cro 

dt 
-(^,0 = v,,-o-yr ^ 0 

-!-^^^& 
^(v.) ' 

-5z^, 

(2.36) 

g(yyr) 

F^ = [ SF^dg = I (a,,Sz^ + a,, - ^ 4 - a,,v,)SF„dg 
dt 

dSz^, 
Fy = lSF^dg=l{a^,Sz^^cT^,-jf-^cj^,v^)SF^dg 
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where 

^ K . ) = //.c.+(/^.. -/^.c>~ 

g(yyr) = ^xc-^i^.s-^.c)e 

I , |l/2 

All the symbols above have similar meanings to w ĥat are given for 2D 
LuGre model expect foot notes x and ;; denote longitudinal and lateral 
directions respectively, see Fig.2.13. 

v̂ .̂ and V .̂ re jc and ;; coordinate Stribeck relative velocity, respec­

tively, v̂ ^ and V ^ denote x and ;; coordinate relative velocities for 

tire/road contact-point. It is assumed jj^^ < ^^^ e [o,l], ju ̂  < ju ^ e [o,l]. 
One apparent shortcoming of this proposed 3D LuGre model is its dis­

tributed formulation. Several convenient conclusions given for 2D LuGre 
Model cannot be directly employed. Thus, there were several discussions 
to approximate the lumped 3D LuGre model in [54]-[56]. However, all 
these approaches still need further discussions. 

2.5 Tire/Road Friction Monitors 

2.5.1 Scheme for Tire/Road Friction {Monitors 

A general scheme of tire/road friction monitor is shown in Fig.2.14. It is 
obvious that correct information of vehicle position, velocity, wheel speed, 
and steering angle need to be measured before an acceptable estimation of 
the frictions is obtained. 

Since a vehicle is a highly complex system that constitutes of varied 
mechanical, electronic and electromechanical elements, numerous sensors 
were designed and applied to measure the movement information. Detailed 
discussions on tire monitoring devices and sensors can be found in Chap­
ter 9, But not all vehicle characteristics are directly measured due to high 
cost or some other reasons. Instead, several special observers are used to 
reconstruct the needed information. In literals, these observers were also 
called virtual sensors [43]. 
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Fig.2.14 Scheme of tire/road friction monitor. 



60 Advanced Tire Friction Modeling and Monitoring 

2.5.2 Identification of Empirical Longitudinal Friction Models 

Online identification for empirical longitudinal tire/road friction models 
had been studied since early 1990s [74]-[77]. 

In [78]-[79], Gustafsson proposed a linear regression model for tire/road 
friction status monitor, which emphasized the slip slope of the friction 
only. As shown in Fig.2.15, he considered the slippage s^ to be a linear 

function of ju^ as 

1 ^ ^ (2.37) 

where 1 / A: is used to represent the slip slope and S is used to compensate 
the offset. 

Apparently this much simplified model neglects all the dynamic features 
of tire/road friction. But it is very easy to put into use. Gustafsson tested 
this filter on a Volvo 850, and proved that the alarm time after a change is 
in the order of a second. However, as shown in Fig.2.15, the estimation er­
ror is a little large. 

There were some other more complex identification models. For in­
stance, in [80], the empirical identification model is chosen as 

_s^ (2.38) 
M. = Mo 

C,S, + C-yS^ + 1 

where ju^, c, and C2 are parameters that need to be identified. And some 

sample identification results using (2.38) are shown in Fig.2.16. 
In [81], Muller, Uchanski, Hedrick proposed the following semi-

empirical model for identification 

3r^ 2 s, r' 3 (2.39) 

Mo Kl Mo 

where y = 4a^bk /3F^ is a pre-defined coefficient, a and b are the length 
and width of the rectangle contact area. They all need to be estimated as 
well as ^^. 

It was claimed that these nonlinear models can approach the tire/road 
curve more accurately. Besides them, there are many other empirical/semi-
empirical nonlinear estimation models [82]-[83]. However, none of them 
can be directly used to describe the dynamic properties of tire/road fric­
tion. 
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Fig.2.15 Samples of u and s, computed from ABS signals on the right side of the 
car, one dry asphalt (a) and hard snow (b). Crosses denote measurements and the 
solid line is a straight-line approximation, from [79]. (© [1998] IEEE) 
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2.4.3 Observers of Analytical Longitudinal Friction Models 

Different from empirical models, analytical longitudinal tire/ road friction 
models are usually described by differential equations, which thus require 
observers to monitor friction changes [84]-[90]. 
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Fig.2.16 Measured ju^ versus slip data at several time instants during a hard brak­
ing maneuver (circles) and their least squares slip curves using tire model of 
Eq.(2.38) (solid line), ju^^^^ is taken from the fitted slip curve tends to depend on 
the most extreme ju^ attained, from [80]. 

Canudas de Wit et. al. developed an observer for 2D LuGre model in 
[86], in which the uncertainty was modeled by a new parameter 9 as 

dt ' g(vj 

(2.40) 

• rco 

dz 
F, = (cr ,z + cr, —+o-2vJF^^ 
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where different road adhesion coefficients can be represented by different 
0. Thus, to monitor tire/road friction is changed to estimate 0. 

The vehicle dynamics can be written as: 

{F^=mvJ4 (2.41) 
[Jcb = -rF^ + u 

where r is the inertia and radius of the wheel and u denotes the accelerat­
ing or braking torque. 

Combining (2.40) and (2.41), Canudas de Wit et. al. introduced the fol­
lowing transformation as 

{ri = rmv 4- Jo) (2.42) 
\x = Jo) -\- rF^a^z 

and the output was chosen as ^ = —[g^ -rF„a g.] = co -

Thus, the longitudinal vehicle dynamic model is written as 

ig = Ag + B[0(p(<^,u,g)] + Ru + E^ (2.43) 

|(9 = 0 

[^ = Cg 

where g ^{rj % ^]^ ^̂ ® ^^ transformed state variables. A , B , C , E 
are the corresponding matrix. 

Notice there exist a function ^(.) for LuGre model that 

\(p(i,u,g)\<q(g)<q^^^ 

the following observer was proposed in [81] 
li^Ag-]- B[0(p(i,u,g)]+ Eu + K{^-i) + B?] (2.44) 

[i = Cg 

where ;; = 2^^_ (^_ -f ^(||^||'))sgn(|). 

It was proven in [86]-[88] that 9 can be correctly estimated using (2.44) 
if the wheel angular velocity co can be measured. A typical simulation re­
sult is shown in Fig.2.17, when 0 varied from 1 to 4 to mimic different 
road surface conditions. 
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It was further shown in [89] that this method can be extended to build a 
fault detection observer with respect to disturbance caused by unsteady 
road surface or unavoidable vehicle vertical vibration. 

In [89], the LuGre model (2.43) was extended as (2.45) below to de­
scribe the unavoidable disturbance introduced by vehicle vibration or road 
roughness. The disturbance effect is addressed onto road profile parameter 
e by introducing a new variable s to represent the disturbance 
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Fig.2.17 Estimation result of varied 0, from [86]. (© [1999] IEEE) 

g = Ag + B[0(p(<^,u,g)] + Ru + E<^ 

0 = e 

where it satisfies 
1) £ is boundary, i.e., Ul < r , r > 0 ; 

2) 0 is boundary, i.e., \0-0\ = L, + 'jedr - 6 

(2.45) 

< A ^ _ » A^,,, > 0 , 

/ > 0. Here 6 denotes the expectation of 6, i.e. $ = E[6]; 6^ represents 

the initial state of 6; and A^ denotes the maximum offset of 6. 

Corresponding to (2.44), the observer was designed as 
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i = Ag + BOcpig) - L{^ -1) + kB sgn( ^-i) + Ru + E^ (2.46) 

where k = max {x : 20^^^ \(p{x% - L is an appropriately chosen observer ma­

trix. 
It was proven in [89] that the observer error state system designed above 

is strong practical stable with respect to a clear bound 

KAP)-^\Oe\ r + 4|^P . , (2-47) 
^ _ f max V / \ e\ max I ^ I max / 2 

^ m i n ( ^ ) ' ^ m i n ( e ) ^1 

when there exit two positive symmetric matrices P and Q satisfy the fol­
lowing equations 

-Q = {A-\-LCYP-\-P[A^LC], PB =y^C'' (2.48) 

where y^ is a positive weighted number. And y^ is a positive real number 

that is introduced to adjust the variation rate of §. Notice that 

| ^ - | | = | i [ (^ , -^3 ) - (^3 -^3 ) ] |< i ( |^ , -^ , |+ |^3 -^3 | )<^5^ ^^'^^^ 

two fault detection rules can be naturally formulated as: 

(1) trigger the fault alarm should if U _ | | = U _ ^1 > A ^ ; 

(2) trigger the fault alarm should if 1(9 _ ^1 > ^e^^^ -

In order to test the fault detection ability of this model, two simulation 
tests were carried out as shown in Fig.2.18 and Fig.2.19. In the first simu­
lation test, the value of 0 is assumed to jump from 1 to 3 at / = 55. It is 
easy to find that ^ -^ = co -d) exceeds the chosen threshold 
2d I r ~ 0.495 immediately when fault occurs. And G reaches new value 3 
soon after the fault occurs, too. In the second simulation test, the value of 
9 is assumed to shift from 1 to 3 during time span t = 5s to / = 10^. It is 
easy to find that ^ - ^ = co - co does not exceed the threshold 
2d / r = 0.495 . But the statistic characteristics of the error output changes. 
While the estimation of road profile coefficient 0 keeps tracking 0 all the 
time. It's obvious that the fault alarm will be trigger in time for two cases. 
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2.4.4 Identification of Empirical Lateral Friction Models 

Besides, longitudinal tire/road friction identification research, There were 
several discussions on empirical lateral tire/road friction identification 
[54],[91]-[99]. 

Fig.2.18 Variation of ^-^ = co-S (left), 0 and 0 (right) with the jump error 
occurs at / = 5 , from [89]. 

Fig.2.19 Variation o f ^ - | = ^ - ^ (left), 0 and 0 (right) with the shift error 
begins at / = 5 , from [89]. 

and the side slip angles are tracked using GPS signals as 

\</f = tan~'(v_^ Iv^) 

\a J- - <j)- 5 f 

(2.52) 

In [94], Sienel proposed a recursive derivation formula of the lateral 
friction coefficients in terms of previous measurement for rotation and lat­
eral acceleration, where a . is tracked as 
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+ r 
(2.53) 

At sampling time /, c ' . is estimated as 

c ; , = • 

/ ^/./ 

V 

•J/.-
«/ 

V, -+r. > £• 
(2.54) 

Apparently, it requires to measure yaw rate r additionally with respect 
to the above method. 

In [95], the cornering stiffness coefficients are estimated by 

(2.55) 
c ; = c;o(i- -) 

i^fS 

c; = c;o(i ) 

where ^ and ^^ are the common adhesion coefficients. c}o ^^^ C[^^ ^̂ ^ 

the bound value. 

There were also some integrated estimation models that had been pro­
posed. In [96]-[97], Ray used extended Kalman-Bucy filtering and Bayes-
ian hypothesis selection to estimate motion, tire forces and tire/road fric­
tion coefficient on asphalt surface. It requires no a priori knowledge of 
friction coefficients and does not require a tire force model. It first esti­
mates tire friction based on measurement of vehicle motion and then de­
termines friction coefficient directly. Similar methods are reported in [98]-
[99]. 

2.6 Summary 

The recent trend of research on developments of tire/road friction model­
ing and related control techniques is reviewed in this Chapter. It sequen­
tially scans the previous research efforts in longitudinal, lateral and inte­
grated tire/road friction modeling and discusses their applications in recent 
vehicle traction, steering and braking controllers designs. 

However, some important contents leave untouched in this Chapter due 
to length limits. For instance, 
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(1) those tire/road friction force estimation methods based on torque 
converter/ powertrain models are not discussed here [112]-[113]. For in­
stance, the force axis of slip curve was estimated from an observer based 
on model of torque converter in [113]; 

(2) Some novel tire/road modeling methods, which use neural net­
works or some other techniques to "learn" the nonlinear characteristics of 
tire/road friction phenomena, are not mentioned in here [114]. Moreover, 
the algorithms for tire/road friction model parameter identification [115]-
[116], such as the identification algorithm using genetic algorithms (GA) 
that was proposed in [116], are not discussed here; 

(3) In this Chapter, it is assumed that the vehicles are moving a plat 
surface and their vertical position changes are neglected. However, this 
simplification may yield notable errors in some cases. The methods that 
were developed to deal with such situation, i.e. [117], are not examined; 

(4) In this Chapter, the tire/road friction force is indirectly measured 
via resulted vehicle motion. This is to use tire as a "virtual" sensor as what 
was summarized in [118]. Recently, some novel tire sensors, i.e. surface 
acoustic wave (SAW) sensors [119]-[120], were proposed to directly 
measure tire deformation and temperature [121], and therefore determine 
tire/road friction force. How to employ these "real" sensors in tire/road 
friction modeling, monitoring and control issues is expected to become a 
hot topic of this field in the near future [122]. 
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Advanced Vehicle Lateral Motion Control 

3.1 Introduction 

Generally, wheeled vehicles can be divided into two types: single track 
vehicles and track-trailers; see Fig.3.1. Single track vehicles usually refer 
to passenger cars or car-like vehicles/robots which can be viewed as a sin­
gle steering tractor. Track-trailer systems consist of a steering tractor and 
one (sometimes more than one) passive trailer(s) linked with rigid free 
joints. From the viewpoint of steering, single track vehicles can be further 
classified into two types, front steering vehicles (2WS) in which only the 
two front tires can be steered, and full steering vehicles (4WS) of which 
the front and rear tires can be steered independently. Since discussion 
track-trailers steering control requires a dedicated book chapter due to its 
broad range, only single track vehicles are discussed here. 

Wheeled Vehicles 

Single Track Vehicles Track-Trailers 

Front Steering Vehicles Full Steering Vehicles 

Fig.3.1 Classification of vehicles based on lateral motion model. 
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The prime task of vehicle lateral motion control is path/lane following, 
or more plainly, to keep the vehicle on the road/lane. Comparing to longi­
tudinal dynamics, vehicle lateral dynamics are relatively easy to control, 
because they almost solely depend on steering subsystems control. How­
ever, to design a good steering controller still requires carefully handling 
several difficult problems. More specifically, researchers in this field ad­
dress on the following topics [l]-[2]. 

(1) vehicle lateral motion modeling, which is tightly related to 
tire/road friction modeling that is discussed in Chapter 2; 

(2) vehicle lateral motion related sensory including vehicle position 
sensory, lane detection rotation, and vehicle movement measurement etc.; 

(3) vehicle steering actuator design and implementation. One hot topic 
in this area is steer-by-wire; 

(4) vehicle lateral motion monitoring; 
(5) autonomous vehicle lateral motion control; 
(6) vehicle lateral motion control and driver assistance. 

By scanning the quickly developing research within this area, this Chap­
ter explains the initiatives and techniques for vehicle lateral motion (steer­
ing) control with an emphasis on lateral motion monitoring and steering 
controller design. Specially, robust steering controllers are carefully stud­
ied. This Chapter does not intend to make a thorough comparison among 
numerous different observers/controllers that had been proposed, since it is 
too difficult and almost impossible because of vehicle dynamic model va­
riety and simulation/testing parameters difference. 

3.2 Steer-By-Wire Systems 

Quickly increasing requirements of safe and comfortable driving have led 
vehicle manufacturers and suppliers to actively pursue development pro­
grams in the so called "X-by-wire" subsystems. These computer-controlled 
subsystems include steer-by-wire, brake-by-wire, drive-by-wire and etc, 
which are connected through in-vehicle computer networks. 

A steer-by-wire system replaces the traditional mechanical linkage be­
tween the steering wheel and the road wheel actuator (e.g., a rack and pin­
ion steering system) with an electronic connection. Because it removes di­
rect kinematical relationship between the steering and road wheels, it 
enables control algorithms to help enhance driver steering command [3]-
[20]. For instance, Fig.3.2(b) shows a production model presented in [7], 
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which was modified for full steer-by-wire capability by replacing the steer­
ing shaft with a brushless DC servomotor. 

handwheel 

ufiiversal joints 
intermediate shaft 

belt drive 

handwlieel angle sensor 

liandwiieel feedback motor 

steering actuator 

pinion angle sensor 

Fig.3.2 Diagram of steering systems, (a) conventional steering system, (b) steer-
by-wire system, from [7]. (© [2003] IEEE) 

In this system, a rotary position sensor measures the lower steering shaft 
angle, which is equal to the front wheel steer angle scaled by the steering 
ratio. An identical sensor attached to the upper steering shaft measures the 
hand wheel angle. The servomotor actuator specifications are chosen based 
on the maximum torque and speed necessary to steer the vehicle under 
typical driving conditions including moderate emergency maneuvers. The 
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stock hydraulic power assist unit and rack-pinion mechanism is retained, 
since the incorporation of the power assist unit eliminates the need for ex­
tensive modifications to the existing. 

The first direct benefit of steer-by-wire system is to help driver steer the 
vehicle more easily. In this proposed steer-by-wire system, on average, 
steering torque required at the hand-wheel during normal driving ranges 
from 0 to 2 Nm, while emergency maneuvers can demand up to 15 Nm of 
torque [7]. The actuator installed in the test vehicle provides a maximum 
steering torque of 17.1 Nm with a maximum steer rate of 700 degrees per 
second. 

The second benefit of steer-by-wire system is to filter out the distur­
bance torque generated by road roughness, and parameter changes caused 
by tire pressure/temperature and loading variations. For instance, the driver 
control input in [19] was augmented by the adaptive component (force 
comp), which is based on the load experienced by the plant, to reject road 
feedback (disturbance). 

The steering system dynamics for Fig.3.2(b) can be written as follows. 

JO^be + F^sgnO + kj^ =T (3.1) 

where 0 is the pinion angle, j is the total moment of inertia of the system, 
b is viscous damping coefficient, f^ represents Coulomb friction force, 
k^ is a scale factor, r^ is the tire self-aligning moment, and r is the actua­
tor torque. 

The purpose of the steer-by-wire controller is to track commanded steer 
angle with minimal error; the control effort consists of three components. 

^ ~ '^feedback "^ '^feedforwar d "•" '^aligning (3.2) 

A proportional derivative (PD) feedback component is also designed in 
[7] as 

r feedback - K ^{9, - 0) -^ K ,{6, - 6) (3.3) 

where $^ is the desired steer angle, K is the proportional feedback con­

stant, and A:̂  is the derivative feedback constant. The feedback gains K 

and Kj are selected to give a fast closed loop system response without os­

cillatory behavior. 
The purpose of steer-by-wire controller is to track driver commanded 

steer angle e^ with minimal error. Because the system is second order, PD 
control alone results in some steady state error when tracking some types 
of commands. To obtain these measurements, the front wheels are raised 
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off the ground so as to isolate the influence of j , b and f^ from static 

friction at the tire-ground interface. 
The addition of feed-forward compensation is given as 

rfee,fon.ar , = J^, +b0,+F^ SgH 0, (3 .4) 

This PD controller will cancel any tracking errors associated with the 
system dynamics and internal friction. Here, j , b and F^ are determined 

through closed-loop identification of the steering system. 
When driving a vehicle over the road, however, an additional distur­

bance acts on the system causing a steering error that is directly attribut­
able to tire self-aligning moment. The total aligning moment is given by 

Ta =itp+L)f^yf^f (3.5) 

where t and t^ are the tire pneumatic and mechanical trails, respectively. 

Front tire slip angle, ^̂  can be calculated from the following relationship 

involving estimated sideslip and other measurable parameters. 

V 
X 

As what has been introduced in Chapter 2, p denotes the angle from 
the longitudinal axis of vehicle body to the direction of the vehicle veloc­
ity, sf is the front tires steering angle. / is distance from front tire and 

CG. Yaw rate is denoted as r . v̂  is the longitudinal vehicle speed. But, it 

should be pointed out that the front tire slip angle here has different mean­
ing from what we introduced in Chapter 2, see Fig.2.8. And their relation­
ship can be expressed as 

a^^Sf+tUf (3.7) 

Aligning moment may also be directly approximated as an empirical 
function of slip angle. The approximation of aligning moment is added to 
the feedback and feed-forward control as 

T^ali,.uus ^kJ^XUf (3.8) 

where A:̂  is a scale factor to account for torque reduction by the steering 

gear. 
The addition of r , to the actuator effort effectively eliminates most 

aligning "^ 

of the steering disturbances that arise when turning at speed. Besides the 
approaches demonstrated above, many other tests also showed that the re-
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sponse in steer-by-wire system is more quickly and accurately than that in 
conventional steering system. This improves vehicle stability and provides 
a basis for further steering systems fault detection. 

Moreover, steer-by-wire technique simplifies assembly and reduces ve­
hicle's mass. For example, in the steer-by-wire system proposed in [7], 
only the stock hydraulic power assist unit and rack-pinion mechanism is 
retained. It simplifies assembly and reduces vehicle's mass, which simul­
taneously allows flexibility in packaging and transportation. 

As summarized in [21], three things are still on the steer-by-wire wish 
list: reliability, smartness, and driver-friendly design. Currently, four prob­
lems have to be solved before the steer-by-wire system is applied into 
practical vehicles: 

(1) how to choose fast and stable tracking algorithms or hardware for 
steer-by-wire systems; 

(2) how to deal with disturbance torque; 
(3) how to improve the driver usability and maneuverability; 
(4) how to implement robust steer-by-wire systems with fault-tolerant 

hardware and software. 

With the aid of steer-by-wire systems, the same vehicle can be made to 
handle differently by effectively changing front cornering stiffness. In 
other words, it is possible to maintain consistent handling characteristics 
under variable operating conditions. Therefore, driver-oriented steering ra­
tio control becomes a hot topic in this area recently [22]-[28]. 

Indirect 

Direct 

Conventionai 

\ 

\ 
StQer-By-Wirt 

10 40 20 30 

Vehicle Velocity (m/s) 

Fig.3.3 Variable steering ratio for different vehicle velocities. 
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In [26], the steer-by-wire system is composed of two motors controlled 
by Electronic Control Unit (ECU) instead of mechanical linkage. One mo­
tor in the steering wheel is to improve the driver's steering feel and the 
other motor in the steering linkage is to improve the vehicle stability under 
under-steer and over-steer situations concerning vehicle's velocity. 

Some current products provide more flexible steering ratio for the 
driver. As mentioned in [27], at low vehicle speeds, the driver prefers a 
fixed steering ratio, after which the steering ratio increases (becomes in­
creasingly indirect) as the speed increase. A steady-state constant Human-
Machine Interaction yaw gain (yaw-rate divided by HMI angle) is derived 
from vehicle data or measurements at intermediate and high speeds; see 
Fig.3.3. 

Fault detection and fault tolerant control are also essential parts in steer-
by-wire systems. Designers must reduce the chance of faults in safety-
critical steer-by-wire systems, and choose an acceptable compromising 
point between costs and level of risks. Many topics were presented and 
studied from the surrounding field in both hardware and software reliabil­
ity [177]-[ 192], including 

(1) self fault detection and self repair; 
(2) online/offline diagnosis of actuators and sensors; 
(3) online/offline diagnosis of inner-vehicle field bus and vehicle-

infrastructure communication networks; 
(4) online/offline diagnosis testing of control algorithms and modules. 

It is also expected that smart steer-by-wire systems can reduce the 
driver's workload by compensating driver's phase lead maneuvering. As a 
preliminary examination in [28], the effect to the reactive torque was in­
vestigated when vehicle behavior parameters feedbacks were considered in 
that control logic. It showed that the relationship between the driver's char­
acteristics and reactive torque including mechanical characteristics of the 
input device can be identified by supervised learning, and the proper rela­
tionship between vehicle behavior and reactive torque will be more inves­
tigated as well. 

In general, steer-by-wire system is expected to provide a better opera­
tion platform of lateral motion controllers. It is estimated to take ten or 
twenty years to widely employ steer-by-wire subsystems into the real 
world to provide a better operation platform of lateral motion controllers. 
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3.3 Vehicle Lateral Motion Modeling and Control 
Strategies 

Lateral vehicle dynamics has been studied since the 1950s [30]-[32]. In 
1956, Segel presented a vehicle model with three degrees of freedom in 
order to describe lateral movements including roll and yaw. If roll move­
ment is neglected, a simple model known as "bicycle model" is obtained. 
This model is widely used for studies of lateral vehicle dynamics (yaw and 
sideslip) now. A modem deduction procedure from "magic formula" to 
"bicycle model" can be found in Section 2.3.2 and also [33]-[39]. Because 
"bicycle model" grasps the prime characteristics of vehicle steering 
movement and yields a relatively simple linear model for analyzing, it is 
now widely used in steering controller design. The following discussions 
will be primly carried out based on this model. 

It should be pointed out that full steering vehicles significantly outper­
form front steering vehicles in handling and stability [40]-[45]. Usually, 
when the vehicle enters the curved path, the rear wheel will first steer in 
the opposite direction to the front wheel in order to generate sufficient yaw 
motion to follow the desired yaw rate. After that, the rear wheel steers will 
synchronize with the front wheel to keep the yaw rate with desired value 
and also control the lateral motion for path tracking. In [46]-[47] a generic 
control law for robust decoupling of lateral and yaw motion by yaw-rate 
feedback to front-wheel steering was derived. It showed that ideal steering 
dynamics were able to be achieved by velocity scheduled lateral accelera­
tion feedback to front-wheel steering. For robust yaw stabilization a veloc­
ity-scheduled yaw-rate feedback to rear-wheel steering is given, by which 
the linearized system gets velocity-independent yaw eigenvalues. Since 
most steering controller design methods can be applied to both front and 
full steering vehicles without tedious modifications, the difference between 
front steering vehicles and full steering vehicles will not be emphasized in 
the rest of this chapter. 

In "bicycle model", the design specifications of steering controller are 
often given in terms of maximal displacement from the guideline, maximal 
steering angles and steering angle rates. For instance, the benchmark prob­
lem mentioned in [22] mainly requires 

(1) the steering angle is limited as 

||^^||<40deg (3.9) 

(2) the steering angle rate is limited as 

|U^||<28deg/5 (3.10) 



3.3 Vehicle Lateral Motion Modeling and Control Strategies 85 

(3) the displacement from the guideline must not exceed 0.15m in 
transient state and 0.02m in steady state; 

(4) the lateral acceleration must not exceed 2m/s for passengers com­
fort. The ultimate limit is 4m/s. 

Besides "bicycle model", there were numerous other vehicle lateral mo­
tion models of different levels of complexities that had been proposed and 
analyzed [48]-[52]. These models usually build integrated dynamic models 
which consider vehicle longitudinal and lateral speed variations simultane­
ously in terms of steering angle. For instance, the vehicle dynamics pro­
posed in [48] tried to incorporate longitudinal tracking force model into 
lateral motion model as well vehicle aerodynamics. It was represented by 
the following set of nonlinear equation sets 

1 V +/,r , (3.11) 

m "^x 

Vy=-[{Cf+T)S,-(c,+cy-^-{l,c,-l,c,^mv])—] 
m ^x x̂ 

r = ^[{l,c,+T)d,-{l,c,-l,cy-^-{llc,+l}Cf)—] 

where v̂  and v are vehicle's longitudinal velocity and lateral velocity in 
vehicle coordinate respectively. T is the traction or braking force. / is the 
rotation coefficients. A:, and k^ are lift and drag parameters from aerody­
namics respectively. 

Usually, the following mapping relationship (3.12) is employed to de­
scribe the transformation function between vehicle velocities denoted in 
orthogonal coordinates and that denoted in world coordinates 

fi = v̂  cos(^)-v_^ sin(^^) (3.12) 

^ j> = v̂  sin( ^) + Vy cos( ^) 

\y = r 

where {x ,y) denote vehicle center gravity's position in world coordinates. 
And the safe driving requirements were brought in terms of (jc , ;; ) 
straightforward. 

Since it is impossible to discuss all these models, they are not enumer­
ated in this chapter. 

In general, vehicle lateral control strategies can be grouped into two 
kinds based on the employed sensors: look-ahead and look-down reference 
systems. Look-ahead reference systems resemble human driving by meas­
uring the heading angle and lateral displacement from the lane reference 
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ahead of the vehicle using vision sensors, i.e. camera [53]-[54]. Look-
down reference systems calculate the heading angle and lateral displace­
ment from a reference point, for example a magnetic marker, very close to 
the vehicle [55]-[61]. 

Look-down reference systems have the advantage of being reliable, 
yielding accuracy and good performance under any weather or light condi­
tions. And they can work well when other vehicles or pedestrians occlude 
lane lines. Therefore, it is very useful in urban areas navigation. However, 
it is also reported that Look-down reference systems only yielding good 
experimental results only with speeds of less than 25m/s (55mi/h) which 
are impractical for highway automation. Look-ahead reference systems is 
suitable for such kind of driving scenarios, since current vehicle vision 
systems can effectively detect the upcoming road curvature variations and 
lateral displacement when driving at highway level 40 m/s (90 mi/h). 

Some other critical vehicle state variables can also be measured via us­
ing appropriate sensors. For instance, vehicle steering angle can be directly 
measured from actuator [62]; vehicle inertial can be indirectly calculated 
from its driving behaviors [63]-[64]. In the last two decades, great efforts 
were also put into tire/ road friction coefficients estimation; see Section 2.5 
and literals [65]-[68]. Since this chapter addresses on vehicle lateral mo­
tion monitoring and control instead of vehicle sensors design, it is simply 
assumed in the rest of this chapter that all the information needed can be 
accurately measured. Detailed discussions on vehicle motion related sens­
ing are presented in Chapter 8-10. 

3.4 Vehicle Lateral Motion Monitors 

Since a vehicle is a highly complex system that constitutes of varied me­
chanical, electronic and electromechanical elements, numerous sensors 
were designed and employed to measure vehicle movement information. 
Concentrated on vehicle lateral motion control, position and movement in­
formation of a vehicle need to be precisely measured. 

In many recent approaches, not all the vehicle characteristics are di­
rectly measured due to high cost or certain other reasons. Instead, several 
special observers are employed to reconstruct the needed information. In 
literals, these observers were also called virtual sensors. 

For example, knowledge of sideslip angle, yaw rate and lateral velocity 
is essential in vehicle control, but is difficult to obtain directly. In 1997 and 
1999, Kiencke etc. proposed a linear observer and a nonlinear observer us­
ing reduced order bicycle model in [69] and [70]. Soon after that, Kalman 
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filter in [71]-[74] were used for linearized vehicle models. In [72], Huh et. 
al. constructed the monitoring system based on KFMEC (Scaled Kalman 
Filter with Model Error Compensator) technique to improve the robustness 
of ordinary Kalman filters. In [74], Zhang, Xu and Rachid showed the fea­
sibility of a special sliding mode observer for vehicle lateral motion. Simi­
lar conclusions were reached by Perruquetti and Barbot in [75]. 

To filter out the unexpected effect of disturbances from the observer 
output, different robust design methods had been introduced in Luenberger 
observer construction. In [76]-[78], H^ filer theory was employed to de­
sign the optimal observers to resist disturbance for reduced order bicycle 
model. In [79], H^ loop shaping was used for observer design of the lin­
earized lateral motion model of a single-unit HDV (tractor-semitrailer type 
vehicle). In [80], the equivalent H^ LMI design method was applied in 
Luenberger observer and fault detection filter design. 

The above Bicycle models (2.23) can be written into canonical form as 

x = Ax + Bu + Ew (3.13) 

where x = \p r xj/ y^ y^ ^'^ ^^ state variable, u = \p^ 5^ ]̂  is the 
control input, and w = [p,̂ ^ f^ is the disturbance. A , B and E are the 
corresponding system matrices. 

The measurement output y is usually formulated as 

y^Cx-^Du (3.14) 

It can be easily proven that the system is observable if either displace­
ments y^ or ;;̂  Can be measured. But the system is unobservable if only 

xj/ is measured. These conclusions take valid for both front steering vehi­
cle and fiill steering vehicle [81], [87]. 

Simulation also shows that to measure both ;; and y^ may increase the 

robustness of the observer. But many vehicles only equip front sensor be­
cause of cost consideration. 

Usually, the linear Luenberger observer is formulated as 

\'x--Ax^Bu-L\y-y) (3.15) 
\y = Cx-^ Du 

where x denotes observer state, j) denotes observer output. L is the ob­
server matrix. 

Its performance index can be specified as 
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Minimize the H^ norm of the transfer function matrix from w to ^. Or 

equivalently Choose the smallest y >0 such that 

(3.16) 
[e'^edt <r^ jw^wdt 

This naturally leads to the well-known H^ design problem, which was 
solved using a linear matrix inequality (LMI) problem by Boyd, Ghaoui, 
and E. Feron et. al in [82], or equivalently solved using a set of Algebraic 
Riccati Equations (ARE) shown by Nagpal and Khargonekar in [83]. Fi­
nally, it leads to the following LMI design problem 

Design Task 3.L 
Min y 

with y > 0, ju > 0 and moderate r > 0 such that 

P[A-hL'C] + [A + L'CYP + I I PE 
+ 

E'p I -r' 

or equivalently 

~ PA+A'^P + X'C + CX"' +1 I PE 
+ 

E'^p I -r' 

(3.17) 

<0 

(3.18) 

<0 

with the observer matrix 

L' = P-'X' (3.19) 

Most above observers utilized the accurate dynamic model using nomi­
nal values including tire concerning stiffness, vehicle mass and moment of 
inertia and distances between center of mass and tires. Thus, these observ­
ers depend on an accurate knowledge of these parameters, and are affected 
by variations in them. For instance, Stephant et. al pointed out in [39] that 
the speed of center of gravity is not an indispensable variable. 

One method to solve this problem is to choose the estimation method 
without utilizing the vehicle dynamic model, i.e. the observers proposed in 
[84]-[86]. But non model-based observers are hard to apply along with 
steering control system. Another method is to introducing robust observer 
that is not sensitive to system parameter changes or adaptive observer that 
can change itself according to parameter change. In [87], a robust observer 
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was developed by including an extra term and adopting the Lyapunov sta­
bility theorem. Since dynamic models (2.23) highly depend on system ve­
locity, the system dynamics should be modified by considering parameter 
variances and nonlinear properties 

x = (A + AA)x + Bu + Ew (3.20) 

where AA denotes the variance matrix that is determined by variance of 
mass, velocity, tire-road friction coefficients and nonlinear characteristics. 

The norm of AA can be assumed to be bounded as 

ML ^ e (3.21) 

Simulation reveals that s mainly depends on estimation error of veloc­
ity v and road adhesion factor ^ . In [85], the observer for (3.20) was 

(3.22) 
x = Ax + Bu - L(y - y) + ra 
y = Cx + Du 

P']CT(y-y) a - (y-yY(y-y) 

where x denotes observer state, j) denotes observer output. L is the ob­
server matrix, r is a positive real scalar that needs to be determined. 

Based on Eq.(3.20)-(3.22), we have the dynamics of observer error 
e = x - x as 

e = (A + LC)e + AAx + Ew - a = (A + AA + LC)e + AAx + Ew-ra (3.23) 

This naturally leads to the following design task: 

Design Task 3.II: 
Min y 

with Y > 0, ju > 0 and moderate r > 0 such that 

PA + ATP + XC + CTXT+(\ + AS2)I + (\/A + \/T)2P2 | PE 1 (3.24) 

+ 1< 0 
ETP I -r 

with the observer matrix 

L = P-]X (3.25) 

And the main result in [87] is stated as follows. 
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Theorem 3.1. //w constraints (3.16) will be held if there exist a symme­
try positive matrix P and two positive real numbers r and A that satisfy 
(3.24). 

Proof: Define a Lyapunov like function V{t)-eTPe , where P is a 
symmetry positive matrix. Thus, the time derivative of V(t) along the tra­
jectories of (3.23) should be 

V = eTP[A + AA + LC]e + eT Ew + eTAAx (3.26) 

+ eT[A + AA + LC]TPe + wTETe + xTAATe 

-reTPa -raTPe 

Thus, the design objective can be transformed as finding the smallest 
y1 that satisfies. 

T = V + eTe-y2wTw<0 

Substituting (3.26) into (3.27) yields 

P[A + LC] + I + [A + LC]TP 

ETP 

| PE 
+ 

I - r 2 

(3.27) 

(3.28) 

+ 2eTPAAe + 2eTPAAx - 2reTPa < 0 

Note that 

and 

eTPAAe<-eTP2e + AeTs2e 
X 

eTPAAx < -eTP2e + rxTs2x 
r 

together with 

xTs2x < eTPa 

(3.24) is a sufficient condition for (3.28). D 

(3.29) 

(3.30) 

(3.31) 

From the discussions in [88]-[90], the observer (3.22) should be a 
forced, nonautonomous, dynamic system, and contains an unknown, per­
turbation term. Fortunately, we find that this condition can be naturally 
met here. Besides, r should not be too large due to the constraints on im­
plementation of the observer. In the practice, r should be determined by 
compromising all the requirements together. But simulations prove that 
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constraints on r will directly limit the range of y at the same time, too. It 
is proven in [87] that this nonlinear observer (3.22) maintains the good dis­
turbance rejection property that derived from [76]-[80], while also pro­
vides tolerance to model variance as the observer too. To demonstrate the 
feasibility of the proposed observer, it was compared with a linear Luen-
berger observer that is only optimized using HW method to reject distur­
bance. 

Suppose the vehicle is front steering and only the front sensor is applied. 
Thus 

C = [0 0 0 l], D = [0 0 0 0] (3.32) 

The parameters are assigned as. 
m= 1500 kg, 7z =2500 kg.m.m, if= 1.2 m, \r =1.5 m, ifi= 5 m, lw = 

0.5 m, Cf = cr = 80000kN/rad. 

Here r is chosen as r = 10 . The variance bound of velocity is Av= 1 
m/s, Am = 100 kg, A// = 0.1. Thus it chooses s = V^. 

Suppose v is incorrectly estimated as 16m/s when it equals to 15m/s 
and ju is misestimated as 0.7 instead of 0.8 during the simulation. 

The Luenberger observer matrix is 

L' = [0.2869 -3.6024 -0.1984 -0.0019 ] r x 104 

The robust observer matrix is 

L = [0.3687 -5.4516 -0.2345 -0.0025 ]T xlO4 

and symmetry matrix P is chosen as 

3.1771 0.3082 -2.1728 0.4347 ' 

0.3082 0.0443 -0.5471 0.1093 
1-2.1728 -0.5471 9.3211 -1.8620 

0.4347 0.1093 -1.8620 0.3823 

P = xlO" 

Fig.3.4 shows the tracking result of the side-slip angle p using the lin­
ear Luenberger observer optimized by solving Design Task 3.1. Fig.3.5 
shows the direct tracking output of p using the proposed observer opti­
mized by solving Design Task 3.II. Fig.3.6 shows the smoothed tracking 
result of p using a 10 points average filter. The maximum estimation er­
ror of the linear Luenberger observer is around 12%, while the estimation 
error of the proposed robust observer is around 2%. It is apparent that the 
proposed observer will yield better tracking performance. Simulation also 
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reveals that there is not a global optimal observer matrix that can deal with 
all the velocity settings. Thus, the observer matrix L and nonlinear term 
rcc should change with velocity v to maintain good tracking result. Fortu­
nately, drivers will not change the vehicle's speed too much when he/she is 
steering. Thus the change of feedback matrix will not violate the observer 
system's stability. 

Recently, Stephant, Charara and Meizel carefully compared four ob­
servers including linear Luenberger observer and three nonlinear observ­
ers: extended Luenberger observer, extended Kalman filter and sliding-
mode observer in [39]. Based on simulation results and practical experi­
ments, they showed that all four observers can yield acceptable estimation 
results if the observer's parameters are appropriately assigned. 

fi o 

0 20 40 100 120 140 

Time (0.1s) 

Fig.3.4 Tracking result using the linear Luenberger observer, from [87]. (© [2005] 
IEEE) 

0 20 40 100 120 140 160 180 200 
Time (0.1s) 

Fig.3.5 Tracking result using the proposed robust observer, from [87]. (© [2005] 
IEEE) 
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0 o 

Fig.3.6 Smoothed tracking result using the proposed robust observer, from [87]. 
(© [2005] IEEE) 

3.5 Vehicle Steering Controller Design 

3.5.1 Vehicle Lateral Motion Control Objectives 

As early as 1969, Kasselmann and Keranen [31] had developed an active 
steering system based on feedback from a yaw rate sensor. With accumu­
lating efforts, people gradually realized that the difficulties of steering con­
trol mainly lie in the following five aspects. 

(1) how to avoid skidding, which is one frequently encountered haz­
ardous situation for green hand drivers; 

(2) 
sons; 

(3) 
(4) 
(5) 

how to reject the disturbance caused by wind or some other rea-

how to deal with vehicle dynamics uncertainty and variation; 
how to handle actuator rate limits during steering; 
how to handle time delay exists in feedback block during steering. 

To answer the five questions, numerous different designed methods had 
been proposed in the last two decades. Among them, varied linear robust 
controller design methods attract continuous interest. And most of them 
had been proposed especially for Bicycle steering models. Considering ac­
tuator saturation, system (2.23) can be rewritten as 
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whose canonical form is written as 

x = Ax + Buf+Ew (3.34) 

where x = \j3 r y/ y f SfJ is state variable, u = u f is control input, 

and w = \pref fw J is taken as disturbance. A , B and E denote the cor­

responding system matrices. 
To simplify induction process below, the wind disturbance is normal­

ized to the same amplitude level as road curvature with 

<7, =a-c/,, d2 =ad2 (3.35) 

where a > 0 is a scale number determined by 

It is easy to check that is controllable pair for most vehicle parameter 
setting. In the rest of this chapter, it is assumed that the system is control­
lable even under model uncertainty. 

These linear robust controller design studies provide some basic solu­
tions of skidding, disturbance, parameter uncertainties and steer angle satu­
ration. Based on these results, different sliding model controller, fuzzy 
controller and adaptive controller were developed as time goes on. These 
nonlinear controllers usually outperform linear ones in several different 
aspects. But it should be reemphasized that it does not intend to make a 
thorough comparison among numerous different observers/controllers that 
had been studied in this book. 

3.5.2 Robust Vehicle Steering Controllers 

1) Frequency Domain Linear Robust Steering Controllers 
Originated in the later 80s, frequency domain robust design techniques 

soon became and remained as one of the most important techniques in 
field of vehicle lateral motion control. It had been proven to be a practical 
and efficient approach by lots of literature [33]-[36], [91]-[95]. 
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One direct idea to avoid skidding is to remove the influence of r on the 
lateral acceleration. The lateral and yaw motions of a car with active steer­
ing is decoupled by Ackermann in [46]. It was proved that for an ideal 
longitudinal mass distribution, the decoupling by yaw rate feedback is ro­
bust with respect to uncertain nonlinear tire side force characteristic, veloc­
ity and vehicle mass. But Ackermann later showed that this was not a sim­
ple and cheap control system since it requires measuring longitudinal 
velocity of vehicle vx « v sin p, yaw rate r and its derivative, slip angle 

p simultaneously. Thus, a practical controller was proposed in [33], in 
which only Vjc needs to be measured. This simplified controller was 

proved to have similar steady-state behavior to a car. 
In [34], it was further shown that additional feedback of the yaw rate r 

leads to a significant reduction of the deviation from the guideline in 
nearly all driving maneuvers compared to earlier controllers which used 
solely feedback of the deviation y . Therefore, a feedback controller with 

respect to both r and y were proposed. It is written as 

Sf=Uf-kr<r (3.37) 

As revealed in [92], using careful poles and zeros assignment, the sys­
tem can be well stabilized. Besides it, the redundancy of the design pa­
rameters can be used to count off the variance of vehicle dynamics. For in­
stance, the r-stability boundaries was analyzed for parameters (kDikDD) 
in [93]. In [47], it was further proven that decoupling by yaw rate feedback 
is robust with respect to uncertain nonlinear tire side force characteristic, 
velocity and mass, if we assumed an ideal longitudinal mass distribution. 

More precisely, the corresponding root locus of the transfer function 
from Uf to r for increasing gain kr is shown in Fig.3.7, where the oper­
ating point with maximal virtual mass and maximal velocity was selected, 
which turned out to be the most critical operating condition in an eigen­
value analysis. Based on Fig.3.7, kr is chose as 0.89 so as to implement an 
approximately cancellation of a pole/ zero-pair in the transfer function. 

After applying feedback controller (3.37), one pole has been shifted 
from 5 = 0 to s = -0.8934 and the other two remain as s - 0 . As shown 
in Fig.3.8, in order to attract the two braches in the revised root locus plot, 
a compensator transfer function is introduced as well as the above feed­
back controller 

U/(s) _ 2 kDDs2 +kDs + kp (3.38) 
yf(s) c s2 +2DO)CS + CQ2

C 
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Fig.3.7 Root locus of the transfer function from u to r for increasing gain kr, 

The zeros of the transfer function y(s)luf(s) are marked with circles, and the 

zeros of r(s)luf (s) with a cross [92]. (© [1995] IEEE) 
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Fig.3.8 Root locus of the transfer function from w t o r with yaw rate feedback 

k [92]. (©[1995] IEEE) 
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where inside the bandwidth coc, kP denotes a proportional part, kD de­

notes a differential part and kDD denotes the double differential part. 
Combining (3.37) and (3.38), we can get the final controller structure 

shown inFig.3.9. 

Ar 

_y 
*e (i2 + 2Du)es + w?){» + ufr) 

u / 
^ > - ^ 

Fig.3.9 Controller structure [92]. (© [1995] IEEE) 

To explore the effects of parameter variations of the system perform­
ance, Ackermann et. al 1995 analyzed the above controller with the possi­
ble operating domain Q shown in Fig.3.10. 

32 + 

9,95 + 

4 m [103 kg] 

V [IB • S 

1 20 

Fig.3.10 Operating domain (possible parameter variation range) Q of the city bus 
model [92]. (©[1995] IEEE) 

Suppose the parameter vector is denoted by h , which consist of uncer­
tain plant parameters q, like v and m in current system. And all the ei­
genvalues of the original system are located in the admissible region r , 
which is called r -stable in several literals. 

Generally, the procedure for determining the stability regions in h 
space for Hurwitz-stability can be summarized as follows. First, the real 
and imaginary parts of the characteristic polynomial at s = jco are 
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pijco^h) = Re p{co,h) + yim p{co,h) (3.39) 

where frequency co is girded in the interval co e [0,oo) and for each grid 
point co = co*, the simultaneous solution of the following two equations are 
calculated. 

Rep(a)\h) = 0 (3.40) 

and 

lmp(co\h) = 0 (3.41) 

For each of the four extremal plants, the boundary 3F of the region r 
in the complex eigenvalue plane will be mapped into controller coefficient 
space resulting as four r -stabilizing regions. Their intersection is the set 
of r -stabilizers for the four extremal plants. 

The r -stability boundaries divide the parameter plane into a finite 
number of separated regions. By selecting one arbitrary point from each 
region, the set of r -stabilizing controllers is determined, if one point of a 
region turns out to be, then the entire region is, and vice versa. 

Based on (3.38), the initial compensator transfer function is chosen as 

, , . Ark3 0.27 s2
 + 1 . 3 J + 1.9 + 0 . 7 5 / J (3.42) 

/c(^) = 4 0 3
r - -^ 
(s2 +2-0.6-40-5 + 402X^ + 40) 

Assume k = 1.9 , k, = 0.75 , D = 0.6 and coc = 40 kept unchanged in 
(3.38), and vary kD and kDD only. The associated -stability boundaries 
for operating point q3 is shown in Fig.3.11. The compensator (3.42) that 
stabilizes the given operating domain Q can be determined. For instance, 
the point (1.3,0.27) marked with a cross in Fig.3.11 is r -stable and, hence, 
all controller parameters from the entire region indicated by the cross T -
stabilize the plant. 

But the compensator (3.42) does not meet all specifications mentioned 
above. Therefore, Ackermann et. al investigated in [92] how to further im­
prove it by small modification of the remaining parameters k , k, and D . 
The desired direction in this three-dimensional subspace is to let the set of 
r -stabilizing controllers grows. Once the largest set is determined, the 
controller parameter coc is increased stepwise and in each step the free pa­
rameters k , k, and D are again turned such that the set of simultane­
ously r -stabilizing controllers gets as large as possible. 
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A-'DD 1.$ 

Fig.3.11 Set of r -stability controller for operation point q3 [92]. (© [1995] 
IEEE) 

After each iteration, several selected controllers from the simultaneously 
r -stabilizing set are tested in simulations and the specifications are 
checked. If there is no significant rise in the simulation, we stop searching 
the parameters. 

In the simulation, when switch transition from manual to automatic op­
eration, the bus is assumed to drive in a distance of y = 0.15m parallel to 
the guideline. The side wind force is simulated as a gust which attacks the 
bus from the lateral direction. It is assumed that the wind velocity in­
creases with T = 0.5s , vw =(l-e't/T)20m/s . And the reference input 
p is shown in Fig.3.12. The admissible velocity should be 2.5mg~] or 
higher. 

575[m] 
Orti 

1 J 
10 

Track length (mj 

Fig.3.12 Simulated reference input p for entering a bus stop bay [92]. (© 

[1995] IEEE) 
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Fig.3.13 shows a wide range in the parameters kD and kDD that had 
been obtained in searching. Finally, the controller was chosen as 

ru A m , 3 0 . 6 S 2 +\3s + \0 + 3/s 
Jc (S) = 100 -r-z T-TT r 

( y 2 + 2 - 1 0 0 - s + l O O ^ + lOO) 

(3.43) 

Simulation shows that this new compensator can satisfy all the require­
ments and yield better performance than the previous one. 

kpn (U 

10,0 12.5 15.0 

Fig.3.13 Set of r -stability of the controller (3.44) at coc = 100 , D = 0.5 

k, = 3 , and k. = 10 [92]. (© [1995] IEEE) 

In the last 90's, HW robust analysis method was introduced into steering 
controller design field to reduce the unexpected effect of wind disturbance. 
//w theory is constructed to handle the deterministic disturbance model 
consisting of bounded energy (square-integrable) L2 signals and allows 
controller design for narrow-band disturbance rejection, see Francis 1987 
[96] and Zames 1981 [97]. In [98], Guvenc, Bunte and Odenthal etc. de­
signed a disturbance observer, whose model regulation capability allows 
the specification and achievement of desired yaw dynamics. The proposed 
integrated control model is shown in Fig.3.14, where Gref was the transfer 

function from disturbance torque p to yaw rate r. Gu is the nominal 

system model and Gu is the un-modeled dynamics. 

It was shown that the model regulation and disturbance rejection prop­
erty of this proposed observer can be considered as a special //w loop 
shaping for path following. The filtering effect is chosen to satisfy the 
classical loop shaping constraint 
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|jF,S| + | j ^ r r | < l , f o r Vco (3.44) 

where ws and wT are the sensitivity function weight and the complemen­
tary sensitivity function weight respectively. S and T denote the sensitiv­
ity function and transfer function, respectively. 

Pref 

Gref 

t2 G„ • o 

GJ'G, 

^ 
add-on disturbance observer 

<? 

+ n O2-' 

.1 Gc 

Fig.3,14 Diagram of system architecture with add-on disturbance observer [98]. 
(© [2004] IEEE) 

In Fig.3.14, G = G„(1 + AOT) is the single track yaw dynamics model 

with multiplicative uncertainty A,M, Gn is the nominal model or a desired 

vehicle yaw dynamics model. Ga is the auxiliary steering actuator model. 

r is the vehicle yaw rate and Ss and 5C are the steering commands com­

ing from the driver via the steering wheel and the auxiliary steering angle 

coming from the steering controller, respectively. Gd is the transfer func­

tion from yaw disturbance torque Md to yaw rate. Disturbance observer 

design requirements are specified in terms of the unity gain low pass filter 
Q which should be small at high frequencies for sensor noise attenuation 
and robustness of stability in the presence of high frequency un-modeled 
dynamics. At low frequencies, Q is usually chosen as unity for good 
steady state accuracy, disturbance rejection and model regulation. Then, 
due to the specific controller structure, the input-output behavior of the 
controlled system including its steady state behavior will be the same as 
that of the nominal (or desired) model Gn up to the bandwidth of the low 

pass filter Q. The low frequency design requirements are, however, re-
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markably different in the vehicle steering control application considered 
here where the driving task should be left to the drier at low frequencies 
(i.e. the fading effect). The result is that, contrary to standard disturbance 
observer design practice, a band-pass Q filter has to be designed as it il­
lustrated in Fig. 3.15. 

201 robust stability 

model regulation and 
disturbance rejection 

driver 
rp *, 

{steering controller] 
I t 

sensor noise 
attenuation 

10*' 10* 
frequency (Hz) 

Fig.3.15 Diagram of Q filter design specifications. 

The Q filter is chosen as a simple band pass filter as 

T, S 

10* 

(3.45) 

where the band of Q(s) in (5.30) is between the frequencies \/Tb and 

1 / T in Hz. More precisely Tb is chosen as 0.25sec. 

The desired yaw dynamics model was set as a first order system here 
given by 

rM.y + l 

(3.46) 

where Kn(v) = lim G(s)\u._ 
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Thus, the sensitivity function weight ws and the complementary sensi­

tivity function weight wT used in (3.44) were assigned as 

0.3333^ + 4.2 

and 

WT (s) = max 

Ws(s) = -

1.667 J+ 6.2833 
s + tt 

1.8̂  + 1.26 

0.04268 s2 + 1.8977 s + 0.90719 
s2 + 9.006 s + 17.6494 

(3.47) 

(3.48) 

where the two free controller parameter Tu and TQ are tuned in the design 

effort to meet the mixed sensitivity requirement is designed to penalize pa­
rametric uncertainty at low frequencies and un-modeled uncertainty at high 
frequencies. 

Equivalently, Mammar etc. developed several two degree of freedom 
(2DOF) steering controller in [99]-[101] using the //w loop shaping tech­
nique, Fig.3.16. The design task is directly assigned as finding a robust 
feedback control K to guarantee the stabilizing of system and minimize 
energy bound of the transfer function from p to the pre-selected meas­
urement output zx, z2 and z3. Based on the works of Kuzuya and Shin 
that was reported in [47], these robust 2DOF steering controller can be eas­
ily digital implemented. 
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Fig.3.16 Diagram of two degree of freedom (2DOF) steering controller [99]. (© 
[1997] IEEE) 

In [98] and [101], the saturation properties of steering actuator were 
studied. The actual feedback control architecture considering steering ac-
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tuator rate limits. Simulations and experiments pointed out that the steering 
angle rate actuator saturation forms a major limitation of performance. In 
[101], the undesirable limit cycles caused by saturations were analyzed by 
a describing function approach in combination with the representation of 
limit-cycle-free regions in a parameter plane of velocity and road/tire fric­
tion coefficient. 

VCref 

—gliSyhnil 
h lim. 

Pa(s. 
So 

Fig,3.17 Feedback control architecture considering actuator saturation, where the 
reference input is denoted by Scref [101]. (© [1997] IEEE) 

In their suggestion, a feedback signal 5 in an active steering system 

should be entered as 

8f = $L + $c (3.46) 

The additional steering angle 5C is assumed to be ideal in the first deri­
vation of the ideal decoupling controller. And a more realistic actuator 
transfer function Ga (s) is analyzed, i.e. we have 

Sc=-(rref(s)-r(s))Ga(s) (3.50) 

where r , (s) = F(s)SL is generated from the hand wheel input $L via a 

pre-filter F(s). 
Further suppose the steering actuator is modeled as a linear dynamic 

part as the following (3.51), we can have system model 

co] (3.51) 
Ga(s) = 

s2 + -Jlco as + a>l 

The output of the rate limiter 5 is analyzed by describing function as 

P^ZR (3.52) 

Using the above actuator limit model, Ackermann and Bunte 1997 ana­
lyzed the uncertainty of the parameters v and ju , where v denotes the ve-
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locity of the vehicle and ju is the parameter used to normalized the vehicle 

mass m . 
Based on (3.33), the modified actuator transfer function is written as 

r(s) Mfiw + fof) (3-53) 
V r W ! 

Sf(s) e2v
2s2 +e]Juvs + (e0]ju

2 +e02juv2) 

where 

/o =c/cr(If+lr)> f\ =cfmlf, e0l = fo(lf+lr)> 
eoi =(cJr -cflf)m, ex =m(crlr+cflf)(!f + / r ) , e2 =m2lrlf 
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Fig.3.18 Stability boundaries as limit cycles, the black dot indicates the limit-
cycle-free operating point, from [101]. (© [1997] IEEE) 
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Fig.3.19 Stability boundaries as limit cycles, the black dot indicates the limit-
cycle-free operating point, from [101]. (© [1997] IEEE) 
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Fig.3.18 shows the result for such an actuator with the bandwidth 
(oa = 4x Hz. The gain condition boundary (dashed line style) intersects Q, 

i.e. not the entire operating range is limit-cycle-free. But if we increase the 
actuator bandwidth to coa = 6.3;r Hz, Fig.3.19 shows that this bandwidth 
suffices to get Q limit-cycle-free. 

However, in the steady state the feedback signal Sc should vanish, such 

that with sf = 6L the steering angle authority is fully transferred back to 

the driver. Thus, an additional fade integrator is introduced to the system 
in [101], whose transfer function is written as 

GF/(s) = 
s2 +3.S + 1 

(3.54) 

The actuator system is shown in Fig.3.20. With this implementation of 
the fading integrator the rate limiter never gets activated, see Fig.3.21. 
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Fig.3.20 The new system dynamic model, form [101]. (© [1997] IEEE) 
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Fig.3.21 The reshaped operating range, from [101]. (© [1997] IEEE) 

The results were formulated in terms of required actuator bandwidth that 
achieves robustness in the entire operating range. It turned out that the use 
of a fading integrator can reduce the required actuator bandwidth. Based 
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on similar ideas, a compensator with high order was investigated in [98] to 
achieve better performance. 

Some other approaches based on H^ theory can be found in [102]-
[114]. Most of them were mainly devoted to find an optimal compromise 
point between steering performance and wind disturbance rejection. Spe­
cially, the effect of time delay that exists in steering actuator system is 
studied in [115]-[116]. Constrained by the length, no detailed discussions 
are given here. 

2) Time Domain Linear Robust Steering Controllers 
Recently, time domain robust design technique was used in vehicle lat­

eral control too [117]-[119]. Although time domain robust design is intrin­
sically equivalent to frequency domain robust design, the obtained control­
lers differ in many aspects. A systematical discussion in this direction was 
presented in [120]. 

In general, the system (3.33) with disturbance we C"w, saturated control 
input and bounded state can be extended as 

x = Ax + Bu' + Ew (3.55) 

Zoo = C„x 

zu = u' = sat(Kx) 

where z^eC"*™ is the HM -performance output, Z] e C"21 is the z,, -
performance output, Zf4 eC"u is the auxiliary performance output for 
bounded control input. C^ and c, are rid performance measurement ma­
trices. 

Notice that in Ineq.(3.9) and (3.10), the safe ride requirement on y 

and Sf can be measured by choosing 

C,= 
0 0 0 1 0 
0 0 0 0 1 

a n d c = / (3*56) 

The actuator saturation limit on § can be hold by keeping 

\Kx, \Kx\<SmM (3.57) 
u' = sat(Kx) = < . . 

[sign(Kx)*Smax, \Kx\>Sm 

Thus, the multi-objective design is to find a feedback control to achieve 
the following three objectives. 
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Design Task 3.III 
1) guarantee the quadratic stability of system (9); 
2) minimize the norm of the transfer function matrix from vv to z^ 

so as to reject disturbance; 
3) keep bounded to satisfy the offset constraints. 

In [121], Abedor, Nagpal and Poolla used the star-norm approach pro­
posed in [122] to measure the actuator saturation. In [123]-[124], Nguyen 
and Jabbari further showed that the saturation limits could be explicitly 
taken into account by constraining the linear feedback within an ellipsoid 
reachable set determined by the upper bound of disturbance. This new 
method has the following main properties: controllers are designed so that 
actuators are used at or near capacities, and the guaranteed performance 
bound is a function of the actuator capacity. This method is similar to the 
//w loop shaping proposed in [98], since both of them tried to keep the 
linear feedback within saturation limits. However, L, -norm is more suit­
able than //^-norm to describe the point-wise- in-time bound of actuator 
saturation and peek offset. 

Extending the conclusions in [121]-[124], a mixed Lj H^ robust con­
troller is formulated as below 

fi: = Ax + Bu + Ew (3.58) 
Uoo =Ccax 
z, = Cxx 

[z'u -u = Kx 

The design objective is reformulated to find a control u-Kx to achieve 
the following four objectives 

Design Task 3.IV 
l)-3)sameas3.III.l)-I.3); 
4) keep bounded to guarantee the inputs to remain less than or equal 

to the saturation limits. 

Before entering the main part of this chapter, let's introduce two lemmas 
in which only one disturbance input is considered. 

Lemma 3.1 [121]: Consider system j * = A*x + ExG} with AX stable. If 

there exists a constant symmetry matrix Q > o, for some scalar a > 0 , 

such that 
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AxQx+QT
xAx+aQx ^oc~xExE

T
x < 0 (3.59) 

the reachable set is contained inside the ellipsoid [̂  ; %T Qx X ^ ^Lx}> anc* 

TaXKNI|CI^'C,|"2-
Lemma 3.2 [120]: Consider system (3.58) with zui = u{ for / = l,..., nu. 

Given some desired level of performance ^ > 0 and yu. > o associated 

with each input, a observer-based state feedback controller 

Jc = Ax + Bu + LC(y- Cx) (3-60) 

guarantees the quadratic stability of (3.55) with L2-gain yw from w to 
zw and bounded control input if there exist a symmetry constant matrix 
Q > 0 and a scalar A > 0 for some a > 0 such that the following LMIs are 
feasible 

\AQ + QAT -XBBT E QCl 

L C~Q o - / 
and 

\AQ+QAT + aQ-XBBT E 
[ ET - a 

together with 

(3.63) 

where B, is the ith column of the input matrix B , 

Moreover, the control input is in the ellipsoid %F = {x:xTQ~]x< w^ax}, 

or equivalently ||w.|| <yuiwmax . Here L is an appropriately chosen ob­

server matrix, whose design methods can be found in Section 3.4. 
Since the z,, -norm of w is defined to be the supremum over all time of 

the two-norm of w at each time instant, the multiple disturbance inputs 
case can then be considered by simply over bounding w in Lemma 2 with 
w < Jn~wmdlX • These lemmas lead to our main results naturally. • 

(3.61) 

<0 

<0 
(3.62) 

4g AS, 

wTi rl,, 
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Theorem 3.2. Consider system (3.58) with given some desired perform­
ance level y^ > o , yui > 0 and y{ . >0 associated with each input, the 

state feedback controller (3.60) guarantees the quadratic stability of (3.55) 
with L2 -gain yw from w to Zoo and bounded control input if there exist a 
symmetry constant matrix g > 0 and a scalar X > 0 for some a > 0 such 
that the LMIs (3.61)-(3.64) are feasible 

Q 2 C q > ( ) (3.64) 
\jQ rl J 

where c, . is the jth row of matrix c, . 

Moreover, it guarantees 

and 

together with 

x^V2r,,,wmax (3.66) 

M_=M_^, , " - <3-67> 
where W m a x = | P r e / L . 

Brief proof: LMI (3.61) is necessary and sufficient for the existence of a 
state feedback controller for system (3.58) which guarantees quadratic sta­
bility with 

+00 +00 

jzTzdt <yl jwTwdt 
0 0 

Inequalities in (3.62) and (3.63) are the necessary and sufficient condi­
tions for ||w II < Jn^yu .wmax • Similarly to the proof for Lemma 2, the suf­
ficiency of (3.64) for | z . | <J^~y] wmax can be directly obtained from 

(3.63) and Lemma 1. 
The controller given in (3.60) is the simplest controller that can be ob­

tained for system (3.55). Considering generic control feedback matrix will 
lead to a bilinear matrix inequality design problem that has not been thor­
oughly solved yet. 

Moreover, the system uncertainties are mainly caused by vehicle mass 
and tire-road-friction variation. The steering model with these two uncer-
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tainties can be taken as a linear parameter-varying plant, where the robust 
control techniques proposed in [125]-[126] can be applied here. • 

Considering system uncertainties, model (3.49) is rewritten as 

(x = A(0t)x + Bu + E(0t)w 

\z\, = u = Kx 

(3.68) 

where 0t is a time-varying vector of parameters ju(t) and \lm(t) such that 

It is apparent that each time-varying matrix in Eq.(24) locate in a certain 
matrix polytope, which is defined as the convex hull of a finite number of 
matrices with the same dimensions. For example, 

A(Ot)eCo{Ax,A2,...,A<}= 2 > ^ , / r , > 0 , | > , = 1 

where 

^(/^in^/^max)' '•" A = A (M max >* / "*mi„ ) 

(3.70) 

(3.71) 

Notice the convex property of matrix polytope, it leads to 
Theorem 3.3. Consider system (3.68) with given some desired perform­

ance level yw > 0 , yui > 0 and / , . > 0 associated with each input, the 

state feedback controller (3.60) guarantees the quadratic stability of (3.68) 
with L2 -gain yw from w to zw and bounded control input, if there exist a 
symmetry constant matrix Q > o and a scalar X > 0 for some a > 0 such 
that the following LMIs are all feasible 

(3.72) 

<0 

\AkQ + QAT
k-XBBT 

ET 

I CM 

~AkQ + QAT
k -XBBT 

ET 

^k 

C„Q 

Ek 

-rl 
0 

Ek 

-rl 
0 

QCl 
0 

- / 

QCl 
0 

-i 

(3.73) 

<0 

Moreover, the safety constraints (3.65)-(3.67) still holds. 
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Brief proof: Notice that 

~A(0,)Q + QAT(0,)-ABBT E(0,) QCr„ 

ET(6,) -rl 0 
C„g 0 - / 

\AkQ + QAT
k-XBBT Ek QCl 

= !>*(') ET
k -yl 0 

""' C„Q 0 - / 
<0 

and 

A(0,)Q + QAT(0,) + aQ-XBBT E(0,)~ 
ET{0,) -a _ 

AkQ + QAT
k +aQ-XBBT Ek 

El -a 

The collusion follows Theorem 1 directly. • 

<0 

To demonstrate the feasibility of the proposed controller, simulation 
tests were carried out in [120]. Suppose the vehicle is front steering and 
only the front vision sensor is applied. By solving Design Task I, the feed­
back matrix is obtained by choosing y l = 0.4 , yu = 0.2 as 

AT = [-1.2797 -0.5277 -1.4316 -1.3468 f 

Calculation shows that the maximum displacement can be kept less than 
± 0.15m and the control input is kept within ±0.3rad . A typical simula­
tion example is shown below, where Fig.3.22 shows wind disturbance, 
road curvature variation and control feedback, respectively; and Fig.3.23 
displays the variation of p , r, y/ and y , respectively. Here v=15m/s. 

Different from [120], Mobus and Zomotor considered the actuator satu­
ration as a multi-parametric Hm Quadratic Program with linear constraints 
in [127]. Using the iterative solving methods proposed in [128]-[129], they 
obtained an optimal switch controller. There were also some other ap­
proaches using //w design techniques. For instance, nonlinear H^ control­
ler were proposed in [130]. However, they are neglected here, since to ex­
amine such approaches requires too much preliminary discussions. 
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Fig.3.22 Wind disturbance, road curvature profile and control used in Fig.3.23 be­
low, from [120]. (© [2005] IEEE) 
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Fig.3.23 System state output under disturbances, from [120]. (© [2005] IEEE) 

3.5.3 Sliding Mode Steering Controllers 

Sliding mode steering controller is another frequently used approach in 
vehicle lateral motion control. Generally speaking, the basic idea of sliding 
mode control is to restrict the state space trajectories of the dynamic sys­
tem to a manifold called "sliding manifold" which is usually denoted by 
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S = 0. This is achieved by directing the system trajectories towards this 
manifold "from both sides". In [92], the sliding manifold was chosen as 

S = cAr + Ar (3.74) 

where c > 0 is a constant gain that determines system behavior once the 
motion of system (3.74) has been restricted to the neighborhood of the 
manifold S = 0. 

The structure of the proposed controller was shown in Fig.3.24, in 
which the system ideal feedback control strategy is written as 

where K > 0 determines the desired rate of decay of y . 
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Fig.3.24 Diagram of a typical sliding mode steering controller [92]. (© [1995] 
IEEE) 
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Notice both the states j3 and y/ are unknown, the following observer 
(3.76)- (3.77) was introduced for estimating these two state variables 

} = q + lsr + lxy, /, > 0 (3.76) 

and 

^ = / 2 y , / 2 > 0 (3.77) 

Thus the actual feedback control was obtained as 

= ~[q + Ky] (3.78) 

and the feedback control was chosen as 

uf = -MMsign (S) (3.79) 

where Mu is the available steering angle rate. 

To further improve passenger comfort, it was proved to be advantageous 
to replace linear term Ky in (3.75) by a saturation function 

q + X 1 

V y +s 

(3.80) 
A>0, e>0 v ' 

and the feedback control can be substituted by a continuous approxima­
tion as 

14 S ( 3 ' 8 1 ) 

V^2+0.0001 

Comparing to the above linear controllers, it was proven in [92] that this 
sliding mode controller yields smaller deviations from the guideline and it 
has a more oscillatory behavior that shows up particularly in the lateral ac­
celeration and in the steering angle rate, but not in the derivations from the 
guideline. Regarding settling times, there are no significant differences be­
tween the two controllers. 

There were several other sliding mode steering controllers which chose 
different sliding manifold [131]-[135]. [131] studied the lateral and longi­
tudinal control of vehicle using a PID typed sliding surfaces, whose stabil­
ity was proven using Lyapunov theory. In [132], a velocity related sliding 
mode controller was proposed to deal the input couple problem. Another 
special sliding mode integral action controller and the corresponding slid­
ing mode observer are used to enhance vehicle stability in a split-// ma­
neuver in [51]. In [133], it was shown that the sliding mode controller can 
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also be used to deal with the nonlinear front steering model considering 
track force control. Moreover, sliding mode steering controller is also an 
important approach in tractor-trailer vehicles lateral motion control [134]. 

3.5.3 Adaptive Steering Controllers 

Because of its capability of handling model uncertainty and parameter 
variation, adaptive steering controllers achieve continuous interest in the 
last twenty years. Generally, there are two different methods: model con­
centrated approaches [136]-[141] and non-model concentrated approaches 
[142]-[145]. 

In [115], Brennan and Alleyne proposed a steering controller based on 
model reference control (MRC) with a modification based on rejection of 
known disturbance dynamics. Model reference control was initialed by As-
trom and Wittenmark in 1997 [137]. This method was shown in [136] to 
be effective for steering control systems consist of dynamic uncertainty 
and disturbance. In [138], a special adaptive observer was proposed to deal 
with system parameters variations. In [118], an adaptive rule was proposed 
to make the controller flexible with velocity change. However, how to 
keep the balance between steering control precision and cost of implemen­
tation facility still needs to further discussion. 

In [142]-[144], the concepts of Selected Adaptive Critic (AC) and Dual 
Heuristic Programming (DHP) were used to design steering controller. Se­
lected adaptive critic methods are known to be capable of designing (ap­
proximately) optimal control policies for non-linear plants (in the sense of 
approximating Bellman Dynamic Programming). The present research fo­
cuses on an AC method known as dual heuristic programming. There were 
lots of issues related to the pragmatics of successfully applying the AC 
methods. 

In [142], a straight forward utility function to meet these requirements 
would take the following form: 

sr = ~^L - ̂ L - CvL - mL, (3-82) 
where A , B , C and D were determined from programming to indicate 
the human designer's judgment about the relative importance of each term, 
according to desired plant response characteristics (e.g., the derivative 
terms encourage more "damped" responses). In [79], it was further shown 
that DHP can be employed to optimize fuzzy steering controllers. In [146], 
reinforcement learning method was used to supervise vehicle lateral mo­
tion controller. 
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3.5.4 Fuzzy Steering Controllers 

Fuzzy set theory and Fuzzy inference was first presented by Zadeh in 
1965. Recently, some new approaches take advantage of Fuzzy inference 
to avoid addressing complex vehicle dynamics. Moreover, these ap­
proaches were proven to able to incorporate and utilize human steering 
skills to improve the automatic driving performance [147]-[157]. 

For example, a direct Fuzzy control strategy was proposed by Brown 
and Hung 1994 for the above 4WS car model in [148]. The corresponding 
Fuzzy control rule is something as 

"IF 
YawRateError is NegativeLarge AND 
FrontSlip is NegativeLarge 

THEN 
CommandFrontSteeringAngke is PositiveLarge" 

1.0. 
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Fig.3.25 Yaw rate Fuzzy membership function, from [148]. (© [1994] IEEE) 
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Fig.3.26 Front and rear slip ratio's Fuzzy membership function, from [148], 
[1994] IEEE) 
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The front steering command and the rear steering command were de­
signed to cooperate appropriately to avoid skipping. For example in [77], a 
direct Fuzzy control strategy was proposed by Brown and Hung. The pro­
posed corresponding The complete Fuzzy control rules were shown in 
Fig.3.27. 
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Fig.3.27 Rule table for front steering compensation and rear steering compensa­
tion, from [148]. (© [1994] IEEE) 

From the rule table, we can see that the front steering command and the 
rear steering command were designed to cooperate appropriately in order 
to avoid skipping. Brown and Hung also claimed in [148] that the 4WS car 
using this Fuzzy controller was quite robust to wind and road perturba­
tions. 

There were several other directly fuzzy controllers reported in [150]-
[154]. For instance, Cai, Rad and Chan et. al 2003 proposed two robust 
fuzzy PD steering controllers for those 2Ws car that equips both front and 
rear sensors. The input of the first controller is the average of y and yr, 

and the input of the other fuzzy controller is the difference of y and yr. 

The first controller is used to keep the center of vehicle following the de­
sired path, and the second controller to make the angle between centerline 
of vehicle and path tangent to zero. It was reported that the Fuzzy PD con­
troller exhibit significant robustness than conventional PD controller, es­
pecially when it was optimized by GA. But it should be remarked that, in 
spite of the well functioning of these fuzzy controllers, they were still heu-
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ristic controllers. Since no stability proof had was presented, and then they 
were less reliable. 

In some recent literals, the proposed fuzzy controllers were constructed 
as follows. First, an optimal steering controller was constructed for each 
local model, which indeed constructed a part of the fuzzy model. Then, lo­
cal controllers were combined using fuzzy rules to form a fuzzy logic con­
troller. Therefore, the performance of the fuzzy controller can be analyzed 
using linear matrix inequalities (LMI) or algebra Riccati equation (ARE). 

In [155]-[157], these methods were shown to be effective by both theo­
retical analysis and simulations. In [157], the fuzzy describing function 
analysis and traditional frequency domain method are applied to determine 
the stability condition when steering system has perturbation or adjustable 
parameters. And the stable boundary of the fuzzy controller can be finally 
determined with the obtained operating range similar to what had been 
discussed in report [92]. 

0 10 20 30 40 50 60 70 80 
v (m/sec) 

Fig.3.28 The designed operating range Q for // [157]. (© [2005] IEEE) 

There were some other special nonlinear steering controllers, i.e. in 
[158]-[161]. For example, preview control method was used in [158] to 
build steering controller. However, most such kind of approaches did not 
consider robustness and actuator saturation. 

In [162], a simple proportional controller was compared with //w robust 
controllers, fuzzy controller and adaptive controller. This proportional 
feedback was found to yield the largest offset with respect to other control-
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ler, although it was only slightly affected by the wind force. On the other 
hand, the self-tuning regulator presents the smallest errors. The responses 
of //w and fuzzy controllers are comparable in most tests regarding to self-
tuning regulator. Although these conclusions were made for special con­
trollers, they were widely expected to be true in general situations. 

3.6 Summary 

The recent trends of research on development of vehicle steering control 
are reviewed in this chapter. The focus was on vehicle controller design 
techniques. Advances in steer-by-wire, vehicle dynamic modeling and ob­
server design were also briefly investigated since they are tightly related to 
our main topic. 

However, some important contents leave unmentioned in this chapter 
due to length limits and their premature. For instance, 

(1) the relationship between vehicle longitudinal and lateral motion 
will be further analyzed in Chapter 4 and Chapter 6; Especially how to 
guarantee ride safety when both steering and braking occurs is an impor­
tant problem that will be carefully studied; 

(2) the effect of steering sensor installment and measurement error 
needs further discussions [163]; 

(3) moreover, fault tolerant steering control device/algorithm and fault 
detection algorithms are archiving increasing considerations recently 
[164]-[176]. With rapidly increasing demands on driving safety, a boom in 
this research field is expected in the near future; 

(4) Although great efforts had been put in steer-by-wire research, how 
to make intelligent steering controller cooperate appropriately with driver 
command still remains as a difficult problem to be fully conquered. Some 
previous works [177]-[192] revealed that this problem is quite complex, in 
which both drivers' characteristics, feelings, habits and driving status 
should be further analyzed. 

For example, as pointed out in [186], guidance information is significant 
to vehicle steering, when the available information to the driver is re­
stricted by the external situations. An example situation is the snowplow 
operation under white-out condition, in which it is extremely difficult for 
the driver to safely operate the vehicle. In such situations, a supplemental 
human-machine interface (HMI) that displays guidance information to as­
sist the driver for safe vehicle handling may become an important tool to. 
However, how to appropriately notify driver about the desired steer action 
and the actual steer action needs to be solved. In [192], an attempt was 
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presented as follows: the blue curves display the road boundaries on the 
screen. The green arrow in the right top corner indicates the optimal front 
steering angle, while the red arrow shows the actual front steering angle. 
Thus, the driver will try to adapt the right steering policy by making the 
red arrow overlap the green arrow. It is quite straightforward and drivers 
can easily get accustomed with it. 
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Advanced Vehicle Longitudinal Motion Control 

4.1 Introduction 

Generally, a vehicle's longitudinal dynamics is mainly determined by its 
internal kinematical components: 

(1) engine, which is the source of power and convert chemical energy 
of the fuel to kinetic energy of a flywheel; 

(2) driveline/transmission, which carries power from the engine to the 
wheels; 

(3) The braking system, which can slow down or stop the car. 
Engine is the power source of a vehicle. Almost all the ground vehicles 

use internal combustion engines, which converts the fuel into motion. 
However, great efforts had been put into the searching process for their al­
ternatives, due to the severe energy crisis that every country needs to face 
now. 

Sometimes, the term powertrain only refers to the combination of en­
gine and transmission. However, in many other literals, powertrain con­
sists of all the kinematical components of a vehicle's longitudinal drive 
system, which includes engine, transmission, differential(s), hubs, any in­
terconnecting or separate shafts and clutch, etc., see Fig.4.1, Fig.4.2. Usu­
ally, drivetrain has the same meaning of powertrain in most situations. 

In most literals, a transmission subsystem simply refers to the gear sets 
and/or hydraulic system that transmit mechanical power from the engine to 
some form of propeller shaft. Usually, gears in the transmission alter 
torque and speed of power and pass it onto the propeller shaft. A transmis­
sion subsystem needs to be carefully designed to generate sufficient 
torque; because the engine provides its highest torque outputs approxi­
mately in the middle of its range, while often the greatest torque is re­
quired when the vehicle is moving from rest or traveling slowly. 

Driveline indicates everything in the powertrain, let alone the engine 
and the transmission subsystems. Modern driveline often provides a five 
and six speed transmission conversion specialist. How to further improve 
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power transmission efficiency and torque adjustment performance is still 
under intensive research. 

Wheel (_ __ ] ) 

Clutch 
Drive Shaft -

Final Drive 

Transmission 
( ^ 

Fig.4.1 Bird-view diagram of a rear-driven vehicular powertrain. 

Roll stopper 

Transmission mounting Engine mounting 

Fig.4.2 Front-view diagram of a rear-driven vehicular powertrain, from [2]. 

The braking subsystem is another essential component to a vehicle. It is 
well known that to stop a car quickly on slippery road surface is challeng­
ing for conventional braking subsystems. Thus, most nowadays vehicles 
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are equipped with Anti-lock Braking Systems (ABS). The fundamental 
theory behind ABS is that a skidding wheel (where the tire contact patch is 
sliding relative to the road) has less traction than a non-skidding wheel. So 
the anti-lock braking system needs to know when a wheel is about to lock 
up and apply appropriate control strategy to avoid it. This naturally leads 
to great developments of related sensory and actuator design. 

Besides, vehicle aerodynamics also heavily affects a vehicle's longitu­
dinal dynamics, especially when its navigation speed is high. Thus, a brief 
discussion is given in this Chapter to show the research trend of vehicle 
shape design. 

Upon the developments of vehicle internal kinematical components, ve­
hicle external longitudinal driving behavior attracts great attentions in the 
last three decades. The objective of vehicle longitudinal motion control is 
to keep proper navigation speed and spacing from the leading vehicle. Par­
ticularly, it is expected that intelligent or adaptive cruise controllers (ICC 
or ACC) using sensing devices such as radar can be used to determine and 
maintain safe headway/gap among vehicles at given velocities and vehicle 
conditions (brake, throttle, vehicle wind drag, tire traction, vehicle 
weight/weight distribution) while maximizing road capacity and driving 
efficiency. Moreover, ICC or ACC are required to minimize the switching 
between acceleration and brake to obtain a smooth and fuel efficient ride. 
Since the emphasis is given to the longitudinal motion control strategy, it 
is assumed that all the driving information needed can be correctly meas­
ured in the rest of this Chapter unless intentionally pointed out. 

4.2 Advanced Vehicle Powertrain Control 

4.2.1 Advanced Engine Control 

Under growing performance requirements for today's vehicles, sophisti­
cated sensory and control schemes were proposed to regulate the engine's 
operations. Now, controlling the working condition of engine becomes a 
processor-intensive job, which is based on additional electric devices in­
stalled in the engine including engine control unit (ECU), various sensors 
[3] and actuators [4]. 

Since different automotive company use varied engines, there were 
countless apparently different engine models had been proposed in the lit­
erature. It is thus difficult to choose a general formulation which is fitful to 
a particular design task [5]-[17]. 
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Generally, engine designers need to consider several interlaced prob­
lems: fuel burning efficiency, energy transfer performance, output torque 
equilibrium and calibration, engine crankshaft rotational kinetics. For ex­
ample, a practical full-scale mathematical model for advanced SI engine 
control systems design can be formulated to count the following six parts: 

(1) Dynamics of the fuel inj ector; 
(2) Dynamics of intake manifold which include airflow and fuel flow 

dynamics; 
(3) Torque generation during combustion; 
(4) Engine crankshaft rotational kinetics; 
(5) Process delay; 
(6) Dynamics of the Universal Exhaust Gas Oxygen sensor (UEGO). 

Apparently, it is impossible to discuss some many problems in this 
Chapter; therefore only two interesting special problems: engine air/fuel 
ratio control and driveline vibration control, are studied as follows, since to 
discuss them does not require complex preliminary introductions. 

1) Engine Air/Fuel Ratio Control 
The past 20 years have revealed all the limits of the spark-ignition en­

gine system in terms of pollution and fuel consumption. Therefore exten­
sive research has been carried out to reduce waste gas emissions and im­
prove fuel efficiency [18]-[27]. 

The catalytic converter is one of the most important parts of a car's ex­
haust system to reduce emissions. Typical characteristics of a catalytic 
converter are shown in Fig.4.3. It is clear that there is only a very narrow 
range of air-fuel ratios (A/F) around stoichiometry over which simultane­
ously high conversion efficiencies can be attained for the three main emis­
sion constituents HC , CO and NOx< 

Under normal conditions the stoichiometric ratio for gasoline is 

^ = ( ^ / F ) , = ^ ^ = 1 4 . 6 6 ( 4 , 1 ) 

where ma th, mf th are the ideal theoretical air and fuel mass respectively. 

However, it is found that deviations of 1% A/F from the value Av, cause 

the conversion efficiency to drastically decrease for at least one of the 
emission components. 

Define the equivalent air-fuel ratio (AFR) as X = Xax I Xs(, where Xax is 

the actual air-fuel ratio. Based on Fig.4.3, it leads to 
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(1) Lean operation (A > 1): Less fuel is injected than needed for ideal 
combustion. This results in high emissions of NO x', 

(2) Rich operation (A < 1): More fuel is injected than needed for sto-
chiometric combustion. This results in high emissions of hydrocarbon HC 
and in a decreasing fuel economy. 

^- "" 
NOx 

-

-

. HC y'j 

CO 

. - ' 

/ 

^ - ~ 

/} 
r / 

7, 
/' 

\ 
\ 
\ 
\ 
\ 

\ 
\ 

-

-
-
-

•j 

^ 1 
\ 1 

100 

90 

80 

a?7 0 

| 60 

.1 
I 5 0 

40 

30 

20 

10 

f4,3 14.4 14.5 14.6 14.7 14.8 14.9 15 
AF 

Fig.4.3 Efficiency of a catalytic converter as a function of AF, from [27]. (© 
[2003] IEEE) 

Obviously, to minimization of emissions in automotive fuel-injection 
engines requires the design of accurate control systems to keep the A/F at 
the optimal stoichiometric value (A I F)s or keep AFR at 1. 

In many Engine Management Systems (EMS) designs, the Fuel Pulse 
Width (FPW) of the fuel injector is read from simple look-up tables as a 
function of current engine conditions to match the air flow commanded by 
the driver. Classic feedback controllers for A/F also provide a simple con­
trol action, which using information coming from the universal exhaust 
gases oxygen sensor (UEGO) installed on the exhaust pipes as feedback 
signal to correct the fuel amount injected into intake manifold to match the 
air flow commanded by the driver. However, the duration of the process 
delay renders these simple approaches for effective AFR control. Thus, 
more sophisticated predictive control strategy is required based upon a 
model of the engine process. 

Various model based AFR control approaches are proposed in the past 
two decades. Fig.4.4 shows the AFR related system dynamics. The key 
system inputs are: Throttle angle 6 and Fuel injection rate via FPW. And 
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the first input is considered a disturbance while the second is the manipu­
lated variable of the control system. 

The engine states of concern are: Intake manifold pressure pm, In-

Cylinder AFR ^ _ _L . m™ , Engine speed N , and UEGO sensor output 

Xs, in which only the last is measured. 

One important AFR control approach is time-domain sliding mode AFR 
control method. Sliding mode control is a technique to achieve perfect ro­
bust performance with magnitude limited uncertainty that is in the range 
space of the control derivative of the plant by using state feedback and 
high-gain actuation. The method is appropriate for SI engine control appli­
cations due to its uncertain and nonlinear nature [11]. 

For example, Pieper and Mehrotra incorporated a sliding mode control 
based on a linearized engine model in [26]. The controller calculates the 
fuel to be injected so that the fuel entering the cylinder will match the air 
inducted into the cylinder, taking into account the process delays. 

Considering the relative dynamic elements above, Pieper and Mehrotra 
gave the combined linearized state space model as 

X = AX +Bu + Be0 (4.2) 

where X = [mai,mao,Pm,mff,mfo,N,Ac]
T and u = mfi. 0 is the throttle an­

gle commanded by the driver which is taken as a measurable disturbance. 
Define {mfi)s is the stochiometric input or the theoretical amount fuel 

flow rate calculated as 

(mf()s=^=AsX + Bse0
 ( 4 ' 3 ) 

then the true fuel injection rate can be written as 

™fi =(™fi)s + (™fi)c (4.4) 

where (mfi)c is the difference between the actual fuel injection rate and 

the stoichiometric due to load disturbances and throttle commands. 
By Substituting Eq.(4.2)-(4.3) to Eq.(4.1), the system with the new con­

trol input uc = (mfl)c should be written as 

X = A}X + Buc +BW0 (4.5) 

where Al = A + B • As and Bw=Be+B- Bsd . 
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Fig.4.4 AFR related engine dynamics, from [24]. 

Construct a high pass filter as 

(4.6) 
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It is clear that 

lim—q = lim((w fl)c - q) = 0 
/ - 4 m /r /—*rr> -* 

(4.7) 

and choose^, =1000 for practical purposes yields 

(mfl)c *q = Tq '{{mfi)c-q) 

Define % = 

Z = 
"4 -

0 

"~x~ , the system become 

r Z + wc + 
5 1 ^ 

0 0 = ANZ + BNuc + AN0 

(4.8) 

(4.9) 

For the only state that is measured is the air fuel equivalence ratio com­
ing from the UEGO as 

y = CZ (4.10) 

where C = [0 0 0 0 0 0 1 Of. 
Therefore a state estimator 

Z = ANZ + BNuc + L[y(/) - Cz] (4.11) 

is proposed to eliminate the cost of sensors, where Z is the estimated 
state vector and L is a feedback gain computed using a Kalman filter. 

According to [28], for the revised model (4.11), control feedback should 
be 

uc=-(CslBNy\CslANZ + Ksgn(CslZ)) (4.12) 

will achieve a sliding mode behavior in that the hyperplane 
Ssl = CslZ = 0 will be induced provided 

K > \B£\ (4.13) 

where c , e RM and \B,6\ is the maximal magnitude disturbance. 
sl I ' I max 

The first order filtering and linear quadratic optimal methods are used to 
design Csl so that sliding surface Ssl = CslZ = 0 has the suitable dynamics 
to keep mf near mao I Xst in [26]. 

There were also some other approaches, i.e. the neural network based 
one proposed in [27]. Fig.4.5 demonstrates the validation results over ex­
periments. By providing an irregular input for 0, it can be seen that under 
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different engine speeds, the neural controller provides better performance 
than conventional TFC controllers proposed in [29] and [30]. 

Fig.4.5 Controlled AFR when: (left) N=1000rpm (right) N=4000rpm. Continuous 
line: results of neural controller, dashed line: results of TFC controller, from [27]. 
(© [2003] IEEE) 

2) Engine Idle Speed Control 
Idle speed control (ISC) is another important operating mode for auto­

motive engines [31]-[33], This is because vehicles consume about 30 per­
cent of their fuel in city driving and it is expected that with increased traf­
fic loads, this percentage will further increase in the future. It is well-
known that the engine idle speed should be as low as possible for im­
proved fuel economy, since the fuel consumed while idling makes no con­
tribution to work done by the engine. But, these low idle speeds often 
cause not only unpleasant vibrations of the vehicle under rapid external 
torque load changes but also deterioration of accessory performance and 
engine combustion quality. In the worst case, this would cause the engine 
to stall. 

Thus the primary goal of the ISC is to remain a desired engine speed de­
spite of both the system nonlinearities or uncertainties and external torque 
disturbances due to the following reasons: air conditioning, power steering, 
alternator torque, and engagement of automatic transmission. This desired 
engine speed NO is determined on the basis of operating conditions, mini­
mum energy dissipation, etc. 

For Idle speed control, the related engine dynamics include: Intake 
manifold dynamics, Torque generation, and Engine crankshaft rotational 
kinetics. The key system inputs are: Throttle angle 6 and Spark advance 
5 . The engine states of concern are: Intake manifold pressure p , Engine 
speed N , and Engine torque T = Tind . 
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There has been a significant amount of published materials that focus on 
idle speed control, which include the combined LQR idle speed control 
method proposed by Livshiz et. al [32], the sliding mode controller with a 
high gain observer by Bhatti et. al [33]. Besides, neural networks and 
fuzzy logic have also been proved as efficient methods to solve nonlinear-
ity and uncertainty problems involved in engine dynamics. For instance, a 
attempt engine idle controller was proposed by Vachtsevanos et. al in [22], 
whose control loop is shown in Fig.4.6. 

The engine model is formulated in the following form 

X = F(X,U) (4.14) 

where the state vector X e R2, and the control vector U e R2 are defined 
as 

xl 
= > U = 

_ W 2 . 

= 
~e~ 
8 

In Fig.4.6, the nominal (equilibrium) operating point xo = [P0,N0]
T is 

determined on the basis of operating conditions, minimum energy dissipa­
tion, etc., for example po = 34.25kPa , N0 =750r/min . The speed and 
pressure errors e = [e ^e^ f are then denoted as eP=P0-P and 

eN =N0-N • 

Most fuzzy control routines have relied upon heuristic information 
(based on operators' experience) to design the knowledge base. But the 
lack of formalism, in the control-theoretic sense, has limited severely the 
introduction of such conventional performance metrics as stability, robust­
ness, and optimality, especially when the control problem is viewed as an 
expert solution paradigm for a mechanical system. So, a data-based 
method of automatic rule generation is introduced. The above engine 
model is used to generate required datasets. To infer the discrete fuzzy 
rules from the simulations, firstly, the description of engine performances 
should be quantized. A finite set of representative center points in the state 
space is chosen to anticipate the trajectories from one subspace to another 
when applying a certain control inputs. Each state variable or control vari­
able ranges a permissible set of permissible values. The engine speed N, 
for example, can take values in [350, 1150] r/min. Now each interval asso­
ciated with a variable is then divided into smaller subintervals. The num­
ber of the subintervals for each state variable is chosen based on: a) the 
specified ranges of each variable and the requirement of accuracy and 
resolution; b) the number of rules that are considered manageable in the 
sense of minimizing the search time and reducing computation complexity. 
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Fig.4.6 Scheme of fuzzy idle speed control, from [22]. (© [1993] IEEE) 

Here, cell Lmn is defined as the finite region in the state space which is 

the m th and n th subintervals of the xx and x2 respectively. Intervals of 

control variables are quantized into Nu , Nu equal subintervals, for «,, 

u2 respectively, and to derive (NU +1) intermediate values for U], and 

(N +1) intermediate values for u2. This scheme results in a set s] of in­

termediate values 0]9 ..., 0N for the control variable ul and another set 

S2 of values d\ , ..., 5Nu for u2. 

Furthermore, to associate these discrete regions with the fuzzy law, the 
borders of the cells or subintervals are carefully fuzzifled and the fuzzy 
rules are set as the following form: 

lf(P is pm)md(N is Nn)TUEN(0 is 0.)md(S is 5j) 

which is correspondent to 
If States P and N are in cell Lmn, THEN Control 0 and 8 are in u.. 

To find the "best " control at each cell in the state space, two steps are 
taken below. Firstly is to gather the data reflecting the control effects on 
engine states. The idea now is the following: for each cell-group, consider 
the center point. This point is the initial state for the simulation. Apply to 
the system the constant input (0., § ), for all (/, j) in the set s = SxxS2, 

and perform a simulation run until system enters into another cell in the 
state space, we perform ( NU +\)(NU +1) simulations, which result in 

(Nu +1)(NU +1) transitional relations of the type 

(#,,£,): Lu -» L12, , (0, ,5N YLXN x - > L2>N +1 

(0N ,8,)\L -> Lh + 1,2 » ' ^ N«\ Hu2 ''^NU2+\,N^+\ ~> ^Nul,Nul+\ 
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The time required for the transition is stored, as well as the energy UTU 
of the control law and the Euclidean distance of the state from the equilib­
rium point, at the end of each simulation. After all pairs of control values 
in S have been used, continue with the next cell. Repeat until all cells in 
the state space have been simulated. 

At the end of this phase, the following information is stored: if the sys­
tem starts at cell i and the constant control values Q., s. are applied, 

then the system will enter cell Lkl in some time costing an amount of en­
ergy and being at some distance from the equilibrium. This is done for all 
cells and for all control values in S. 

The next step is to search this data file and come up with the following 
results: if the system starts in cell Lmn, then in order to drive it eventually 

to the equilibrium point, the "best" control to be applied is [#,.,<?.], and 

such a rule has to be derived for all cells in the state space. "Best" can be 
in the sense of minimum time or minimum energy or minimum error (dis­
tance from the equilibrium). The general form of the cost of each transition 
is given as 

J = [a(eTe) + j3(uTu) + r]t (4.16) 

where a , j3 and r are binary coefficients for selecting a criterion as 
squared error, energy or time, respectively. 

More precisely, the search procedure is stated by Vachtsevanos et. al as: 
Stepl: Enter the node corresponding to the equilibrium cell into the 

main list. 
Step2: Expand the last node entered into the main list, i.e., find all arcs 

that end up in the node that was entered last into the main list. Then enter 
the starting node of each one of these arcs provided that it is not already in 
the main list, into the non-basic list. If a node is already in the non-basic 
list, then there already exists a path from this node to the equilibrium node. 
If the new path has less total cost (from this node to the equilibrium node) 
than the existing one, then update the total cost associated with that node. 

Step3: If the non-basic list is not empty, then find the node in the non 
basic list with the smallest cost, enter it into the main list, and remove it 
from the non-basic list, else stop. 

Step4: Go to Step 2. 
At the end, the graph is a tree and there exists unique path from every 

node to the equilibrium node and each is associated with a certain control 
values. The information suggests the following strategy: if the system 
starts in cell L , apply the control corresponding to the first arc of the 
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path connecting Lim with the equilibrium cell, until the system enters an­

other cell. 
Once the search procedure generates the optimal tree, every single tran­

sition that is part of this tree, will become a rule in the fuzzy controller. It 
is obvious that using different cost function as searching criteria will lead 
different fuzzy rule base and eventually different control performance. In 
[22], Vachtsevanos et. al compared the phase trajectories for minimum 
time, minimum energy and minimum squared error control for an instance. 

4.2.2 Advanced Vehicle Transmission Control 

Besides the engine, transmission subsystem is also an important compo­
nent in the powertrain systems. Every engine has a so called red-line - a 
maximum rpm value and narrow rpm ranges where horsepower and torque 
are at their maximum; see Fig.4.7. Transmission's primary job is to allow 
the engine to operate in its narrow range of speeds while providing a wide 
range of output speeds by shifting the gear ratios between the engine and 
the drive wheels [34]-[43], 
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Fig.4,7 Typical horsepower curve for an engine. 

Modern passenger cars usually have four or five gear sets. Fig.4.8 shows 
the engine speed-torque characteristics after the transmission, where each 
line represents the engine-speed-torque curve at each gear ratio. The 
transmission allows a vehicle to be able to run at any speed even though 
the engine operating region is small. A recapitulative shift rule is that at 
low vehicle speed or high acceleration the transmission is placed at lower 
gear and on the other hand, at high vehicle speed or low acceleration the 
transmission is placed at higher gear. Besides vehicle speed and throttle 
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input, many other factors especially driving conditions and driving style 
may greatly influence the proper gear shifting. 
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Fig.4.8 Engine speed-torque characteristics after the transmission, from [56]. (© 
[2004] IEEE) 

To further reduce fuel consumption, related research is now extended 
from independent engine control into the cooperative control of an engine 
and the so called continuously variable transmission (CVT). The applica­
tion of dynamic fuel consumption characteristics enables the optimization 
of fuel consumption in the transient condition as well as in the static condi­
tion [44]-[59]. 

On the other hand, as pointed out in [55], "a vehicle's driveability can 
be improved at the expense of increased fuel consumption by increasing 
the power reserve, i.e., by generating the required engine power in high­
speed low-torque operating points (far) below the E-line. The driveability 
can also be improved by incorporating a second power source in the pow-
ertrain. Modern hybrid electric vehicles combine a combustion engine with 
a powerful electric motor and a moderate capacity battery. Unlike purely 
electric vehicles with their inherent drawbacks of large weight, small driv­
ing range and large recharging time, the hybrid electric vehicle is a very at­
tractive concept." Fig.4.9 shows the diagram of engine map that contains 
some curves of constant fuel mass flow per unit engine power [brake spe­
cific fuel consumption (bsfc)] and the E-line [the set of stationary operat­
ing points the delivered power is generated with minimum bsfc]. 



4.2 Advanced Vehicle Powertrain Control 149 

High fue 
A economy 

o -=> 

|2 
bsfc curve 
[g/kWh] 

--.--

Low fuel 
economy 

Iso-power curve 

Engine Speed coc 

Fig.4.9 Typical engine map, from [57]. (© [2004] IEEE) 

The implementation of a CVT requires harmonious control of engine 
control unit (ECU) and transmission control unit (TCU) under various 
driving conditions: i.e. to maintain engine speed while changing the pul­
leys' radio to achieve torque multiplication with acceptable efficiency; or 
to allow the engine vary within a specified speed range and simultaneously 
adjust the engine throttle and CVT gear ratio to adjust output torque/speed. 
To clearly discuss how a CVT works needs to a dedicate book. Besides, 
different engines and transmission systems requires specific control strate­
gies. Therefore, no detailed discussions on nonlinear CVT control strategy 
are provided here. 

Another interesting problem that is relatively easy to understand and 
solve is transmission vibration control. It is widely found that vehicles 
equipped with continuously variable transmission (CVT) usually have 
relatively low resonance frequencies and thus are prone to generate annoy­
ing vibrations [2], [60]-[63]. In [63], various sources that can generate vi­
brations were listed as follows: 

(1) rapid engine torque change; 
(2) capacity characteristics of torque converter, Fig.4.10. The charac­

teristics of torque converters can lead to self-induced vibration; 
(3) inappropriate engine speed and/or CVT gear ratio control; 
(4) unavoidable gear shift. 
One way to solve the problem is apply optimal mounting method, i.e. 

[64]. More approaches applied vibration-suppressing controls [63]: 
(1) canceling out vibration by generating anti-phase force; 
(2) compensating filters with throttle control; 
(3) apply appropriate engine speed and CVT control; 
(4) apply damped engine torque control. 
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Fig.4.10 Self-induced vibration immediately after start-off, from [63]. 

For instance, a close-loop H^ based active damping system was pro­
posed for vehicle oscillation suppressing as shown in Fig.4.11. The only 
measured signal is the engine speed com • The controller modifies the 

torque required by the driver in order to limit the rise of oscillations. In 
other words, the damping ratio £ of the vibration transfer path Gacc (s) is 

modified by the feedback action. 

Simplified model of the 
powertrain 

Prefilter Kff(s) \~^C^)-

dF 

Fig.4.11 Self-induced vibration immediately after start-off, from [62]. (© [2003] 
IEEE) 

More precisely, the feedback control is chosen as active when the input 
torque roul ut is modified by more than 10% by the corrective torque AT . 

This method had been validated with real experiments on a French car 406 
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of PSA Peugeot-Citroen. Fig.4.12 depicts the simulation result of the vehi­
cle acceleration during transients with and without the controller. It is clear 
that the first oscillation is weaken by using the active compensator when 
the H^ filtering weight functions were carefully selected. 

— - • Nominal condfons 
3 % road slope 
200 kg load vehicle 
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Time (s.) 

Fig.4.12 Step response of the vehicle acceleration, from [62]. (© [2003] IEEE) 

4.3 Vehicle Aerodynamics 

Body shape is the main factor imposing on the vehicle aerodynamics. Al­
though not being tightly related to our discussion on the controller design 
and decision algorithms within this book, vehicle aerodynamics should not 
be neglected for intelligent vehicle development. Common conclusions 
have been reached that appropriate vehicle body structure may signifi­
cantly reduce the aerodynamic resistance and improve vehicle engine 
combustion process [65]-[75]. 

Kelly and Holcombe pointed out in [65] that the power required to over­
come the aerodynamic resistance is greater than that required to overcome 
the rolling resistance of the tires and the resistance in the transmission, 
when a typical passenger car is cruising at a speed higher than approxi­
mately 90km/h (50mph). Similar conclusions can be found in Hucho's 
book [71], too. 

In [74], Wong summarized that the vehicle aerodynamic resistance is 
mainly generated by two factors: the air flow over the exterior of the vehi-
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cle body; the air flow through the engine radiator and the interior of the 
vehicle for purposes of cooling and ventilating. The former factor is the 
dominant one in most cases and accounts for more than 90% of the total 
aerodynamic resistance of a passenger car. 

In practice, the aerodynamic resistance, which is also called the drag 
force, is usually expressed in the following form: 

where p represents the air density, CD represents the drag coefficient that 
combines all the factors described above, which may also be affected by 
the yaw angle of the vehicle considerably. Af represents the surface area, 

and Vr represents the relative velocity of the vehicle to the wind. 
It should be mentioned that the air density p would be greatly affected 

by the atmospheric conditions. For examples, an increase in ambient tem­
perature from Q°c to 38"C will cause a 14% reduction in aerodynamic 
resistance, and an increase in altitude of 1219m will lead to a decrease in 
aerodynamic resistance by 17%, [74]. 

The coefficient of aerodynamic resistance CD and the front area Af 

may significantly vary with different body shapes of vehicles. In [71], Hu-
cho showed some typical drag coefficient values in his book for a variety 
of commercial vehicles. 

A typical case that has often been addressed is the heavy tractor-semi­
trailer. Hucho studied the influence of drag on fuel consumption of a 38-
tonne semi-trailer in [71]. Cresswell and Hertz estimated in [66] that the 
fuel consumption L for a gasoline powered truck is 

L«1.264CD (4.18) 

while for a diesel-engine powered truck it is, 

L* 0.8051 CD (4.19) 

Considering a 35% power train efficiency for a diesel engine, estimates 
in [66], indicate 800 liters/yr fuel savings between the Ml and M3 mirror, 
for 150,000 km annual highway driving. Fuel savings estimated for a 25% 
power train efficiency for a gasoline fueled truck under similar estimation 
expects is 1250 liters. 

In [73], Englar investigated those approaches for aerodynamic resis­
tance reduction including: physically providing a smooth surface, such as a 
boat tail to prevent flow separation and turbulence at the rear of the trailer; 
completely sealing the gap between the tractor and the trailer; and sealing 
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the underbody of the vehicles. He made estimation by personnel of the 
American Trucking Associations (ATA) and concluded that approaching 
35% of these drag reductions could result in roughly 1.2 billion gallons of 
fuel saved per year if they are applied to today's US heavy vehicle fleet 
only. With fuel prices rising dramatically in 1999-2000, drag reduction 
naturally becomes a vital concern to the trucking industry. Nevertheless, 
People also found that inappropriate design will raise accident risk [67]. 
Therefore, with growing emphasis on fuel economy and environment pro­
tection, vehicle body structure design has gained more attention recently. 

In order to optimize the vehicle's aerodynamic performance at moderate 
and higher speed, considerable efforts have been expended especially for 
Indy racers, trucks, and other high speed/sided vehicles. Let's still the 
tracker-semi-trailer for examples. Considerable techniques haven been 
tested to reduce Heavy Vehicle drag coefficients to improve highway op­
erating efficiency. 

Usually, cD and Af are obtained by wind tunnel testing of scale model 

or full size sample vehicle. In United States, 3/8 scale model is widely 
used for passenger car, while in Europe 1/4 scale is the most common. 
However, the wind tunnel testing method simply leads to considerable 
money and time consumption. Gradually recognizing the limitations of 
conventional wind tunnel testing, designers preferred considerable alterna­
tive efforts in the last decade to study vehicle aerodynamics computation­
ally. These efforts range from studying the window profile of the vehicle 
[69] to drag implications of truck mirrors [66]. 

The computational fluid dynamics (CFD) method is a frequently used 
tools in this field. For instance, Takeuchi and Kohri described a numerical 
field flow analysis method in [70] for predicting aerodynamic drag and en­
gine cooling performance for trucks and buses. In their paper, an adequate 
method was developed to accurately obtain the wake flow behind the 
body. Now, more and more researchers use CFD in vehicle shape design. 

4.4 Advanced Vehicle Tracking and Braking Control 

The braking subsystem is an essential part of vehicle to guarantee driving 
safety. Different vehicles may have different implementation of braking 
subsystem. In the last twenty years, related research can be divided into 
two aspects: 

(1) enhanced vehicle tracking and braking control which aims to make 
vehicle powertrain and braking subsystems cooperate with each other [77]-
[91]; 
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(2) anti-lock braking system design [92]-[l 19]. 
However, these two parts cannot be thoroughly separated since the inte­

grated tracking/braking control needs to consider the kinematics of the 
ABS system that has been applied. 

4.4.1 Advanced Vehicle Tracking and Braking Control 

When starting on slippery roads and slopes, excessive traction torque 
will cause the wheels to spin, which leads to tire slip and thus the decrease 
of traction performance, directional stability and steerability. In order to 
solve this problem, research on advanced tracking and braking control that 
maintains slip ratios of driven wheels low by controlling the traction 
torque using various vehicle parts have been conducted. Conventional 
commercial automotives often use empirical methods such as lookup table 
and gain scheduling to achieve proper performance under various road and 
vehicle conditions. Recently some non-empirical methods were presented. 

It is naturally impossible to give a general model for cooperative track­
ing and braking control; because various engines, transmission systems 
and braking systems had been designed, while each of them has its unique 
kinematics. Thus, this section addresses a typical longitudinal powertrain 
model for heavy duty vehicle proposed by Lu and Hedrick in [88] as 
shown in Fig.4.13. The meanings of the symbols are listed as: 

M - vehicle mass, co - engine speed, coidle - engine idle speed, 
co ) = co - torque converter pump speed, co, - torque converter turbine 

speed, 
colh - turbocharger speed, colr - transmission output speed, 
codr - propeller-shaft speed, codr - driver-shaft speed, 
codr - drive-line speed (considered as lump sum), final driver end, 
cow - wheel angular speed, v - vehicle wheel speed (longitudinal), 
a - acceleration, a - throttle angle, a f - fueling rate, 
I e - engine inertia, j dr - drive line inertia (before final gear), 
Iir - transmission inertia, Idr - drive line inertia (after final gear), 
/ . - lump sum drive line inertia, where I, = iA + j \ , 

dr * > * dr * drx dr2 ' 

/ w - wheel inertia, 
Pm - intake manifold pressure or turbocharger booster pressure, 
T nel - engine net output torque, T - torque converter pump torque, 
T, - torque converter turbine torque, Tb - service brake torque, 
Tjk . - engine Jake brake torque when / cylinder is on, here / = 2,4,6 
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T k - engine Jake brake torque, Ttr - transmission output torque, 
Tdr - final gear input torque or equivalently propeller shaft final end 

torque, 
TJr - final gear input torque, T JHc - engine friction torque, 
T w - engine torque passed onto wheel, Trld - transmission retarder 

torque, 
Te_hrk - engine braking effect torque when Tne(<Tml _des, 
F a - aeroynamic resistance force, Fr - rolling resistance force, 
Fen> hrk - engine braking force transmitted to wheels when throttle is 

release, 
Fw - engine brake force when clutch is engaged and fueling is in idle, 
F - friction force, hr - effective tire radius, 
0 - road grade, 9 > 0 means ascending, 
r t - transmission gear ratio, 
Rg - gear ratio, where Rg = rgrd , co, = vRg Ihr, 
ph - brake pressure force at brake drum or output pressure of dia­

phragm, 
pa>) - applied brake pressure, Ab - area of diaphragm, 
r a - air brake activation time delay (pure time delay), 
z r - air brake release time delay (pure time delay), 
rha - air brake time parameter for activation, 
rhr - time parameter for release, 
xd - air brake drum radius, 
V h - applied brake voltage of transmission retard, 
a () - constant coefficient determined by manufacturer, 
ah - friction coefficient between brake drum and brake pad. 

The engine driving mode can be written as 

T„el=Iecb + Tp (4.20) 

and 

(Tp, lockup (4.21) 

1 l(Tp ,co,,,&>,), tq _converter 

In the reference of Lu and Hedrick 2003, they used static Kotwicki 
model which is an example of torque converter model for rj -function. 
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s J 
I £= B I 4 ^5 

Ij^i 

Fig.4.13 Schematic of powertrain system, from [88]. (© [2003] IEEE) 

Notice for the following relationships 
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h„ h„ hr 

(4.22) 

The longitudinal vehicle dynamics can be modeled as 

^ = rdrgTm - (rJr(J +Th + Fahr + Frhr + Mghr sin 6) (4.23) 

/ 

where 

I = rd
2
r*^+r;^ + r*^ + ^+^+Mhr

 ( 4 , 2 4 ) 

' * /?,. //, K hr hr 

and 

^ = 0 . 5 C a P a , ^ F a
2 (4.25) 

where Th is modeled separately. 

It is obvious that the overall dynamics is intrinsically high dimensional 
and highly nonlinear, because the vehicle model includes varied compo­
nents; vehicle dynamics, engine, braking systems, transmission and tire. 

In the model shown above, the braking system for automatic control is 
composed of three parts: Jake brake, pneumatic brake and transmission re-
tarder. And each part has its own characteristics. Therefore, the total brak­
ing torque on wheel can be written as 

T, total 

Tb+Kw)+Tjkw)> co>mO[rpm] (4.26) 

Th + T,(t
w\ co<800[rpm] 

The Jake brake provides discrete and limited braking torque on the driv­
ing wheels with fast response. Its retarding force mainly depends on en­
gine speed. Besides it, the engine braking effect can also be caused by the 
mismatch between engine speed and wheel speed when the throttle is re­
leased and drive-line is engaged [87]. It was recognized that this effect can 
be considered as a special case of Jake Brake when there is no valve is 
open. From this point of view, the braking torque on driving wheels pro­
vided by engine can be modeled in a variable structure model as 

(4.27) 

ik " ' 

/* _ 0 ' 

T 
jk . 2 » 

T 
Jk 4 » 

T 
/ )k _ 6 ' 

0 cyliner on 

2 cyliner on 

4 cyliner on 

6 cyliner on 

where 
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T —T 
jk 0 erifi brk 

Ceng_brk (®-®idle) 

and 

cjkj(& &tdie) 9 c0>8OO[rpm], / = 2,4,6 

(4.28) 

(4.29) 

together with 

It is clear that 

R„ =r„rA 

' ik 0 < ' jk 2 < * jk 4 < ^ jl jk _6 

(4.30) 

(4.31) 

And the pneumatic (air) brake provides continuous and large braking 
torque on all wheels. Its response is slow. Pneumatic brake model for con­
trol design was proposed as 

P. = 

1 

1 

( - ^ + V >
w ( ' - 0 ) > activation 

i-Ph + AbPap(t-Tr)% release 

(4.32) 

The applied brake pressures Pa (t-ra) and pa (t-rr) can be expends 

as follows using Taylor series approach 

and 

Pi„(t-rr) = Papp(t)-Papp(t)rr 

Substitute (4.33) and (4.34) to (4.32), it has 

P„ 

-[-P„ + Ah(Pm, (t) - Papp (/)r.)], activation 

-[-Pt + A„ (/>_ (0 - Papp «)T, )], release 

(4.33) 

(4.34) 

(4.35) 

To implement (4.35), pa (t) is actually calculated from pa (/) on line 

by a difference method or an integral filter. 
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The transmission retarder provides braking torque on driving wheels 
with slow response and limited braking torque. In [87], Lu and Hedrick es­
tablish the model for transmission retarder as 

T. = 

1 
[~T, +g{Vrtd(t-Ktr\codr)l t<rtr 

-[-Ttr+g(Vrtd{t\codr)l t>rlr0 

(4.36) 

and 

*Vo[l ] = Ttr0-t 
(4.37) 

where Ttr0 is pure time delay parameter. vrtd is voltage or transmission re­

tarder pedal deflection. g(Vrld(t),codr) is a nonlinear function and Ktr is 

chosen as 1.5s. 
It is noted that the pure time delay parameter Ktr is time varying and it 

disappears after 1.5s. This time period is used for filling up the liquid into 
the retarder chamber. 

Applied torque on wheel is calculated as 

T™ = (Ttr-vdrJdrX)rd-codr2Idr2 (4.38) 

To deal with the time delay part in the model, Lu and Hedrick 2003 ap­
proximated the g(Vrtd (t - Ktr)) by its first order Taylor series 

S(V„d (t - Ktr)) = g{Vrtd {It - rtr0)) = g(Vrtd (/ - -p) 

where Vrtd{p) = VrlA^P) -
Thus, it can approximately have 

sWr* (' " «V )) * ^ (0) - *(?* (0) T~f~ 

From (4.38) and (4.40), the following relationship exits as 

(4.39) 

T... = 

—i-T,ril + g{V„d (/)) - g(V„d (/))-£2.], t < r,r0 

-[-T,rd+g(Vr,A<)l t>xn 

(4.40) 

(4.41) 

Lu and Hedrick designed the braking system control strategy as follows 
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0) lfrh T.k 0 , category, no pneumatic brake nor Jake brake is 

necessary but throttle is released; 
f 2 ^ I f T < T < T f>(des) , J,{des) _ rp _ rp 
v ' J jk 0 - J brk total - i jk _ 2 ' 1 b ^ l rtd ~ l brk _ total x jk _ 0 

(3) If 7", 2<T, 

(4) If TJt 4 < T,„. 

<T T 7^ (des) , rp 
brk total — l jk _ 4 ' 7 6 ^ * rtd 

(des) T -T 
1 brk _ to/a/ ̂  y* _ 2 

(5) ifr,, 6 <r , 

< - TT> rp(des) . rp(des) _ rp _ rp 

k total - l jk _ 6 » i 6 ^ i rfc/ ~ l brk _ total l jk _ 4 

ji(des) , rp(des) _ j> _ j , 
brk total ' i A ^ -1 r/c/ ~ l brk _ total l jk _ 6 * 

The distribution of the desired braking torque on air brake and transmis­
sion retarder is completely up to the designer. 

Based on the relationship between applied brake pressure and brake 
torque, 

(4.42) 

(4.43) 

Th=rhcrhPh, Pm •°oVb> P < P 
1 app - x re, 

the desired brake pressure should be 

rp (des) 

To make the drive error system 

Ph - P, 
O(des) _ 

—[-Pt + Ab(P(t)- P„0)T.)]-Pt 
O(des) 

1 .[~Ph + Ah(Papp(t)- Papp(t)rr)]~ P{des\ 

When converging to zero, it should have 

1 

P„m = 

- Tba 

raAh 

~Tbr 

exp( 

exp( 

T J 

1 a 0 

f'il 
C r 0 L 

1 

_p(des) +p(o 

n(dex) , p(des) 
b b 

activation 

release 

\ealXadG, activation 

alTrdai release 

(4.44) 

(4.45) 

Experimental work with the modeling conducted as in and control strat­
egy had been carried out at Richmond Field Station at low speed and 
Crows Landing at high speed for a single Freightliner. The used transmis­
sion system is Allision Company produced 6 gear automatic transmission 
set. The power source is the Detroit 365hp turbocharged diesel engine 
equipped with 3 Jake brake modes: 2, 4 and 6 cylinders respectively. The 
truck is partially loaded with total weight of 18182kg. 

A reference speed trajectories used as the virtual front vehicle. Fig.4.14 
and Fig.4.15 show the distance tracking error can be restricted with 2m. 
But transient distance tracking error is 15-25m. 
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Fig.4.14 Low speed test: Max speed 25mph, from [88]. (© [2003] IEEE) 
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Fig.4.15 High speed test: Max speed 60mph, from [88]. (© [2003] IEEE) 
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4.4.2 Anti-Lock Braking System Design 

Anti-lock braking system (ABS) for commercial vehicles first appeared 
on the market in 1960s and began its fast growth in 1970s with the emer­
gences of microcomputers and advanced electronics technologies [92]-
[95]. ABS had been recognized as an important contribution to road safety. 
It is now available in almost all types of vehicles. The automotive industry 
is continuously developing new generations of ABS. Now, ABS has ap­
peared as a standard in nearly every new vehicle. 

The advantage of ABS can be clearly seen when comparing the emer­
gency braking situation of vehicles with and without ABS. Since the driver 
wants to reduce the speed of the vehicle as fast as possible, the wheels of 
the vehicle without ABS will lock and the vehicle will start sliding, which 
leads to some undesirable effects. One effect is that the tire wear will not 
be equally distributed over the whole tire. Another unexpected effect is 
that the vehicle becomes unsteerable as soon as the wheels lock. This 
might be quite dangerous in the case when the driver wants to avoid an ob­
stacle during the braking maneuver. On the contrary, in a vehicle with 
ABS, the intelligent sensors can monitor the rotation of the wheels and re­
duced the brake pressure if the wheels are locked. Therefore, the wheels 
are still rolling steerable, and a high friction between the road and tire is 
simultaneously achieved, which stop the vehicle. 

As been mentioned in Chapter 2, ABS design is tightly related to 
tire/road friction modeling. Thus, ABS controller can be divided into two 
kinds: ABS based on empirical tire/road friction models and analytical 
tire/road friction models. 

In [108], Schinkel and Hunt 2002 formulated the quarter car braking 
model as 

v 

and 

m 

where v is the vehicle longitudinal speed, m is the vehicle mass, J is the 
wheel inertia, r is the wheel radius, X is the tire slip, ju is the friction 
function between tire and road, Fz is the vertical force/dynamic load and 
Th brake torque. 

Schinkel and Hunt approximated ju(Ji) with two piecewise linear func­
tions 

~(1~A) + — 
m J v J 

(4.46) 
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ju = aA, A <Q.l (4.48) 

and 

/ / = _ I ^ + 1±0.2, A>0.1 
4 4 

(4.49) 

where a was chosen as a e [5.75,9.75] in [108]. And the notation ±0.2 

means that any arbitrary unfixed value should lies in the boundary interval 

(-0.2,0.2). 

Linearizing the (4.50) and (4.51) through Taylor series expending, it has 

{x = Aqx + Eq+Bu* (4.50) 

[q = /(*) 

where Ac, B and C( are the approximate system matrix, input matrix and 

output matrix, respectively. E( is the affine terms and / ( . ) is the function 

telling which linearization is valid. 
For each linearization point q e {1,2,..., M) with A < 0.1, it has 

(4.51) 

A„ = 
0 

Fr2 

vwnJ 

0 
F / 2 1 , 

V„nJ 

For each linearization point q e {M + 1, M + 2,..., N} with A > 0.1, it has 

(4.52) 

A.. = 
0 

(-
X 

Am 
F.r2 

- + 1)«^±0.2^£*=-
4 4 vJ vw„J v2J 4vJ 

and 

E„ = 

3 3 F 

4 4m 
A 3 F r2 F r2 

4 2 vu, J v„ J 

> 5 = 

(4.53) 

and w* = w v , x7" =[v,AJ for ^ e {1,2,..., TV}. 
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Obviously, the braking objective is to design a controller which deceler­
ates the vehicle as fast as possible and maintains steerability. Notice that 
we want to have X > 0.1, when X < 0.1 and v > 0. Thus 

(4.54) 

V m J F.MW 
V J 

Therefore 

r m J 
FZX 

Or, approximately 

Th > aJFX (4.55) 

However, as pointed out in [108], the admissible control inputs in the 

real situations, should satisfy o < Th < 0.3rFz. Therefore, a more applicable 

sliding mode controller was introduced as 

. _ r2FzM(A) t 1 r , 
-+ Tb+Ke 

vJ v J 

where s _ (_ !̂_+ &\ [ecjT is the sliding surface and e = X - /Ld 

at () 

Tb > aJFzX 

And the control input is 
vJ 

for X < 0. 

Tb =\0rFzX + —Ke 
r 

sK+Kj 
Th = p- -e 

(4.56) 

(4.57) 

(4.58) 

(4.59) 

for 0.08 < A < 0.12 

Th=-{-±-X + 2--0.2)rFz-—Ke 
4 4 r 

(4.60) 

for X > 0.12. 
There were several similar approaches based on piecewise line ap­

proximation of tire/road friction model including [94] and [109]. But re­
cently, more and more approaches employed complex models. For in-
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stance, in [104], Yi and Alvarez applied the modified Burckhardt model. 
In their approach, the system dynamics are formulated as 

v = -cju-dv2 (4.61) 

and 

s = -(a + c)ju -b-dv1 + eKbPb (4.62) 

where a = R2mg/4J , b = Rx d IJ , c = g , d = Cax Im and e = R/J. R is 

the effective rolling radius, rh is the braking torque and rd is the driving 

torque. 

And the braking torque is approximated by KbPb, where Kb is an over­

all braking system gain and ph the master cylinder pressure. During brak­

ing, it is assumed rd = 0 . The velocity and relative velocity are assumed to 
be uniformly continuous functions of time. 

Assume that vehicles are equipped with ABS and that the longitudinal 
and angular velocities can be measured. In the case of AHS, the longitudi­
nal velocity and acceleration can be derived from infrastructure devices 
designed to facilitate vehicle's position detection such as road magnets and 
accelerometer, respectively. Then the vehicle slippage can be estimated 
from the method presented below. 

Define 

s =s-sm (4.63) 

where Sm = i„,v is the peak relative velocity that corresponds to the esti­

mated peak slip Xm at velocity v . 

The approximated tire/road model that was proposed is 

// = p[e-
p*xA}PiX+P4)e-p>v (4.64) 

where p\, p2, p^, p4 and p5 are parameters to be determined. 

After applying logarithm to both sides of (4.64) and rearranging it in 
vector form, we obtain 

y = In ju = U® (4.65) 

where U = [ l , -A,Aln A,In A , - v ] , 0 = [px,p2,pz,pA,ps]> and P] = In p\. 

An estimation © of the vector 0 = ruTy © can be obtained via a 

standard parameter adaptation algorithm (PAA) 

e = ruTy (4.66) 
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where y = y-y = U(®-®) = U® - T is a diagonal matrix of gains. 
If the velocity is kept constant, the peak value of jum can be derived as: 

/',„Lv0 = p[e-piX"'X{PlXm+P4)e-piH (4.67) 

where Xm the peak slip is given by the solution through 

p2A.m(\nAm+l) = p2A.m-p4 (4.68) 

Notice that although the peak friction value in (4.67) and (4.68) changes 
with velocity, the peak slip does not change with velocity in the same 
curves. This property of peak slip not depending on velocity is observed 
from the experimental data used to fit the pseudostatic friction models, like 
the "Magic Formula" or the Burckhardt model. 

Therefore, sm can be indirectly obtained from (4.67) and (4.68) as well 

as the current estimation 0 . Correspondingly, the velocity error could be 
defined as y = v - vd, with V(J as the desired velocity. However as for 
emergency braking V(i - 0, this definition of is not necessary. 

With the estimation result, Yi et. al designed the braking pressure pb as 

= —~ (a + c)l^ + b + dv2 - gs + iwv 
(4.69) 

where g > o is a gain, M h = \l Kb with Kb the estimated value of Kb and 
ju is derived from (4.61) under the assumption that the longitudinal accel­
eration can be measure. 

Define M b = M h - M h, and M h is chosen as 

Mh = £s\(a + c)ju + b + dv2 - gs + Amv (4.70) 

where £ > 0 is a gain parameter. Yi, Alvarez and Horowitz proved that 
such an adaptive controller (4.69) and (4.70) can guarantee the stability of 
the system if 

Xm <Am, fim <Xm (4.71) 

Then, they investigated the conditions on 0 , 0(0) and the adaptation 
gains which will guarantee Ineq.(4.71) to hold. This conclusion reveals 
that in this condition can be satisfied with appropriately selected initial pa­
rameters. 
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Fig.4.16 shows the simulation results for an emergency braking maneu­
ver. Notice that underestimation of maximum friction coefficients and slip 
are always guaranteed, thus the system keeps stable. 

Braking torque n 

2 2.5 
Time (sec.) 

Braking deceleration v 

1.5 2 2.5 
Time <scc.) 

Fig.4.16 Braking torque and deceleration, from [104]. (© [2002] IEEE) 

ABS control based on the famous "Magic" formula also received in­
creasing attentions in the last decade. For example in [97], Tsiotras and De 
Wit formulated the equations of motion of the one-wheel dynamic model 
as Fig.4.17, where 

Fr = / w v , Jcb - -rFr + u (4.72) 

where m denotes the 1/4 of the vehicle (suppose this is a four wheels ve­
hicle and the gravity effect of the mass are equally assigned on four tires) 
and ./ , r are the inertia and radius of the wheel, respectively, u denotes 
the accelerating (or braking) torque. 

For time optimality, the objective was selected as 

Jm \V{T)CIT 
(4.73) 

subject to the boundary conditions 
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v(0) = v„, o(O) = at, v(t,) = a(t,) = 0 (4.74) 

777777777777777777 
Fig.4.17 One-wheel dynamic model, from [97]. (© [2000] IEEE) 

Introduce state variables *, = v , x2 = rco , it gets 
i, = f(x) (4.75) 
x2 = -pf(x) + u 

where 

rt x Fr mr2 rT (4.76) 
m J J 

Therefore, the Hamiltonian for the previous optimal control problem is 
given by 

// =*, +&xf{x) + Alu-X2pf{x) (4.77) 

where A] and X2 are the adjoint variables. 
The adjoint system is then be given as 

xx =-1-01, -AIP)^> i2=-(^-*2P)-^- ( 4 ' 7 8 ) 

OK, ox2 

Since the final time is not specified, the transversal condition yields 

H(tf) = 0 (4.79) 

Notice that the Hamiltonian is not an explicitly function of time, we can 
have 

/ / ( / ) = 0 , Vte[0,tf] (4.80) 

along the optimal trajectory. And the optimal control is expressed by 
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"mi„> # . >0 (4.81) 

ur 

H] <0 
/ / , =0 

where f/, = A2 is the switching function of (4.78). And the Control input 
u is assumed to be bounded, that is umin < u < 0 . 

On the singular arc X2 = 0 , 

1 dt 
^ L ) = o (4>82) 

Or further 

//, = a(jc)-/?(jc)wgin- = 0 (4.83) 

where 

a2/ , d2f , „, , a2 / (4.84) 
— / + — r - / ' y#(*) = —r-

Then, under the implicit assumption that fi(x) * 0, the singular control 
is given by 

= ^ W (4.85) 

Based on Legendre-Clesch condion and Kelley-Contensou test, Tsiotras 
and De Wit pointed out that 

/?(*)< 0 (4.86) 

Further analysis shows that Eq.(4.86), which is the expression of singu­
lar control during braking, can be finally written as 

_ x2f(xl,x2) + xlpf(x]9x2) (4.87) 

The major drawback of such statistical approaches is transient phenom­
ena are quite important for ABS. In [106]-[107], a control scheme for 
emergency braking of vehicles is designed utilizing LuGre dynamic fric­
tion model to estimate the tire/road friction. The control system output is 
the pressure to the braking system, and is calculated using only the wheel 
angular speed. The controller utilizes estimated state feedback control to 
achieve near maximum deceleration. The state observer gain is finally cal­
culated by using linear matrix inequality (LMI) techniques. It is proven 
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that it outperforms the similar optimal control based on static model given 
in [97]. 

Moreover, as pointed out in [97], static friction approach also requires a 
prior knowledge of the maximum friction force and the corresponding op­
timal slip, which may not be readily known in a realistic environment of 
changing road and tire conditions. This drawback can be avoided by im­
plementing the optimal strategy via "extremum seeking" control schemes, 
such as the methods proposed in [111]-[114]. Besides, neural networks 
[115] and fuzzy theory [116]-[119] were also put into ABS design. 

4.5 Adaptive Cruise Control 

The cruise control means to keep the vehicle on the same speed. However, 
in overloaded roads, a cruise control is useless since the speed of the lead­
ing vehicle caries a lot. Thus, the concept of adaptive cruise control (ACC) 
is proposed to indicate intelligently maintain the distance with the leading 
vehicle [120]-[129]. 

ACC is a new technology that requires the use of forward-looking vi­
sion sensors to detect the speed and distance of the vehicle ahead of it, and 
then automatically adjusts your speed accordingly. As pointed out in [129], 
the major objectives of ACC are the following: 

(1) the control of the speed between zero and the maximum vehicle 
velocity; 

(2) the control of the relative distance and velocity from the preceding 
vehicle; 

(3) the attainment of the best comfort for the driver and the passen­
gers. 

Fig.4.18 given in [127] provides a simplified technical portrayal of the 
basic one-on-one driving situation considering ACC systems, where Vp is 
the speed of the preceding vehicle, R is the range clearance between the 
two vehicles, V is the speed of the ACC vehicle. Thus it indicates 

R = VP-V (4.88) 

The first difficulty is to correctly estimate the distance between two ve­
hicles and predicate the future motion of the leading/preceding vehicle. 
The related research will be discussed in Chapter 8 of this book. 
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Fig.4.18 One-on-one driving, from [127]. (© [2003] IEEE) 
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Fig.4.19 One-on-one driving, from [125]. (© [2003] IEEE) 
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Fig.4.20 Diagram of integrated tracking, breaking, ACC control, from [129]. (© 
[2004] IEEE) 



4.6 Summary 173 

The second difficulty is how to apply proper control strategy since a ve­
hicle cannot make linear acceleration/deceleration in real world because of 
its time variant nonlinear longitudinal dynamics. One simple approach is to 
directly set up approximate relationship between oil throttle input and ve­
hicle speed output. 

For example, an adaptive fuzzy control for inter-vehicle gap keeping 
was proposed in [125], see Fig.4.20. The control rules is quite straightfor­
ward, i.e. 

"IF Speed Error MORE THAN null OR Acceleration MORE THAN 
null THEN Accelerator up 

IF Speed Error LESS THAN null OR Acceleration LESS THAN null 
THEN Accelerator down 

M 

It is widely believed that such fuzzy control systems can yield accept­
able results if correctly tuned, since human drivers ride in a similar way. 

Another solving method is to establish complex but integrated model 
based on complete vehicle tracking and braking control models discussed 
in Section 4.4.1. For instance, Ferrara and Pisu considered a minimum sen­
sor variable structure control strategy for cruise and tracking longitudinal 
control of vehicles, see Fig.4.21. Although they used a much simplified 
model, the control strategy is quite complex to analyze. 

The third difficulty is how to describe driver/passenger's feelings of 
comfort. One frequently used way is to formulate a special objective func­
tion to measure driver/passenger's feelings [130]-[137]. However, it is be­
lieved that this method can provide driver-oriented service that meet dif­
ferent drivers' riding commands. 

4.6 Summary 

The recent trend of research on developments of vehicle dynamic compo­
nents design and longitudinal motion control is reviewed in this Chapter. 
Although it is impossible to cover hundreds of publications in this area, the 
key findings and trends of research are included. However, due to length 
limits, some important contents leave untouched in this Chapter. For in­
stance, 

(1) The phenomenon shown Fig.2.12 inspires a motivation for new 
ABS brakes, since avoiding high longitudinal slip values will maintain 
high steerability and lateral stability of the vehicle during braking. Achiev­
ing this by manual control is difficult, because the slip dynamics are fast 
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and open loop unstable when operating at wheel slip values to the right of 
any peak of the friction curve. We expect a reasonable tradeoff between 
high longitudinal friction Fx and lateral friction F is achieved under all 

road conditions for longitudinal slip sx close to its peak value on the lon­
gitudinal slip curve. There were some attempts in this direction using em­
pirical models, i.e. [138]-[140]. For example, in [130], the above ABS con­
trol model (4.46) was modified as 

(4.89) 

m • o + - ^X**>«) + 
1 r 

v = Fzju(sx,a) 
m 

which address the effects of sideslip angle a . But the system dynamics 
become quite complex after considering a , and far more further efforts 
need to be carried out; 

(2) vehicle fault-tolerant longitudinal motion control and fault detec­
tion begins to attract more attentions recently [141]. But comparing to ve­
hicle lateral motion control, the related research in longitudinal part is 
more difficult, since much more components needs to be monitored. 
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5.1 Introduction 

Apart from vehicle lateral and longitudinal dynamics, vehicle vertical dy­
namics also received continuous research efforts during the last four dec­
ades. Generally, vehicle suspension control, vehicle rollover avoidance and 
road slope estimation are three main research directions in this field. 

Vehicle suspension system is currently of great interest in both the aca­
demics and automobile industries worldwide, because of the growing de­
mands for better ride comfort and controllability of road vehicles. In fact, 
it would be safe to say that the field has seen hundreds, if not thousands, of 
publications on the topic during its nearly 40-year history [l]-[8]. This 
Chapter will address on suspension controller design; vehicle rollover 
avoidance and road slope estimation will also be discussed. 

As claimed by Appleyard and Wellstead in [2], developments of sus­
pension control are mainly challenged by the range of performance charac­
teristics that a good suspension system must achieve. Desirable character­
istics include: 

(1) regulation of body movement: ideally the suspension should iso­
late the body from road disturbances and inertial disturbances associated 
with cornering (causing body roll) and braking/acceleration (causing body 
pitch); 

(1) regulation of suspension movement: excessive vertical wheel 
travel will result in non-optimum attitude of the tire relative to the road; 
the result will be poor handling and adhesion of vehicle and fatigue of 
driver [3]; 

(1) force distribution: to maintain good handling characteristics, the 
optimum tire/road contact must be maintained on all four wheels. 

On average, suspension performance is primarily influenced by the type 
of suspension used. From the viewpoint of the control energy consumed, 
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the vehicle suspension model could be divided into three types in an as­
cending order of improved performance: passive suspension, semi-active 
suspension and active suspensions. 

Passive suspension systems could be found on most conventional vehi­
cles. The term "passive" stems from the physics concept which means that 
the systems are absence of the external power sources. The passive sus­
pension systems are normally implemented by springs and shock-
absorbers, whose force-velocity relationship reflect power dissipation 
characteristic of passive components. 

The ideal suspension system should be soft for the ride comfort, while it 
should be stiff for the drivability. However, passive suspension system 
could not reach this goal. 

Different from passive suspensions, active suspension systems achieve 
better ride and handling performance. They require additional power 
sources such as compressors and pumps and sensors to measure the mo­
tions of the vehicle body suspension system and the un-sprung mass. The 
obtained information is then used in the online controller to command the 
actuator so as to provide the exact amount of desired force. Thus active 
suspension systems are more costly, more complex and less reliable than 
the passive ones, although active suspension systems can overcome the 
trade-off dilemma mentioned above. Now, the active actuator is usually 
secured in parallel with a spring and shock absorber in case of its failure. 

More precise definition of active and passive suspension could be found 
in Hrovat et. al [4]-[7], which were based on similar definitions of passiv­
ity and passive operators as what is used in electrical networks. 

Semi-active suspension proposed by Karnopp 1990 in [8] was based on 
the passive system in the structure, which guarantees the dissipation of vi­
bration energy. It can only change the suspension damping coefficients by 
controlling the electromagnetic valve inside the absorber. So it can provide 
better performance than passive suspension, and does not consume as 
much energy as active suspension system. Because of it good property, 
semi-active suspension systems can be often found on today's high-end 
production sports cars. But it requires some measuring devices with a con­
troller board in order to tune the damping properly, too. 

Another division of suspension system is characterized by dynamic fea­
ture of the suspension components. From this aspect, all the frequently 
used suspension system could be distinguished into two parts: linear sus­
pension system and nonlinear suspension system. The difference lies that 
the former one's dynamic behavior could be described by linear differen­
tial equations while that of the later one could not. The springs are as­
sumed to have almost linear characteristics and most of the shock absorb­
ers exhibit nonlinear relationship between force and velocity. 
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Since passive suspension cannot meet performance requirements in 
most driving cases, this Chapter mainly discusses active and semi-active 
suspensions in the rest. 

5.2 Road Roughness Modeling 

The vibration of vehicle mainly comes from three aspects: the roughness 
of the road, the vibration originated in various inertial and aerodynamic 
loadings and the wheel non-uniformities. Among them, the first one is the 
main factor. Thus, in order to analyze vehicle behavior for the purposes of 
evaluation the vibration reduction performance, it is necessary to investi­
gate the road roughness input above all. 

Extensive road roughness surveys have been performed in various coun­
tries [9]-[16]. Generally, road surfaces were taken as certain random proc­
esses with a given displacement power spectral density (P.S.D.). 

The concept of P.S.D. comes from the Fourier analysis, in which ran­
dom signals are described as a series of sine waves of different frequencies 
and amplitudes. Usually the so called spectral density is used to denote the 
square of the amplitude of the sine waves, divided by the frequency band­
width. When the spectral density is plotted against frequency on linear 
scales, the area under the curve is equal to the mean-square value of the 
signal (square of the standard deviation). Thus the spectral density is also 
known as the power spectral density (P.S.D.) sometimes. Some typical 
spectral densities of various terrains obtained by Sevin and Philkey 1971 
[9] are shown in Fig.5.1. 

A frequently mentioned approximation of road displacement P.S.D. 
based on Fig.5.1 is given as 

S(C1) = AQ." (5.1) 

where Q is the spatial frequency, typically in units of "radians per length", 
A and n are appropriate constants. 

In the proposal given in [11], a more precise formulation is written as 

\S(K«)(KlK»)-"\ K<KQ (5.2) 

{S(fC0)(K//CQy 2 , fC>KQ 

where K is the wave-number, K0 is the datum wave-number, S(K) de­

notes displacement spectral density, S(tc0) is the spectral density at K0 . 

Here, wave-number K (cycles/m) denotes rate of change with respect to 
distance, while frequency / (cycles/s) denotes rate of change with respect 



188 Advanced Vehicle Vertical Motion Control 

to time. Noting that T = 1 / / , the wavelength 1 (in meters) of a sinusoidal 
roughness component is related to the wave-number K . 
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Fig.5.1 Power spectral density of various terrains, from [9]. 

Robson 1979 claimed that the above model fits the highway road well. 
A more general but also more complex road roughness model was pro­
posed by Sayers 1988 [13]. It takes the form: 

5(/c) = 
{IKKY {ITTKY 

+ G„ 
(5.3) 

Because this model has more parameters: Ga, Gs and Ge, it provides 

the possibility to fit a wide range of measured road profile spectral densi­
ties. 
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In the suspension system simulation, there are some other road rough­
ness models that were used to mimic road surface. One common approach 
is to model the road input as a Gaussian white noise [7]. Another fre­
quently used approach is to measure and record some road profiles from 
typical road surfaces first, and then use the recorded data as road input in 
simulation. 

Lu and DePoyster 2002 proposed a magnitude varying chirp signal as a 
new road input for nonlinear suspension system simulation in [17]. This 
signal is based on the following idea: if a system has significant nonlin-
earities, time responses are more appropriate for performance evaluation; 
and a time response with respect to a frequency-sweeping time sequences 
could provide certain frequency-response like characterization. From this 
consideration, a magnitude varying chirp signal road profile was proposed 
as shown in Fig.5.2, which has frequency contents from 0 to 15 Hz in or­
der to excite the pitch and roll modes of the car body. 

Caponetto 2003 proposed two new kinds of road profile for the suspen­
sion system optimization procedure [18]. The first, shown in Fig.5.3, is the 
so-called sleeper-plate test which consists of crossing a parallelepiped of 
fixed dimensions at a fixed speed. It is used as an impulse input to test the 
high frequency response of the car suspension system. The second, see 
Fig.5.4, consists of following the road profile modeled as half a sinusoid to 
test the low frequency features of the system, which is therefore called the 
sine-wave-hole test. These two new models could be used to appropriately 
mimic the unavoidable road fault that cannot be represented by classic 
road roughness models. 

ctiirp road input 

Fig.5.2 Time response of the simulated road inputs, from [17]. (© [2002] IEEE) 

In some other discussions, the interactions between vehicle, especially 
heavy ones, and deformable soil [19]-[22] or bridges [23]-[24] were ana­
lyzed, since their responses are different from that on highway road sur­
face. Constrained by book length, they are omitted here. 
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Fig.5.3 Plate lest, from [18]. (© [2003] IEEE) 

6 m 

e> 
Fig.5.4 Sine-wave hole test, from [18]. (© [2003] IEEE) 

5.3 Advanced Vehicle Suspension Systems 

Generally, there are three simplified models that are used for vehicle sus­
pension systems analysis: quart car suspension model, half car suspension 
model and full car suspension model. Usually, the vibrations originated in 
engine, driveline and aerodynamic loadings have been counted into road 
roughness input [25]. 

5.3.1 LTI Suspension Controllers 

The linear time-invariant (LTI) active suspension controllers are the first 
widely discussed active suspension systems, which are based on linear op­
timal feedback control theory; [5]-[7], [26]. The core part of such method 
is to first formulate the state space model of the suspension system, and 
then use LTI optimal feedback method to design the controller. 

For example, let's discuss 2 DOF quart car suspension model shown in 
Fig.5.5, which is widely used in suspension design. It consists of two 
masses, a sprung mass m^. and an un-sprung mass m„, both of which are 

constrained to move vertically. The two degrees of freedom are the vertical 
sprung displacements z^.(0 ^^^ un-sprung displacement z„(0- The road 
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displacement input to the tire is denoted by z, (/). The stiffness and damp­

ing parameters of the model are represented as c,, c,, k^ and k^, respec­

tively. f\^ denotes the control force, which is active suspension controller 

input. 

road terrain 

Fig.5.5 2 DOF quart car model, from [27]. (© [1999] IEEE) 

By focusing on the first mode, the model dynamics could be given as 

'̂ .v^".(0 = ^ . [ i . ( 0 - i . ( 0 ] + ^ . k ( 0 - ^ . ( 0 ] + / . (5.4) 

and 

mJ^Xt) = --bXz^{t)-zM~Kbuit)-zM-fa+k,{z,-zJ (5.5) 

Introduce transformation as 

and 

x,(t) = z^it)-z^(t), x,(t) = z^(t) 

The system dynamics can be written in state space model format as 

X{i)^ AX it) + BU (t) + GZ (t) (5.8) 

where x = [x, x, x-, x^f , U = f^, and Z = z^. The matrix are de­

fined as 

(5.6) 

(5.7) 
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A = 

0 
- k^. / w,. 

0 

/c, /m„ 

1 
- b^ 1 m^ 

0 

b. 1 m^^ 

0 
0 
0 

- /c „ 1 m 

-1 

•b, Im„ 

' 5 = 

0 

1/m, 

0 

- l / m „ _ 

' G = 

" 0 " 

0 

- 1 

_ 0_ 

Generally, assuming small vibration angle, the half car model and full 
car model could also be formulated into above format with X{t), U(t), 
and Z(t) represent the general state variable, the control input and the road 
roughness input respectively, i.e. the half car model used in [26]. 

For the general model (5.8), a frequently used performance index J pe­
nalizes the state variables and the inputs can be introduced as: 

(5.9) 
J = j{x''QX +U''Ru)dt 

where Q and R are positive definite matrix which is also called weight­
ing matrices. Notice that acceleration which is an indicator of ride comfort 
is not being penalized here. 

Based on Linear-Quadratic-Regulator (LQR) design theory, it is pub­
licly known that the optimal state feedback controller of Eq.(5.9) in terms 
of (5.8) as 

U = KX 

where the gain matrix K is represented as 

K = R-'B''P 

(5.10) 

(5.11) 

where the matrix P is the solution of the following Algebraic Riccati 
Equation (ARE) written as 

AP + A'^P- PBR -'B^'P + e = 0 (5.12) 

Fig.5.6, which given in Esmailzadeh and Taghirad 1998 [26] for a half-
car model clearly, illustrates how the active suspension can effectively ab­
sorb the vehicle vibration in comparison to the passive system. 

To improve the above conventional optimal state feedback method, it 
has been first proposed by Bender 1968 [28] that performance of active 
suspension can be further improved if knowledge of the road surface in 
front of the actively controlled axles, i.e., preview information is used in 
the control strategy. With preview information, the active suspension sys­
tem can prepare the vehicle for a future road input and pass through abrupt 
road obstacles without severe impacts. 

Usually the preview information is collected by look-ahead sensor as 
shown in Fig.5.7. 
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Fig.5.6 Comparison between passive and active systems: dotted - passive, solid -
active, from [26]. 

In the stochastic preview optimal control method, the general dynamic 
model of a suspension model is discretized and formulated as 

X{k + 1) = AjX{k) + BjU{k) + E,Z(k) (5.13) 

where X(k), U{k), and Z{k) are sample value of X(t), U{t), and Z{t) 

at time t = k . A^, B^ and E^ are the associated regression matrix. 
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Fig.5.7 2 DOF quart car model with look-ahead sensor, Reprinted from [29] with 
permission from Elsevier. 

Fig.5.8 Heave and pitch/terrain mechanical subsystem, from [31]. (© [1999] 
IEEE) 
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And the performance index is also discretized as 

(5.14) 

By solving Eq.(5.14) with pre-assigned time range « , the stochastic 
preview optimal control input sequence U{k) can be gotten. Because 
Eq.(5.13) contains more road roughness information than Eq.(5.8), it is 
usually assumed to provide better solution than conventional method. 

There were other stochastic preview optimal control methods which do 
not use look-ahead sensor but predicate the coming road profile ahead 
based on the past road roughness input and system response. An illustra­
tive example of such approach is shown in Fouskitakis and Fassois 1997 
[30], which use long-memory Fractionally Integrated ARM A models. 

Besides the above time domain approaches that are based on state space 
models, there are also some frequency domain approaches that aim to 
shape the vehicle vibration frequency response. 

Fig.5.9 Generation of target strut force, from [31]. (© [1999] IEEE) 
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In [31], Campos et. al discussed a half car model shown in Fig.5.9. In 
the proposed model, the pitch angles are assumed to be small and the roll 
motion is neglected for simplicity. The mass of the body is m^ and its cen-

troidal moment of inertia is j . Un-sprung masses on the front and rear 

wheels are denoted by m^,^ and m^^, respectively, z^^ and z^^ represent 

the road excitation on front and rear wheels, z., z„^, z. and z^^ repre­

sents the un-sprung/sprung displacements of the front and rear wheels, re­

spectively. 
The proposed control strategy is to introduce a low pass filter (LPF) and 

a high pass filter (HPF) for the feedback loop, which can be informally 
written as 

- ( i - Kf ) ' ^Ipr 
CO. 

S + COr, 
-i^-^ur) 

(5.15) 

and 

^hpf -i^s - ^ u f ) ' ^hpr = 
S + COr, 

< ^ s - ^ u r ) 

(5.16) 

where x,^j- and Xf^^^j are two feedback signals, co^^ = ^Jk~J~m^ denotes the 

natural frequency. 
The object of this method is to use the low pass filter and high pass filter 

to eliminate the vibration to the maximum degree and allow only the natu­
ral vibration exits; because natural vibration cannot be totally gotten rid of 
The above filters can be implemented through a careful selected feedback 
as Fig.5T0. 
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Fig.5.10 Effects of active damping: (a) heave acceleration from front wheel road 
disturbance, (b) pitch acceleration from front wheel road disturbance, from [31]. 
(©[1999] IEEE) 

Fig.5.10 clearly illustrates the frequency response shaping results, where 
the vibration is concentrated to the neighborhood of natural frequency. The 
vibration is suppressed at every frequency though to different degrees. 

Furtheraiore, Ikenaga et. al 2000 showed that this method can be suc­
cessfully extended to full car models in [32]. 

5.3.2 Robust Suspension Controllers 

One potential problem of the above methods discussed in Section 5.2.1 is 
that they are all relied on explicit and accurate system models. However, 
the dynamic models for suspension systems are often unknown or partly-
known. Moreover, the characteristics of the suspension components may 
change as times goes by. To handle this problem, many new controller de­
sign methods are proposed within the later decades [7], [33]. 

A possible way to solve this problem is to carry out system identifica­
tion/estimation before we design the controller. The other methods include 
// 2, // ^ design methods and Fuzzy rule based controllers which are sup­
posed to be more robust and/or more flexible to the varied road condition 
and suspension status. 

Robust control related theories have achieved significant success in the 
last two decades. Now, it is widely accepted that H^ design method pro­
vides a convenient framework for discussing the system performance crite-
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rion and H ̂  design method yields a solid foundation for disturbance re­
jection analysis. The effectiveness of both H^ and H^ design methods 
have been proved by thousands of different situations and varied applica­
tion situations. 

The early usage of robust control theory can be viewed as direct exten­
sion of the LQR theory [34]-[35]. Later, several multi-objective design 
frameworks are proposed in [17], [36]-[37]. These multi-objective ap­
proaches usually presented mixed H^IH^ synthesis for the suspension 
system to treat the standard H ̂  and H^ optimal control problems as sepa­
rate problems but in a unified state-space framework. 

For example, Caspar et. al 2002 analyze the half car model shown in 
Fig.5.9. The general dynamic models is still chosen as Eq.(5.8). The state, 
disturbance and input force vectors are respectively denoted by 

^ = k 0 z,, z,, z, e z^f z„J (5.17) 

and 

V k ^rl^=[^rf ^rr\ (5.18) 

Introduce further measurement output for H ̂  / H^ z^ and // IH^ z 2 ' 

we could the integrated H^ IH^ synthesis as (5.19) below, which is also 
shown in Fig.5.11. 
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Fig.5.11 The closed-loop system for the mixed H^ / / /^ controller, from [37]. 



5.3 Advanced Vehicle Suspension Systems 199 

X ^ AX +BU +EZ 

z^ ^C,X •\-D,,U 

[y = C,X + D,,U 

(5.19) 

The objective of mixed H ^1H^ control is to minimize the H2 -norm of 

the closed-loop transfer function j ^ , while constraining the / /^-norm of 

the transfer function T^ to be less than some specified levels. 

More precisely, the objective to fmd an admissible controller which sat­
isfies the following design criteria: 

(1) the closed-loop system must be asymptotically stable; 

(2) the closed-loop transfer function from z to z^ satisfies the con­

straint 

IK(^1<^ (5.20) 

where the sprung mass, the un-sprung mass, the suspension stiffness, the 
tire stiffness, and the suspension damping matrices are chosen as follows: 

(3) there is no significant flow restriction between the pressure meas­
urement and the actuator chambers. 

^̂ ^HK^̂ i (5.21) 

Usually, the H^ objective will contradict with the H^ objective, thus 

certain trade-off strategy should be used to obtain a satisfied solution. 

10' 10^ 
frequency (rad/sec) frequency (rad/sec) 

Fig.5.12 Effects of robust active damping: (left) heave acceleration from front 
wheel road disturbance and (right) pitch acceleration from front wheel road dis­
turbance, from [37]. 
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Fig.5.12 shows the robust active damping effects. The solid line corre­
sponds to the mixed H ̂ 1H ^ synthesis, the dashed line to the H^ synthe­
sis, the dotted line to the LQG design, and the dashed-dotted line to the 
passive suspension system. Comparing Fig.5.10 and Fig.5.12, it is clearly 
that the robust design also eliminates the non-natural vibration. But it does 
not shape the high frequency part response too much due the robustness 
consideration. Similar discussions on full car models can be found in [38]-
[41]. Besides frequency approaches, time domain approaches include LMI 
design and ju synthesis are also applied for robust suspension systems de­
sign [42]-[43]. 

5.3.3 Fuzzy Suspension Controllers 

Fuzzy suspension controller is hottest topic in the recent decades. Till 
now, there are more than one hundred technique reports that discuss the 
feasibility of Fuzzy suspension controller, i.e. [1], [44]-[53]. 
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Fig.5.13 The Propose Fuzzy rules, from [49]. 
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The basic Fuzzy suspension controller is quite straight forward. In [49], 
Hyniova, Stribrsky and Honcu proposed a Fuzzy controller for the quart 
car model that is shown in previous Fig.5.5. It has three inputs: body ac­
celeration z\,, velocity i , body deflection velocity i^ - i^ and one out­
put: actuator force /̂ .̂ 

The proposed Fuzzy rules is shown in Fig.5.13, where NV denotes 
Negative Very Big, NB denotes Negative Big, NM denotes Negative Me­
dium, NS denotes Negative Small, ZE denotes Zero, PS denotes Positive 
Small, PM denotes Positive Medium, PB denotes Positive Big and PV de­
notes Positive Very Big. And the defuzzification stage uses center of grav­
ity method. The proposed fuzzification Membership function is tightly re­
lated to the model parameters and thus not reproduced here. 

In Fig5.14, Hyniova et. al 2001 showed compromising control perform­
ance of Fuzzy controller comparing to passive suspension system. Since 
the Fuzzy membership function may greatly affect the suspension per­
formance, several optimization methods were developed to search the best 
Fuzzy membership function set. Among them, genetic algorithm (GA) is 
the most frequently used one to choose the optimal membership functions 
for Fuzzy suspension controllers. Some related research results can be 
found in [45], [47], [53], [50]. 
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Fig.5.14 Active and passive suspension system under step response, from [49], 
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Besides these direct approaches, there are also some other suspension 
controllers that are based on complicated Fuzzy turning strategy. In [47], 
Kuo and Li proposed a composite control scheme which consists of a 
Fuzzy feedback controller and a Fuzzy feed-forward controller shown in 
Fig5.15. The Fuzzy feedback control is used to deal with the compromise 
between ride comfort and road holding ability according to the variations 
of the sprung mass and un~sprung mass velocities. The proposed Fuzzy 
feed-forward control is employed for the rejection of road disturbance. The 
theme of the propounded controller is to provide passenger ride comfort 
and maintain good road holding ability while vehicle running on a rough 
road. By using the merit of evolutionary programming (EP), the optimal 
decision making rules for both controllers are also constructed. 

Fe-edback control stage 

Z, Z. Sratf 
ob'.eiTatioa 

# p-

w=ZXrcaddisriiibaae) 

Fig.5.15 Structure of the composite Fuzzy suspension controller, from [47]. 
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The real-time simulation results are illustrated in Fig5.16, where the 
solid, dashed, and dash-dot lines represent the performances of the com­
posite Fuzzy control (CFC), the simple Fuzzy feedback control (SFFC) 
and the linear optimal control (LOG), respectively. Obviously, the pro­
posed control strategy is effective and can provide much better perform­
ance compared to linear optimal control. 

0.5 1 15 2 25 3 3.5 4 
Time(sec) 

Fig.5.16 Time responses of sprung mass acceleration, from [47]. 

As the Fuzzy control method is extended from quart car model to half 
car and full car model, the Fuzzy rule computation cost emerges as a sig­
nificant problem. Some researchers suggested that the less computationally 
complex Fuzzy system would be technically preferable in order to be more 
responsive in producing an output, as well as more economical due to the 
less number components used, thus implying smaller production costs. In 
[51], Rattasiri and Halgamuge discussed the possibility of using the so 
called hierarchical fuzzy system to solve this problem. However, it still 
needs further discussions. 

Besides pure Fuzzy controller, some hybrid controllers were also devel­
oped recently to improve the flexibility of the suspension system. Nor­
mally such systems may combine integrate two or more intelligent control­
lers together, i.e. Fuzzy controller, sliding mode controller, neural network 
controller, i.e. [46]. 
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Fig.5.17 Block diagram of the control strategy proposed, from [52]. (© [2003] 
IEEE) 

In [52], Huang and Lin proposed a hybrid suspension system which is 
shown in Fig.5.17. It has a special adaptive control rule with fuzzy and 
sliding mode control algorithms, which provides online learning ability to 
deal with the system time-varying and nonlinear uncertainty behaviors, 
and adjust the control rules parameters. Only eleven fuzzy rules are re­
quired for this active suspension system and these fuzzy control rules can 
be established and modified continuously by online learning. It is reported 
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that the experimental results show that this intelligent control algorithm ef­
fectively suppresses the oscillation amplitude of the sprung mass with re­
spect to various road surface disturbances. Similar online self adjusting 
mechanism was implemented by Foda in [48] through Neuro-Fuzzy sus­
pension controller. 

Besides the above suspension controller design approaches, there are 
several other methods employed [52]-[62]. For instance, adaptive suspen­
sion controllers were discussed in [54]-[56]; preview suspension controller 
was proposed in [57]; neural network suspension system modeling were 
mentioned in [58] and neural network suspension controller in [59]. 

5.4 Parameter Estimation and Fault Detection of 
Suspension Systems 

In the previous Section 5.2, several different suspension control algorithms 
are studied, in which all the parameters and state variables in the model are 
assumed to be known or at least partly known. However, in the real appli­
cations, such model parameters are usually unknown and need to be identi­
fied before being used for analysis. And the existence of disturbance in the 
suspension components requires appropriate observers to achieve the value 
of some state variables that cannot be directly measured. 

In [63], Tan and Bradshaw investigated the possibility of nonlinear hy­
draulic parameter identification and observer design. Particularly, their 
goal is to identify the effective bulk modules of the fluid in the system, the 
valve effective flow gain and the time history of the spool valve position. 
Then, the identified spool position can be further used for valve dynamics 
identification. The hydraulic actuator is modeled as a power cylinder with 
the piston which is controlled by a servo value. Fig.5.18 below illustrates 
the diagram of such servo value and hydraulic piston combination. The 
flows of the actuator are controlled by the position of the spool value x^ ^ 

that follows the commanded current /̂ .̂ . By assuming the servo valve ori­
fices are matched and symmetrical. Tan and Bradshaw wrote the continu­
ity equation to each piston chambers as 

and 
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q,-c„{P„-P,)-c_ 
'" ' dt p dt 

(5.23) 

where q^ and q^ are the flows to upper and lower chamber respectively, 

V^^ and V, are the volumes of upper and lower chamber respectively, p^ 

and PI are the pressures of upper and lower chamber respectively, c,. and 

c^^ are the internal leakage coefficient across the piston and the external 

leakage coefficient of the piston respectively, p is the effective bulk 

modules of the hydraulic system (include hydraulic fluid, entrapped air, as 

well as mechanical compliance of the chambers and hoses). 

Connected to Bushing 

Coimected to Wheel 

Fig.5.18 Hydraulic servo-valve and actuator combination, from [63]. (© [1997] 
IEEE) 

From (5.22) and (5.23), we could see that the follow q^ and q^ are de­
termined by the pressure differences across a sharp edge orifice whose size 
is a linear flmction of the spool position x^ ̂  - The relationship between the 
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supply pressure p^ and the unit flow resistance coefficient of the valve ori­

fice/^^ could be formulated as 

qu = -K,^,. V ^ ' qi = ^.^.,v V ^ (5-24) 

where 

, „ \4K, if x,^,>0 (5.25) 

I V v̂ ~ ^u' otherwise 

and 

/ ^ ^ ^ j V ^ s . - ^ / , if ^.,v^0 (5.26) 

[ y ^ , otherwise 

Given the piston area of each chamber as A, and A^, we have 

f ^ = ^ f ^ , ^ = _ ^ ^^£L (^-27) 
(s'Z " dt ' dt ' dt 

where j^^^^ is the actuator strut displacement with the convention. It is 

positive when the strut is compressed from its nominal position. The dy­
namics equations for the upper and lower chamber pressures could be fur­
ther written as 

'^I^-l^i^kx IW-A ^^-c (P -P)-c P^ ^^-^^^ 

and 

^-^(kx flF+A^^-c (P-P)-c -^ ^^-^^^ 

The actuator force F^^, generated by the hydraulic strut is 

dx„, (5.30) 
F..:, =A,P,-A„P^-F^,, friction 

dt 

where F, is the friction force in the actuator strut. 
friction 

Tan and Bradshaw also assumed that: 
(1) there is no leakage in the system; 
(2) the spool is line cut and symmetric; 
(3) there is no significant flow restriction between the pressure meas­

urement and the actuator chambers. 
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With these assumptions, Eqs. (5.28) and (5.29) could be rewritten as 

and 

where the postfix (/) is added here to emphasize the time sequence nature 
of variables. 

Notice that the supply and return orifices are equal, Eq.(5.32) should be 
equal to the following formats 

The bulk modules can then be solved by using least squares with 
Eq.(5.33). To determine which flow path is open when computing 
-yjAPJjj and ^AP,(t) initially, the sign of the current command is used to 

determine whether the spool is on the positive or negative side. 
With the identified valve of the bulk modules, Eq (5.33) can then be 

used to solve for the product of spool positive and flow gain. The process 
is repeated until convergence, which normally requires one or two itera­
tions. The reason for iteration is to establish the correct sign of the spool 
position so that the correct identification equations can be used. 

Besides obtaining the suspension model characteristics, parameter esti­
mation technique is also helpful in detecting the fault of suspension sys­
tem. Records show that the components, sensors and actuators often yield 
unexpected and/or un-permitted behavior due to fatigue, leakage or dete­
rioration. As the suspension system is responsible for driving comfort and 
safety, certain fault detection process is essential for modem vehicles. 
Some recent reports proposed several dynamic models suitable for both 
system diagnosis and failure accommodation. And among them, the pa­
rameter estimation based fault detection method was most widely accepted 
and applied. 

For example, the previous quart car model (5.4) and (5.5) can be discre-
tized using the following approximations 

.. ^̂  {z^^(k)-2z^{k-l) + z^(k-2)) (5.34) 
2Ar 

and 
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(z , (^ ) -2z , (^ - l ) + z , (^-2)) 

l^T 

together with 

^ ^(z,(/c)-z,( /c-l))^ ^̂  ^{^X^)-zXk-\)) 

AT AT 

and 

(z , (^ ) -z , (^ - l ) ) 

(5.35) 

(5.36) 

(5.37) 

where AT represents the sample time span and normally should be a small 
positive number. 

Then, we could have 

z „ ( / c ) - L,(/77„,m^.,c',^,A:„,A7') 

and 

z , ( / c ) - L 2 ( w , , c , , / c , , A r ) l 

T) 

' z., (* - )] 

_ z , ( A - l ) _ 

~ z „ ( A : - l ) l 

z , ( / c - 2 ) 

z , ( * - ! ) . 

- [Z/,, Z/,2 Z/,3 

~ 1^21 ^22 ^23 

i n : 

^24] 

r2„(*-i) 

"z, (A:- l ) ' 

_z,{k-\) 

(5.38) 

(5.39) 

where L^{m^,m^,c^,k^,AT) and L^{m^,c^,k^,AT) are both 1 x 4 matrix in 
terms of the parameters that need to identify. 

Notice the similarity of the above Eqs. (5.38) and (5.39) and the general 
linear parameter estimation Eq.(5.40), it is clear that we can identify and 
monitor the abstracted model parameter L^., / = 1,2 , j = 1,...,4 using al­
most all the known parameter estimation methods [64]. 

Yik) = \ 

Y(k-\) 

Y(k~m) 
V(k) 

V(k-(n-m)) 

(5.40) 
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where Y{k) denotes general output, V{k) denotes general input and ^ as 
the general parameters. 

In [66]-[67], Bomer, Zele and Isermann discussed the quart car parame­
ter estimation problem. They compared several algorithms including non-
recursive algorithm, prediction-error turning algorithm, recursive least 
square algorithm with forgetting factor, directional forgetting method, re­
stricted exponential forgetting algorithm, exponential resetting and forget­
ting algorithm. They claimed that the estimations results have shown that 
the RLS with exponential forgetting factor and PEF algorithms received 
very good results. And it is able to adapt to the different damping configu­
ration and to detect a fault in the shock absorber. 

In [68]-[69], Fischer, Kaus and Isermann discussed a similar system 
which has an active controller shown in Fig.5.19. The complexity of this 
system is the nonlinearity of the active suspension controller. By using the 
so called local linear model tree (LOLIMOT) algorithm, they developed a 
new method which is quite different from the linearized estimation method 
used by Majjad 1997 for almost the same problem in [64]. 

O 
acruanoni 
svsreui 

iiydnuilic liquid 

Fig.5.19 Schematic diagram of the active suspension model, from [69]. (© [2003] 
IEEE) 

The LOLIMOT algorithm is based on the idea of approximating a 
nonlinear dynamic discrete function with m -dimensional inputs u{k) and 
1-dimensional output y{k). 
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Y{k) = f(x(k)) (5.41) 

and 

x(/c) = [t/„(/c-l) ... u„X^-n,^) y{k-\) ... y{k-n^)] (5.42) 

by piece-wise linear models 

y,(k) = w,,, -f w,,,.x,(k) + ... + w„.x„(k) (5.43) 

where w ., y = 0,1,..., ^. are the parameters of the / th linear regression 

model and x. are the inputs. Each local model is valid in a sub-region of 

the input space. And the partitions of the local models are not crisp but 
Fuzzy. 

The model output is calculated as the weighted sum of all M local 
models as 

y = £ (^0 , , + >̂ i,/-̂ i + - + >^«,/^«)-^/(^/.c/.o-,) 
(5.44) 

where o . (x., c., a.) is the normalized Gaussian weighting function for the 

/ th model with the center c^ and standard deviation cr.. This is indeed 
completes a nnonlinear interpolation between the local model outputs, see 
Fig.5.20. 

u{k-^) weighting function 

local linear models 

Fig.5.20 Concept of LOLIMOT, from [69]. (© [2003] IEEE) 

Using the tree-like construction algorithm proposed by Nells and Iser-
mann [65], c. and a. can be determine through regression. Combine 
(5.40) and (5.43), we could get the estimation residual sequence as 
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r{k)^y{k)-y{k) (5.45) 

It is apparent that when the estimation process converges, r{k) would 
approach to zero. Thus, the residual sequence can be used to detect sensor 
faults associated with an appropriately assigned threshold. A simulation 
test is carried in [69] and the data obtained for every variable at / = 0.3 is 
used as the threshold. The corresponding detection results are shown in 
Fig.5.22. We can see that all the errors can be detected. 
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Fig.5.21 Residuals sequence, from [69]. (© [2003] IEEE) 
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5.5 Rollover Avoidance 

Rollover avoidance using special steering control is gaining increasing at­
tentions recently. The key idea of the rollover avoidance control concept is 
that in critical situations temporarily rollover avoidance is given priority 
over ideal lane keeping. As pointed out by Odenthal, Bunte and Acker-
mann in [76], vehicle rollover avoidance control aims at two goals. One is 
to improve the damping of the roll dynamics by active steering. This re­
duces the risk of rollover in dynamic steering maneuvers. The other task is 
to improve safety in emergency situations when the vehicle is already very 
close to rollover. They showed that applying active steering allows for an 
immediate and efficient impact on the vehicle's lateral, yaw and roll dy­
namics. Due to the fast and precise intervention of the active steering sys­
tem which is in contrast to the limited reaction time of the driver there is a 
great potential for enhancing safety. Further, due to the small energy and 
actuator demand of the active steering system, it can be used not only in 
critical situations but also in continuous operation to improve ride comfort 
and handling. In addition to active steering, they studied braking actions 
considering rollover avoidance, too. 

I T I 
< y 

I I 
Fig.5.22 Vehicle parameters affecting rollover, from [75]. 
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The first problem that needs to solve is how to determine the rollover of 
the vehicle. In the last ten years, great efforts had been put into rollover 
limit/index research [70]-[74]. For instance, the so called rollover coeffi­
cient R was used in [75], which depends on the vertical tire loads on the 
right and left hand side and is defined as 

(5.46) 
F + F 
^ Z,R ^ ^ Z,L 

Fig.5.22 illustrates a simple model of the vehicle as seen from the front 
side during steady state. For straight driving the vertical tire loads on the 
left and right are equal and therefore R equals zero. If, at the beginning of 
rollover, the tires on one side are about to lift of the road, then, the abso­
lute value of the rollover coefficient becomes one. For values of R within 
the range of-1 to 1 the vehicle is "rollover stable". R may be determined 
directly by measuring the vertical tire loads Fy „ and Fy,. 

Emergency 
braking control 

Pd 

! vehicle dynannics states 
R 

Continuous operation 
steering control 

f ? 
Emergency steering control 

Fig.5.23 Vehicle parameters affecting rollover, from [75]. 
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If this measurement is not available the simplified model show n̂ in 
Fig.5.22 can be used to derive the following approximation of the rollover 
coefficient: 

^ ^ 2ih,-^h) ay, (5.47) 

T ' g 

This approximation depends on the ratio of the roll body's CG height 
above the road (/̂ ^ + h) and the constant track w îdth T . It depends on the 
lateral acceleration a at the roll body's CG. To provide this approxima­
tion of R for feedback the height of CG as w êll as the lateral acceleration 
must be determined. If the height h varies largely due to varying payloads 
its value can be estimated at the start of each ride. The lateral acceleration 
at the roll body's CG can e.g. be determined by interpolating between two 
accelerometers fixed at the top and bottom of the roll body. Note, that the 
signal a ̂ , should be available in body fixed coordinates such that road in­
clination can be considered. 

In steady state cornering the lateral acceleration is a ^ = pv^, where p 

is the track curvature. From this formula it can be directly seen that, in 
case of rollover risk, the lateral acceleration has to be reduced either by re­
ducing curvature (steering into a wider curve) or by reducing speed. In the 
present rollover control concept simultaneous emergency steering and 
braking is applied. The structure of the entire rollover avoidance control 
system is shown in Fig,5.23. It is implemented by nonlinear feedback of R 
to the front wheel steering angle j . At the same time active braking by 

control of the braking pressure is applied to ensure precision of lane keep­
ing and also to contribute to lateral acceleration reduction. As soon as \R\ 

falls below R the emergency control is deactivated. Additionally, in con­
tinuous operation the roll rate ^ is fed back to the front wheel steering an­
gle s. • Gain scheduling of the controller with speed and CG height is 

used to achieve optimal performance for all operating conditions. 
It had been proven that application of the vehicle dynamics control ap­

proach for rollover avoidance was especially suitable for the vehicles with 
an elevated center of gravity such as trucks, busses, sport and utility vehi­
cles. The concept can be implemented in the vehicle with either steer by 
wire or a mechanical additional steering device. There were also some 
other rollover control approaches including shaped sliding mode control 
and neural network control [77]-[80]. Besides, in [81]-[82], rollover and 
suspension system integrated fault detection algorithms were studied. Con­
strained by the book length, this Chapter will not discuss them. 
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5.6 Summary 

The recent developments of vehicle suspension control and rollover avoid­
ance are studied in this Chapter. However, not all the vehicle vertical mo­
tion related topics are covered in this Chapter due to length limits. For in­
stance, 

(1) integrated 3D vehicle dynamics modeling, simulation and control 
gains more and more interest recently, since the vehicle's dynamics cannot 
be simply decomposed into three independent directions especially when 
the steering angle is relatively big [83]-[87]; 

(2) road slope estimation is another important research topic, since it 
is tightly linked to vehicle driveline control [88]-[89]; 

(3) Besides ordinary suspension systems installed in the chassis, seat 
suspension systems are proven to be capable to further improve ride per­
formance in some luxury cars [90]-[91]; 

(4) Moreover, human feelings of vibrations are addressed in some re­
cent literals [92]. Nevertheless, how to use human driver driving record to 
supervise active rollover avoidance systems is also under research now 
[93]. 
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Advanced Individual Vehicle Motion Control 

6.1 Introduction 

In previous Chapter 3-5, a single vehicle's dynamics is decomposed along 
three dimensions and studied. However, in many situations, the integrated 
3-D vehicle motion control, which addresses the vehicle's short-term driv­
ing behavior under dynamic constraints, needs to be discussed. 

3. Comljiiiud steeiiiig arid breaking manuver 
4. Steering maneuver 

Laser scaimer 
Field ul'vic^v. 180 

Fig.6.1 Diagram of vehicle driving behavior decision in emergences. 

The most frequently mentioned integrated vehicle motion control prob­
lem is collision free trajectory/path planning. It consists of selecting the 
geometric path and vehicle speeds so as to avoid obstacles and to minimize 
some cost functions, such as time and energy. For example, Fig.6.1 shows 
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four different strategies that were proposed by Lages 2001 in [6] to avoid 
collisions. 

Fig.6.2 (upper) Emergency braking on a pedestrian hidden by a truck, (lower) 
emergency braking on a pedestrian located on a crossroad and hidden by a vehicle, 
from [8]. (© [2005] IEEE) 
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The first possible strategy is free passing which do not slow down vehi­
cle speed but change the direction of motion. The second control strategy 
is to break down the vehicle without steering the vehicle. The third strat­
egy is to slow down vehicle speed and steer the vehicle simultaneously. 
The fourth strategy is to steer the vehicle only without deceleration. Nor­
mally, not all four motion control strategies can be applied due to vehicle 
position, speed and mechanical constraints. But how to pick up the best 
strategy remains as a difficult problem to be thoroughly solved especially 
when computation time requirement is considered [l]-[8]. 

The first problem that needs to be carefully handled is how to achieve 
enough environment information to make correct decisions. For instance, 
Fig.2 shows two typical wrong driving strategies caused by vehicle occlu­
sions. In the first case, the vehicle failed to detect a pedestrian hidden by a 
truck; in the second case, the vehicle failed to detect a pedestrian located 
on a crossroad and hidden by a vehicle. Constrained by book length, it as­
sumes that information of road and traffic participators can be correctly 
obtained in the rest of this Chapter. 

The second problem is to consider vehicle dynamics to determine 
whether to brake or steer or simultaneously brake and steer [60]-[84]. Tra­
jectory planning is a main technique to test the validity of a generated driv­
ing strategy planning. Generally, the related works could be divided into 
three main categories: 1) path generation, 2) trajectory planning, and 3) 
path/trajectory tracking/following and corresponding controller design. 

Path planning concerns how to attain an acceptable geometry path for a 
vehicle with certain requirements and constraints [9]-[12]. Trajectory 
planning problem focuses on how to generate the configuration of the ve­
hicle motion as a function of time, as well as generate corresponding refer­
ence inputs to the trajectory tracking system. Comparing to path planning, 
it considers geometry path profile and associated time profiles for vehicle 
motion simultaneously [19]. 

It is remarkable that only few works had addressed trajectory generation 
problem for automatic vehicles. In many reports, the so called trajectory 
planning problems mentioned were actually about path planning, which 
only consider the geometry motion profile. While extensive work had fo­
cused on computing the geometric path, little attention had been given to 
selecting the optimal vehicle speeds. Selecting the wrong speeds can cause 
the vehicle to loose its path or to waste time or energy. Lane changing tra­
jectory planning and parking trajectory planning are two discussed prob­
lems in this areas. 

Path/trajectory tracking/following discusses how to guarantee the gener­
ated path/trajectory is feasible and how to track the generated path/trajec­
tory [13]-[14]. Normally, it studies vehicle dynamics and steering/braking 
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control according to pre-selected path/trajectory. For instance in [14], 
Chan and Tan emphasized the possibility of applying steering control to 
stabilize the trajectories of vehicles involved in a collision, which exam­
ined the descriptions of accident scenarios, limitations of applicability, and 
performance requirements. Thus, longitudinal and lateral combined vehicle 
motion control attracts notable interests recently. 

It should be pointed out that trajectory planning can be viewed as an ex­
tension of the early proposed robot path planning problems, which aim to 
generate continuous curvature profile with certain performance require­
ment for robots [15]-[19]. Since the car-like robot's dynamics are similar to 
that of the vehicle, several planning methods, which were proven to be ef­
fective for intelligent robot, have been extended to vehicle path planning 
program. However, significant differences on mass, inertia, geometry size, 
driveline and navigation velocity of a vehicle lead to really different con­
trol methods that that of a robot. 

6.2 Vehicle Path/Trajectory Planning 

There are numerous methods that had been proposed for vehicle path plan­
ning. For instance GJK algorithm proposed by Bemabeu et. al 2001 [12], 
probabilistic roadmap approach by Lamiraux and Lammond 2001 [21], 
symmetrical clothoid method by Yossawee et. al 2002 [22]. But the most 
frequently used method is spline interpolation based method. For instance, 
Piazzi et. al [23]-[24] employed Quintic G' -splines method to generate al­
lowable path. In [25], Hilgert et. al applied elastic band theory, and Simon 
and Becker chose Bezier sub-spline as the interpolation base spline [26]-
[27]. Generally, how to conveniently incorporate vehicle dynamic con­
straints into path/trajectory geometric constraints is the kernel part of the 
related research. 

In [26], the desired trajectory was represented as a two dimensional 
Bezier spline. A sub-spline or trajectory segment consists of two fifth-
order polynomials, which has the structure as 

y(t) = a^t^ + a^t^ + a^t^ + a^t^ + a^t + a,, (6.1) 

and 

x{t) = b^t' + b^t^ + b^t^ + b^t^ + bj + 6„ (6.2) 

The boundary conditions can be written as 
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and 

where a. 
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the shape of the generated Bezier curve. Their meaning is shown in 
Fig.6.3. 

Fig.6.3 A fifth-point one-dimensional Bezier sub-spline, from [26]. (© [1999] 
IEEE) 

In order to guarantee the generated the Bezier curve is a valid path for 
the vehicle, the corresponding steering angle constraints of the curve were 
further considered in [26]. 

Simon and Becker 1999 pointed out that curvature at the sub-spline 
boundary can be used to measure whether the designed trajectory is feasi­
ble or not. They considered a simplified vehicle dynamic model as shown 
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in Fig.6.4, where the world coordinates of the vehicle is denoted by x and 
y . The vehicle's dynamic equation was written as 

and 

together with 

X = V,, [cos ^ cos 0 —sin ^ sin 9] 

V = Vj,[cos ^ sin 6̂  + -sin ^ cos i9] 

0 = v, 
sin (^ 

"7" 

(6.5) 

(6.6) 

(6.7) 

where 0 is the angle between the vehicle's longitudinal direction and the 
X -axis. And ^ is the steering angle. / is the length between the front tires 
and the rear tires, r is the length between the front tires and the reference 
point. V/, is the vehicle forward velocity. 

y i 

yj 

"• / ' \? ' 
/ y ^ \ ^ 

I y^y^^^\f^ ^̂ "̂  \ 

M^'y''^'^^ ^^/^ \ 
V^^^^ x^ \ \ \ 

—^^1^0^—-^i--..^fc^ L 
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, 1 

1 ' k 

Fig.6.4 A one-dimensional Bezier sub-spline, from [26J. (CO [1999] IEEE) 

Suppose the lateral acceleration and steering velocity can be written as 

au. =^' (6.8) 

and 

/ (6.9) 

where /c is the real curvature of the vehicle and K is the its derivative. 
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We can have the planning constraints as 

4/1 . 
\fc = r̂ sin a 25//' 

(6.10) 

where ju and A are the lengths of two consequent polynomial edges and 
a is the angle between these two edges; see Fig.6.5. 

BUn-^'i 

Hv m-

Fig.6.5 Curvature at the sub-spline boundary, from [26]. (© [1999] IEEE) 

Taking the above constraints into account, Simon and Becker 1999 
shown that the smoothness of trajectory decreases with an increasing sub-
spline density. Fig.6.6 illustrates how to generate acceptable vehicle trajec­
tory by segmentation and interpolation. 

Fig.6.6 (a) determination of the trajectory interpolation points, (b) the remaining 
Bezire points, and (c) the final trajectory, from [26]. (© [1999] IEEE) 

Lane change trajectory planning is a frequently analyzed trajectory 
planning problem. Also using Bezire interpolation method, Papadimitriou 
and Tomizuka proposed a fast lane changing path generation method in 
[27]. They considered the lane change process of a vehicle runs at longitu­
dinal speed X. If there is no obstacle, the time t,^. to complete the lane 

change obviously only depends on the passengers' comfort. Suppose t,^. 

and the width of the current and target lanes are assumed to be known in 
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advance, and x can be measured by the vehicle speedometer. Papadimit-
riou and Tomizuka formulated the lane changing as a simple boundary 
condition problem as follows: 

Find a smooth path that guides the vehicle from the initial state 
(x , i ,x. , y , V , y ) to final State (jc, ,i,- , jc,- , y, , y, , y,. ) show n̂ 
^ m ' m ^ in ^ y m ^ y m ^ y m ^ ^-^ /in ^ fin ^ fm ^ y fin ^ y fm ^ y fin ^ 

in Fig.6.7. 
To simplify the description as follows, let's define w^, as the width of 

the current path and w, as the width of the target path. Here, x. corre­
sponds to the longitudinal distance traveled if the speed was constant and 
y ̂ .̂  corresponds to the sum of ŵ  and w,. 

ra- ^^ 
Final Position ^~ ^ Wj/2 

W./2 

W J 2 

•//J2 Initial Position 

Fig.6.7 Lane changing path without obstacles, from [28]. (© [2003] IEEE) 

Selecting fifth order polynomials for x{^t) and ^(/) position, the prob­
lem was then solved trivially through the following linear equations: 

(̂ 0 a, a^ a, a, r/5)' = <̂.x6 • (y., ytu, A, vfui y,,, y,1,,)' (6.11) 

and 

(/?„ /?! b, b-^ /?4 ^ 5 ) ' = ^ 6 x 6 ' ( - ^ m ^ fm ^in ^ fiu '^ Ui '^ f,n)' ( 6 . 1 2 ) 

Papadimitriou and Tomizuka considered a typical scenario where the 
vehicle runs at 20m/s that starts a lane change at time t^^ = Os and com­
pletes it at t,^. = 5s. The coordinate system is placed on the vehicle's geo­
metric center at time /̂ , = o s and remains fixed. 

The lane change is considered complete when both longitudinal and lat­
eral accelerations are 0. The width of each lane is 4m. Thus, the initial and 
final state of the vehicle is: 

(^. ' ^ . ' ^ . ' J ^ . ' i ^ . ' y J = (0. 20, 0, 0, 0, 0) (6.13) 

and 

( ,̂,„ ' i / . ' i- , . 'y,„ '>-.. '3>,„) = (100, 20, 0,4, 0, 0) (6.14) 



6.2 Vehicle Path/Trajectory Planning 231 

Solving Eqs. (6.1) and (6.2) yields the path shown in Fig.6.8. It is clear 
that such spline interpolation method will result in continuous curvature 
path profile. 

b Q a uJ I '•' 

0 i:o 20 m 4Q m m m m m 100 
xim) 

Fig.6.8 Lane changing path considering obstacles, from [28]. (© [2003] IEEE) 

On the basis of above free lane changing path planning, Papadimitriou 
and Tomizuka took the obstacle into account. They claimed that the shape 
of the path changes can provide the vehicle with more freedom to avoid 
the obstacle if the order of one of the polynomials is increased, and the 
boundary conditions are still respected. Thus the problem was transformed 
into what polynomial should the order be increased of and what are the 
possible values of the extra coefficient that yield admissible trajectories. 

However, as far as the former issue is concerned, increasing the order of 
y{t) only, was not proven to be a wise choice. Indeed, shaping the lateral 
trajectory can yield only few admissible paths, since the vehicle is re­
stricted to maneuvers in the current and target lane, which is not the case in 
the longitudinal direction. Moreover, the maximum achievable lateral ac­
celerations were shown to be relatively small compared to the longitudinal 
ones (4-5 times smaller). If the order of both x{t) and ;;(/) is increased, 

then the complexity of the problem increases substantially because there 
are two extra coefficients to be determined. Thus, Papadimitriou and 
Tomizuka 2003 chose to increase the order of x{t) only. More precisely, 
x(t) is written as 

x{t) = b/' + b,t' + b,t' + b^t^ + b^t"- + b,t + b, (6.15) 

Substituting the boundary condition in (6.15), we can have the coeffi­
cients b. in its first and second derivatives as 

b. =m. + n.b,, / = 0,1,...5 (6.16) 

where /?. = m, and n. are functions of the boundary conditions. 

Substituting (6.16) into (6.15) will yield 
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x{t) = c^(t) + c^(t)b,, i = 0,1,...5 (6.17) 

where c,(/) and c^{t) are functions of time the boundary conditions. 
Besides the motion path of the vehicle center, the shape of the vehicle 

should also be considered. Because a fast way to represent objects in 2D 
space can be approximating them by an infinite number of circles, the ve­
hicle was represented by the area swept by a dynamic circle of radius R as 
Fig.6.9, whose center obeys a linear function in /l = [0,1] as 

P = P„+/l(P„ -P,) (6.18) 

where p,, and p^ are the vectors of the end circle centers. This shape was 

called the oval shape in [28]. 

Rear-end circle PO -„^^ .- . \'^_^. Front-end circle Pn 

Fig.6.9 Vehicle representation, from [28]. (© [2003] IEEE) 

Interpreter (6.18) into the following format 

X = x^^ + X{x^ - x^^) (6.19) 

and 

y = y, + ^{y, -y,) (6.20) 

where x and y represent the line segment that connects p,, and p^. 

And the criterion for collision avoidance is 

{x^.-xs+{^.-^.)' > (K - ^.y (6.21) 

Assuming that the yaw angle of the controlled vehicle remains 0. taking 
the geometric characteristics, we can have 

[c, + c,b, -IJ2 + AJ^ - A,(jc,, - jc,„ )Y + (6.22) 

[y.o-y.o-^Ayo.-yoX>iK-Kf 

where the subscript c corresponds to the controlled vehicle and subscript 
o corresponds to the obstacle. 

Although the above assumption is not true in practice, it is still a fair 
approximation of reality. Further simplify (6.22) will gives 
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a\t)bl + P{t)b,+r{t)>Q (6.23) 

where a{t), p{t) and Y{t) are functions of time, boundary conditions and 

vehicle geometry parameters. Since the coefficients of bl is larger than 0, 

the collision free condition can be expressed as 

b^<--P^y^b^>^^^.^-P^-^a^r ^''^'^ 
2a' 2a' 

Select a value for b^^ that satisfy this condition, the solution of (6.22) 

will ensure a collision free path. Indeed, Papadimitriou and Tomizuka 
2003 found out that the number of combinations of A^. e [0,1] and 

A^, E [0,1] that are checked depends on the trade-off between accuracy and 

fast computation that exists in almost all trajectory planning methodolo­
gies. However, (6.23) is an affme function of î  so that the minimum and 

maximum acceptable values for /)̂  are achieved at the minimum and 

maximum values of A^., hence, without loss of accuracy, the root plotting 

can be limited to the combinations corresponding to the possible collisions 
of the front and rear end circles of the controlled vehicle with the oval 
shape. 

To illustrate this property, Papadimitriou and Tomizuka considered a 
typical scenario where a vehicle runs at 20m/s and a second vehicle run­
ning at 20m/s in the target lane exactly beside the controlled vehicle. It is 
assumed that the controlled vehicle will eventually adjust its speed to that 
of the obstacle, which is one of the principles in cooperative driving. Thus, 
the lane change is considered complete when both longitudinal and lateral 
accelerations of the controlled vehicle are 0, the longitudinal velocity is 
20m/s and the x-position is 10m behind the obstacle. The total time of lane 
change is again t,^. = 5 s. The initial and final state of the vehicle is: 

(^,„..v,„.^,„>y,„>>'„,.3>J = (0,20,0,0,0,0) (6.25) 

and 

(^,.^^,„^X„„,y,„ ,y„„ ,y,„ ) = (90, 20, 0, 4, 0, 0) (6.26) 

Applying the obstacle avoidance methodology results in the plot of the 
solutions of Eq.(6.24), corresponding to the rear and front-end circle of the 
controlled vehicle with the oval shape that represents the obstacle; see 
Fig.6.10. 
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Selecting b^^ = 0.01 yields the path shown in Fig.6.11. The correspond­
ing positions, velocities and accelerations of the controlled vehicle versus 
time are shown Fig.6.l2. 
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Fig.6.10 Map for selection of admissible trajectory, from [28]. (© [2003] IEEE) 
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Fig.6.11 Vehicle representation, from [28]. (© [2003] IEEE) 

The above results can be further modified by considering vehicle dy­
namic constraints. Assume the following constant threshold accelerations: 

and 

— \a\< y <\a\ 

\<x< \a^, 

{621) 

\lac\^ ^ - rac\ (6.28) 

where \a,\ represents the bound of vehicle lateral acceleration rate. \a I 
I ' I \ acic I 

and \a I are the bound of vehicle longitudinal acceleration and decelera-

tion rate respectively. 
Differentiating Eq.(6.2), the longitudinal acceleration is 
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x(t) = 30b j ' + 20b,t' + \2b,t' + 6b,t + 2b, 

Thus, we should guarantee that 

- \a,^,^. < 30b,t' + 20b,t' + \2b,t' + 6b,t + 2b, < |a .̂ 

(6.29) 

(6.30) 

-̂D rac on =c£itcn vs ~ T e /-Ci'ect'.on Position vs Tirie 

Fig.6.12 Positions, velocities and accelerations of the vehicle's geometric center, 
from [28]. (© [2003] IEEE) 

Define x(t) as an affine function of /?^, which is similar as (6.2), it gets 

x(t) = c,{t) + c,(t)b,, i = 0,1,...5 (6.31) 

where c.^{t) and c^{t) are function of time and boundary conditions. 

Substituting (6.31) to (6.30) yields 

b,=[±\a,^,^.\-c,]lc, (6.32) 

To illustrate this new result, let's consider the acceleration threshold as 

-2ml s^ < y<2m/s\ -\Om/s^ < x< 2.5m fs^ (6.33) 
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Solving the boundary condition problem for y(t), we have the admissi­

ble range of b^^ as shown in Fig.6.13, in which the dynamic constraints are 

mapped on the same space as the virtual obstacles. 

r: , ^y/'ZyjK^if6vfijiti\;>^jtf^^^ 

Fig.6.13 Dynamic constraints mapped on b^^ space, from [28]. (© [2003] IEEE) 

Finally, Papadimitriou and Tomizuka considered the general lane 
changing problem where there is not only one vehicle on the road. In the 
general problems, the above one-to-one lane changing path generation 
method is carried out for all the vehicles nearby respectively. And the ob­
tained path solution in terms of ^̂  should exist in the common admissible 

region in the mapping space. Fig.6.14 shows a typical road traffic scenario, 
and the following Fig.6.l5 demonstrates the corresponding the allowable 
solution in mapped on z?̂  space. 
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Fig.6.14 A lane changing scenario at initial state, from [28]. (© [2003] IEEE) 
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Fig.6.15 Region of admissible values mapped on Z?̂  space, from [28]. (© [2003] 
IEEE) 

Besides driving safety constraints, how to obtain optimal driving trajec­
tory is another important research direction in this field. For instance, how 
to get time-optimal trajectory for the vehicle were discussed in [29]-[31]. 

In [32]-[34], Li and Wang considered more general trajectory planning 
problem for the highway trip. In [34], the highway road was viewed as a 
series of several consequent road sections that are characterized by the 
curvature variations along the road respectively; see Fig.6.16. These sec­
tions are further divided into two types: approximately straight road sec­
tions (whose curvature variations were neglected) and curve road sections 
(whose curvature variations could not be neglected). It is obvious that the 
straight road sections and curve road sections always come alternatively 
along the road. The altitude variation and the width of the whole road are 
also neglected. And these road sections could be viewed as lines and 
curves on flat surface. 

As shown in Fig.6.16, each straight road sections will be further divided 
into several sections that have the uniform length (50m or 100m). Merge 
the curve road section into the first straight road subsection that directly 
follows it, we could construct a new series of special road sections whose 
lengths are defined by a series length parameters / , , . . . , /^ . So the whole 
driving process could be characterized by M velocity variables w,, ..., 
u^ that represented the entering velocity of each road sections. Here, we 
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assume the start velocity w, and end velocity u^^ could be arbitrary feasi­
ble velocity, since the starting and stopping driving process have little ef­
fect on the whole driving process and could be neglected. 

4 p ^ ^ 

1 ^m 

^.43 

• J € • 

W|44 

_1 
•'• - » • • 

Fig.6.16 Definition of the road sections and associated speed variables. 

To make the whole problem more tractable, let's assume that the veloc­
ity of a vehicle keeps constant in the curve road sections. And the entering 
velocity is used to represent the average speed along the road section. 

These simplifications certainly introduce errors. However, ordinary per­
sons do not change velocity too often as race-car driver. Indeed, they usu­
ally change the velocity when they drive on the straight roads and do not 
shift during steering. So the velocity could be assumed be constant in the 
curve road sections without lose of much generality. 

Let Q. denotes the set of the feasible velocity. We will introduce the 
formulation of the longitudinal trajectory planning in the rest of this sec­
tion and the trajectory constraints will be discussed in the next section. 

Commonly, an optimal driving guidance generation is to determine the 
time history along a specified geometric path in terms of the path parame­
ters that describes how the vehicle moves from its start point to its end 
point with an optimal objective function value under several constraints. A 
general form of the performance index can be defined as 

m i n J ( W i , . . . , u^ ) •• 
I n„&il 

H(u^,...aiM) (6.34) 

where //(•) represents a given objective function for the vehicle. 
Wang etc. considered three basic objective functions and their weighted 

combination are developed to describe and model the normal behavior of 
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the driver/passenger. The first is the minimum-time driving plan, which is 
obviously desired for those who prefer time saving objective. It is well 
known that this optimal driving plan can be achieved directly by always 
making the velocity to the allowable maximum value. For this situation, 
we will have the following dynamic objective function as 

. ^ /. (6.35) 
J, = mm > "^ 

The second objective is the minimum-fuel-consumption driving plan­
ning, which can be used to save energy and protect the air quality. How­
ever this objective is somewhat difficult to handle because the relationship 
between the fuel-consumption and the speed is too complicated to be accu­
rately modeled. In Khisty 1998, an approximate description for the fuel 
consumed in motion is represented as following 

V 

where F is the fuel consumed per unit distance and V is average speed 
measured over a distance. F hy, F h2 and F h^ is coefficients deter­
mined by different vehicle weight, engine size and technological features. 
Though it's not accurate, we could take it as an acceptable estimate on the 
fuel-consumption performance index under certain conditions based on 
experience. 

Therefore, a simple minimum-gasoline-consumption solution can be di­
rectly reached by simply setting the velocity to zero. Therefore, we instead 
consider the linear combination of both minimum-time and minimum-
gasoline-consumption objectives as following 

J,= mm f[Qr^-^Q,'F\u,)^^] ^^'^^^ 
"• ""•'''k=i u, w , 

where p'^^^ )=^ + h,u, + h,uf • 2, and Q^ are the positive weight coef-
^h ' ^' 

ficients that may from different groups of people. 
The third objective is minimum-jerk driving plan. Because the driver 

will be apt to feel tired and uncomfortable if the acceleration/deceleration 
rate is too big and/or too often. So a minimum-jerk (the third derivative of 
the vehicle's position) performance index may be introduced as the objec­
tive function to make the acceleration/ deceleration smoothly. Since to ac­
curately specify a minimum-jerk trajectory is too complicated and time 
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consuming. To avoid involving the third derivatives directly, we choose 
the following approximate cost function 

. ^ .K . i -^ . l . (6.38) 

Normally, drivers want to maintain a balance among timesaving, fuel 
saving and comfort feeling. Thus the optimal trajectory objective function 
should be a combination and compromise of the three basic planning 
strategies discussed above. There are numerous ways to deal with the 
multi-objectives problems, and the simplest way is to formulate it as a 
linearly weighted objective as follows 

Â- .^ zr̂ . ^ Â- . . . Î A-.. -^.1 , (6.39) 
J,= min T i e . • ' +G2-^'(^/c)' ' +G3 

k\ 

where g , , Q^ and Q^ are some pre-selected positive weight coefficients. 

Naturally they vary greatly for the different drivers/passengers. 
Generally, we have to consider three constraints for the longitudinal tra­

jectory planning problem. The most important one is the maximum accel­
erate/decelerate rate of a vehicle. It is apparent that different vehicles have 
different maximum accelerate/decelerate rate. So we have 

\u,-u,,,\<E{u,J,) (6.40) 

where E{-, •) is an preset evaluation function to judge the maximum veloc­

ity determined by current velocity t/̂  and the length /̂  of the specific road 

section. Some detailed discussion about E(-, •) could be found in [35]]. 
The second constraint is the acceptable maximum velocity a vehicle 

could have. In the straight road sections, the acceptable maximum velocity 
will only be restricted to the power of the engine. In the curve road sec­
tions, the acceptable maximum velocity will be determined by the intrinsic 
dynamic property of the vehicle and the driver. 

Here, those maximum velocity settings are assumed to be gotten as 

u,<u, (6.41) 

where u^ denotes the maximum velocity for the k th road section 

The third constraint is that the driver should keep a certain distance from 
the preceding vehicle, which leads to 

u, <mm{G(s,.u,^,J,u,} (6.42) 



6.3 Vehicle Parking Problems 241 

where u ^̂̂  is the velocity of the preceding vehicle and s^, is the distance 

between the two vehicles, and G(-, •) is an evaluation function to judge the 

safety distance. 
From the discussion above, the whole problem has already been trans­

formed into a nonlinear optimization problem. Since we could not predict 
u ^̂  and s^, for long distance, we will consider at most 50 special road 

sections ahead. And u and s, are assumed to be invariant at the same 
"̂  pre d 

time. The optimizing process will be dynamically restarted after the vehi­
cle passes a pre-selected sum of the specific road sections. 

Embedding the constraints as the penalty functions into the objective 
function; the fitness function can be written as below, which was finally 
solved using genetic algorithm in [32]-[34]. 

^ I, . I, k/.+, - U L . \ (6.43) 

A-1 ^k ^k hi 

P, . M {\u, - w,„ - E(u,, / , ) ) + P, • M(u, - w,) + 
P, 'M(u, - m'm{ G{s,,u^„,\u,})] 

where the function M(.) is defined as Miy) = \^''^~ - ^^^ P\^ Pi ^^^ 

p^ are positive penalty coefficients. 
There were several other discussions on vehicle trajectory planning. In 

[36]-[37], the safety driving constraints was reversely mapped into the 
phase space of steering angle, and so does the trajectory planning objec­
tive. In [34], the so called cell mapping method [38]-[42] were applied to 
solved such kind of trajectory planning problems in terms of steering angle 
and speed. 

6.3 Vehicle Parking Problems 

Autonomous parking is another problem that had been addressed in the last 
ten years [43]-[45]. Comparing to lane changing trajectory planning, vehi­
cle speed in autonomous parking problem is much lower. But the allow­
able moving area, i.e. parking bay, is relatively smaller with respect to that 
in lane change problem [46]-[48]. 

Ohata and Mio proposed a trajectory based approach for this problem in 
[44]. They formulated the vehicle dynamic model as shown in Fig.6.17, 
which indeed is equivalent to the bicycle model analyzed before when ve­
hicle velocity is low. 
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In Fig.6.17, [x,y] is the coordinates of the car position, P is the center 
between the rear wheels, 0 is the posture angle of the car, z is the vehicle 
moving length, a is the steering angle of the front wheel, L is the wheel 
base, V is the moving velocity. Ohata and Mio focused on the control of 
a in [44]. 

f Pasture Angle 

Front Wheel Steer Angle 

Fig.6.17 Tricycle behavior model, from [44J. 

And the dynamics of the system was written as 

dO Xm{a) dY . ^^^ dX ^^, 
— = V —^—- ? — = V sin( 6) ? = -V cos( 0) 
dt L dt dt 

dZ 
lit 

Thus, 

dO 
dX 

im{a) d^ 
Icos(<9)' dX 

= -tan(<9) 

(6.44) 

(6.45) 

Linearize (6.45) at the nominal state Y = 0 = 0, we can have the ap­
proximate state space model as 

dx, 
'dX 

= Ax, + Bii, 
(6.46) 

where «, = - , ^ = 
"0 

[o 
-\ 

0 J 
^ B = 

~ 0 " 

[-1 
Suppose that the parking position is at [̂ Y,K] = [0,0] and the desired 

moving direction is equal to the X -axis; Fig.6.17. In [44], Ohata and Mio 
first designed the LQ regulator for the system as 
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a = L{FJ + F,0) (6.47) 

where Fj and F^ are constants obtained by solving the corresponding Al­
gebraic Riccati equation of (6.46). 

Besides LQ controller, Ohata and Mio presented a nonlinear controller 
as 

a = tan-'[l'(6>)[F,r + F^ tan((9)]] (6.48) 

This controller will only be applied when -TT ll<6 <7r 12, because we 
have |tan( (9)| ->oo \f 6 -^ n 12 o r6>-»- ; r /2 . 

Finally, Ohata and Mio 1991 mimicked human driver decision process 
and designed a so called driver model control as 

a = -^[r-(L^ -L,)0] (6.49) 

where ^ is a pre-selected feedback gain, L̂  is the distance from the driver 

to the gazing point. And L^, is the length from the driver to the point p, 

which is the center between the rear wheels. As shown in Fig.6.18, it indi­
cates that the driver reduces the order of inputs mapping from Y and 0 to 
[Y-(L^.-L,)01 

{Y-(Lc-Ld)^} 

X 

Fig.6.18 Human model during reverse motion, from [44]. 

Simulation results with each control are shown in Fig.6.19 where the car 
size is 1.5m in width and 4.0m in length. Fig.6.19(a) shows the trajectories 
from the initial state of y = 10.0m and 0 = 0. The nonlinear controller 
was shown to give the most rapid response that the car converges on the 
guideline. Fig.6.19(b) demonstrates the car trajectoriesare calculated from 
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the initial state of r = 20.0m and 0 = 0. Apparently, the response of the 
nonlinear controller resemble its behavior in Fig.6.19(a). However, the re­
sponse of LQ controller and the driver model control yield quite different 
response according to the initial state. Simulations proved that it becomes 
more conspicuous in the cases of an even farther initial position from the 
guideline. 

nonlinear control 

linear control 

human model control 

human model control 

Fig.6.19 Comparisons of nonlinear controller, LQ controller and human model 
controller, from [44]. 

Further analysis shows that even the nonlinear controller yields unac­
ceptable solution since the posture angle may becomes bigger than the 
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right angle. Fig.6.20 shows a typical scenario in which the initial posture 
angle is near a right angle. Obviously, the trajectory has a large overshoot 
which often leads to collision with other cars parking nearby. 

initial position 

X-axis 

Fig.6.20 Unacceptable car behavior under nonlinear control, from [44]. 

X-axis 

Xp-axis 

>*- front P 

Fig.6.21 Simulation results using reference axle correcting method when 
<9 = ;r/2,from[44]. 

To deal with such problems, Ohata and Mio proposed a method to 
change the straight guideline according to the car position and the posture 
angle that was introduced. This method was indeed a continuous sequence 
of transformation of reference axis. As shown in Fig.6.2l, the guideline is 
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firstly the one passing through the points P and Q and finally converges 
approximately to the X -axis when the car approaches near the parking po­
sition. Here x, and X^^ represent two intermediate reference axis that had 

been used. 
In the case of Fig.6.22 where the posture angle from the line PQ is 

greater than a right angle, the guideline is set as the Y-axis parallel to the 
car at first and changes to the X-axis when the posture angle form the X -
axis becomes sufficiently smaller than a right angle. 

X-axis X#-axis 

axis 

initial position 

front 

Fig.6.22 Simulation results using reference axle correcting method when 
/9 = 3;r / 2, from [44]. 

However, there are still three problems need further discussion. 
The first problem lies in that the ability of parking control is greatly lim­

ited by allowable moving area nearby. Thus, how to obtain the nearby en­
vironment information is of great importance. Zhao and Collins empha­
sized the parking space detection task in [51]. They used a laser ranger 
finder which is mounted in the front of vehicle with a 180' field of view 
and a maximum range of 25m. When the vehicle is passing past the park­
ing space, a map of the vehicle's environment will be built. This map can 
provide a contour constructed by the obstacles on the right side of the ve­
hicle. A sufficiently large rectangle can then be fitted into the contour. Fi­
nally, they used fuzzy logic controller to move the vehicle apart from the 
other cars and obstacles and keep a safety distance during the whole park­
ing process. In [71], the GPS and GIS are combined to provide available 
parking lots for the driver. 

Stepped even further than Zhao and Collins, Song and Goldenberg [45], 
Paromtchik and Laugier [46], Chang et. al [49], Gorinevsky et. al [53] de-
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veloped several different parking monitoring and assisting systems. As a 
typical example, Wada et. al 1999, 2003 presented the concept of Ad­
vanced Parking Assistance System as Fig.6.23 in [55]-[56]. The proposed 
system is an integration of a parking assistance system, a parking admini­
stration system, and an employed sensor system. 

In this integration system, the parking administration system is respon­
sible for the parking lot management, assignment of parking bay, and 
transmission of data that is necessary in the assistance system. The sensor 
system provides real-time vehicle state estimation. The driver assistance 
system uses parking environment static data provided by the parking ad­
ministration system, vehicles' external dimensions, and the estimated ve­
hicle state to derive the commands necessary to perform the parking task. 
The information flow between these systems is shown in Fig.6.23. 
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Fig.6.23 Advanced parking assistance steps, from [56]. (© [2003] IEEE) 

In [56], Wada etc. designed another parking assistance system to main­
tain the driver in the vehicle control loop. In the system's design, they con­
sidered some factors including driver delay, driver errors, and driver inse­
curity. Driver delay was defined as the time interval between the task 
command display and the start of the commanded task. Driver errors 
emerge while the driver is following the system commands using the steer­
ing wheel, brake pedal, and accelerator pedal. A system that has an exces­
sive dependence on an audio-visual interface to perform the driving task 
may cause driver insecurity. The necessity of addressing those problems 
makes a completely different design approach from that employed for 
similar autonomous systems. 
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Fig.6.24 Advanced parking assistance steps, from [56]. (© [2003] IEEE) 

As illustrated in Fig.6.24, Wada et. al built the assistance systems that 
steps from the parking lot entrance until parking is completed as follows: 

(1) Data transmission performed by the parking assistance system, 
which contains two sub actions: Parking bay assignment; and Parking data 
(parking bay dimensions, parking bay front lane dimension) transmission. 

(2) Guidance from the parking lot entrance to the entrance of the park­
ing bay; 

(3) Guidance until parking is completed. 

The second problem is that we cannot only considered continuous 
movement of the vehicle like [44]. Many parking action consists of park­
ing process with multiple movements. For example, Paromtchik and 
Laugier showed a typical two stage sequences of actions in autonomous 
parking process in [46] as Fig.6.25. 

To achieve benefit from multi-stage parking, Wada et. al. presented the 
so called parking possibility region (PPR) based parking path planning. 
Following definition, there is a vehicle pose corresponding to each PPR. 
This pose will be called from now on the PPR angle. The row and lane 
parking possibility regions when the angle between the vehicle and the 
parking center line is are illustrated, respectively, in Fig.6.26. 

The path planning algorithm using PPR is implemented through the use 
of the following five modules: 

(1) PPR computation. 
(2) path generation; 
(3) collision danger judgment. 
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(4) fine parking guidance. 
(5) parking conclusion judgment. 

Fig.6.25 Sequence of motions in parking (left-top to right-bottom), from [46]. (© 
[1999] IEEE) 
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Fig.6.26 Concept of parking possibility region, from [56]. (© [2003] IEEE) 

The path-generation module generates line and/or arc-composed paths 
given the departure and arrival poses/positions. Collision danger judgment 
is employed during the vehicle displacements. If necessary, the fme park­
ing guidance module will guide the vehicle to its final parking position. 
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Fig.6.27 Path-planning steps using PPR, from [56], (© [2003] IEEE) 

Fig.6.27 shows how PPR is used in the path-planning algorithm steps. 
During these steps, it is necessary to evaluate if the vehicle is in a PPR or 
if a point in a PPR is reachable. The vehicle is said to be in a PPR-A if its 
position is inside PPR-A, and its pose is equal to the PPR-A angle. A point 
in PPR-A is said to be reachable if there is a path between the present ve-
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hide (position) (pose) and (PPR-A point position) (PPR-A angle) exists (it 
should be stressed that the existence of a path between the present (posi­
tion) (pose) and the PPR-A point position is not sufficient). 

The algorithm first computes the PPR centers. Part of not reachable PPR 
centers, the reachable PPR centers, and the PPR (PPRl) center selected for 
path generation is shown in the portion of Fig.6.27(a). The selected PPRl 
center, the planned path, and the vehicle traveled path is shown in the por­
tion of Fig.6.27(b). If a driver error occurs during the subsequent line 
movement, a new point belonging to a PPR (PPR2) reachable with an arc 
is selected. The newly selected PPR2 point, PPR2, the regenerated path, 
and the path the vehicle has traveled is shown in the portion of Fig.6.27(c). 
If a driver error occurs during the subsequent arc movement, it is necessary 
to determine if the subsequent stopping point is in a PPR. The newly 
emerged PPR (PPR3), the regenerated path, and the path the vehicle has 
traveled is shown in the portion of Fig.6.27(d). Finally, the portion of the 
figure labeled shows the path generated to the final parking position and 
the path the vehicle has traveled. If it is not possible to park with one or 
two displacements, the PPR-based algorithm allows the path for parking 
the vehicle to be re-planned with one additional switchback maneuver. It 
was claimed the PPR-based path planning algorithm can generate paths 
that conform to the system constraints and result in a reduced number of 
maneuvers. 

There were some other methods using the concept of PPR but not the 
same algorithms presented above. For example, fuzzy inference methods 
in [49]-[51] and neural networks in [52]-[54] were supervised by human 
driver experiences and/or driving records to generate allowable path from 
the possible parking area to the parking bay. 

The third problem is how to improve the system robustness against 
model uncertainty and handle the nonlinearity and nonholonomic vehicle 
dynamics [44], [47]-[48], [50]. In [57]-[58], long distance trajectory plan­
ning was considered, which guide the vehicle from the entrance of the 
parking lot to the available parking lot. It naturally leads to more complex 
trajectory generation process. A typical approach will be discussed in the 
following Section 6.4. 

Comparing to single track vehicle parking problems, track-trailers park­
ing problems gained more interests in the last two decades [52], [59]. Be­
cause of the nonholonomic characteristics, track-trailers parking problems 
are even harder to analyze. Although some useful methods had been pro­
posed, it seems there is still have a long way to pass before such problems 
are completely solved. 
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6.4 Longitudinal/LateralA/ertical Vehicle Motion Control 
Synthesis 

It is well known that vehicle dynamics are not completely independent in 
both directions, especially when the steering angle is large than a certain 
degree [60]-[85]. For instance, the coupling effect of longitudinal and lat­
eral control method had also been analyzed in several literals. 

In [69], Lim and Hedrick classified the coupling effects into three types: 
(1) Kinetic coupling - steering angle affects longitudinal dynamics by 

changing the vehicle motion direction and the lateral cornering forces on 
the steered wheels; while lateral centripetal force is affected by the longi­
tudinal velocity simultaneously; 

(2) Tire force coupling - the tire friction force is distributed nonline-
arly in lateral and longitudinal directions for each tire, see Chapter 2. And 
the tire forces coupling effect becomes increasingly significant as the fric­
tion forces on the tire approach saturation; 

(3) Weight shift coupling - a third fonn of coupling which is a result 
of weight shift due to longitudinal acceleration which affects the lateral 
dynamics by redistributing the tire normal forces. In this manner, longitu­
dinal acceleration has a significant effect on lateral dynamics. Moreover, 
lateral accelerations change the weight distribution between the left and 
right tires. 

To solve the coupling problem, in [60], Pham, Hedrick and Tomizuka 
built a simplified model as 

y. = My.^\^^yn+kj,, (6.50) 

and 

yy=f2{y.^\^.¥) + k,S,. (6.51) 

together with 

ip = fAy.^\^^yn + k,S, (6.52) 

where / , , /^ and f^ are nonlinear functions of the longitudinal velocity 

V^, the lateral velocity i\^ and the heading angle y/ . The system inputs are 

the steering angle s, and the net engine torque T^^^. 

Suppose the control objective is to keep proper longitudinal spacing. 
Assume the spacing error between the desired and actual spacing is de­
noted by £ , and the lateral sensor error is denoted as y^, which represents 
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the offset between the guideline or the road center and the vehicle mounted 
sensor. Then, it yields 

^ = V.-V,.. (6.53) 

and 

y^ = //̂ , + F̂ .v7 + d^.ip (6.54) 

where v,^,^^^ is the preceding vehicle velocity and (j/ = ^/ - (//̂^̂^̂^ is the error 

between the velocity's yaw and the road's yaw angles. 
In order to accommodate ride quality issues, we can replace f//̂̂ ^̂̂  in 

Eq.(6.54) with a desired yaw angle /̂̂  , thus we get 

y.s = ̂ \v + ^\ (V̂  - '/̂ /.v) + d.s (V> - V>.fc.s) (6.55) 

The desire yaw angle is obtained from a smoothing of (//.̂ ^̂ ,̂ and it as­
sumes to have limited derivatives. Implicit in this is the need for a future 
values of /// , at time t. 

Using sliding mode control skills, Pham, Hedrick and Tomizuka defined 
the desired plant dynamics of the sliding surface as 

S,=^ + 1X,E + X\ \sdt = 0 (6.56) 

and 

S, = >, + 2A,y^ + X\ \yjt = 0 (6.57) 

where A, and X^ are two positive constants. Note that since S is defined 
with relative degree one, the tracking problem is reduced to a first order 
problem in s. 

In [60], Pham, Hedrick and Tomizuka introduced a continuous ap­
proximation of the switching term 

^ ^ nS (6.58) 

Choose the inputs as 

6 , ' - "•"" ' ' ' 6, -JSI +M{ 

b^ b, ^sl + nl 
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it leads to 

Thus, it guarantees that the 5, stay within a "sausage" area defined by 

S, < 
/max'7, 

(6.61) 

Un--fL 
where the q. 's compensation gain were carefully chosen to assure 

7, ^K,naJ (6.62) 

In [60], the proposed surface control law against a lateral frequency 
shaped linear quadratic (FSLQ) optimal controller utilizing the full 18-sate 
model were compared. The simulation results prove such control strategies 
can guarantee the stability of the vehicle. In [69], Lim and Hedrick used 
sliding mode methods to control a more complicated longitudinal/lateral 
2D vehicle model. 

Integrated longitudinal/lateral problems also received significant inter­
ests in trajectory planning situation. For instance, several researchers tried 
to incorporate lane changing profile design and vehicle dynamic control 
models together [71]. 

In [62], [72], the vehicle dynamic model was formulated as a Bicycle 
model as 

A, A, Kr . I (6.63) 

V V m ' ' ' 

and 

.. A, , ^ A, . ^ ^ (6.64) 
s = ^y- A.s ^-—^s + B,S ^ 

where y and s are the lateral position and the yaw angle of the vehicle, as 
Fig.6.28. S is the front steering wheel angle. V is the speed of the vehi­
cle. F„̂  is the lateral wind speed and K^, is lateral air drag coefficients, 

respectively, c^ denotes the cornering stiffness. 

And A^- A^, B^- B^ were defined as follows 

^, = - l £ . ^ , = : : ^ , , ^ = z l £ . ( W J _ , - 2 C , ( / , - / , ) (6.65) 
m m m / , 
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Center of Lane 

Fig.6.28 Lane changing diagram, trom [62]. (© [1995] IEEE) 

A,= •ICM" 
/, 

•^1.8^ = '-^ 
{6,66) 

where m is the mass and /, is the moment of inertia of a vehicle. /, and 
l^ are the distances from center of gravity to front and rear axles. Further­
more, let's define a > 0 as lateral acceleration limit and j as jerk 

^ ^ max ^ ^ ^ max -^ 

limit. 
In [62], three different acceleration profiles: circular trajectory, trape­

zoidal acceleration trajectory, and fifth order polynomial trajectory, were 
used. The trapezoidal acceleration trajectory was defined as Fig.6.29, 
where the lateral jerk is specified by selecting the slope of the trapezoid, 
and the lateral acceleration by choosing the height of the trapezoid. 

The desired lateral profile y^^ is written as 

-a,. 

t4 T 

Fig.6.29 Trapezoidal acceleration profile, from [62]. (© [1995] IEEE) 
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Fig.6.30 Virtual desired trajectories, from [62]. (© [1995] IEEE) 

y , = -̂ .ax in • tan - j _ ( / - / , ) • uu -1,) (6.67) 
- .̂nax (/ -t^)-U{t-t,)^ J.,,, {t -t,)- U{t - 3̂ ) 
+ .̂nox (t-t,)'U{t-t,)- J _ it-T)- u(t - T) 

where u{t) is a unit step function. Temporal parameters for this trajectory 
/,, ^2, ^3, 4̂ and T were given as 

2 [ T " dT (6.68) 

J. 2/, 

and 

/̂3 = 2/, + 2̂ ' ^ = 1̂ + 2̂ 2 , r = 2/, + 2̂ 2 (6.69) 

where d = y(T) is the width of the lane. 

Fig.6.30 shows the three trajectories for j^^^^^ =o.\g/s, a^^^^^ =o.05g, 
and V = 31.3 m /^ (70 mph) for three trajectories, where the circular tra­
jectory has the smallest transition time and the polynomial trajectory has 
the largest one. 

In [62], two controllers were designed to control the vehicle to follow 
the virtual desired trajectory under the system uncertainties and the distur­
bances. In addition to the robustness to the parameter uncertainties and dis­
turbances, ride comfort;, such as jerk limit and acceleration limit, was also 
considered as the controller design objectives. 
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The first controller, Frequency Shaping Linear Quadratic (FSLQ) opti­
mal controller, is based on the linear quadratic optimal control theory with 
a quadratic performance index involving those frequency dependent 
weighting functions. It was shown that frequency-dependent ride quality 
index can be explicitly included in the cost function. 

The second controller is a sliding mode controller, where the tracking 
error is 

e{t) = {y{t)-y,(,t)}+if/{s{t)-s,{t)] (6.70) 

where j ; ^ and ^ ̂  are the desired lateral position and yaw angle, respec­

tively. I// is a dimension conversion factor and a weighting factor at the 

same time. Here, <// is assumed to be I for the convenience of the calcula­

tion. 
Then, the sliding surface can be set as 

where v{t) is the filter tracking error satisfying 

dt 

where y is the filter coefficient to reduce the unexpected vibration that 
appears frequently in sliding mode controller. 

In [62], y was implemented in the following development. Therefore, 
v{t) can be viewed as the weighted integral of the tracking error 

V u . (6.73) 
v{t)^\y"-''e{T)dT 

0 

The impulse response of the filter is shown in Fig.6.31. We can see that, 
with 0 < / < 1, the impulse response places more weights on near-past er­
rors than fast-past errors. Thus, v{t) implies the weighted integration of 
the tracking error with emphasis on near-past errors. These relatively light 
weights on far-past errors imply a forgetting action. 

The stability of the sliding surface S{t) = 0 can be satisfied by the con­
dition 

Idt^ ^ ' ' ' 

Considering the bound property oi S{t), let introduce a upper bound as 
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it leads to 

LS < 0 (6.75) 

(6.76) 

Time (sec) 
10 12 14 16 

Y=0.3679 

-1̂ =0.7 

Fig.6.31 Impulse response of filter, from [62]. (© [1995] IEEE) 

A control input that satisfies this condition (6.76) was proposed in [62] 

as 

d = 
1 ^ ± A ^ + (^^ + A^)s + ^-[y - V8)\y-Vs\ ^^'^^^ 

+ y^, + s^f - (2/1 + \ny)e-{X + \nyYe 

- In / • ( i + In yfv-K sgn( S) - ^^^^-s 
V 

and 
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K 

As + A^ 
y-{A, ^- A,)s + 

A2 + A, (6.78) 

a\y^, + 6\/ - (2/1 + In;^)^ - ( i + ln/)^e -\ny '{X + Inf )^v| 

where a is the system uncertainty bound obtained from equation. The 
choice of y is bounded by ride comfort limit and allowable steady state 
tracking error. 
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Fig.6.32 Comparison between FSLQ and sliding mode controller, from [62]. (© 
[1995] IEEE) 

In the simulation, only the on-board sensors, a yaw rate sensor and lat­
eral accelerometer, were used in lane change maneuvers. These sensors 
were assumed to be noise free and the state variables that are not directly 
measured are obtained by integrating these two signals. It was assumed 
that the vehicle speed was maintained at 70MPH during the lane change 
maneuver. The trapezoidal acceleration trajectory with 0.05g-lateral accel­
eration limit and O.lg/sec-lateral jerk limit is selected as the VDT and the 
corresponding transition time(T) is 5.92 sec. Fig.6.32 shows the simulation 
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results of the two controllers' performances. For the road surface condition, 
cornering stiffness was reduced to 20% of the nominal value from 0 to 5 
sec, and, after 5 sec, the nominal road surface condition was assumed. A 
55MPH wind disturbance is assumed to present from 1.5 sec to 5 sec. 
From the simulation results, we can find that the sliding mode controller 
can control the vehicle with smaller tracking errors while maintaining 
smaller lateral accelerations, as compared to the FSLQ controller. 

Chee et. al also proven that, if the model uncertainty can be given as the 
bounds of the system coefficients as follows 

A^ = A^ (1 + AA^), A, = A, (1 + AA,), A, = ^3(1 + AA,) (6.79) 

and 

A, = A,{\ + AA,), B, = ^,(1 + A^,), B^ = B^{\ + AB^) (6.80) 

where 

\AA\<a, \AB.\<a , j = 1,...,4 (6.81) 

the nominate controller can still guarantee the stability of the system 

] i A +A ^ ^ K (6.82) 
s = ̂ -—^ - -hr-^y + (A + ^3)^ + ^iy - J'^)\y- y^ 

B^ + B, [ I m 
+ yd + f-'d -(2/1 + ln/)e-( / l + \x\y)^e 

- in / . (/I + In / ) ' V - A: sgn( S) - ~'-^-^'-s 
V 

and 

(6.83) 
K = r] + 2a 

K 

A, + A. . - - , A. + A, . 

m 
(^\yd + ̂ ',/ -(2/1 + ln;K)e-(/l + ln / )^e - in/ -(A + ln/)^v| 

Besides sliding mode control method, there were several other ap­
proaches for lane changing control design. For example, in [65]-[66], 
O'Brien et. al analyzed the possibility of using a frequency domain H^ 
controller to implement lane changing. They claimed that the proposed 
controller was able to steer the vehicle though the desired lane change ma­
neuver with no overshoot and shorter settling time than the conventional 
controller for a wide range of operation conditions. And it was robust to 
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parameter uncertainty, too. In [14], [81], different sliding mode controllers 
associated with robust controller were applied in lane changing control. It 
was proved that this method further improves the steering performance. 

In some recent researches, i.e. [85], 3D complete vehicle models that 
consider lateral, longitudinal and vertical dynamics simultaneously are 
studied. These methods naturally lead to notable system nonlinearity and 
significant calculation costs. Modestly speaking, all these attempts still 
need further discussions. 
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Advanced Multiple Vehicles Motion Control 

7.1 Introduction 

In the last two decades, advanced multiples vehicle motion control be­
comes a new hot direction in intelligent vehicle research field. Unlike the 
topics that had been mentioned in the above chapters, the driving processes 
of more than two vehicles is emphasized instead of a single vehicle's 
movement at this level. It is proven that proper cooperative driving of mul­
tiple vehicles can significantly reduces the probability of traffic accident 
and make the riding more smoothly. 

Different concepts are established to describe intelligent cooperative 
driving control strategies. The first well discussed idea is the so called ve­
hicle platoon control. A vehicle platoon is a tightly spaced string of vehi­
cles, where the inter-vehicle distances are appropriately maintained as low 
as three to one meter at highway speeds depending on what sensors and 
communication devices that are applied. Since each vehicle knows the dy­
namics of its leading car and might also the platoon's leading car, such 
short distances are safe enough for the vehicles. Usually, the vehicles need 
to use radar, laser sensor to directly measure the preceding car's speed and 
their gap [43]-[57]. In many recent approaches, inter-vehicle communica­
tion is also employed to transmit the required messages, i.e. the speed and 
position of the platoon's leading vehicle [l]-[8]. 

Urban highways are often crowed or congested, which makes lane 
merging and changing difficult and raises the possibility of accidents. As 
results, lane merging and changing driver aid assistance systems were pro­
posed and studied in the last ten years [109]-[111]. Stepping a litter further 
than platoon control, such systems aim to either find a collision free trajec­
tory without hindering other vehicles, or guarantee collision free move­
ments by notiiying other vehicles of the coming lane merging/changing ac­
tion and guide them to cooperatively speed up or slow down. 

More complicated cooperative driving situations are considered re­
cently. For instance, multiple vehicles riding control at intersections re-
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ceived considerable interests in [119]-[133]. Because the vehicles could 
move in totally different directions, it is much harder to guarantee the ride 
safety than the longitudinal platoon control in which all the vehicles are 
moving in the same directions. 

Cooperative driving concept was first presented by JSK (Association of 
Electronic Technology for Automobile Traffic and Driving) in Japan in the 
early 1990s, [7]. It was originally defined as flexible platooning of auto­
mated vehicles with a short inter-vehicle distance over a couple of lanes, 
which was also named super smart vehicle system (SSVS) at that time [1], 
[7]. Using appropriate inter-vehicle communication to link the vehicles, 
cooperative driving may enable each vehicle to perform safe and efficient 
lane changing and merging, and thus improve the traffic control perform­
ance. Then, the feasibility and benefit of cooperative driving was further 
discussed and examined world-widely in the past ten years, i.e. in Califor­
nia PATH project [120][121], Chauffeur project of EU [122], and Demo 
2000 Cooperative Driving System in Japan [116]. 

Generally, these approaches mainly focus on two problems: how to ex­
change the information among vehicles and how to guide vehicles using 
the obtained information. The answer to the former problem is inter-
vehicle communication. It enables the vehicles to share information about 
their driving status and desires, which greatly extends the horizon of each 
individual drivers or intelligent driving systems. And the latter problem is 
normally solved by cooperative trajectory planning which will be exam­
ined in details in this Chapter, because a thorough discussions of the for­
mer problem requires a dedicate book. 

7.2 Inter-Vehicle Communication 

The inter-vehicle communication plays an important role in cooperative 
driving, since the necessary driving information of every other vehicle has 
to be transmitted over the vehicle which needs to make decision. Several 
different inter-vehicle communication models were designed, imple­
mented and tested in the last decade, i.e. COCAIN (Cooperative Optimized 
Channel Access for INter-vehicle communication) proposed by Kaltwasser 
and Kassubek in [9], TELCO (Telecommunication Network for Coopera­
tive Driving) proposed by Verdone in [10], DOLPHIN (Dedicated Omni-
purpose inter-vehicle communication Linkage Protocol for Highway 
automatioN) proposed by Tokuda, Akiyama and Fujii in [11]. 

Based on the media for the inter-vehicle communication, different sys­
tems can be generally divided into three kinds: infrared [12], optical [13] 
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and radio [14]-[15]. It was shown in [13] that an optical transmitter and re­
ceiver using LED and condenser lens can guarantee a bit error rate of 10-8 
or less of good communication quality under conditions of ± 20° commu­
nication directivity, a communication distance of 30 m, and the number of 
light emitting diodes to be used as 8. However, optical based inter-vehicle 
communication systems can only be applied for vehicle platoon control, 
since the optical transmitter and receiver are mounted at the two ends of 
the vehicle, which make it difficult for a vehicle to communicate with the 
vehicle moving beside it. 

Most recent inter-vehicle communication systems use VHF waves, mi­
cro waves or millimeter waves. Different from those systems with infrared 
or millimeter waves which are of a type-of-sight, the systems using VHF 
waves or micro waves work in types of broadcasting. The most important 
problems that need to solve is vehicle-to-vehicle radio links suffer from 
multi-path fading and interference from other vehicles. Numerous efforts 
are reported in the research of wireless communication channel modeling 
[16]-[23] and performance analysis of the network involving many links 
[24]-[27]. Different protocols were proposed and tested in the quickly 
varying traffic environment [28]-[29]. However, there is no standard had 
been world-widely accepted yet. 
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Fig.7.1 Example of message being routed based on digital map information and 
geographical location of the node, from [30]. (© [2003] IEEE) 

The conventional implementation methods of inter-vehicle communica­
tion link vehicles through an extra remote service station (i.e. the commu­
nication tower mentioned in [30] and [31]). The driving information of a 
vehicle will be first transformed to the service station and then broadcasted 
to other relate vehicles, see Fig.7.1. Or, the vehicles need to inquiry service 
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Station to locate other vehicles [30]. But such approaches require consider­
able cost for building and maintaining service station. 

modem 

^mi communication 

modec 
cdituiar commurttcdtlon 

switch from /^ A ^ J X 
cellular/direct / v ^ l N A 

Fig.7.2 Diagram of switching between the two communication modes direct 
(mode-d) and cellular (mode-c) and the relationship to the monitoring modes 
(mode-dm, mode-cm), from [34]. (© [2000] IEEE) 

Different from above methods, many new designs use the peer-to-peer 
ad-hoc network to achieve vehicular information sharing. For instance, 
Fig.7.2 shows a smart switching scheme from two communication modes: 
direct (mode-d) and cellular (mode-c). As revealed in [32]-[37], peer-to-
peer ad-hoc communication networks integrate four valuable features: ad-
hoc connectivity, local peer-to-peer networking, short-range and inter­
personal communication. However, due to varied driving behavior and 
high mobility, the performance of inter-vehicle communication network is 
still under further discussions. 

The data format of the inter-vehicle communication also received sig­
nificant interest [38]-[41]. The resulted communication security problem is 
another hard topic that need further examine [42]-[43]. Besides, some 
other related features, i.e. time delay, of the inter-vehicle communication 
and their effects on advanced multiple vehicles motion control will be dis­
cussed in the rest of this Chapter. 

7.3 Vehicle Platoon Control 

Vehicle platoon control is a newly developing concept about vehicle longi­
tudinal control. Because of its importance, a brief discussion is given here. 
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but dynamics of individual vehicles are simplified to the maximum extent 
in such a discussion. 

A vehicle platoon is a group of two or more closely spaced vehicles 
traveling with the same velocity in the same lane. A Platoon can have large 
interplatoon distances (i.e., 40 m) and small intraplatoon distance (i.e., 2 
m). The first vehicle of a platoon is called the leader, while all other vehi­
cles in the platoon are called followers; a single vehicle by itself in a pla­
toon is viewed as a free-agent. 

These are two main approaches in intelligent cruise control (ICC) to 
form platoon: autonomous intelligent cruise control (AICC) [44]-[46] and 
cooperative intelligent cruise control (CICC) [47]-[56]. AICC does not 
communicate with exteriors sources, the driver need to set the desired 
speed and headway. Cooperative intelligent cruise control (CICC) allows 
the vehicle to communicate with the other vehicles in its platoon, roadside 
monitors, roadway controllers and execute the following platoon maneu­
vers: joining (two platoons into one) and split (one platoon into two) which 
allows a vehicle to enter or exit the platoon). 

AICC models use the velocity and acceleration of the vehicle and the 
vehicle immediately preceding it along with such factors as the vehicle's 
mass, wind drag and acceleration rate, and road traction. For instance, a 
simple AICC controller is proposed in [44]. As their approach and many 
other literals including [57]-[58], the dynamic models of vehicle are de­
scribed by Newton's Second Law approximately in terms of the character­
istics of the vehicle's engine dynamics as 

mv = m^-Ky -d^„ (7.1) 

^ = - '^ + '' 
r(v) mT(v) 

where m^ represents the engine force applied to the vehicle, K^y speci­
fies the force generated by air resistance and d,^ denotes the mechanical 
drag. r(v) specifies the vehicle engine time constant at velocity v. m is 
the vehicle's mass, and u represents the throttle input to the vehicle en­
gine. 

Eq.(7.1) can be simplified for the / th vehicle, / = ! , . . . , A ,̂ as 

3c* = b^ (i,. ,x^) + a. (i, )u, {12) 

where 

J (7.3) 
<3,(i,.) = -

/w,T,. (i,.) 
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and 

T^{X,) 
x^ + —— x; + - ^ 

2A:. 
-i,Jc,a,(i, )i/, 

The following control law was proposed as 

w,( i , ,3c , ) : 
a,(i ,) 

[-/),(i.,3c,) + cj 

SO that the closed loop dynamics of each vehicle satisfy 
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Fig.7.3 Linearized model of the /th vehicle with control input c,, from [44]. (© 

[1993] IEEE) 

The diagram of the proposed control law and the platoon are shown in 
Fig.7.3 and Fig.7.4(a) respectively, where the displacement of each gap is 
denoted as A,. Thus, the platoon system dynamics can be mounted as 

Fig.7.4(b) if the control law (7.5) is used. In other words, if the system is 
stable, the transfer functions h^^^. (s) or g{s) = h^^ (s) between each dis­
placement A. should be dissipative. 
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Fig.7.4 (a) diagram of a platoon of vehicles on a straight lane; (b) block diagram 
for a platoon of linearized vehicle models, from [44]. (© [1993] IEEE) 

In [44], a three order linear system is carefully selected for h^^^, (s) and 

g{s), so that the whole platoon system and each internal gap are dissipa-

tive. Fig.7.5 below shows a example of the resulting gap dynamics. 

Fig.7.5 Block diagram for a platoon of linearized vehicle models, from [44]. (© 
[1993] IEEE) 
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From a different aspect, Swaroop and Rajagopal et. al considered the 
AICC problems with traffic flow stability as the so called slinky (accor­
dion) effect or string instability problems [48], [54], [59]-[65]. Spacing os­
cillations propagate through a platoon causing it to stretch or contract 
length. Their major research method is to use longitudinal control to reduc­
ing the slinky effect. Besides, the delay of driver actions is discussed in 
[66], and the delay of [67]. 

It should be pointed out that most above approaches assumes that the 
vehicle longitudinal dynamics can be accurately estimated and well estab­
lished. However, as discussed in Chapter 4, the nonlinearity and parameter 
uncertainties of the vehicle longitudinal motion control cannot be simply 
handled sometimes. Thus, fuzzy controller [68]-[70], adaptive controller 
[71] and some other controllers [72]-[73] were also proposed for vehicle 
platoon control recently. The steering behaviors of the vehicles and their 
effects on platoon stability also gained notable attentions [63], [74]-[82]. 

0 10 30 50 70 9Q 

Percentage of Automated Vehicles in Mixed Traffic(%} 

Fig.7.6 Flow grows as the percentage of automated vehicles increases in mixed 
traffic, trom [83]. (© [2000] IEEE) 

Different from AICC, CICC links each vehicle via platoon communicat­
ing with the vehicle immediately before and after it and with the lead vehi­
cle. For instance, in [64], Rajamani and Shladover tested several control­
lers for a platoon of eight Buick LeSabres on an eight mile section of 1-15 
in San Diego. It was reported that "dramatic improvements in the trade-off 
between ride quality and spacing accuracy can be obtained merely by re-
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placing radar range rate in the autonomous control algorithm with the dif­
ference between the measured velocities of the two cars (a rudimentary 
form of co-operation)." When keeping an inter-vehicle spacing of 30 me­
ters at highway speeds, a theoretical maximum traffic flow was shown to 
be about 3000 vehicles per hour using AICC and 6400 vehicles per hour 
using CICC. In [83], Huang, Ren and Chan showed that vehicle flow can 
be increased from a maximum of 2000 vehicle per hour per lane without 
autonomous vehicles to a maximum of 5000 vehicle per hour per lane with 
90% of the vehicle with CICC. Fig.7.6 shows the simulation results based 
on averages of both lanes. The first thing to note is the increase in the 
maximum sustainable flow as the proportion of AVDS-equipped vehicles 
increases. In addition, platoon with higher proportion of AVDS-equipped 
vehicles tends to be more stable. Besides, one manifestation of the in­
creased traffic stability is that the traffic speed varies less with vehicle 
density when the proportion of automated vehicles is high. 

Besides, the delay in communication and its effect on CICC were stud­
ied in [84]. The fault toleration CICC becomes a hot topic in the new cen­
tury [85]-[88]. But all these approaches still need further examinations. 

7.4 Lane Changing and Lane Merging Control 

7.4.1 Vehicle Lane Changing Control 

Observation reveals that experienced human drivers normally divide the 
lane changing process into three steps subconsciously. First, he/she is en­
gaged in information gathering and decision making to determine whether 
and when the conditions are permutable for a lane change. When he/she 
thinks that lane changing can be successfully completed, the driver will 
notify other vehicles of their intent through certain signals, i.e., turning 
lights, thumb gestures. Finally, he/she changes to another lane. 

However, if the driver failed to collect critical information or failed to 
provide a signal, or the other drivers failed to notice or take wrong action, 
accidence may occur due to too short spacing left. Therefore, numerous 
lane changing systems were proposed to increase the safety level of lane 
changing [89]-[97]. 

The first problem that needs to be addressed is how to calculate the 
spacing required for safe lane changing. Several different disciplines to es­
timate the required space were studied nowadays. Basically, if the driver 
has no information about the other vehicles' decisions and braking capa-
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bilities, it has to make the worst-case assumptions to allow for a safety 
margin that is long enough [96]. Otherwise, inter-vehicie communication 
will significantly reduced the required safe space since each vehicle in­
volved can be informed of the other vehicles' dynamic capabilities, [93]. 

In [109], Kanaris, Kosmatopoulos and loannou thought that a spacing 
has to be kept at least equal to the sum of the required safety distance be­
tween itself and the lane changing vehicle, associated with the length of 
the merging vehicle. Since the relative speed of the vehicle that intends to 
change lane may greatly vary during the lane changing, it is difficult to ac­
curately estimate the required safety distance. 

In [98], Bascunna discussed the conditions for safe and unsafe lane 
changing. The conditions were obtained by assuming only two vehicles, A 
and B, involved in the lane changing maneuver. Initially the vehicles are 
traveling in two neighboring lanes and vehicle A changes lane to another 
lane. To make the problem more tractable. He just considered the follow­
ing four cases: 

(1) the initial longitudinal velocity of vehicle A is less than that of ve­
hicle B, and vehicle A intends to complete the lane changing with constant 
longitudinal velocity, and then follows vehicle B; 

(2) the initial longitudinal velocity of vehicle A is less than that of ve­
hicle B, and vehicle A intends to complete the lane changing by applying 
constant longitudinal acceleration and leads vehicle B; 

(3) the initial longitudinal velocity of vehicle A is greater than that of 
vehicle B, and vehicle A intends to complete the lane changing with con­
stant longitudinal velocity and leads vehicle B, 

(4) the initial longitudinal velocity of vehicle A is greater than vehicle 
B, and vehicle A intends to complete the lane changing with constant lon­
gitudinal deceleration and then follows vehicle B. 

In [99], Jula, Kosmatopoulos and loannou extended these cases as fol­
lows. They assumed the lane changing vehicle M moves from its current 
position between the vehicles L^, and F^^ to a new position between the 

vehicles L^ and F^ in the neighboring lane, see Fig.7.7. 

Without losing too much generality, Jula, Kosmatopoulos and loannou 
2000 assumed that vehicle M starts the lane-changing maneuver at time 
/ = 0 . This maneuver consists of two parts. Initially, it adjusts the longitu­
dinal velocity and spacing for a time-interval ^̂ .̂, and then applies lateral 

acceleration to merge to the destination lane. In other words, /̂  ^̂. is the re­
quired time for the merging vehicle to adjust its longitudinal position and 
velocity before it starts merging to the destination lane. 
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% 

Fig.7.7 Pre-lane changing configuration showing position of merging vehicle M , 
from [99]. (© [2000] IEEE) 

To measure the lateral and longitudinal positions of the vehicles in­
volved in the maneuver, an arbitrary origin O is selected. The axis is di­
rected toward the destination lane and the axis is aligned with the lateral 
side of the merging vehicle which is closer to the destination lane. The ori­
gin o and the axes x- y , in Fig.7.7 were assumed to be fixed till the end 
of maneuver. 

Moreover, the longitudinal acceleration/deceleration, the longitudinal 
velocity, the longitudinal position, and the lateral position of vehicle were 
denoted by a.{t) , v.{t) , JC,(0 ^^^ >',(0 respectively, where 
/€ {L^^,f],,F^^,L^^,M}. x,(t) and y.{t) denotes the longitudinal and lateral 
distances between the front-left corner of the vehicle and O . 

A "lane change crash" occurs when the vehicle attempts to change its 
lane and strikes or is struck by a vehicle in the adjacent lane. The follow­
ing model (7.7) was considered as an accurate model for many simple lane 
change/merge maneuvers, i.e. [47]. 

^uAO-
InH 

0 

where a,^,^{t) is the lateral acceleration of the vehicle that is used to com­
plete the lane change maneuver. H is the total lateral displacement for the 
merging vehicle, / ̂ ^̂  here is the time elapse before lateral acceleration ap­
plies, and ti^^^ is the total time for the lane change. 

Noting that the lateral acceleration a,^,, (t) is positive within the first half 

of the lateral displacement, and negative in the second half, it is easy to 
compute the lateral velocity v̂ ,̂, {t), and lateral position y^^^^ (t) of the front-
left corner of the merging vehicle M given a,^^, {t). 

Using the lane change model described above, Jula, Kosmatopoulos and 
loannou analyzed the longitudinal acceleration profiles of the five vehicles 



280 Advanced Multiple Vehicles Motion Control 

in Fig.7.7 to find the initial minimum longitudinal spacing between M 
and each other vehicle such that during a specified time-interval [O,/'], no 
collision of any type occurs. The length of the time interval T is the time 
under consideration. In all cases, vehicle M is assumed to start its lane 
changing maneuver at r = 0 by adjusting its longitudinal position, and ap­
plying lateral movement at t = t^^^^ according to Eq.(7.7). 

For example, the minimum longitudinal safety spacing between M and 
L̂  can be determined as what is shown in Fig.7.8. Here S is the initial 

lateral distance between the upper side of the vehicle M and the lower 
side of vehicle /, .̂ Since the leading vehicle remains in the destination 

lane, an angle and/or a side-wipe collision may occur as passes the line 
LS in Fig.7.8, which is the tangent to the lower side of the leading vehicle 
L /. The front-left comer of M is the first point of vehicle M which 

passes the line LS at the point C . Since the lateral acceleration of the 
leading vehicle L^, is zero, the lateral position of vehicle L^, is constant. 

Fig.7.8 The marginal collision point between the vehicle M and the leading ve­
hicle L,, from [99]. (© [2000] IEEE) 

Let /̂ ^̂  4-1̂ ^ be the time-instant at which the front-left corner of the 

merging vehicle is at the point C in Fig.7.8. Its value can be found by 
solving 

yuAt) = S = y,,-w,, (7.8) 

where Wj^, is the width of the leading vehicle L .̂ By taking all types of 

collisions mentioned above into account, the condition of collision free be­
tween M and L^, can be given as 

x^ (0 < x^ (0 - /,, - w,, • sin(6>(0), V/ e [t^„^ + t,J] (7.9) 
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where /̂ ^ is the length of leading vehicle z, ,̂ w^^^ is the width of vehicle 

M , and 0(t) is the angle between the tangent of the lane changing trajec­

tory at the point ^̂ ^̂  (t) and the horizontal axis. 

Here, w^^, •sin(/9(0) is to prevent any angle collision between any point 
on the front bumper of the vehicle M and the rear-right corner of leading 
vehicle L^, in the time interval [r̂ ^̂ . + t^.j,^,, + r̂  J • More precisely 

tan(.(0) = ^ ^ = ^ ^ ^ ^ - ^ = ^ ^ ^ ^'-''^ 

Define /̂ , = /̂^̂  + w^, •sin(/9(r,. +1^,,,)), Eq.(7.10) can be further simpli­

fied for Vte[t^,j. +^(.,7] as 

^Mi0<xu{t)-lu (7.11) 

Let s,.{t) be the longitudinal spacing between point P of vehicle M 

and the rear end (bumper) of vehicle i^ . Since y^^^(t) = o , for 

yte[t^,,j +^, . , r] , it has 

s,{n = jc,An-iri-^Min (7.12) 

Obviously, if the longitudinal spacing is greater than zero, i.e., s,.{t) > 0 

for t > t^.. + t(., no collision will occur during the lane-changing maneuver. 

Combine (7.11) and (7.12), for v/ G [ẑ ,̂ ,. +/( . ,r] , it has 

^̂ ,.(0 = 5 , (0 )+ jJ (a , , ( r ) -a^ ( r ) )^ r^ i + (v,,(0)-v^(0)V > 0 
(7.13) 

where s,{0) = x,AO-lu -^MW-
The objective is to find the initial minimum value of S,.(0) t^^t guaran­

tee collision free between the leading vehicle L^^ and the vehicle M . 

Therefore the minimum value of 5',(0) should be the minimum initial lon­

gitudinal relative space MSS(L^^.M), which is calculated using (7.12) for 

\/te[t,,,,.+t,J] as: 

MSS{L,M)=Max\ } j(a,, ( r ) - a , , (r))^r^/l + (v ,̂ (0) - v,, (0))/' 
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Similarly, the minimum longitudinal safety spacing between M and F^ 

should be 

MSS{F,,M)=Max\\\{a,AT)-a^{r))dTd^ + {v,A^)-v^Am\ 

For \ft e [Oj^^j. +t^.], the minimum longitudinal safety spacing between 

M and L as 

MSS{L„,\4) = Majc \ \{a^ {T) - a,,^ (T))dTdA + (v ,̂, (0) - v,„ (0))r 
(7.16) 

and for \/te[Oj^,^,- +^^.], the minimum longitudinal safety spacing be­

tween M and f as 

MSS(F^,,M) = Max 
ft A 

V 0 0 

(7.17) 

In [99], Jula, Kosmatopoulos and loannou examined two scenarios 
based on the obtained solution above. In the first scenario, vehicle M per­
forms lane changing with constant longitudinal velocity. 

The above solutions are then revalued as 

MSS(L,,M)-. 
K , - v , , ) . r , // v ^ - v , , >0 (7.18) 
(̂ A/ ~ ^u ) • i^cuii + ^ ' ) ' Otherwise 

and 

[ ( v ; „ - v ^ ) - r , //• v , , - v , , > 0 (7.19) 
MSS{F,,M)= . 

[(̂ /•c/ - ^M ) ' itadj + h')' Otherwise 

and 

\{vM-^!.o)-ita,+tc\ if v . , , -v , , > 0 (7.20) 

[ 0, otherwise 

and 

f (v/. - v^ ) • (/,,, + / , ) , // V,. - v̂ ^ > 0 (7.21) 
MSS{F,,M) = ' 

[0, otherwise 

Simulations were used to further demonstrate the conclusion of (7.14)-
(7.15) in reference of Jula etc. 2000. In these simulations, the time was set 



7.4 Lane Changing and Lane Merging Control 283 

to T = 50 s, the adjustment time was t ,. =0 s, the lateral time was 

5 s, and the lateral displacement was H =\2 feet. 

6.~l 

-so -15 - 1 0 - 5 O S 10 
The relativfl longitudinal veiocrty VnrvVI [m/sec] 

Fig.7.9 The collision region between the vehicles A ^ and M where M is as­

sumed to have constant velocity, from [99]. (© [2000] IEEE) 

ou 

0 

•20 

1 — • - T 1 

Safe 
Region 

1 1 • • , • • — J 

If 

Is 

1 1 

1 1 j 

Unsafe 1 
Region 

• 1 0 - 5 O S 10 
The relative longitiidlnal veloctty Vf-Vm [m/sec] 

Fig.7.10 The collision region between the vehicles F^ and M where M is as­

sumed to have constant velocity, from [99]. (© [2000] IEEE) 
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Fig.7.12 The collision region between the vehicles F^^ and M where M is as­

sumed to have constant velocity, from [99]. (© [2000] IEEE) 

Fig.7.9-Fig.7.12 show the initial relative longitudinal spaces versus the 
relative longitudinal velocity between M and the other four vehicles in-
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volved in the lane-changing maneuver. The solid lines (which will be 
called thereafter safety margins) in these figures represents the margins be­
tween safe and unsafe lane changing regions. 

In the second scenario, the lane changing strategy was proposed by 
Kanaris, Kosmatopoulos and loannou in [109], which divides the lane 
change process into two separated process: the longitudinal acceleration 
process and the lateral acceleration process. 

Let r , and v^^ denote the average velocity of destination and originat­
ing lanes, respectively. Two longitudinal acceleration profiles were de­
signed in [109] as follows. When F̂  > F^, i.e. in the case where the vehi­
cle speed in the destination lane is higher than that in the originating one, 
the longitudinal acceleration profile is constructed as Fig.7.13. The lane 
changing vehicle's acceleration initially decreases linearly with respect to 
time until it reaches a limit - â^̂^̂  , where is appropriately chosen to main­
tain safety and comfort of the passengers in the vehicle. Then, the accel­
eration remains constant - â^̂,,,̂  and equal to until a sufficient spacing has 

been created in the originating lane and then it switches from decelerating 
to accelerating. The acceleration starts increasing linearly until it reaches 
the positive acceleration limit <:/ ^̂^ . This acceleration rate remains con­
stant until the lane changing vehicle's velocity equals to [/̂ . 

The constant t^.,^ in Fig.7.13 denotes the time-instant at which the merg­
ing vehicle switches from decelerating to accelerating, while the constant 
/̂^̂^̂  is such that the longitudinal velocity of the merging vehicle equals to 

the vehicle speed F̂  in the destination lane. 

^ Longitudinal acceleration 

^ m i 

corar 
/ 

I time 

long 

Fig.7.13 Longitudinal acceleration profile in the case where the vehicle speed in 
destination lane is higher than that in the originating one, from [109]. (© [2001] 
IEEE) 
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When p\^ < v^^, i.e. in the case where the vehicle speed in the destination 

lane is lower than that in the originating one, the longitudinal acceleration 
profile is constructed as what is shown in Fig.7.l4. Similar to the previous 
case, the vehicle's acceleration initially decreases linearly with respect to 
time until it reaches a limit - a^.,^^,-, where a^.,^^^^- is appropriately chosen to 

maintain safety and comfort of the passengers in the vehicle. Then, the ac­
celeration remains constant and equal to -â ^̂ ,„̂  until both a sufficient 

spacing has been created in the originating lane and the merging vehicle's 
velocity equals to v\^. When both the spacing in the originating lane guar­
antees a safe and collision-free lane changing maneuver and the velocity of 
the merging vehicle is equal to v^, the acceleration is linearly increased to 

zero. 
J Loiigitudiiial acceleration 

-a conif 

long 

Fig.7.14 Longitudinal acceleration profile in the case where vehicles in the desti­
nation lane move slower than in the originating one, from [109]. (© [2001] IEEE) 

For the case t^,^^ = o , the proposed lateral acceleration model for the ve­
hicle was still (7.7). Therefore, the value of the longitudinal acceleration of 
the vehicle M can be written as follows: 

Clu = 

^u - VM ( 0 ) 
t<t,. 

(7.22) 

loriii 

[0, otherwise 

According to (7.13), the condition for collision free is 

t 
s,.(t) = ^.(0) + (v , , (0)-Vv/(0))- ( / -

2/ 
> o . v/G[^ , r ] 

(7.23) 

loNi^ J 
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Thus, the minimum initial longitudinal relative space MSS{L^,,M) 

should be 

(VM (0) - V,, ) • t,„^^ 12, // v^ (0) - V,, > 0 (7.24) 

(v^ (0)-V/^y) •/'f., Otherwise 
MSS{L,,M): 

Assume that t,^^^,^ = 10 s, the safe and unsafe regions between vehicles 

L̂  and M are shown in Fig.7.15. For positive relative velocity 

v^(0)-V/^/, the safety margin corresponds to a line with slope equal to 

lon}^ 
12 ; while for negative relative velocities, it is a line with tangent equal 

to 2.8, which is indeed the value of /̂ ^ +1̂ • in Eq.(7.8). 

Comparison between Fig.7.9 and Fig.7.l5 indicates that the safe region 
has been expanded. Therefore the switching longitudinal acceleration pol­
icy with t^.^^f. = 0 is more reliable than the constant longitudinal velocity 

policy for the case of vehicles and L^. 

For the case 0 , let's define the following state space variables: 

• ^M h.d (7.25) 

E « 

S-40^ 

l. 
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, , , - . - - , ,^-— , , , 1 ' ^ l 

/ ^ \ 
... Safe ; . . :. . ' /<^ 

Region -^ / ^ 1 

i \ / 

-^^^^ Unsafe 
.̂.̂ '̂̂ '̂ ^ Region j 

15 10 5 0 5 1 
The relative longitudinal velocity Vm-VI [m/secl 

Fig.7.15 The collision region between the vehicles L^^ and M where M is as­
sumed to have switching longitudinal acceleration, from [99]. (© [2000] IEEE) 
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By differentiating (7.25), it has 

X, = V,, = a,, 

Solving (7.26) yields the isoclines as 

2 a. - + c 

(7.26) 

(7.27) 

where the constant c is the integration constant which depends on the ini­
tial values .T,(0) and x,{0). 

Fig.7.16 shows the isoclines that correspond to different values of a^,^,^ 

for the simulation in Fig.7.l5. The initial state (initial relative spacing and 
velocity) has been chosen to be in the unsafe region. Applying negative 
a^^^i-, it is possible to move into the safe region in order to start the merging 

maneuver. The larger the absolute value of a ,. is, the faster it moves into 
*-̂  ad) ' 

the safe region. The minimum value of /̂ ^ for each is determined by the 

point of intersection between the corresponding isoclines curves of a,,̂ /̂  

and the safety margin in Fig.7.16. 
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Fig.7.16 The collision region between the vehicles L^ and M where a^,^^ is ap­

plied a to move from unsafe area into safe area, from [99]. (© [2000] IEEE) 
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There were some other approaches that focused on the acceleration pro­
files design. For example in [95], Hatipoglu, Ozguner and Unyelioglu con­
sidered time optimal open loop lane changing profile design with nonlinear 
constraints on the design parameters. Recently, researchers [80] also tried 
to incorporate both acceleration profile design and vehicle lateral dynamic 
control models together. Constrained by the book length, they will not be 
discussed in details here. 

7.4.2 Vehicle Lane Merging Control 

Vehicle merging is another important multiple vehicles cooperating 
situation [100]-[111]. For simplicity, Uno, Sakaguchi and Tsugawa as­
sumed in [100] that all vehicles are moving at the same speed and every 
vehicle has the same dynamics, see Fig.7.17-Fig.7.18. 

mh- O CZh 
Fig.7.17 Lane merging at a ramp, from [100]. (CO [1999] IEEE) 

Fig.7.18 Classification of merging and generation of a virtual vehicle at a ramp, 
from [100]. (©[1999] IEEE) 

As shown in Fig.7.18, the lane merging was classified in [100] to three 
cases as: 
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(1) a vehicle on a sub lane merges after the last vehicle in a platoon on 
a main lane; 

(2) a vehicle on a sub lane merges before the first vehicle in a platoon 
on a main lane; 

(3) a vehicle on a sub lane merges between two vehicles in a platoon 
on a main lane. 

Here, merging of platoons is regarded as a series of merging a single 
vehicle. To clearly describe the merging control algorithm, Uno, Sakagu-
chi and Tsugawa proposed the concept of virtual vehicle and also a data 
transmission algorithm for inter-vehicle communication. The details of the 
proposed communication data are not mentioned here, since they have lit­
tle to do with the main topic of this section. 

From a longitudinal control point of view, there is no difference be­
tween the merging at a ramp and that on lane changing. Generation process 
of the virtual vehicles can be formulated as follows: 

(1) in this case, when vehicle B is to be positioned at the back the ve­
hicle A after merging, it must make a headway L at present. And vehicle B 
need to generate the virtual vehicle A' by mapping vehicle A into its own 
lane using the data transmitted to it over inter-vehicle communication, the 
longitudinal control procedure will be performed between virtual vehicle 
A' and vehicle B to simulate a preceding vehicle and a following one; 

(2) in this case, when vehicle B is to be positioned in front of vehicle 
A after merging, it is mapped onto a main lane or the next lane as virtual 
vehicle B' which will be taken as the preceding vehicle for vehicle a on 
longitudinal control; 

(3) in this case, vehicle A and C will both set up inter-vehicle commu­
nication links between vehicle B. In terms of the interaction between vehi­
cle A and C, the merging of vehicle C after A is the same as in Case (a). In 
terms of the interaction between vehicle A and B, the longitudinal control 
will eventually make the headway 2L . 

Under such formulations, the lane merge problem will be equivalent to 
the lane change problem shown in Fig.7.l9, in which the ramp joins the 
highways at 30 degrees. Acceleration of each vehicle is assumed to be 
bounded. Results indicate that it is possible to merge the two platoons 
smoothly using the proposed algorithms. 

In [101], Kachroo and Li addressed the vehicle merging dynamics and 
provided three control guidance laws, namely, linear, optimal and para­
bolic speed profiles to describe the desired behaviors of the merging vehi­
cle based on the merging quality and the merging vehicle. On the basis of 
it, they build both longitudinal and lateral sliding mode controllers. They 
claimed that the applied controllers were capable to handle the nonlinear 
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and model uncertainties of the vehicle dynamics. Different from them, 
Park and Ryu designed in [104] a special Neuro-Fuzzy controller to guide 
lane merging process. They showed some encouraging simulation results 
which indicate the feasibility of this method. Besides the control algo­
rithms, the side view radar and corresponding visual sensing problems, i.e. 
vehicle and lane detection, platoon velocity estimation, also achieved care­
ful discussions recently. However, constrained by the length of this book, 
they are skipped here. 
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Fig.7.l9 Classification of merging and generation of a virtual vehicle at a ramp, 
from [100]. (©[1999] IEEE) 

To carefully compare adaptive cruise control without communication 
(ACCWC) and cooperative adaptive cruise control (CACC), simulation 
tests were carried out in [110]. Fig.7.20(a) and Fig.7.20(b) are the trajecto­
ries of vehicles in the main lane between 900 second and 1000 second for 
ACCWC and CACC highway simulation. Each curve corresponds to the 
trajectory of one vehicle. The x-axis is time in seconds and the y-axis is the 
position in meters. The merge-in point is at 510 meters, and the horizontal 
line at 510 meter represents queued vehicles. Merging vehicles can be 
identified by curves which lie entirely above this line. A shock wave 
propagating upstream can be clearly found in Fig.7.20(a), i.e. in the oppo­
site direction of the traffic. However, this shock wave is smoothed in 
Fig.7.20(b). 

Fig.7.21 shows the range and range rate in braking scenario using dif­
ferent lane merging control strategy. It evidently shows: the more ACC 
vehicles in the highway, the smaller the average braking effort is. With the 
same percentage of ACC vehicles, CACC performs better than ACC in 
saving the braking effort. 

Fig.7.22 shows the length of the queue of the waiting to merge vehicles 
in the merge-in lane from 600 to 1000 second. Results for four cases are 
plotted here. Clearly, the larger the percentage of ACC (CACC) vehicles. 
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the shorter the waiting queue. For the same percentage, the queue in 
CACC highway is up to 5 vehicles shorter than in ACC highway. Due to 
the communication, the relevant main lane vehicles have longer time to 
make a good gap in front. 

^^^^^^^^^^^^^g^i^^^^^^^s^ 
Tttm 

(b) 

Fig.7.20 Trajectories of main lane vehicles in: (a) ACC highway merging and (b) 
CACC highway merging, from [110]. (© [2002] IEEE) 

Fig.7.22 shows the length of the queue of the waiting to merge vehicles 
in the merge-in lane from 600 to 1000 second. Results for four cases are 
plotted here. Clearly, the larger the percentage of ACC (CACC) vehicles, 
the shorter the waiting queue. For the same percentage, the queue in 
CACC highway is up to 5 vehicles shorter than in ACC highway. Due to 
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the communication, the relevant main lane vehicles have longer time to 
make a good gap in front. 

so eo 70 
peicenta9eol aoc v«hctos 

Fig.7.21 Average braking effort for different market penetration of ACC/CACC in 
Highway merging simulation, from [110]. (€) [2002] IEEE) 

•acc_ro_conirTi/queoe_!05" using 2 
"mi)tec_cofiifn,'qLciieJo5' tsiig i -

•nnixed_i'C_cx>tiirn;pLic-uy_lc(i' Lci[»g Z 
''acc_conim'qLciic_kH;' Lsiifl 2 

50%ACC 

11 ill «i- . . . . 
11 (lIinlliliLi.., 

100%CACC 

5̂0% CACC 

100% ACC 

Fig.7.22 Queue length of waiting-for-merge in Highway merging simulation, from 
[110]. (©[2002] IEEE) 
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As pointed out in [110], the reason for the shown differences lies in two 
facts. "First is that the relevant main lane vehicle receives the warning 
message well in advance, thus it can brake gently to increase the gap to 
preceding vehicle. Second is when the merging vehicle enters the main 
lane, the gap it is in is already large enough for safety, and the main lane 
vehicles behind it do not need to brake hard, as they have to do in ACC 
scheme." "Therefore in average the merging cars wait shorter in CACC 
highway, and the queue behind it is shorter if exists at all." 

7.5 Cooperative Driving at Intersections 

7.5.1 Uncooperative Driving at Intersections 

In the above driving scenarios, all the vehicles are assumed to move in the 
same or completely opposite direction. However, collision risk may also 
be raised by other vehicles which are moving in explicit different but not 
opposite directions [112]-[118]. Among those situations, collision avoid­
ance in road crossing and lane merging were specially discussed. 
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Fig.7.23 Diagram of road junction and vehicle movement, from [112]. (© [2000] 
IEEE) 

In [112], Arora, Raina and Mitta investigated the collision free control 
strategy for a typical road junction without traffic lights; see Fig.7.23. 
Such road junctions are very popular in the urban areas. In Fig.7.23, only 
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two vehicles are considered. It is assumed that the two roads are perpen­
dicular to each other. Each vehicle is modeled by state space model at the 
continuous level. It was assumed that no communication between the vehi­
cles and thus the action of one vehicle is "disturbance" to the neighboring 
vehicle. And the design objective is to generate an acceptable control law 
for the control inputs, mainly refer to the acceleration/ deceleration rate 
here, which will give the required system performance despite the possible 
"disturbance". 

Suppose only vehicle A is controllable here. In other words, the move­
ment of vehicle B is unknown. The control law of A should guarantee the 
safety for the worst possible actions of vehicle B. It may undergo varied 
velocity changes. But its velocity can only change continuously within the 
permissible range. 

Arora, Raina and Mittal denoted the vehicle dynamics through x^ and 
Xf^ which represents their positions in the pre-selected world coordinates. 
Their velocities were constrained by 

^ I'^A , - ^ . 1 ^ l ^ B 

and 

•^A ^ L-^/lmiii '-^/Imax \ "> ^li ^ I-^«min '"^/Jmax J 

(7.28) 

(7.29) 

where i^ and î ^ represents the speed of vehicle A and B respectively, ji ^ 
and x^ are the acceleration rates respectively. 

To make the problem more simply, x^ was written as the control input 
u(t) and Xf^ was treated as disturbance d{t) directly in [112]. Then, it 
leads to the general sate space model as 

(7.30) 0 

0 

0 

x + 
^A 

^A 

r 

X, + 

^A 

^A 

r 

i , , = Ax -\- Bii + Dd 

where 
^1 

X, 

_ ^ 3 _ 

= 
^A 

^A 

r 

^3 and r = Xf^ - x^' 

For the collision avoidance, it requires that the relative distance r be­
tween the two vehicles is never less than a safe value. Notice that 

x(t) = e"x' + je^^'-''Bu(T)dT+ je^""'Dd(T)dT 
(7.31) 
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where jc** denotes the initial state of x(t). 
Simplifying (7.31) leads to 

X(t): 
0 

X, 'i 0 

[ t-T ~ 

1 

[-{t-T)_ 
U{T) + 

"0" 

0 

1 

d(T) 

(7.32) 

dr 

Based on (7.32), the problem can be tackled as two player zero sum 
game problem, where one player i.e. the control action of vehicle A com­
petes with the other player i.e. velocity disturbance in vehicle B. The safety 
criterion can be expressed as the cost function: 

J(x\u,d) = \x,(T)\ (7.33) 

where T is the time when vehicle A reaches the junction area. Thus, the 
safety requirement is encoded by: 

J(x\u,d)>C = \x,{T) (7.34) 

The safe gap requirement and the length of the vehicles is taken into ac­
count by selecting an appropriate positive value for C . Using Game The­
ory, Arora, Raina and Mittal built two saddle strategies for vehicle A. The 
first one is: 

0, // T,, <t<T,, 

and 

(7.35) 

(7.36) d, = ^ _ , // t<T,, 

where r,, is the time taken by vehicle to reach its minimum velocity under 
a , and r . is the total time in which vehicle A reaches the junction area. 
^max ' ^ 31 -' 

72, is the time taken by vehicle B to reach junction area under d^^^^^ • It has 

(7.37) 

(7.38) 

T T 
' 21 xL 

^B 

^.,. 
T = T 
'31 Ml 

- ^ ^ ( ^ l l ) 

The second strategy is 

fa,,,,,, // {t<T,,)A{x, ^0) 
0, // T,,<t< T,, 

if t<T,, (7.39) 
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7,2 is the time taken by vehicle A to reach its maximum velocity under 

a,̂ ,̂ ,̂ and 7̂32 is the total time in which it reaches to the junction. 732 is the 

time taken by vehicle B to reach junction under d^^^^^. Or 

'12 ~ ^ 22 ~ . B ~ J ^32 ~ ' ' l 2 A 
^.nax -^.nax ^max ^.nax 

The saddle property of the obtained solution {ul,d*) was proven by 
Arora, Raina and Mittal through the following way: change the strategies 
of one player and then show that this player will become the loser. 

The sate variable of interest is x^. From (7.40), it yields 

xl(t) = [0 -t \y - j [ ( / - r )w*(r ) + ^*(r)}/r 
0 

Suppose the state x^ {t) is under varied strategy (t/,,d^ ) , then 

x,(t) = [0 -t l}x"- j [ (^-r )w,( r ) + c/*(r)}/r 
0 

Thus, 

Xl{t)-X,{t)= \{{t-T)\ul{T)-U,{T)ldT 

(7.41) 

(7.42) 

(7.43) 

Notice that the only possible change in the control due to physical con­
straints leads to t/,(r) > w*(r). It has 

xl{t)-x,{t)<Q (7.44) 

and 

J{x\u,,dl)< J{x\ul,dl) (7.45) 

Meanwhile, suppose the disturbance is varied and the new strategy 
( i /* ,^ ,) , it has 

r 1 0 Vr * 1 (7-46) 

0 

Thus 

Vf r * D (7.47) 
^ 3 ( 0 - ^ 3 ( 0 = \[{t-T)[d,{r)-d,{T)\]dT 
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Similarly, since d^{T)-d^{T) = Xf,(T)-xl(T)<0 , it has 

Jix\u„d*) < J{x\u\,dl)< J{x\ul,d,) (7.48) 

Ineq.(7.48) indicates that the obtained solutions are saddle solutions. 
Further analysis shows that the cost function for this game is 

J{x\u,d) = \x,{T)\>C (7.49) 

The safe/unsafe initial condition set (jc"} can be determined by substi­
tuting different position and velocity values for vehicle B in the previous 
equation sets. 

The above method assumed there is no communication between vehi­
cles, which is quite common in current traffic situations. However, such 
Game Theory based approaches often lead to slow traffic flow or unex­
pected traffic congestion. Recently, more and more researchers discussed 
the possibility to improve the driving performance using inter-vehicle 
communication. 

7.5.2 Cooperative Driving at Intersections 

There were numerous different cooperative driving strategies proposed for 
blind crossing situations. In this section, the control strategy that was pro­
posed in [119] is addressed. 

In [119], it is assumed that vehicle flows arrive continuously at a junc­
tion area. At a particular time, only a few vehicles which are moving in the 
vicinity of the crossing need to be considered. Under this consideration, 
the continuous traffic flow can be truncated into small segments, which 
simplifies the problem greatly. 

The simple grouping algorithm used here is to label the vehicles by the 
times they enter the virtual circle centered at the junction area. As shown 
in Fig.7.24(left), the four shadow vehicles inside the circle will be consid­
ered as a group to take part in cooperative driving; while the other three 
vehicles will not be considered temporarily. The radius of this virtual cir­
cle should be determined appropriately by inter-vehicle communication 
protocol that is selected for this application. 

Moreover, it is also assumed in this Chapter that all vehicles have rela­
tively low speeds when approaching the junction and they will not change 
lanes after entering the virtual circle since it is too close to safely change 
lanes within the virtual circle. Slowing down makes the vehicles have 
more time to negotiate with each others and prepare for emergence. 
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Fig.7.24 (left) vehicle grouping at crossings, and (right) vehicle sub-grouping and 
subgroup inter-vehicle communication, from [119]. (© [2005] IEEE) 

As discussed in [21]-[23], in blind crossing driving scenario, the en­
countered vehicles need to share the following information among each 
other: 

(1) vehicle ID; This ID can be generated by the unique communica­
tion hardware that is equipped on the vehicle; 

(2) vehicle classification (length and width). Especially, vehicle size is 
an important parameter that affects intersection collisions; 

(3) the current moving lane, the desired moving lane number and cur­
rent speed variation profile of each vehicle before the cooperative driving 
plan is made; 

(4) the driving plan of each vehicle after the cooperative driving plan 
is made; 

(5) the real-time position (represented as lane number and distance 
from the crossings) and speed of each vehicle; 

(6) the emergency signal if needed. 

When approaching the crossing areas, the original vehicle platoon splits 
into several independent groups. The maximum allowable size of such a 
group is set as three in this Chapter. The initial groups are constructed by 
randomly assigning several temporary dominant vehicles and letting them 
pick up their neighbor vehicles into its group. The groups contain more 
than three vehicles will reject the tail vehicles to meet the limits. The re­
jected vehicles will try to merge into other groups or formulate a new 
group. In this way, the vehicles are supposed to be self-organized into sev-
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era! small groups as shown in Fig.7.24(right), before they enter the virtual 
circle. 

A vehicle is assumed to store the real-time positions, speeds and desired 
driving lane information of all vehicles in the same group. It communi­
cates with each other periodically to update position and speed informa­
tion. Simulations show that three is an appropriate size for an independent 
group for blind crossing scenarios. 

When two vehicles, for instance vehicle A and C shown in Fig.7.24(b), 
in two different groups communicate with each other, vehicle A will trans­
fer the driving information of all vehicles in its same group to C The re­
ceived driving information from C will be soon delivered to other vehicles 
in the group of vehicle A. So does vehicle C to A. And a vehicle will store 
all the information it received. 

It is also assumed that all vehicles will exchange their "temporal" veloc­
ity variation profile before the cooperative driving plan being set. Here, 
"temporal" means the velocity change plan applied before the cooperative 
driving plan begins. Thus, one vehicle can predict the movements of other 
vehicles based on received driving information before the cooperative 
driving plan is set. 

Although the data transmission rate is constrained by several factors in­
cluding media and communication protocol, it is assumed that the vehicles 
within the virtual circle can properly and timely acquire the necessary driv­
ing information of each other. Based on the experiment results, such as­
sumptions are valid for most blind crossings, because the radius of the vir­
tual circle and the number of encountered vehicles are both limited in 
those driving scenarios. 

The inter-vehicle communication network will use tags to label the 
groups/vehicles encountered. If all the vehicles' moving information has 
been collected by one vehicle, it will proceed to deal with the trajectory 
planning. It will simultaneously send messages to block off other vehicles 
for taking this job. 

After the cooperative driving plan is made, the schedule will be properly 
delivered. Constrained by the communication rate, the driving plan should 
be represented concisely. 

When one vehicle leaves the virtual circle, it should soon leave the cur­
rent communication group and join a new platoon. And emergency signals 
will be broadcasted to all vehicles with the highest priority. 

In order to guarantee the safety of driving, the concept of safe driving 
patterns is introduced first. Generally, the collision may occur when 

(1) two vehicles move along the same lane, and the lagging one runs 
into the leading one; 
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(2) two vehicles moves on different lanes but pass the same junction 
area simultaneously. 

The most frequently used control strategy for blind crossings is the zone 
blocking strategy. It divides the crossing zone into server sub zones and 
only one vehicle is allowed to enter a zone at any time to avoid collisions. 

Based on a similar idea, a simplified strategy is proposed here, which 
only allows safe driving patterns (vehicle pairs) to pass the junctions si­
multaneously. It is similar to the concept of phase of traffic flows in traffic 
lights control. For instance, consider the two-lane road junction. Suppose 
one vehicle moves from lane 1 and another vehicle moves from lane 5. 
Then there only exist four driving patterns that allow two vehicles cross 
the junction area safely and simultaneously, see Fig.7.25. 

In terms of safe driving patterns, a driving schedule can be represented 
as an ordered series of safe patterns. To illustrate this idea, consider a typi­
cal driving scenario shown in Fig.7.25, in which vehicle A needs to move 
from lane 7 to lane 4, vehicle B from lane 7 to lane 6, vehicle C from lane 
I to lane 8, vehicle D from lane 1 to lane 4. 

One possible driving schedule for this scenario is to let vehicle A pass 
the junction first; then let vehicle B and C pass the junction at the same 
time; and finally let vehicle D pass. Apparently, it represents this schedule 
as the following sequence 

AUBI,CUD\ (7.49) 

where the superscript denotes the original lane of a vehicle and the sub­
script denotes the destination lane. 
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Fig.7.25 All the driving patterns of two vehicles that simultaneously enter junction 
areas from lane 1 and lane 5 respectively. 

For simplicity, A] | ^ 4 , Cg \ D\ may also be written disA\B,C\D'm 

the rest of this Chapter, if the absence of superscripts and subscripts does 
not make the driving plan ambiguous. 

§1. 

CO - fAT-

Fig.7.26 A four-vehicle driving scenario for a two-lane junction, from [119]. (© 
[2005] IEEE) 

Here "|'' is a separator symbol that divides the sequence into three sub­
sets: A, B and C, D. Specially, B and C are in one subset indicating they 
will pass the junctions at the same time. Generally, consider N vehicles 
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/,, /^, ... , /̂  moving towards the junction. Their order of passing the 

junction area, i.e. the cooperative driving schedule is specified as 

/,, Ẑ , ..., I /^, /̂  5 ..., I /3, ..., /̂  (7.50) 

When a spefcial driving schedule is determined, the corresponding tra­
jectory planning process for each vehicle will then be carried out. Notice 
that different driving schedules lead to different passing times. An optimal 
(suboptimal) cooperative driving plan needs to find the schedule that com­
pletes the total driving process with the (nearly) least time. 

In general, searching the allowable driving schedule will yield a tree in 
which each node represents a particular driving plan (sequence) except for 
the root node. One basic algorithm to generate such a tree is as follows: 

Basic Solution Tree Generation Algorithm 
Suppose there are vehicles under consideration. 
1) Generate the root node of the tree; 
2) Generate children for the root node which represent all the possi­

ble permutation orders of the vehicle sequence without any separator sym­
bols. It is apparent that all these orders can be enumerated through basic 
permutation algorithm. 

3) For each node in the second level of the tree, generate N -1 chil­
dren by inserting only one separator into the driving sequence that is repre­
sented by it, since there are only /V - 1 positions that a separator can be in­
serted. 

4) For each node in the third level of the tree, generate N -2 chil­
dren by inserting only one separator into the driving sequence that is repre­
sented by it, since there are only /V - 2 positions that a separator can be 
inserted. 

N) For each node in the N - 1 level of the tree, generate one child by 
inserting only one separator into the driving sequence that is represented 
by it, since there is only one position that a separator can be inserted. 

However, a great number of nodes in this tree can be discarded since 
they represent invalid driving schedules, for which no trajectory planning 
is needed. One apparent fact is that leading vehicles will always pass the 
junction areas earlier than lagging vehicles in the platoon, because it is as­
sumed that the lagging vehicle will not change lanes. For instance, in the 
driving scenario shown in Fig.7.26, vehicle A should always pass the 
crossing earlier than vehicle B. Thus the node B A C D and all its children 
should be invalid. 

Based on this fact, the above algorithm can be modified as 
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Modified Solution Tree Generation Algorithm 
Suppose there are vehicles under consideration. 
1) Generate the root node of the tree; 
2) Generate children for the root node which represent all the possi­

ble permutation orders of the vehicle sequence without considering separa­
tor symbols. Then, prune all the obtained nodes that represent invalid order 
of driving. 

3)-N) Same as Basic Solution Tree Generation Algorithm. 

To guarantee a collision free movement, the safety of the simultane­
ously moving subnets in a driving sequence has to be checked. It is obvi­
ous that each subset in a valid driving schedule should constitute of a safe 
driving pattern. 

Note that M vehicles can safely cross the junctions at the same time if 
and only if every pair of these vehicles is a safety pattern. Therefore, a la­
beling algorithm is given by: 

Safety Pair Labeling Algorithm 
If there are M {M >2) vehicles y,, j \ , ..., j\j pass the crossing the 

junctions simultaneously, check the M{M -\)I2 distinct vehicle combi­
nations (y,, j \ \ (y,, / J , ..., (y, , . . , , y^) to see whether they are all 
safety patterns. If not, label the corresponding node as an unsafe node. 

Root 

A | B C O A B | C D A B C I D 

A | B C | D A | B | C D A B i C i D 

\ / 
A | B | C | D 

Fig.7.27 A schedule tree stemmed from the driving scenario shown in Fig.7.26. 
The shadow nodes represent invalid driving schedule, from [119]. (© [2005] 
IEEE) 
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Using these two considerations, most unsafe driving schedules can be 
directly pruned from the solution tree. For example, the driving plan tree 
stemmed from scenarios in Fig.7.26 only has a few valid nodes after prun­
ing and labeling, i.e. there are only two valid driving schedules for the or­
dered sequence A, B, C, Z), see Fig.7.27. The first schedule is specified by 
Eq.(7.49) and the second is to simply let vehicle A, B, C, D pass the junc­
tion area sequentially. 

After labeling, trajectory planning will be executed for every valid node 
with respect to its driving schedule. Some driving plans will be discarded 
since they are implicitly forbidden by the vehicle dynamics constraints. 

In general, a vehicle's trajectory crossing the junctions can be divided 
into three sequential stages: 

(1) approach the junction. The vehicle should avoid collision between 
the leading vehicle and itself Moreover, it should also avoid collision be­
tween itself and the last vehicle that had passed the junction before it but 
does not form a safety pair with it; 

(2) cross the junction, which is considered as a decelerate- accelerate 
process; 

(3) leave the junction. It should avoid collision between the new lead­
ing vehicle and itself 

In order to solve the lane merging trajectory planning problems, the vir­
tual vehicle mapping technique was proposed and employed by Uno, 
Sakaguchi and Tsugawa in [31] and [32]. The concept of a virtual vehicle 
is to map a vehicle on a lane onto an object lane; then the interested vehi­
cle can be controlled with respect to the virtual vehicle to guarantee safety. 

Considering the risk of failure, an algorithm similar to what is proposed 
in [31] and [32] is applied here. The only difference is that the leading ve­
hicle is not mapped onto the symmetry position of the desired lane. Actu­
ally, it will be mapped into a position that lags off the mirror point to com­
pensate the communication delay and vehicle deceleration at steering. 

For example, as shown in Fig.7.28, vehicle A moves form lane 7 to lane 
6 first; then vehicle B moves from lane I to lane 6. Since vehicle B passes 
the junction area right after vehicle A, it must make enough headway to 
avoid collision. Therefore, it generates a virtual vehicle A' by mapping ve­
hicle A into its own lane using the data transmitted via the inter-vehicle 
communication. Classical longitudinal control will then be performed be­
tween virtual vehicle A' and vehicle B. 

The lengths of the two headways should be determined by the dynamic 
properties and length/size of encountered vehicles as well as the applied 
inter-communication protocols. 
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The trajectory profile of each vehicle in the driving schedule will be 
generated one by one with respect to the corresponding driving order pass­
ing the junction. Every vehicle can "know" the trajectories of the other re­
lated vehicles that need to map onto its lane. 

Since it requires to improve traffic efficiency, the driving plan should 
keep the headway between the potential leading/virtual vehicle and itself 
to the minimum safe distance. 
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Fig.7.28 Trajectory generation considering one virtual vehicle: (a) with actual ve­
hicles only, (b) with virtual vehicle/t' introduced., from [119]. (© [2005] IEEE) 

Generally, various driving scenarios can be classified into the following 
four cases: 

(1) there is neither a leading vehicle moving in the same lane nor a 
virtual vehicle that needs to map before the planning vehicle enters the 
junction area; 

(2) there is a leading vehicle moving in the same lane but no virtual 
vehicles that need to be mapped before the planning vehicle enters the 
junction areas. Indeed, it equivalently means that the planning vehicle will 
pass the junction area right after the leading vehicle; 

(3) there is not a leading vehicle moving in the same lane but a virtual 
vehicle that needs to be mapped before the planning vehicle enters the 
junction area; 

(4) there is a leading vehicle moving in the same lane, and there is 
also a virtual vehicle that needs to be mapped before the planning vehicle 
enters the junction area. Actually, it means that the planning vehicle will 
first follow the leading vehicle and then follow the virtual vehicle before it 
enters the junction. 



308 Advanced Multiple Vehicles Motion Control 

Suppose the position of the planning vehicle is denoted by jc,, and the 

accelerate/decelerate rate of the vehicle is denoted by ^ . Their dynamics 

are constrained by 

x < X < X , 0< X <v (7.51) 
*̂ /; nun p *̂ *̂ /; max ^ v̂  — v̂̂ ^ — "̂  max ^ ^ 

where x and x are the accelerate/decelerate rate bounds; and v 
•̂  p nun -^ /> max ' max 

is the maximum allowable safe speed. 
If the planning vehicle needs to steer directions, there is an additional 

constraint 

^ .U3)^v ,_ (7.52) 

where v is the maximum allowable speed for steering, and /, is the 
'•max *̂  ^ i 

time when the planning vehicle enters the junction area. 
For example, the corresponding trajectory planning algorithms for Sce­

nario 1 above can be formulated as follows. 

Trajectory Planning Algorithm for Case A. 
1) Solve the time optimal trajectory planning problem before the 

planning vehicle enters the junction areas; 
Obviously, the objective is 

min 3̂ (7.53) 

constrained by the given boundary conditions 

^,Uo) = ^ , 0 ' ^ . ( ^ ) = -̂ .3 (7-^4) 

where x ,„ is the start position and x ,3 is the final position at the boundary 

of junction areas; t^^ is the time that planning starts. 

2) There is no planning at this stage. It simply assumes that the time 
consumed in crossing junction areas only depends on the speed of the ve­
hicle when it enters the junction areas; 

The time that the planning vehicle leaves the junction areas should be 

^ = ^ + / . ( ^ , ( ^ ) ) (7.55) 

and the speed should be 

^ , (^ ) = /2(^.(^)) (7.56) 

where t^ is the time that the planning vehicle leaves junction areas. 
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3) Solve the tracking problem for the new leading vehicle before the 
virtual vehicle leaves the junction area. 

Suppose the trajectory of the new leading vehicle is given as 

^ ; = / 3 ( 0 (7.57) 

where x^ is the position of the new leading vehicle and f^(t) is its move­

ment descriptive function in terms of time. 
Thus, the error e^, in headway from the pre-selected safe distance L^ 

can be written as 

^ . . = ^ . - ^ . - ^ 3 (7.58) 

Obviously, the objective is 

mm j \e,^, \dt 

constrained by (6), (7) and boundary condition (10). Here T is a prede­
termined time span that is long enough to appropriately describe the plan­
ning vehicle's movement after it leaves the junction areas. 

It should be pointed out that the choice of vehicle dynamic models 
and/or longitudinal driving controllers will not vary the feasibility of the 
proposed planning framework. Furthermore, some other driving perform­
ance index such as ride comfortableness can be formulated and added here. 
Some related discussion on objective choice of vehicle trajectory planning 
can be found in our previous works [33]-[36]. 

However, there is still one important issue need to be clarified. Limited 
by the communication rate, the cooperative driving plan should not be too 
complicated. Otherwise, the cooperative driving plan cannot be correctly 
delivered to all the encountered vehicles. 

Here, Li and Wang further constrain the trajectory of one vehicle consti­
tutes of at most five steady acceleration/deceleration process. Thus, one 
vehicle's trajectory will be determined by at most seven dataset as follows: 

<star time t^^, velocity i ^ (/̂^ )>,..., <end time /., velocity i ^ (/.) > (7.60) 

The velocity between time /. and r,̂ , can be obtained as 

This method greatly reduces the computation costs of the above trajec­
tory planning problems without losing too much generality. Moreover, this 
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technique also relieves the burden of the inter-vehicle communication net­
work, since there are only twelve variables in (23) need to be encoded and 
delivered to the involved vehicle. The vehicle will resolve the control in­
puts from this simplified velocity profile based on its dynamic equation. 

The total time cost of trajectory is counted from the time when the co­
operative driving process begins to the time when the last vehicle leaves 
the junction area. All the un-discarded driving plans will be compared, and 
the one with least time cost will be chosen as the actual driving plan. The 
diagram of this planning framework is shown in Fig.7.29. 
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Fig.7.29 The cooperative driving planning framework. 

In the searching process of optimal driving plan, the upper level nodes 
in the schedule tree will be examined earlier with respect to the lower level 
plans. If one plan is proven to be valid, then all its children nodes will be 
omitted, because a valid node always represents the plan that uses less time 
than that of its children plans. For example, if solution A \ B C \ D \n 
Fig.7.27 is a valid plan, then its child node A\ B\C\ D needs no analysis. 

7.6 Summary 

Cooperative multiple vehicles driving with inter-vehicle communication 
attracts increasing attentions recently. It aims to improve driving safety 
and efficiency using appropriate motion scheduling of all the encountered 
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vehicles. Under cooperative driving control, the motion of individual vehi­
cles can be conducted in a safe, deterministic and smooth manner. This is 
particularly useful to heavy vehicles, since their acceleration/deceleration 
capacity is relatively low. 

Constrained by the book length, some interesting topics are left 
unmentioned in this Chapter. For instance: 

(1) the integrated high-level traffic control and low-level cooperative 
driving is expected to further increase riding efficiency [123]-[124]; 

(2) The geometry constraints of vehicles and junction areas have not 
been well discussed in this Chapter, but they should not be neglected in 
real conditions; 

Scan Cone 

Fig.7.30 Handling an emergency case by broadcasting message, from [119]. (© 
[2005] IEEE) 

(3) The actual driving scenario at junctions might be more complex 
than what is discussed here. One important case is how to deal with emer­
gencies. One potential answer is to share each vehicle's sensor information 
through the inter-vehicle communication. If an emergence happens, the 
first 'knowing' vehicle will soon stop all the related vehicles synchronic-
ally. For example, as shown in Fig.7.30, an emergent halt signal sent out 
from vehicle A quickly stops vehicle B that intends to move to the blocked 
lane, when it suddenly 'sees' an obstacle on that lane. The cooperative 
driving plan will be regenerated when the detected obstacles moved away. 
Furthermore, sensor network implemented by multiple vehicles sensor fu­
sion is believed to another hot topic within the near future [29], [119], 
[125]-[133];seeFig.7.31. 
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Fig.7.31 Handling an emergency case by broadcasting message, from [29]. (© 
[2005] IEEE) 
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Intelligent Vehicle Vision Systems 

8,1 Introduction 

Vision sensors become increasingly important in smart transportation sys­
tems in the last twenty years. From the viewpoint of traffic infrastructure, 
the application of vision based traffic flow monitoring and associated con­
trol techniques offers considerable improvements over those existing 
methods of traffic data collection and road traffic monitoring [23]-[25]. On 
the other side, with the help of visual sensors, modem driver assistance 
system can alert the driver for dangerous situations or wrong actions, i.e. 
swerving off lane/road or disregarding traffic signs/lights; or even autono­
mously take the control of vehicle. Now, vision based driving safety sys­
tem is world- widely viewed as an essential component of the next genera­
tion vehicles [l]-[22]. 

During the last three decades, vision based driving safety research has 
attracted great interests and resulted in a wealth of promising results. From 
their functions, varied vision sensors can be divided into two types: "look-
ing-in" sensors that detect out-vehicle environment and "looking-out" sen­
sors that monitor in-vehicle environment; Fig.8.1. 

CMOS/CCD cameras are the most frequently used vision sensors in in­
telligent vehicle. As pointed out in many literals, CMOS/CCD cameras are 
superior to many other sensors due to their fast response, easy installation/ 
operation/maintenance, and ability to monitor wide areas. But CMOS/ 
CCD cameras perform perfect only when they work under good environ­
ment conditions. In real scenarios, shadows of trees/clouds and dim light­
ing etc. prevent us from obtaining clear contrasting digital images occa­
sionally. 

Recently, applications of mm-wave radar, laser and infrared sensors as 
alternatives to cameras got significant considerations. One important merit 
of these new sensors is that they are not sensitive to weather/lighting con­
ditions. Although CMOS/CCD cameras cannot be thoroughly alternated, 
they are outperformed by these new sensors in lots of applications. In this 
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Chapter, these new sensors are also viewed as general vision sensors and 
discussed. And the sensor fusion between different vision sensors is ad­
dressed, too. 

Vision Sensors On 
Intelligent Vehicle 

Looking-Out Vision 
Sensors 

CCD Camera 

Radar Sensor 

Laser Sensor 

Infrared Sensors 

Lane Detection 1 

Vehicles Detection 

Pedestrians Detection 

Road Signs Detection 

Other Out-Car 1 
Environment Detection 

Looking-ln Vision 
Sensors 

CCD Camera 

Infrared Sen sors 

Driver/Passenger 
Posture Detection 

Driver Face Detection 

Other In-Car 
Environment Detection 

Fig.8.1 Divisions and functions of "looking-in" and "looking ouf intelligent vi­
sion sensors. 

As mentioned in [9], [22], the basic visual sensing tasks of an intelligent 
vehicle can be outlined as follows: 

out-vehicle vision detection: 
(1) extracting lane boundaries, especially when they are not clearly 

marked and/or in bad weather conditions; 
(2) detecting vehicles nearby, estimating their positions, speeds, and 

accelerations; 
(3) recognizing the relevant traffic signs and traffic lights; 
(4) detecting the unexpected traffic participants/obstacles, such as pe­

destrians and big stones; 

in-vehicle detection: 
(5) monitor the driver's eyes movement for fatigue detection; 
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(6) monitor the driver's hands movement for driving behavior learn­
ing; 

(7) monitor the driver/passenger's posture and head for applying 
smart-airbag. 

To offer a snapshot of current activities around the world for researchers 
who are involved in this field, this Chapter looks into these research areas 
sequentially. Some related research and remained challenges are also dis­
cussed, in which the following two topics are emphasized: vision and non-
vision sensor fusion; vision information sharing via infrastructure-
vehicle/inter-vehicle communications. The focus of this Chapter is on re­
cent literals, since excellent reviews already existed in the previous associ­
ated studies, i.e. [l]-[25], [93]-[94], [162]-[164]. 

8.2 Advances in Vision Based Lane/Road Detection 

Lane detection is a key function of any driving assistance systems, and one 
of the privileges of computer vision. Its main task is to determine the rele­
vant road/lane boundaries without prior knowledge of the road geometry. 
To achieve this goal, varied methods had been proposed in the last thirty 
years [26]-[70]. 

From the aspect of detection sensors, related research can be divided 
into two classes: conventional CMOS/CCD cameras and radars based ap­
proaches, and novel LiDAR based ones. From the viewpoint of detection 
algorithms, related research can be distinguished into two classes, namely 
lane-region detection and lane-border detection (lane markings and road 
edges). On the other side, different approaches can also be categorized by 
the number of sensors applied, etc. 

8.2.1 Lane/Road Detection Using CMOS/CCD Camera/Radars 

In ideal scenarios, lane/road detection is easy to solve using standard edge-
line detection methods, especially in highway scenarios when the road 
markings are clear and the lane has a well-defined geometry. 

Lane/road detection via lane-border detection using camera/radar im­
age/video is the most frequently used approach in this filed. Its main pro­
cedure can be described as follows: 

Algorithm 8.1: Hough transform based lane-border detection 
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1) set up the projection relationship between the world coordinate and 
the image coordinate; map the obtained image into the corresponding bird 
view image; 

2) assume the lane-borders are marked as (nearly) straight lines; find 
first the edges and then the lines in the bird view image, i.e. using Hough 
transformation [26]; 

3) determine the potential lane-border from these possible lines. 

The detection accuracy for above algorithm mainly depends on quality 
of images, edge/line detection accuracy and speed. Because how to find 
edges in an image had been systematically studied in [27] and the literals 
follows, now the main trend is to design fast, adaptive and robust Hough 
transformadon for road detecfion [28]-[31]. Especially, multi-resolution 
and parallel Hough transform received notable attentions, since detection 
speed is quite important to intelligent vehicle applications. 

The biggest constraint for Algorithm I is that it assumes the lane borders 
are straight lines, which usually does not fit actual situations; see Fig.2(a). 
Therefore, template based lane-border detection methods received constant 
efforts from early 90s, which can be roughly represented as follows: 

Algorithm 8.II: Template based lane-border detection 
1) same as Algorithm 8.1.1); 
2) assume the lane-borders can be described by certain curves in the 

bird view image coordinates; find the edges and then the lines in the bird 
view image; 

3) determine the potential lane-borders by matching the template 
lane-border curves and those edge points obtained in 2). 

The core part of a template based lane detection algorithm is to find an 
appropriate function set to describe the lane-border. First, such a curve 
function set should be able to depict varying road curvatures. Second, it 
needs to be easy to identify. Third, it must be robust to the noises that are 
generated by image capture and transformation, shadows of trees, dim 
light and unclear road markings. For instance. Likelihood of Image Shape 
(LOIS) lane detection algorithm was presented as a successful template 
based method in [32]-[35]. Some heuristic likelihood funcfions were used 
to provide a relative measure of how well a given set of shape parameters 
match the data in a particular image of the road scene. Finally, different 
optimization algorithms had been applied to determine the best set of road 
shape parameters for a given image by maximizing the likelihood function. 

More precisely, the descriptive function in [32] is chosen as the para­
bolic curve written as 
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x = k^.^y + k^.,y' ±b (8.1) 

where the parameters yt ,̂ ^ ^ denote the road curvature, m is the tangen­
tial orientation of the road, and b is the offsets of left and right lane bor­
der. X and y are the horizontal and vertical coordinates of the edge points 
on the road curves. 

For instance, in [35], the road boundaries were described as parabolic 
curves on a flat earth, which were written as 

X = ky + my + b ^ ^ 

where the parameter k is the road curvature, m is the tangential orienta­
tion of the road, and b is the offsets of left and right road boundaries, with 
respect to the host vehicle. Here, x and ;; denotes the world coordinates 
of points on the road curves. 

where the parameter k is the road curvature, m is the tangential orien­
tation of the road, and b is the offsets of left and right road boundaries, 
with respect to the host vehicle. Here, x and y denotes the world coordi­
nates of points on the road curves. 

1 / 2 , 1 , 2 , (8.3) 
^L =^kyi. +fny, +bj^ Xj, =~ky„ + my,, + b^, ^ ' 

In the perspective 2D projection image for the road ahead, the general 
parabolic curves (8.1) would be transform into hyperbolic curves in the 
image plane and be rewritten as 

c = + b '{r - nz) + vp ^ ^ 
r — hz 

where 

k' = rj,k , vp' = f],„m + rj^^,,k + r]. b' = r],b + r],,„m + /;,,/: (8.5) 

In (8.3)-(8.5), hz is the row in the image plane corresponding to the ho­
rizon of the ground plane, k' is linearly proportional to the curvature of 
the arc on the ground plane, vp' is a function of the tangential orientation 
of the curve on the ground plane, with some coupling to the arc curvature 
as well. /)' is a function of the offset of the curve from the camera on the 
ground plane, with couplings to arc curvature and tangential orientation, r 
and c denotes the row and column position of those curve points on the 
image. 

The penalty ftinction proposed is written as 
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f(a,x) = \/(\ + ax^) (8.6) 

This penalty function had been proven to be fairly robust on marked 
roads, since it encoded the knowledge that edges of the lane should be near 
intensity gradients whose orientation should be perpendicular to the lane 
edge. 

Let gm(r,c) be the gradient magnitude at pixel (r,c), with gd(r,c) 
being the corresponding gradient direction, and the prior likelihood func­
tion is 

P(s)= ^.atan(a„.„,, -{b'.-b;)) ^ '̂̂ ^ 
TT 

where bj^ and b[ represent the function of the offset of the left and right 
curve on the ground plane. And s denotes the given parameter set. 

Eq.(8.7) embodies two prior constraints on the lame geometry. First is 
that left boundary is to the left of the right boundary. Thus, Eq.(8.7) should 
be positive for right road parameters. Second is that the road segment is 
not too narrow. The parameter 6̂  .̂^̂  in Eq.(8.7) is used to handle different 

road width. In [35], 6̂^ .̂^̂  is set to be 10. 

In general, the likelihood function for a given road image and a given 
parameter set s is defined as 

L(s) = Pis). X [gfn (r, c) • /(6^^_ , c - £, [s)) • (8.8) 

fi^oneni ' cos( grad (r, c) - atan (— E^ [s)))) + 
dr 

gm(r,c)'f(a^^,^^,c-E,,(s))-

fi^orien, ^ cos( gmd (r,c)- atan (--- £^ (s))))] 
dr 

where 

Ef{s) = '— + ̂ 2 '(r - hz) + s^^ Ef (s) = *— + s^ - (r - hz) + s-^ 
r - hz ' r - hz 

In (8.8), the contribution of a pixel to the likelihood is the gradient mag­
nitude at that pixel multiplied by a function whose value decrease as the 
pixel column gets further form the curve and a function whose value de­
creases as the gradient direction at the pixel moves further away from per­
pendicular to the tangent to the curve. Here the weight coefficients a„,̂ /,;, 

and a ,. were set at 0.01 and 1.13. 
^ width 
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Finally, the global optimal parameters set for L{s) will lead to the best 
estimation of road curves. However, usually only local optimal solutions 
will be obtained, which indicate acceptable estimation of the road seg­
ments. In [35], a metropolis algorithm was applied to search the optimal 
matched parameter set, which is indeed a geometric annealing schedule. 
Besides, GA was also used to solve such kind of optimization problems in 
[43]. 

Besides Eq.(8.8), there were also some other likelihood evaluation func­
tions. For example, in [33], the following likelihood evaluation function 
was employed: 

L{s) = I,,^,^{b[.b,)-I,,^,^^{b',^b,)-S(k'-rj,k) (8.10) 

f^^orient ' cos( gmd {r, c) - Q tan( — E, {s)))) + 
dr 

2 2 
•-atan[5; •(/?; - b',)]--^aian[s[ •(/?; -/>;)]• 

TT n 

2 2 
' — atan [̂ 3 -{b^^ - b,)] • — atan [s\ -{b,^ - bj)] 

TT ' n 

where I^{x,y) is an indicator function that satisfies 
fl, if (;c,> )̂satisty relation A (8.11) 
[0, otherwise 

Obviously, the first two terms in Eq.(8.10) impose the constraint that the 
lane markers should be within the road region, while the last two terms 
impose the constraint that the lane boundaries' curvature and orientation 
should be precisely related to the pavement boundaries' curvature and off­
set in Eq.(8.8). 

The likelihood function in [32] is chosen to embody several prior con­
straints on the lane geometry: 

(1) left boundary is to the left of the right boundary; 
(2) the lane segment is not too narrow and the lane width should be 

relatively constant; 
(3) the curvature of the road should not vary too intensively. 

It had been proven that these three heuristic rules capture the most im­
portant features of lane border [32]-[35]. There are also some other heuris­
tic rules proposed recently, i.e. road direction (or orientation) mentioned in 
[36]. Since all of these objective functions are too complex, they are not 
expressed here. 
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Besides polynomial functions, some different functions have also been 
used to describe lane-border curves. For instant, The road curves was 
modeled as a piecewise fianction Eq.(8.12). in [31]. B-spline snake in [37], 
cubical function set in [38], and spline model in [39] were applied to rep­
resent road boundaries, also. 

jc = k^,^y, if y<y^ (8.12) 

x = kyyy + k^.,y^ ±b, if y> y^ 

Different from likelihood functions, there are also several other func­
tions that are chosen to be the evaluation objectives for the template algo­
rithms [40]-[41]. For example in [40], a lane-curve function (LCF) is used 
by directly transforming the defined parabolic function in the world coor­
dinates. 

Another important problem of template based lane border detection is 
how to quickly find the best set of road shape parameters. The evaluation 
objectives are so complex that they normally contain lots of local optimal 
solutions. Thus, different approaches i.e. simulation annealing algorithm 
[42], genetic algorithm [43], dynamic programming [44], Cellular Neural 
networks (CNN) [45] had been tested and reported. 

To improve lane detection accuracy, different cameras and radars in­
cluding wide angle camera [46] and omni-directional camera [47] had 
been tested. Notice that to project the 3-D environments into a single 2-D 
image will unavoidably lose the depth information, lane-border detection 
based on stereo vision techniques had been addressed in the last ten years 
[48]-[54]. One important benefit of using stereo visions is that the road 
slope can be further described by extending the curve functions in terms of 
road surface latitude variations; see Fig.8.2(middle). 

Fig.8.2 Three frequently encountered problems: (left) lane detection on roads with 
high horizontal curvature and shaded lane markers; (middle) lane detection on 
non-flat roads with vertical curvature; and (right) lane detection with the presence 
of obstacles on current lane; from [53]. (© [2004] IEEE) 
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For example, in [51]-[53], the 3-D reconstruction algorithms are used to 
capture the distortion of road curves in bird view coordinate caused by 
road slopes, which may not be correctly explained by 3-D model like 
Eq.(l). Out of the many possible lane boundary candidates, the best one is 
then chosen as the one at a minimum distance from the previous lane vec­
tor according to a weighted distance metric in which each feature is as­
signed a different weight. But the road curve matching/identification cost 
increase simultaneously, since a third dimensional variable z is added. 

To use image compression and feature extraction method to sharpen the 
lane borders is also an interesting topic in this filed [34], [41]. For example 
in [34], discrete cosine transform (DCT) was carried out. The obtained 
road image was divided into 8x8 blocks of pixels. Each pixel block is 
then orthogonally decomposed in terms of a set of 64 DCT basis elements. 
Each of these elements, with respect to spatial domain edges of a certain 
strength and orientation. Out of these 64 elements, diagonally dominant 
edges are best represented by a set of 12. The corresponding feature image 
is finally gotten by summing the squares of its 12 special DCT decomposi­
tions. Despite the original image having features/edges of various strengths 
and orientations, the corresponding DCT feature images contain only in­
formation about those edges which are diagonally dominant. The authors 
claimed that DCT-based features are capable to appropriately de-noise and 
help to precisely locate the lane markings, see Fig.8.3. 

Fig.8.3 DCT features of typical roadway scenery, (left) original image and (right) 
edge map build by using the corresponding DCT features, from [34]. (© [1999] 
IEEE) 
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Different from the above "hard" computation algorithms, some "soft" 
decision/computation algorithms were developed during the past decade, 
too. Generally, its idea can be presented as follows: 

Algorithm 8.Ill: Soft decision based lane-border detection 
1) same as Algorithm 8.1.1); 
2) assume the lane-borders can be described by certain curves in the 

bird view image coordinates; find the edges and then the lines in the bird 
view image; 

3) directly eliminate the false lane-border lines using some special 
image filters or "human-like" decision rules. 

For example, the so called "steerable filter" was used in [54], which is 
indeed a space direction filter based on road starting position and direc­
tion/orientation. It can provide robustness to lighting changes and shadows 
and is claimed to perform well in picking out circular reflector road mark­
ings and painted line road markings. In [55], Bayesian judgment based al­
gorithms were used to directly localize the potential lane-border lines. In 
[56], the characteristics of the gray level histogram of the road were ex­
ploited to detect lane markers. The common extracted features include: 

(1) Maximum angle spanned by the object with respect to the vanish­
ing (parallel lane-border converge) point in the image; 

(2) Absolute value of the difference between pre-estimated lane-
border angle and the real line angle in the image. 

For example, in [56], each lane marker is analyzed using a special deci­
sion tree, and finally the relations between the lane markers are analyzed to 
create the structures defining the lane boundaries. 

Lane detection task is sometimes quite complex, i.e. in the following 
scenarios: 

(1) the road and surrounding areas are hard to discriminate. One typi­
cal example for those northern countries is the road that is covered by ices 
and snows; see Fig.8.4(left). Another case is the unstructured roads, such 
as those rural roads consist of mud, clay or sand; 

(2) the lane markings are shaded by vehicles or other obstacles on the 
road; see Fig.8.2(right). 

In these scenarios, the road/non-road borders are spatially fuzzy and 
have low intensity contrast, the overall road shape is uncertain and may 
even change drastically. Thus, lane-region detection is normally applied, in 
which road detection is viewed as a process of segmentation and amalga-
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mation. The final two segments obtained will denote road and non-road re­
spectively. 

As pointed out in [57]-[64], the frequently used features for road seg­
mentation include: 

(1) color/gray-level/texture similarity. It is normally assumed that road 
surface would be more-or-less consistent in their mix of colors/gray-levels; 

(2) road width and directions. Usually, the manual constructed road 
has relatively regular contours and width in the obtained image. 

Generally, the associated approaches can be divided into two kinds, 
whose general ideas can be written as follows: 

Algorithm 8.IV: Direct binary segmentation based lane-region detection 
1) same as Algorithm 8.1.1); 
2) directly divide the image into two parts: road and non-road, with 

coherent color/grey-levels. 

Algorithm 8/V: Segmentation and amalgamation based lane-region de­
tection 

1) same as Algorithm 8.1.1); 
2) divide the image into different small segments with coherent 

color/grey-levels; 
3) merge the obtained segments into two groups: road and non-road, 

according to the road boundaries, width and direction hints. 

In [60], the histogram of the whole image's gray-level is frequently used 
to directly distinguish the road and non-road parts. In this way, the process 
is adjusted to the different illumination conditions and variable contrast be­
tween tracks and ground: a constant density of edges is obtained by lower­
ing the threshold when the luminance difference is low and raising the 
threshold when the contrast is relatively high. Here, the threshold value is 
determined from a cumulative histogram of the gray-level intensity values. 
In [61], the chromatic and luminance distances among every image pixel 
are analyzed to distinguish the road and non-road parts. Besides, a bright­
ness attenuation technique had been devised analogously to handle the 
shadows etc. 

Morphological technique is a representative segmentation and amalga­
mation lane-region method. For instance, Beucher et. al proposed the so 
called watershed segmentation algorithm in [62]-[63]. 

Let's consider a graph / as a topographic surface in terms of bright­
ness. The surface presents the "minima", which are connected regions. 
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From those "minima" areas, it is impossible to reach a point that locates at 
lower altitude by an always descending path, see Fig.8.4. Suppose that 
"minima" are pierced and the topographic surface is immersed in water. 
Apparently, the water will pour down to the holes, especially to those 
deepest ones. During the flooding process, dams are built at any point 
where waters coming form two different minima may merge. Therefore, at 
the end of the flooding, divide lines will appear, which is called water­
sheds of graph / . Those different connected components separated by the 
watershed lines are called catchments basins, each on being associated to a 
single "minima", see Fig.8.5. 

Minimum 

Fig.8.4 "Minima" of a graph surface, from [62]. 
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Fig.8.5 Watershed and catachments basins, from [62]. 
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In the segmentation process by watersheds, it is assumed that any object 
in an image is characterized by a homogeneous texture and hence a weak 
gradient. The objects in an image will lead to the "minima" in the morpho­
logical gradients, and their contours can be determined by the watersheds 
too. Finally, eliminate those trivial "minima", the reconstructed graph sur­
face can be achieved, which has been appropriately segmented, see 
Fig.8.6. Fig.8.7 demonstrates its detection process for a road covered by 
snows. It sequentially (left-top to right-bottom) displays the original im­
age, the corresponding morphological gradients, the initial "minima" that 
are found, the merge process which discard the trivial edge information, 
the final road segmentation results and the final detection result repre­
sented in normal image. 

Recoiistmctcd Fiiiiclion 

Fig.8.6 Surface reconstruction, from [62]. 
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Fig.8.7 A typical watershed road segment process; from [62]. 

8.2.2 Lane/Road Detection Using LiDAR and Laser Sensors 

Recently, LiDAR based road surface detection approaches gained signifi­
cant attentions [64]-[70]. One basic approach can be roughly explained as 
follows. The scanner is mounted in front of the test vehicle in such a way 
that the measuring plane cuts the ground plane at a certain distance, see 
Fig.8.8(left-top). Because of different reflect coefficients of ground, the 
road surface will show as a straight line in the cutting curves, see 
Fig.8.8(right-top). Therefore, the detection algorithm can be written as: 

Algorithm 8.VI: road detection using front LiDAR 
1) same as Algorithm 8.LI); 
2) detect the road surface road by detecting horizontal line segments 

in the transformed image; 
3) By recording all the found road edge segments, the road bounda­

ries can be sequentially detected precisely as the vehicle moves ahead. An 
illustrative detection result is shown in Fig.8.8(bottom). 
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Fig.8.8 Embedding of the laser scanner and road tracking result; from [65]. 
It is pointed out in [70] that the lane detection performance can be influ­

enced by mounting position and quantity of the sensors. An additional as­
pect for the quality of object and lane detection is the horizontal resolution 
between the single laser beams. As shown in Fig.8.9, the distance meas­
urement d should follow 

y = h(x) = d sin r sin P (8.13) 

where the angle / represents the vertical inclination angle and p denotes 
the horizontal angle of the outgoing beam. The measurement Eq.(3) is ex­
pressed in terms of world Cartesian coordinates for simplicity. 

Based on Eq.(8.l3), it is obvious that the uncertainty introduced into y 
result from the measurements of distance and angle. Because a change of 
the curvature c has low impact in near range where the sensor is mainly 
expected to detect the lane, to improve detection accuracy, the following 
circular model (8.14) is chosen to create the EKFs in [68]-[70], 

y = h{x) = (I / c + Ax,/;) cos A I// 

± ^/c -ab) - (x- {\/c + Ay^^jj-)sm Ay/f 

(8.14) 
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where a is used to distinguish the right {a = 0) and the left (o = 1) lane. 
Aj;̂^̂^ describes the lateral distance of the vehicle's center to the right lane, 

b the lane's width, and A i// is the angle between the vehicle's longitudinal 
axis and the lane. 

As pointed out in [67], a very interesting point is that the resulting error 
of ;; is very small and the system is very robust towards pitch movement. 
To use laser sensor for road boundary detection is another hot topic re­
cently. Its main goal is to accurately determine the distance from the vehi­
cle to the curb at one location. By linking these points that indicate the 
curb, the road boundary will be determined [7l]-[73]. More precisely, the 
light of a laser is fanned out to form a plane of light, see Fig.8.10. 

iliiiMMifiiii -.'.̂  \ / ' ' >\'^^^^p 

V Lâ or Hoiun CVnier 

Fig.8.9 LiDAR sensor and its detection ranges, from [67]. (© [2003] IEEE) 

If an object intersects the plane, the reflected light is observed by a cam­
era placed at a distance from the laser. The distance between laser and ob­
ject can be determined by triangulation: 

d = s 'Cosa (8.15) 
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Fig.8.10 (top) Geometric configuration of a laser line striper; (middle) Schematic 
of the curb detector; (bottom) Profile of the road/curb observed by the laser line 
striper, where some erroneous readings can be seen, from [72]. (© [2003] IEEE) 
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where s is the camera-laser distance and a the angle at which the camera 
sees the object, see Fig.8.10(top). 

To make a system work outside, where the sun produces a strong back­
ground of light, two techniques were employed in [72] to reduce the back­
ground. In the one hand, the camera is equipped with a narrow filter and in 
the other hand the laser is pulsed and in synchronization with the fast shut­
ter of the camera. For the purpose of curb detection the laser line striper is 
placed beneath the front bumper of the vehicle looking to the side. A 
schematic of the arrangement is shown in Fig.8.l0(middle) and Fig.8.10 
(bottom). Besides the above tests, laser based 3D environment, including 
road, reconstruction were also described in [74]-[76]. 

8.2.3 Integration of Lane/Departure Detection and Localization 

During the last twenty years, people gradually realized that lane detection 
and lane departure monitor problems should be considered simultaneously, 
especially for the following two reasons. First, the vehicle's heading angle 
may affect the lane detection results; second the lane curvature information 
is necessary for vehicle departure measurement [77]-[86]. 

The position and vision sensor fusion received considerable interests 
now. For example in [83], a LiDAR is used to measure the lane and vehi­
cle's heading angle in an indoor scenario. Since LiDAR exhibits less 
measurement accuracy than Inertial Navigation Systems, the authors com­
bined the two sensor systems for better results. However, it should be 
pointed out that for the crowed urban areas where the obtained view is too 
narrow, magnetic position/navigation system seems to be a better alterna­
tive than vision systems [87]-[89]. 

Localization is also an important functionality for navigating intelligent 
vehicles. However, the data obtained from GPS and cameras is sometimes 
uncertain and or even momentarily unavailable (in urban areas, for exam­
ple). The problem of GPS and vision sensor fusion based localization was 
studied in [90], which combined GPS absolute localization data with the 
data computed by a vision system to provide accurate position and orienta­
tion measurements. The position and orientation data was transformed into 
a global reference using a map of the environment and then estimate local­
ization parameters using a particle filter. This lets them manage multimo­
dal estimations, because the vehicle can be in the left or right lane. The 
best precision can supposedly reach 48 cm along the road axis and 8 cm 
along the axis normal to the road. 

In [91], a framework is presented for robust estimation of vehicle roll, 
pitch, yaw and obstacles detection using stereo vision. On the other side. 
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analysis of the effect form vehicle movement on vision accuracy was also 
discussed in some literals including [92]. Besides, how to handle lane de­
tection error in vehicle lateral control is another important problem. Some 
discussions can be found in [93]-[94]. 

8.3 Advances in Vision Based Vehicle Detection 

To avoid collision, an intelligent vehicle system should be able to detect 
static (normally obstacles) or moving objects (normally vehicles or pedes­
trians) nearby. Due to the difficulty of this function, numerous efforts had 
been put into this field in the last thirty years. 

8.3.1 Vehicle Detection Using CMOS/CCD Cameras 

Generally, the majority of reported approaches follow three basic steps: 
Hypothesis Generation (HG) in which the Area of Interests (AOl) are lo­
cated; Hypothesis Verification (HV) in which tests are performed to verify 
the presences of a vehicle, and vehicle tracking. 

I) Hypothesis Generation 
Most HG methods can be categorized into three kinds [19]: knowledge-

based methods using 2D image, stereo vision based methods, and motion 
based methods using video. Knowledge-based methods employ a-priori 
knowledge to find potential vehicles in an image. Usually, the following 
cues are taken: 

(1) vehicle geometry structures: it is frequently assumed that road ve­
hicles, especially cars and lesser extent lorries, consists of a large number 
of horizontal structures, particularly when viewed approximately from the 
rear, e.g. rear-window, boot, bumper; Fig.8.11(a). This leads to vehicle de­
tection based on geometry structures [95]-[96]. For instance in [95], the 
horizontal overlap assumption was applied to each image column may re­
sult in several Areas of Interest. The horizontal edge response in each im­
age column is summed and smoothed with a triangular filter. And each lo­
cally maximal peak which is extracted from the smoothed column 
responses will indicate a potential vehicle, see Fig.8.11(b). 

(2) shadow beneath the vehicle: in daytime, the vehicle's vertical loca­
tion need to be further examined by checking the position of the shadow 
under a vehicle, see Fig.8.11(c). The major advantage of shadow method is 
that all potential "vehicles" will be detected, [95], [97]-[99]. 
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Fig.8.11 Detected candidate vehicle from column information of image (a), fil­
tered edge response column sums (b) and under-vehicle shadows (b), from [95]. 
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(3) texture: usually vehicle will have smoother textures than the back­
ground. Several different methods are developed using this cue for vehicle 
detection, i.e. [99]-[l01]; 

(4) symmetry: the figure of almost any vehicle is symmetry on the 
center axis of level or vertical direction. This feature represents the pres­
ence of vehicles of distinctively different nature, and it is normally as­
sumed that their corruption by noise is independent. How to find all the in­
terested symmetry areas in an image is still a hard problem to be 
thoroughly resolved, [98]- [99], [101]-[104]; 

(5) color: since color image contains much more information than 
grey image, some newly developed methods investigated vehicle color 
cues recently. For instance in [17], it was shown that the vehicles may 
have distinct colors with respect to its surroundings, which is a useful cue 
for candidate vehicle location algorithm. And the information of color con­
sistency is also used to classify possible obstacle candidates, since usually 
the color of a vehicle surface should be consistent, [105]-[106]; 

(6) rear-lights: this method searches for bright spots in image regions 
that are most likely to contain rear lights. To reduce the search time, some­
times only the red component of each image frame is analyzed, which is 
sufficient for rear light detection [126]. This method is especially useful 
for vehicle detection in nighttime. Daytime vehicle detection is more com­
plicated than nighttime vehicle detection, since it is much more difficult to 
distinguish the vehicle from the background scene in daytime. 

Stereo vision based vehicle detection methods gained more attentions 
with respect to knowledge-based methods during the last ten years. Nor­
mally, the approaches can be divided into two types: disparity mapping 
and inverse perspective mapping. 

The difference in the left and right images between the corresponding 
pixels is called disparity. Re-mapping the right image onto the left one, or 
both images onto the road coordinate system, based on the given model of 
the road in front of the vehicle (e.g. flat straight road) will form the so 
called disparity- map, which can be further converted into a 3D scene 
around the vehicle. Obviously, this reconstructed 3D scene can be used to 
nearby vehicle detection [107]-[110]. One important problem of this 
method is how to reduce the reconstruction computation cost. Another 
problem is how to deal with the distortions, i.e. caused by road slope. 
Some discussion on this topic can be found in [11 l]-[l 13]. 

Another promising approach called as inverse perspective mapping 
(IPM) is to remove the inherent perspective effects from acquired single or 
stereo images. The IPM can be applied to stereovision [49], [114]-[116], 
by re-mapping both right and left images into a common (road) domain. 
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Suppose the world and image Euclidean spaces are defined as follows, 
and the relationship between the two coordinate systems is shown in 
Fig.8.12. 

(1) W = {(x,y,z)}e E^, representing the 3D world space (world coor­
dinate), where the real world is defined; 

(2) / = {(w,v)}€ E^, representing the 2D image space (screen coordi­
nate), where the real world is projected. 

Tke I space 

Th&z-O plane 
of the. W space 

Fig.8.12 Relationship between the two coordinate systems, from [49]. 

As shown in Fig.8.12, suppose the camera position (viewpoint) in the 
world coordinate is defined as c = {id,h) e W . The optical axis d is cal-
caulted by the following two angles y and 6 , which detnoes the angle 
formed by the projection of the optical axis 6 on the plane z = 0 and the 
X axis, and the angle formed by the optical axis d and fj, respectively. 

Thus, the inverse transform g:W -^ I can be written as 

arctg 
u{x,y,()) •• 

/zsin y{x,y,()) 

y - d 

la 

-{6 -a) 
(8.16) 

and 
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Fig.8.13 (top) The xy plane in the W space and (bottom) the z plane, from [49]. 

Using this approach, the localization of the lane and detection of generic 
obstacles on the road can be performed without 3D-world reconstruction. 
Its prime theory is briefly explained as shown in Fig.8.14. In an ideal case, 
the difference between the two remapped images presents two triangles 
due to different coordinates of the projection of the two cameras. 
Fig.8.14(a) and Fig.8.14(b) depict the left and right views of an ideal white 
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square obstacle on a grid-marked dark background, where the distance be­
tween the two cameras are just one grid. Fig.8.14(c) and Fig.8.14(d) illus­
trate the two corresponding remapped images, respectively; and 
Fig.8.14(e) demonstrates the thresholded difference, where the overlapping 
between the two viewing areas indicate the location of the objects; see the 
red line shown in Fig.8.14(e). The ideal detection and method above would 
become quite difficult in the real cases, due to texture, irregular shape, and 
non-homogeneous brightness of real obstacles. To solve the problems, a 
three step process was adopted to decrease the influence of noise in [48], 
which was shown to be effective for vehicle detection. 

Fig.8.14 Homogeneous ideal object: (a) left view, (b) right view, (c) remapped left 
view, (d) remapped right view, (e) difference between (c) and (d) showing in light 
grey the area not seen by both cameras, from [49]. 

In reference of [49], they proposed three steps to solve above problems. 
The first step is polar histogram, which is computed scanning the differ­
ence image and counting the number of over-threshold pixels for every 
straight line originating from the focus F , see Fig.8.15. The values of the 
polar histogram are then normalized using the polar histogram obtained 
scanning an image where all pixels are set based on reference image. Fur­
thermore, a low-pass filter is applied to decrease the influence of noise. 
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Fig.8.15 Polar histogram, from [49]. 
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this case the polar histogram presents an appreciable peak corresponding 
to each triangle. Since the presence of an obstacle produces two disjoint 
triangles (corresponding to its edges) in the difference image, obstacle de­
tection is reduced to the search for pairs of adjacent peaks; the position of 
a peak, in fact, determines the angle of view under which the obstacle edge 
is seen. 

As proven in [49], different peaks may have different characteristics, 
such as amplitude, sharpness, or width, depending on the obstacle distance, 
the angle of view, and the difference of brightness and texture between the 
background and the obstacle itself. 

The second step is peaks joining, in which two or more peaks can be 
joined according to different criteria, such as similar amplitude, closeness, 
or sharpness. Analysis of a large number of different situations showed 
that it is possible to determine a parameter so as to embed all of the above 
quantities. Applying peaks joining, it can eliminate the disturbance cause 
by texture variance occurring in one vehicle. Fig.8.l6 shows a typical ex­
ample, where the two vehicles are correctly detected instead of mistaking 
for four obstacles on the road. 
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Fig.8.16 Example of peaks join, from [49]. 

The last proposed step is estimation of obstacle distance, where a radial 
histogram is computed scanning a specific sector of the difference image 
for each peak of the polar histogram. The width of the sector is determined 
as the width of the polar histogram peak in correspondence to the 80% of 
the peak maximum amplitude as shown in Fig.8.17(a). The number of 
over-threshold pixels is computed and the result is normalized. The radial 
histogram is analyzed to detect the corners of triangles, which represents 
the contact points between obstacles and road plane, thus allowing the de­
termination of the obstacle distance through a simple threshold, see 
Fig.8.17(b). 

h2 
hi 

80% h2 
80'/fhl '•-

P2 

—A 
1 / ̂ ^' 

:^^^: y«-^ Angle 
«1 CIT of view 



8.3 Advances in Vision Based Vehicle Detection 349 

Obstacle 
distance 

Normalized histogram Number of pixels in (X2 Normalization Factor 

(b) 
Fig.8.17 Steps involved in the computation of radial histogram for peak P^, (a) 
polar histogram and binary difference image, (b) radial histogram, normalization 
factor, and normalized radial histogram, from [49]. 

Motion-based methods are based on the fact that the relative motion be­
tween vehicle and background can be detected via the calculation of opti­
cal flow, which can be further used to locate the vehicle [117]-[122]. This 
method is especially useful to detect a vehicle that runs in the opposite di­
rection, since that will yields a diverging flow that can be clearly detected. 
Any departing or overtaking vehicles will produce a converging flow 
which is easily to found, too. Vehicle detection using optical flow calcula­
tion can be applied to both grey and color images [123], [17]; 2D and 3D 
scenes [124]. Besides, how to reduce the calculation cost, for example to 
apply the so called "sparse" optical flow, remained as an interesting topic 
in this area [15]. 

2) Hypothesis Verification 
In the HV step, the potential locations of vehicles will be further exam­

ined, and those hypotheses cannot pass the test will be eliminated. Nor­
mally, there are two approaches in this area: explicit rule based methods 
(template-based) and implicit rule based methods (appearance-based). 

The former approaches usually match the potential vehicles with the 
clearly defined vehicle patterns. For instance, shape and symmetry features 
are used to identiiy the vehicle in [125]-[126]. However, explicit rule 
based methods are not so reliable due to various vehicle size, color and 
shape. Indeed, vehicle detection depends on mastering the "concepts" of 
vehicle rather than a specific vehicle pattern set. There is no an easy way 
to establish an analytical decision rule to separate vehicles from other ob-
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jects. Recent approaches preferred to learn the generic decision rule for the 
vehicle class from a set of training examples [127]-[135]. However, as 
mentioned by [19], in most cases, a large number of features are extracted 
to compensate for the fact that relevant features are unknown or just a-
priori. This naturally leads to notable computation cost on redundant fea­
ture information. Recently, how to pick up the predominant features and 
boost vehicle detection process received more and more discussions [136]-
[137]. However, further studies are still expected in the near future. 

3) Vehicle Tracking 
Tracking algorithms is used to find how an object moves from one 

frame to the next in the image sequence. General tracking cases usually 
imply to minimize an error function in terms of the special points existed 
in two adjacent images. For tracking a particular class of objects such as 
pedestrians and vehicles, a certain classifier will be employed in advance 
to distinguish between an object and the background [134]. To track the 
found vehicles will relief computation burden, since it would be easier find 
potential vehicles based on their previous location information [138]-
[128]. 

8.3.2 Vehicle Detection Using FMCW Radars 

Recently, application of mm-wave radar has received some considerations 
in vehicle detection area. Most radar equipments are either pulse-
modulated radars or continuous wave (CW) radars. Usually, there are two 
types of CW radar: pure CW radar which relies on the famous Doppler ef­
fect to detect moving objects and to measure their speed; and Frequency 
Modulated CW radar (FMCW) which gives an indication of the distribu­
tion range of the target based on the difference in frequency of the re­
flected wave. The FMCW radar normally use millimeter waves, since a 
carrier frequency in millimeter wave range allows larger frequency sweeps 
for better range resolution and limits interface with exiting commercial ra­
dio frequent transmitters. Meanwhile, FMCW radar can be robust against 
interference from other sensors of the same type, because the transmitted 
signal spreads over a large bandwidth. Since interference can be further 
reduced by using a coded FM wave form, sometimes the FMCW is called 
as mm-wave radar. From the investigation of Wenger 1998, most automo­
tive radar projects had chosen FMCW radar as the scanning sensor [151], 
see Fig.8.18. 

The detection theory of FMCW radar can be summarized as follows: ra­
dar transmits and receives radar waves, in which the earlier returned sig-
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nals in power spectra may be use to identify possible obstructions in front 
of vehicle. If the later signals exceed a certain power threshold selection 
criteria, they may be verified against a map of special targets. In the 
meanwhile, the confirmed target observations can be used to determine the 
vehicle position, simultaneously [143]-[153]. In short, it can be written as: 
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Fig.8.18 Millimeter-wave automotive radar sensor history from 1992-1997, from 
[151]. 

Algorithm 8.VH: vehicle detection using FMCW ra<iar 
1) (io range-gating filtering for the receive(i FM signal; 
2) carry out FFT; save the magnitude and phase of targets, and the 

gated high resolution range spectrums; 
3) detect the vehicle based on the phase and spectrum information. 

Fig.8.19 shows the detection process, where only two out of the four re­
ceivers are demonstrated. A parallel wave-front reflected from the target is 
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incident at an angle on the receiver array, which also indicates the offset 
from the major sensor axis. 

Channel 0 and 1: Mixed Output Signal 

(a) 

(b) 

Target 

Mixer 0 Mixer 1 

Radar Taget Bearings 

0 
Receivers I 

Wavefront 

Angle (deg) 

Fig.8.19 Radar simulation of target at 30 m, -4 degree: signal and geometry (a), 
and bearing in signal phase (b), from [147]. (© [1996] IEEE) 

Here, the wave-front arrives slightly earlier in time on receiver I than on 
receiver 0; see Fig.8.20(a). This small difference in range will result in a 
slightly different frequency output between receivers. This small frequency 
difference cannot be resolved by the fast Fourier transformation (FFT) in 
range, but it shows up as a phase difference in the time signal. The first 
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FFT along time dimension of the receiver output signal now gives target 
location range and relative phase information. The second FFT along space 
dimension performs a cross correlation that is a measure of the phase 
(time) lag between the signals in each receiver channel. The maximum 
peak in the correlation indicates the phase (time) lag, and thus the bearing 
of the incoming signal, see Fig.8.20(b). 

(a) 

(b) 
-6° 
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Range 

(d) 

Fig.8.20 Plot of data: range information (a), bearing of two closest targets (b), 
traffic scene (c), and intensity map (d); from [147]. (© [1996] IEEE) 

Fig.8.20 shows the reconstruction and detection results of range and 
bearing and the corresponding real scene captured on Highway, where all 
five vehicles are correctly identified. 

The most important performance index is the radar's discern ability. A 
qualified vehicle-radar should detect the obstacles before it moves into the 
safety distance. 

The target resolution property, which is defined as the ability to distin­
guish between two adjacent targets here, depends on the number of avail­
able sample points and bandwidth. Normally, the range resolution of an 
FMCW radar could be roughly determined as 

(8.18) 
SR = 

2B 
c 

where p^ c represents the velocity of the light and equals to 3x\0^m/s^ 
and 2A/ denotes the FM sweep bandwidth. 

Based on (8.18), a resolution of approximately 0.65 meters in range can 
be achieved due to the FM sweep bandwidth 2 A/ of 240 MHz. If the FM 
sweep bandwidth increases to 300Mhz, the range resolution could reach 
0.5 meters. 

In bearing, one resolution cell is 12 V4 = 3'', since there are four receiv­
ers in the spatial dimension, see Fig.8.21. It should be noted that two target 
cannot be resolved anymore and are merged into a single target lobe, if 
they are at the same range with their bearing less than 3" apart. 

The accuracy of the resolution also depends on the signal-to-noise ratio 
(S/N) of the system and the applied algorithms. Through peak approxima­
tion in the Fourier Spectrum, it can obtain a relative accuracy of approxi-



8.3 Advances in Vision Based Vehicle Detection 355 

mately 0.11 meters in range. In bearing, it can obtain a relative accuracy of 
approximate 0.07''. 

200 m 

Fig.8.21 Sensor geometry for an mm-vvave radar, from [147]. (© [1996] IEEE) 

Combining both range and bearing information, the maximum detection 
distance can be determined with the modulation frequency /̂^̂  is given. 

Suppose a bipolar triangle wave is used, the FM sweep bandwidth 2 A/ is 

300Mhz, the maximum center frequency is /̂ ^̂ ^̂^ = 500 kHz, and the 

modulation frequency /̂^̂  = 625 Hz, then the maximum detection distance 

,^cf.... .200 ^'-''^ 

To check whether the above design is feasible, a simplified estimation 
for the safety detection distance is made as following. In order to stop for a 
stationary object at high way with an initial speed of 100 km/h (about 65 
mph), a detection distance of 55 meters is the minimum span, if it is as­
sumed the acceleration rate a = -Q.lm Is~. While in autonomous mode, 
the vehicle needs longer detection distance, since it needs more time to re­
act for the objects moving towards it. Therefore, neglecting the reaction 
time, the maximum range of the sensor for detective vehicle should nor­
mally be designed to be over 200 meters, which is satisfied by the above 
radar design. 

By experiment, Langer etc. verified that lorries can be detected up to 
230 meters using their radar (the nominal maximum range of this radar), 
cars up to 180 meters, people and animals up to a range of approximately 
60 meters, when it runs at 100 km/h (about 65 mph). 

The radar cross-section of a person (0.2m^ -\m^) is generally an order 
of magnitude lower than that of a vehicle (lOm^ -).This proposed radar is 
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feasible, although the detection range of a small object is correspondingly 
smaller than a big object. However, this problem could be neglected if 
humans are assumed only to be present in a road environment where vehi­
cles also move considerably slower, i.e. 50 km/h (32mph). Because the 
corresponding safe detection distance at low speed would be much shorter 
than that at high speed. 

Another important parameter of the radar is the size of its field of view. 
The unknown distribution of the obstacles requires wide vertical field of 
view, while too broad vertical field of view may generate useless environ­
ment information and introduce unnecessary difficulty into the obstacle 
identification process. 

As a good attempt, the geometry of the radar sensor proposed by Langer 
etc. is shown in Fig.8.21. It has a vertical field of view (VFoV) of 3% 
which provides a good compromise between good obstacle coverage in the 
vertical direction and avoidance of false measurements due to reflections 
returning from ground, road signs or other structures located overhead. At 
longer ranges the ground (road) will reflect specularly. The horizontal field 
of view (HFoV) is \2". Since it has four receivers, the HFoV can be fur­
ther divided into four angular resolution cells. Assuming an average high­
way lane width of 4 meters in the United States, the sensor covers one lane 
at a range of 19 meters and three lanes at a range of 57 meters. At a range 
of 95 meters the sensor covers an area of 20 m by 5 m. Given the geometry 
requirements of the vehicle-radar, the parameters of radar circuit, including 
wave forms, modulation frequency, and transmitter power, can be deter­
mined. 

Practically, the output of mixers on the radar sensor receiver channels is 
a mixture of different frequencies. Missing or obscured beacons, clutter 
and false detections are common. Thus, FMCW radar is expected to be 
further improved by either choosing several different time-frequency trans­
formation algorithms other than simple FFT, or using certain calibration 
algorithms. More receivers are helpful for improving the resolution per­
formance, too. 

Millimeter wave radar satisfies many criteria that are required for an 
outdoor autonomous vehicle navigation sensor. Its shorter wavelength, 
compared to the microwave units, provides a high resolution measurement. 
Moreover, it gives improved performance in inclement weather compared 
to optical sensors and laser sensors. The system is believed to be able to 
locate target reflectors at longer distances than other sensors with a rela­
tively high degree of accuracy, if modem digital signal processing (DSP) 
techniques is used. 

As pointed out in [151], mm-wave radar is now continuously upgraded 
in transceiver technology, antenna development and higher resolution sen-
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sors technology. However, mm-wave radar imagery also has some short­
comings such as the higher costs, complexity of the algorithms in the face 
of backscatter from off-road structures, and considerable power require­
ments. All these problems should be appropriately solved before it be­
comes practically used. 

8.3.3 Vehicle Detection Using LiDAR or Laser Sensors 

Comparing to CMOS/CCD camera approaches, one LiDAR only can pro­
vide 3D road information, which contains both object direction and dis­
tance. Usually, LiDAR based vehicle detection focuses on how to deter­
mine and cluster the potential vehicles' surfaces/edges. There are 
numerous algorithms that address segmentation of 2D/3D LiDAR data, 
[154]-[155]. In short, the detection process can be described as: 

Algorithm 8.VIII: vehicle detection using LiDAR 
1) carry out edge detection using LiDAR data; 
2) locate the regions of interests (ROI), i.e. using region growing 

methods; 
3) identify of the objects by bounding object clustering; 
4) distinguish the object type using the shape features, see Fig.8.22. 
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Fig.8.22 Clustering results using the laser scanner, from [159]. (© [2004] IEEE) 

One benefit of LiDAR based approach is that two vehicles can be dis­
criminated through their different distances to the camera, although they 
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may have similar angles in the image. However, this leads to more com­
plex clustering calculation, since the dimension of environment data in­
creases [156]-[161]. Fig.8.22 demonstrates a comparison of two segmenta­
tion parameters given in [159]. Fig.8.22(a) shows the result using a small 
segmentation threshold, but to a wrong separation of both objects, while 
Fig.8.22(b) shows the correct assignment. 

8.4 Advances in Vision Based Pedestrian Detection 

Pedestrians are vulnerable road users. In European, there are more than 
150.000 pedestrians are injured and more than 6000 are killed yearly. In 
the United States, 12 percent of casualties in traffic accidents are pedestri­
ans. In China, 99,217 persons were killed in traffic accidents in 2004, and 
one third of them were pedestrians. To conquer this problem, vision-based 
pedestrian detection techniques have emerged as a hot research topic in the 
field of driving safety during the last two decades. 

Gavrila proposed a classification method in [162]-[163] for human 
movement detection based on two criteria: the dimensionality of the track­
ing space (2-D vs. 3-D), and the type of models (e.g., volumetric, statisti­
cal, stick figure-based). While this process is useful in smart surveillance, 
virtual reality, motion analysis, and other applications, it is too general and 
difficult to apply to pedestrian detection from a moving vehicle. Lombardi 
[164] presents a new classification. Firstly, many different methods are di­
vided into three groups by whether they include two steps in the process or 
not: two-step approaches, one-step approaches and those so called "blind" 
approach. Secondly, various methods are classified in the detection and 
recognition step respectively. In the detection step, optical flow, back­
ground subtraction, range thresholding, and pedestrian shape-based meth­
ods are frequently used. In the recognition step, movement analysis and 
shape analysis attract great interests. However, this classification does not 
consider the tracking step that is used in many pedestrian detection ways. 
In the following paragraphs, vision-based pedestrian detection processes 
are divided into three consecutive steps: pedestrian localization, pedestrian 
recognition, and pedestrian tracking. 

8.4.1 Pedestrian Detection Using CCD/CIVIOS Cameras 

1) Pedestrian Localization 
The aim of the detection step is to extract interesting regions where pe­

destrians may exist, and in these regions, pedestrian recognition and track-
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ing are carried out. Similar to vehicle detection cases, knowledge-based 
methods, stereo vision based methods and motion-based methods are three 
major approaches in this field. 

Many methods make use of human shape information. These ap­
proaches normally do not require temporal information and can overcome 
the problems caused by changing background. One the other side, because 
pedestrians have various shapes, the kind of method often results in com­
plex computations [165]-[168]. For example. Curio et. al [167] proposed a 
method of searching the active regions by local image entropy firstly. They 
then make shape matching. In their approach, the shape of a pedestrian's 
legs is represented and detected by a A shape. Besides, they used inverse 
perspective mapping to detect obstacle in the short distance. After these 
pre-processing, they developed a temporal dynamic activation (DAF) 
which directs further processing; see Fig.8.23. 

s M V vvv 
Fig.8.23 Left images show the examples of initial pedestrian detection with the 
temporal dynamic field where regions extracted using entropy, model contour and 
stereo cues. Right images show the typical gaits of a human walking model, from 
left to right and from top to bottom, are shown 12 phases (a)-(l), from [167]. (© 
[2000] IEEE) 

Adopting stereo images is another way to detect the potential regions 
that may contain pedestrians [169]-[175]. For instance, in [173], the fea­
tures expressing the shape of a detected 3-D object was calculated and ana-
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lyzed using the discriminant analysis method of multivariate analysis. The 
authors found three effective variables in distinguishing pedestrians from 
other objects. In [122], how to recover the distance between the host vehi­
cle and a character point in the 3-D space is discussed using the positions 
difference between the coupled images from two cameras mounted on the 
vehicle. At the same time, they detected the motion of objects using gradi­
ent-oriented optical flow method. In order to use the advantages of both 
stereo vision and motion, the authors proposed a flow/depth constraint ap­
proach. This integral method can achieve robust and fast detection of pe­
destrians. 

Motion of pedestrians is a very important cue for extracting regions of 
interests. One merit of motion based pedestrian localization methods is to 
detect those persons who are partially occluding other persons [176]-[177]. 
However, this method needs to analyze a few image frames, which re­
quired notable time and simultaneously increases computation cost. More­
over, it cannot detect static pedestrians well. Thus, it is often applied to 
pedestrian recognition step. 

2) Pedestrian Recognition 
After the regions where pedestrians possibly exist have been deter­

mined, it is necessary to recognize a person among these candidates and 
eliminate false areas. Recent research shows two main trends: motion-
based approaches and shape-based approaches. The former approaches 
take temporal information into account and try to detect the periodic fea­
tures of human motion; while the latter ones rely on shape analysis instead 
of characteristics retrieved from image sequences. 

Motion pattern, especially the periodicity of the gait unique to human 
being is an important cue to recognize the walking pedestrians from other 
moving objects. For instance, in [178] the Maximum Entropy algorithm 
was applied to observe the change of image intensity caused by walking 
pedestrian. Based on the temporal-frequency and spatial-frequency de­
composed from the walking rhythm, the authors performed model match­
ing. In [171], Time-Frequency analysis and Short-Time Fourier Transform 
was used with a Harming window to capture a change in the periodicity. In 
[179], an adaptable time delay neural network algorithm was employed to 
extract local spatial- temporal features by processing the input image se­
quence. Compared with the global methods, this local one was claimed to 
get better recognition performance with low computational complexity and 
memory demand. 

Shape-based recognition approaches can recognize not only moving pe­
destrians, but stationary pedestrians. The primary difficulty of this method 
is how to deal with various appearances of pedestrians caused by lighting. 
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clothing, pose, and occlusion et. al In [161], Gavrila matched the contour 
of pedestrians with templates and regularizes those matched regions. The 
regions then are classified by Radial Basis Functions. In [177], the contour 
matching method is applied, too. Firstly, the binary edge image is obtained 
by using the edge detection based on Laplacian filtering. Secondly, the 
edge image is transformed into the DT image by distance transform. Fi­
nally, the DT image is compared with the templates and the matching is 
successful if the difference between them is less than a precisely set 
threshold. In order to reduce computation cost, active search method [180] 
was applied for sequent image difference search computation. In [181], a 
new algorithm was used to detect pedestrians on static images using be­
cause the motion information that was mainly resulted from camera 
movement instead of pedestrians movement. The algorithm mainly consid­
ers the features of human legs. AdaBoost training algorithm was employed 
in [182] to transform a set of "weak" classifiers with success of a little 
more than 50% to a "strong" classifier, which can detect pedestrians with 
the success rate close to 100%. In [166], a single frame classification algo­
rithm is proposed. The obtained image is divided into many sub-regions. 
Running a classifier separately on each sub-region, the local discriminant 
results are obtained. These results are then integrated by running a classi­
fier on the feature vector comprising of them. Bertozzi et. al [115] 
searched the image contour in the interesting regions likely to contain pe­
destrians by means of a shape detection technique on the application of ant 
colony optimization method [184]. 

Many one-step methods also used the shape information of human be­
ing. In [168], [185]-[186], Papageorgiou et. al defined the shape of objects 
by wavelet template. The wavelet template consists of a set of regular re­
gions of different scales which correspond to the support of a subset of 
wavelet functions. The relationships between different regions are ex­
pressed as constrains on the values of the wavelet coefficients. Although 
the intensity of each region changes greatly, the relationship between them 
remain stabilized. Elzein et. al [175] applied a wavelet-based feature ex­
traction method and a template- matching to detect pedestrians. They used 
the Haar wavelet transform for each training image and segment the image 
into some regions, firstly. And secondly, they applied the same approach 
to calculate the wavelet transform for these regions and obtain feature vec­
tor. Finally, the vector is compared with the feature vector of template. If 
the difference between them is less than an appropriate threshold, a pedes­
trian is then detected. 

3) Pedestrian Tracking 
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In order to efficiently judge the movement of pedestrians and the corre­
sponding collision prediction, pedestrian tracking becomes another hot 
topic recently. Normally, the tracking step utilizes the relationship corre­
spond to position, velocity, shape, and other features that can be retrieved 
from the image sequence. Kalman filtering. Condensation algorithm. Dy­
namic Bayesian Network and etc. are the most common mathematical al­
gorithms applied for such tasks [187]-[189]. 

Based on a linear shape model of pedestrians, Philomin et. al [187] em­
ployed an efficient variant of the Condensation tracker to track these ob­
jectives, which was finally turned to be a high- dimensional problems by 
using quasi-Monte Carlo methods. In [188], Gavrila et. al used a special 
alpha-beta {a-p) tracker to estimate the object state parameters. The 
tracker is a simplified Kalman filter with a constant velocity model and 
steady-state gains. Since the shape-variation is handled successfully in the 
detection step, the tracker only needs to deal with position and bounding 
box extent. Bertozzi et. al [141] estimated the position of pedestrians in the 
image, where Kalman filter was applied to compute the process of pedes­
trians' movement and trajectory. 

8.4.2 Pedestrian Detection Using Infrared Cameras 

Although numerous methods had been introduced in this field, vision-
based pedestrian detection remains as an open challenge because of many 
difficulties. The outdoor situation is complex and changeable. Pedestrian 
shapes are countless and variable in dresses, poses, and motions. Nonethe­
less, sudden changes of background scene are unavoidable, when camera 
is mounted on a moving vehicle. 

To conquer such problems, the thermopile/infrared sensors have been 
applied to intelligent vehicle systems recently [190]-[197]. In [194], a 
thermopile sensor was applied to measure the objects exited within the re­
spective field-of-view, because pedestrians almost always have higher 
temperatures than the backgrounds. Based on the same detection theory, 
infrared camera is also employed for pedestrian detection now [195]-[197]. 
It can obtain 2D thermal images, from which far more morphological and 
thermal characteristics can be retrieved and analyzed. 

The most important merit of thermopile/infrared sensor is its capability 
to detect pedestrian easily. The detection rate is much higher than that of 
conventional vision-based methods. Fig.8.24 given in [195] vividly shows 
how pedestrians can be distinguished from environment in the infrared im­
age. Besides, infrared cameras based method seems to be the only reliable 
solution for nighttime pedestrian detection [196]-[197]. 
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Fig.8.24 Preprocessing phase for a stereo infrared camera system: (a) original in­
put image, (b) focus of attention, from [195]. (© [2005] IEEE) 

Another nice advantage of the thermopile/infrared sensor is its ability to 
detect pedestrians passively without illuminating the environment. Thus, it 
will not electronically pollute the surroundings and is an environment-
friendly sensor. The only shortcoming of infrared cameras that prevent 
their wide applications is the price. How to realize reliable on-vehicle in­
frared cameras with low cost should be an interesting topic in the next ten 
years. 

8.5 Advances in Vision Based Traffic Sign Detection 

Great efforts had been devoted to the traffic lights and traffic signs recog­
nition problem in the last decade. It is a relatively easy problem since traf­
fic lights and signs have distinct colors and strict shapes than vehicles and 
pedestrians. Therefore, most approaches in this field are knowledge-based 
[198]-[199]. 

Color features are the most important characteristics for traffic lights 
and road signs [200]-[203]. One most important problem lies in that the 
color space is very sensitive to lighting changes. To solve it, a modified 
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approach is suggested in [200], in which the color ratio between the inten­
sity of the specified color and the sum of intensity of RGB is used instead. 
Some special color filters are designed in [20l]-[202]. Besides, HSV color 
space based approaches are also reported in some literals including [203]-
[205]. 

Shape features are frequently used for road signs detection, too [206]-
[207]. Besides, symmetry of the road signs is another important feature for 
detection [208]-[209]. The most difficult problem for those approaches is 
image distortions due to noise and irregular positions of the road signs. To 
apply robust filters that are against distortion was widely used in the last 
decade [210]-[212]. The integrated detection methods which consider the 
invariant shape features within image sequences are also discussed in 
[213]-[214]. 

The road sign detection difficulties lies in several aspects: 

(1) the illumination conditions may not be so good; 
(2) the position and the orientation of signs are not known; 
(3) other objects can block the vision of the road signs; 
(4) there exist sign placement and installation problems such as wrong 

color, shape, or size; improper placement; lack of warning signage; and 
obsolete signage, etc. 

To recognize the contents of road signs, several different methods had 
been reported, which can be roughly divided into two types as what men­
tioned for vehicle detection above: explicit rule based methods (template-
based symbolic matching) and implicit rule based methods (appearance-
based symbolic recognition) [213]-[221]. Gavrila et. al tested some stan­
dard pattern classification methods including polynomial classifiers (PCs), 
multilayer perceptrons (MLPs), radial basis functions (RBFs), and support 
vector machines (SVMs), when the relevant pixel intensities had been ag­
gregated in a feature vector. It was proven that most methods can yield 
promising results if the parameters are correctly set. 

In order to improve the identification performance, Miura et. al pro­
posed the so called active vision system to obtain zoomed up image for 
traffic signs identifications [222]. The proposed intelligent vehicle system 
contains two types of cameras. The first is a wide-camera which has low 
resolution but wide range. The second is a tele-camera which has high 
resolution but shallow range. The first camera cannot move, while the sec­
ond can be moved towards desired direction. Suppose a candidate traffic 
sign has been detected by the wide-camera, then the intelligent vehicle will 
guide the tele-camera to direct to it for capturing a zoomed-up image. 
Since it takes some time to switch the camera and direct the tele-camera. 
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the position in the image of the candidate need to be predicted at the time 
of the image input by the tele-camera. Assuming that the vehicle moves 
straight at a constant speed from the time of candidate detection to the end 
of identification, prediction is performed as what is shown in Fig.8.25. 

moving direction ofvehicie 

Fig.8.25 Predicting candidate traffic sign's motion, from [222]. (© [2000] IEEE) 

Since a sign moves on a line passing the focus of expansion (F.O.E.), it 
only needs to predict the horizontal position of the sign on the line, see 
Fig.8.25. In the figure, / is the focal length, m, is the camera position at 
the time of image input, jc, is the horizontal position of the target at that 

time, p. is the distance between camera positions, d and w are the dis­

tances to the target from m^ in the longitudinal and the lateral direction, 

respectively. Thus, the position x^ in the third image can be predicated 

based on two previous observations j , and ^2. 

Let t^ be the time to move by distance p.. ,̂ is calculated by measuring 
the time of input of the first and the second images, t^ depends on the time 
needed for camera control, and can be estimated in advance. Let v be the 
vehicle speed, p. should be 

Pi - "^' ^ 

From the similarity of triangles in the figure, it has 

f_d f _d-p, f_d-(p, + p,) 

(8.20) 

(8.21) 

Solving (8.20)-(8.21) leads to 
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Pl-^1^2 

( > , + P 2 ) - ^ 2 - P2^\ 

•^1-^2 (8.22) 

where a ^ pj p-^^ constant , since v is assumed to be constant here. 
Eq.(8.22) shows that the target position can be predicted without know­

ing vehicle speed v and focal length / . Thus, by using (8.22) and the re­
cord of past navigation position, the direction of the camera (pan and tilt 
angles) can be calculated. 

Fig.8.26 Tracking a complex road guidance sign by the tele-camera (left-top to 
right-bottom), from [222]. (© [2000J IEEE) 

Therefore, during driving process, if the tele-camera does not capture 
the target in a sufficiently large size in the image, the camera continuously 
tracks the target to obtain a larger target image using a simple tracking 
strategy. Using this method, the obtained image quality is significantly 
boosted, which yields far better performance especially for those complex 
road signs as shown in Fig.8.26. 

8.6 Advances in Vision Based Driver Monitors 

Driver/Passenger oriented research gains increasing interests in the last ten 
years. Conventional research focuses on how to make ride more comfort­
able. For example, designing advanced suspension and chair systems to 
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avoid injury and implementing smart controller to adjust inside vehicle 
temperature. 

In recent research, it becomes widely believed that advanced driver as­
sistance systems should have at least the following two functions to further 
ensure driver/passenger's safety. 

(1) monitor driver and passengers' positions/gestures so as to employ 
"smart" air bag; 

(2) monitor drivers' behaviors so as to analyze driver's state, study, 
evaluate and even mimic his/her driving habits, etc. 

8.6.1 Driver/Passenger Position/Gesture Detection 

No one can deny that airbags have significantly improved the occupant 
safety in vehicle crashes. However, inappropriate airbag deployment can 
also cause unnecessary injury or money waste on airbag replacement. 
NHTSA had pointed out that although airbags had saved over 6,000 lives 
by the end of 2000, they had also killed over 200 occupants through inap­
propriate deployment. In response, NHTSA issued a set of regulations 
mandating smart airbags that can adapt intelligently to the occupant. The 
study on smart airbag systems focuses on how to intelligently turn on/off 
or adjust airbags deployment strength according to occupant characteris­
tics. This naturally leads to research on driver/passengers gesture detec­
tion, especially for head position monitoring [223]-[225]. 

In [226]-[227], monocular vision systems were used for driver head de­
tection. More approaches applied stereo vision systems in this area [228]-
[234]. In [235], a 3D optical time-of- flight (TOF) sensor, together with ac­
tive modulated Infrared illumination was employed for driver detection. In 
their tests, each individual pixel measures not only an intensity grey value 
but also the distance to a corresponding point in the scene under investiga­
tion. In [236], infrared camera was used to help eliminate the disturbances 
caused by poor lighting conditions. Algorithms can help reject occlusion 
and the presence of other competing head-like objects in the scene. 

Most driver head detection methods are knowledge-based, which nor­
mally applied appearance-based algorithms. The following cues are fre­
quently used in this area: 

(1) temperatures: human often have higher temperatures than the in-
vehicle environments [235]-[236]; 

(2) face features: usually, it is assumed that human faces may contains 
more edge information than other items/background in the vehicle. Since 
the cameras are normally installed near driver/passengers, the potential ar­
eas of human faces should have high density of edges [231]; 
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(3) human head and body shape: when all the Points of Interests (POI) 
are segmented by using their illumination degree, textures and distances to 
the camera, human shape features can be used to differ driver/passenger's 
head and background. For instance, [233] described an approach to first 
find and track the head of the driver and next locate his/her torso in the 
trinocular stereo vision system. 

It is natural that the head position algorithm must be robust to harsh 
lighting conditions, partial occlusions, and uncontrolled driver postures. 
Several different methods such as Supporting Vector Machine (SVM) and 
Principal Component Analysis (PCA) were used to "learn" to check the ex­
istence of driver/ passengers from sample images [237]-[240]. 

Fig.8.27 Failed detection for some difficult examples: (upper) two similar images, 
but there is a passenger in (left-top) which nobody in (right-top); (lower) depict 
two extreme postures of passengers, from [227]. (© [2005] IEEE) 

In some recent reports, the competing objects such as hands can be cor­
rectly discarded [234]. However, most approaches cannot have 100% de-
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tection rate especially for some extreme cases and still needs further stud­
ies; see Fig.8.27. 

8.6.2 Driver Fatigue Analysis 

The diminished driver's vigilance level has become a serious traffic safety 
problem. The National Highway Traffic Safety Administration (NHTSA) 
estimates that, in the US, drowsy drivers cause 100,000 accidents each 
year, resulting in more than 1,500 fatalities and 71,000 injuries. Among 
different approaches in this field, the driver-eye gaze tracking system has 
received considerable interests [241]-[245]. 

Recently, the research interest in this field has shifted to driver fatigue 
detection using both information of road scene monotony and driver vigi­
lance. Their idea comes from a widely accepted psychology perspective 
that defines monotony as an exogenous contributing factor of fatigue 
[246]-[250]. For instance, Fletcher et. al designed an integrated fatigue de­
tection system that uses driver-head-pose and eye-gaze tracking as well as 
road monotony analysis; Fig.8.28. It was claimed to have good perform­
ance, since it combines two different approaches in one system. 

Gaze 
Environment 

Pedals 
Steering 

Fig.8.28 Introducing driver observation to supplement driver action monitoring, 
from [245]. (© [2005] IEEE) 

To automatically measure the monotony in a road sequence, the infor­
mation content of the road image sequence over time is estimated. Practi­
cally in [251], the Kolmogorov-Chaitin complexity was chosen to measure 
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the amount of this information source. In real calculations, MPEG encod­
ing was employed, because it exploits the property that in moving pictures 
only small regions of the image actually change substantially between 
frames. A simple linear model is built to link a human judged monotony 
scale with the obtained MPEG file size, Fig.8.29. They claim that this sys­
tem has better performance than those that focus on driver-head-pose and 
eye-gaze tracking only. 
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Fig.8.29 Graph of various video file sizes versus a human evaluated monotony 
scale. 1 = very monotonous, 10 = very stimulating, from [245]. (© [2005] IEEE) 

8.6.3 Driving Actions Analysis 

In conventional research, only the accelerator and brake pedal pressure 
signals are recorded and analyzed to recognize the driver driving mode. In 
some new literals [252]-[255], the drivers' postures/gestures are also 
tracked and studied. In [253], a hierarchy of driver activity mode is con­
structed to represent a driver's activity, which is recognized at multiple 
levels: individual body-part postures/gestures at the low level, single body 
part action at the middle level, and the driver interaction with the vehicle at 
the high level. Driving is represented in terms of the interactions among 
driver, vehicle, and surround, and driver activity is recognized by a rule-
based decision tree. 
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It is clear that this kind of models can also be employed in driver train­
ing systems to correct new driver's inappropriate habits. But the attempt in 
[253] is just the first step to the next generation driver assistance systems. 
The solid achievements for improving driving safety are still on the path 
[256]-[257]. 

8.7 Further Discussions on Intelligent Vision Systems 

8.7.1 Multiple Vision Sensor Fusion 

Sensor fusions gained more and more efforts during the last decade [258]-
[270]. As widely proven over the past years, to appropriately use more 
than one kind of vision sensors may greatly improve perception perform­
ance. In general, multiple vision sensor fusion focuses on the following 
problems: 

(1) scanning range and accuracy of discrimination: because different 
sensors may measure different areas of environment, how to determine the 
common space of measurements should be solved first; 

(2) data synchronization: basically, sensors are asynchronous, which 
means they may have different sample rate. Therefore, a synchronization 
step is necessary before fusion process; 

(3) fusion strategy: how to choose the fusion algorithms and strategy 
is the most important problem. First, the fusion process depends on the 
representations of measurements and their accuracy. Second, since the ac­
curacies of different sensors depend on the varying environment, the fu­
sion algorithms for the available data should be flexible; 

(4) fusion speed: the need for high frame rates in automotive applica­
tion motivates the investigation into computationally simple methods of 
combining visible and infrared images. For instance, wavelet transforma­
tion is now widely viewed as a good tool for image mapping and merging 
task. 

Here, one interesting emphasis is given to visible and infrared images 
fusion. An attempt reported in [265] studied how to use wavelet-based im­
age fusion techniques. As shown in Fig.8.30, the fusion result is much bet­
ter; since color visible image lost most road side environment information; 
and infrared images missed the color hue of vehicle rear lights and road 
lights. 
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Fig.8.30 Applying a computationally simple image fusion technique based on the 
Discrete Haar Wavelet Transform to combine three images from cameras operat­
ing in different wavelength bands: (a) the color visible image, (b) the long wave 
infrared image (7-14|Lim), (c) the monochrome visible and near infrared (up to 
1 lOOnm) image, and (d) the two level wavelet fusion result, from [265]. (© [2005] 
IEEE) 

8.7.2 Vision Sharing 

Although every researcher wants to make an intelligent driving system col­
lect as much environment information as possible, he/she may sometimes 
fail to do so, since not all kinds of sensors can be installed onto a vehicle 
because of cost and implementation consideration. 

Along with the developments of wireless communication technologies, 
the concept of muhiple vehicles cooperative driving and roadside aid vehi­
cle driving emerged as promising potentials to alleviate traffic congestions 
recently. The main idea of these newly proposed methods is to 
share/exchange driving information between vehicles and roadside so as to 
improve driving safety and efficiency. Therefore, inter-vehicle/vehicle-
roadside communication technologies achieved great concerns and efforts 
in the last two decades. 

For example, many divers find it difficult to drive backward, since 
he/she hardly knows what happens behind their vehicle [271]. For exam­
ple, in parking garage, the driver sometimes fail to determine whether 



8.7 Further Discussions on Intelligent Vision Systems 373 

he/she parks right in the parking bay and still has an enough gap before 
bumping the curb. To solve this problem, an interesting multi-camera sys­
tem was built in a parking garage in [272], where vehicle's position infor­
mation can be easily measured and send to driver in real time. The upper 
large figure shows the view of the camera, and the lower small figure 
shows the driver's view, in which the view from the camera is reflected in 
real-time on the small screen installed before the steering wheel. The 
driver can easily handle the vehicle to an appropriate position, see 
Fig.8.3l. 

In-vehicle display 

Fig.8.31 Image of parking assistance system using single camera-infrastructure, 
from [272]. (© [2005] IEEE) 

A hot topic that has gained fast increasing attentions recently is driving 
assistance around intersections with vehicle-road communications. Inter­
section collision contributes a significant portion of highway accidents. A 
potential solution is suggested to supply timely alerts to drivers of immi­
nent collisions. In [273], as illustrated in Fig.8.32, an experimental radar is 
set up and configured to observe the left turn motions of subject vehicles 
with a trajectory depicted by the yellow turning curve. The subject vehicle 
in the figure is initially traveling north then turning toward west. As shown 
in the photograph, there is a left turn pocket for the subject vehicles. The 
triangle in the figure represents the coverage area of a radar device used 
for monitoring the movements of other vehicles in the opposite direction. 
If the system finds it is dangerous to make left turn based on the radar data 
(a vehicle is coming to the intersection from north with high speed for ex­
ample), it will notify the driver to stop left turn. 
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Inter-vehicle communication and its applications undergo significant 
developments in the last two decades, too. The most important merit of in­
ter-vehicle communication is it does not require infrastructure intelligence 
[274]-[275]. In some recent reports, i.e. [276]-[279], cooperative vision 
sensory via inter- vehicle communication were addressed. It is believed 
that more efforts would be put into in this new field quickly. 

Fig.8.32 Diagram of field observation site for the radar at intersection, from [273]. 
(© [2005] IEEE) 

8.7.3 Traffic Infrastructures and Vehicle Vision Systems 

Changes of traffic infi-astructures affect intelligent vehicle vision systems 
silently. Variations of lane markings, road lights and traffic signs will natu­
rally change the vision algorithms. 

For instance, inspired by a 2001 survey of transportation agencies in the 
United States, Canada and internationally, [280]-[281] studied whether 
wider-than-standard longitudinal pavement markings. Subjective opinions 
that wider lines are "better" may be due in greater part to increased periph­
eral visibility and consequently, decreased driver workload. Thus, investi­
gations into line width, as well as line brightness, could be improved by 
the use of new measures of effectiveness related to changes in peripheral 
vision and driver comfort or workload. Obviously, how the length/width of 
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lane marking affects the vision based lane detection results and what is the 
optimal length/width is an interesting topic and needs to be analyzed. 

A great development in infrastructures achieved recently is to use new 
Clearview typeface for guide signs [282]-[285]. The most important bene­
fit of Clearview is it eliminates nighttime overglow or haloing. As a result, 
all the road sign detection and recognition methods should update their 
sample image library and retest their algorithms. Because Clearview 
changes letter proportions and the spacing between letters which makes the 
typeface more readable and words more recognizable, better detection and 
recognition results are expected. 

Besides, many drivers complained that sometimes there are tens of road 
signs at intersections. It is even impossible for a human driver to read them 
all. It seems that they have been placed there mainly to comply with legis­
lation, with no thought for the human. Thus, how to properly arrange the 
placement of road signs so that let human driver or intelligent driving sys­
tems easily process the information they're supposed to convey emerges as 
an interesting problem for the coming decade. 

Furthermore, all the collected human driving records and related cogni­
tive research achievements in this field also give some insights of human 
driver decision process, which can help to improve the performance of ve­
hicle vision system. 

8.7.4 Vision Sensor Design, Calibration and Fault Detection 

To further improve the performance of intelligent vehicle vision systems, 
vision sensor design and implementation also attracts considerable atten­
tions during the last ten yeas [286]-[289]. Generally, one important re­
search direction is to increase the detection range and accuracy [289]-
[291]. And another direction is to reduce the manufactory cost and make 
the vision sensor more reliable [11]. It is clear that the price/performance 
ratio determines when the intelligent vision systems can be applied practi­
cally to vehicle industry. From an optimistic viewpoint, a mature intelli­
gent vision system might become possible over the next two decades or 
three. 

Choice of the magnification, resolution, and size of image also needs to 
be carefully considered according to the smallest feature that needs to be 
detected, the largest feature that will be encountered and the representativ-
ity of the image with respect to the overall sample. Besides, variation of 
light intensity needs to be checked in the field of view. 
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For instance, in [201]-[202], De la Escalera et. al analyzed several color 
filters for RGB color system. The first mentioned color threshold has the 
following expression: 

(8.23) 

g{x.y) = 

Otherwise 

where f^^^^ (jc, y), f^^^^^^ {x,y), and /,,,̂ ^ (jc,;;) are the functions that give the 

red, green and blue levels of each point of the image, respectively. 
One of the greatest inconveniences of it lies in that the color space is 

very sensitive to lighting changes. To solve this problem, a modified ap­
proach is suggested by Kamada and Yoshida [200], in which the color ra­
tio between the intensity of the specified color and the sum of intensity of 
RGB is used instead. Therefore, considering the reladon between the com­
ponents, assuming that the red component is chosen as a reference, the 
new color filter can be written as 
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where T is an appropriate weight coefficient. 
In [292], two different exposure conditions were used for one single im­

age to achieve better illumination calibration performance. One is to cap­
ture images using plural imaging devices with different exposures at a 
time. The other is to capture images using a single imaging device with a 
different exposure so as to realize the imaging of moving objects. 

Vision sensor calibration is an important task for computer vision, ro­
botics, and vision based manufacturing systems. Over the past few dec­
ades, considerable effort has been made on development of effective and 
accurate procedures and algorithms to identify the internal camera geomet­
ric and optical characteristics (intrinsic parameters) and the three-
dimensional position and orientation of the camera frame relative to a cer­
tain world coordinate system (extrinsic parameters) for various applica­
tions [293]-[296]. The so called video stabilization techniques was em-
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ployed in [297]-[298] to calibrate camera position angle error caused by 
installment fault and/or vibration. 

Besides, fault-tolerant vision systems and vision sensor fault detection 
gained increasing interests recently, i.e. [299]-[302]. Since detailed discus­
sion on this topic required an individual book chapter, no detailed discus­
sions are made here. 

8.7.5 Vision Based Environment Detection and Adoption 

One remained important problem for vehicle vision system is how to 
autonomously applied different algorithms under varied situations. Real-
world traffic applications must account for several aspects that accept di­
verse interpretation, such as the weather, light, static or moving objects on 
the road, noise, manmade interventions, etc. It is difficult for a vision algo­
rithm to account for all kinds of variations. Moreover, under diverse condi­
tions, different algorithms may yield quite different results. Thus, two ma­
jor requirements from advanced systems are expected to emerge namely (i) 
adaptation to environmental changes and (ii) ability of combining (fusing) 
information from different sources. Apparently, this requires appropriate 
detection of vehicle driving environments to secure transport facilities safe 
from accidents and to keep the performance smooth. 

For example, an interesting fog detection method is proposed in [303]. 
Another weather recognition method is proposed in [304], which uses a 
subspace method to judge rainy weather by detecting raindrops on the 
windshield. First, the concept of "Eigendrops" is defined to represent the 
principal components extracted from raindrop images in the learning stage. 
Then the method detects raindrops by template matching; see Fig.8.33. In 
addition to determination of rainy or fair weather, location of these rainy 
drops could also be helpful for rainy brush controls and pedestrian detec­
tion. 

In [305], the road condition was monitored since it is one of the most 
important factors toward detection of vehicle driving environments. In 
their approach, features related to water were extracted by the ratio of 
horizontal polarization image intensity to vertical polarization image inten­
sity for each pixel. Features related to snow were extracted by texture 
analysis using the co-occurrence matrix. A multivariate analysis was em­
ployed to discriminate five kinds of the road conditions: "Dry," "Wet," 
"Slushy," "Icy," and "Snowy," on the basis of these features extracted 
from the road images as well as temperature. It was claimed that this algo­
rithm can obtain favorable discrimination accuracy rate of 92.3% on the 
average. 
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In the Ground Challenge competition organized by DARPA [306], the 
involved vehicles attempted to run across a 250-mile (400 km) desert 
within a fixed time period. The encountered driving environment varies 
from ordinary highway to dusty construction road, which naturally re­
quires robust vision sensors and flexible algorithms. It is really promising 
that 5 vehicles passed the desert within the time limit. And optimistically 
predicting, smarter vehicles will appear in the next twenty years. 
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Fig.8.33 Raindrops detection and change of number of detection by wiping, (left) 
before wiping, (right) during wiping; from [304]. (© [2005] IEEE) 
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Intelligent Vehicle Tire Inspection and 
Monitoring 

9.1 Introduction 

The comfort and safety of driving tightly depends on the good working 
states of the vehicle tires. However, it is not easy for people to estimate tire 
pressure, temperature and tire/road friction force etc. correctly, especially 
when driving on road. As a result, numerous novel tire sensors and inspec­
tion devices were developed in the last two decades to make driving more 
safe and comfortable. In addition, these approaches relates to resolving 
scrap tire pollution and highway noise reduction. This Chapter presents a 
brief survey of the recent advances in this field with a special focus on 
online tire sensors. 

According to National Highway Traffic Safety Administration's inves­
tigation data. United States Department of Transportation (NHTSA), tire 
failures raise great safety concerns in the last decade, because a significant 
percentage of tire failures were caused by manufacturing defects or im­
proper maintenance. Among them, under-inflated tires are known as one 
prime reason for roads accidents now, extremely for some really bad ones. 
Moreover, under-inflated tires can also cause: quicker wear at tire surface, 
bad car handling, and lower fuel mileage. However, a great number of 
people failed to realize they had under-inflated tires. Based on recent sur­
vey data, it is primarily because that many drivers check their vehicles' tire 
pressure infrequently. Other contributing factors include the difficulty of 
visually tire-pressure estimation when a tire is notably under-inflated or 
deflated due to natural leakage or seasonal climatic changes [l]-[3]. 

Besides tire pressure, the working condition of a tire is affected by nu­
merous other factors including tire surface, tire belt and bearing, tire tem­
perature, etc. For instance, tire bearing damage causes increased fuel costs, 
abnormal wheel vibration and noise, which will lead to increased stopping 
distance or decreased braking power. Thus, in recent approaches, different 
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tire sensors are developed to take an integrated inspecting/monitoring of 
ail these factors to make driving more safe and comfortable [4]-[7]. 

Fig.9.1 shows structure of a general radial tire of automobiles [8]-[9]. If 
the wheel bearing part is also considered, offline tire inspection can be 
categorized from the outside to the inside of a tire as follows: 

(1) Tire tread condition analysis, which aims to detect tire surface 
wear condition; 

(2) Tire ply/belt inspection, which examine tire ply/belt structure; 
(3) Tire bearing examination, which check out the possible damage of 

tire bearing. 
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Fig.9.1 Diagram of automobile radial tire structure, from [9]. 

And online tire monitoring mainly includes: 
(1) Tire pressure monitoring, since an under-inflated tire may cause 

great accident especially when steering or breaking; 
(2) Tire temperature monitoring, since too high temperature may lead 

to tire explosion and severer tire wear; 
(3) Tire beard force and deformation monitoring, which is important 

to tire dynamics modeling, tire manufactory [10] and riding safety exami­
nation [7]; 

(4) Tire/road friction monitoring, which is directly related to vehicle 
motion control. 

The new terms "Intelligent Tire" and "Smart Tire", which mean online 
tire monitoring, are now achieving increasingly popularity among automo­
tive and automotive component manufacturers. Now, from the new view-
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point, "tire" is regarded as an integral element of an intelligent vehicle: as 
link between road and vehicle body. It not only supports the vehicle's 
weight, but supplies automotive control systems with valuable real-time 
information. In other words, tire is taken as a virtual sensor of the whole 
vehicle. 

More specifically, different approaches of 'intelligent Tire" can be di­
vided into two kinds: direct and indirect tire monitor from their different 
techniques. In direct approaches, electronic sensors are employed to meas­
ure the desired tire characteristics, such as classic deformation-voltage 
sensors and magnetic field sensors. However, in this Chapter, prominence 
is given to a newly developing tire sensor using SAW technique. 

Indirect approaches are based on the effect of tire deflation on the vehi­
cle movement [11]. Notice the abnormal variation of tire/road friction co­
efficient also indicates potential leakage or severer tire wear, to monitor 
the friction force characteristics at the tire/road interface has also received 
a great deal of attention in automotive literatures recently [12]-[14]. Be­
cause these approaches were well addressed in Chapter 2, they will not be 
further mentioned here. 

In the rest of this Chapter, a rough survey is organized to review the re­
cent developments and trends in this field. The references presented here is 
surely incomplete, but it tries to give a comprehensive representation of 
different ways on tire inspection/monitoring. 

9.2 Advances in Offline Tire Inspection 

9.2.1 Tire Surface Inspection 

Tire surface textures and surface temperature inspection are the two fre­
quently mentioned directions in this field. Tire surface textures at least 
greatly affect two things: tire/road friction coefficients [15] and tire noise 
[6], [16]-[20]. Since the wear degree of a tire is relatively easy to estimate 
by human eyes, automatic tire surface texture inspection received little at­
tention in the past thirty years. More efforts are put into tire surface tem­
perature inspection, since too high temperature will damage tire/wheel 
structure [21]-[25]. Furthermore, the obtained tire surface temperature data 
can be used for tire road friction modeling [26]. 

Usually, infrared thermo-meters are used for non-contact tire tempera­
ture measurement. This kind of sensor is based on the famous Planck's 
black body radiation law, which quantitatively ascertains the quantity of 
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electromagnetic radian power of various wavelengths at different tempera­
tures. One advantage of it is of being able to measure surface temperature 
distribution of the measure object. 

A typical tire temperature variation process is shown in Fig.9.2. It is 
clear that tire temperature rapidly rises at the initiation of 15 minutes. After 
a certain time of period, i.e. 45 minutes, from the start, the tire temperature 
will arrives at a steady state. At this moment, heat generation is almost in 
equilibrium with heat dissipation. Nevertheless, these curves also indicate 
that temperature rose at every section of the tire should has the similar 
temperature rise rate. 
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Fig.9.2 Surface temperature rise of a bias truck tire during warm-up at 70km/h, 
480kPa, and l8kN load, form [24]. (© [1999] IEEE) 

Apparently, these principles can be applied to tire fault detection. Any 
detected surface temperature that is abnormally higher than equilibrium 
threshold can be taken as tire failure, and any temperature variation incon­
sistence between different tire surface sections might indicate a potential 
failure too. However, this method is sensitivity to environment variations. 
For example, if the vehicle suddenly passes a wet road section and gets its 
tires wet, a false tire defect alarm may be triggered due to sudden tempera­
ture decrease caused by evaporation. 

Furthermore, an infrared image of the tire surface can reveal how the 
tire is gripping the road surface. Notice that a warmer band around the tire 
indicates that this section of the tire works harder to the road. Thus, an ab­
normal hot spot/tread on the infrared tire image can mean an unexpected 
lubrication, wear or misalignment anomaly exists, when a real infrared im-
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age of a rolling tire is comparing to a predicted temperature distribution 
model, see Fig.9.3. Infrared thermography was first used to measure tire 
surface temperatures during aircraft taxi tests and laboratory tests [23]. It is 
also shown to be an effective method for racing cars recently, where the 
suspension and balancing systems can be correctly adjusted based on infra­
red image information. 

Fig.9.3 (left) from iliiy2l//\yua\^ infrared image of a rolling 
tire, (right) predicated temperature distribution of a rolling tire. Reprinted from 
[26] with permission from Elsevier. 

9.2.2 Tire Ply/Belt Inspection 

Under-inflation will cause high tire deflection and tire heat build-up, which 
leads to ply separation and may also cause uneven wearing of the tread and 
rapid wearing of tire shoulder. To detection tire ply/belt failure can reduce 
accidences. 

In another point, to retreat tires based on tire tread inspection attracts 
great interest, since it is desired for price, energy and environmental per­
spectives. It is an important problem to solve, because, for example, in 
1996, 266 million scrap tires were generated with an approximate weight 
of 3.3 million tons [5]. 

A novel approach using ultrasonic inspection of tires had been proposed 
for tire tread failure detection in [27]. The basic theory of this technique 
could be briefly described by a typical model given in [28]. 

As shown in Fig.9.1, a tire could have several different layers, which ex­
ist because of variations in rubber compounding and belt configuration. 
Existence of these layers results in variation in the acoustic impedance of 
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the material between layers. In addition, the tire has significant attenuation 
due to the viscoelasticity of rubber and the inhomogeneity of structure. 

It is assumed that the material properties or the defect properties are 
known and the received ultrasonic signal is unknown. The kernel part of 
this method is to first determine and then monitor the uncertainty in the ul­
trasonic transmission coefficient during the tire inspection process. Any 
unexpected variation of the estimated ultrasonic transmission coefficient 
found in the inspection will be considered as a defect. 

In [27], the material was initially assumed to be a layered homogeneous 
elastic material with material properties that vary between the layers be­
cause of the density and structure of the belts. And viscoelasticity has been 
implemented as a complex modulus. The Voight model Downs used for 
linear viscoelasticity is shown in Fig.9.4. For a plane harmonic incident 
wave, the complex moduli from the Voigt model have the form 

r = X^-ion . //* = Jii-icori ^̂ -̂ ^ 
3 

where A and // are Lame constants and the real part of the complex 
modulus is the standard elastic modulus and the imaginary part changes 
with frequency and the viscosity coefficient. 

4^ 
-t >a 

Fig.9.4 Rubber model two-element Voigt model, from [27]. (© [1999] IEEE) 

The tire being inspected was modeled as shown in Fig.9.5. The tire cas­
ing was represented by five solid layers with fluid loading (the water cou­
pling) on either side of the sample. Layers 2-6 are solid rubber and me­
dium 1 and 7 are fluid water. Angle o^ is the incident angle and 0^ is the 

transmitted angle. The scalar and vector potentials of waves are 

cp'" = (p\'' exp( ia{z - z^_,)) + cp','' exp( -ia{z - z,_,)) (9.2) 

and 

f'' = (l>l<' exp( ia{z - z._,)) + f," exp( -ia{z - z,_,)) (9.3) 

where z^ < z < z ._, . a = kiCosO, , J3 = k, cos 0, and ^ = k. cos i9, • Here, 

terms r/?, and j ^ , are the reflection amplitude and the incident amplitude 
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for the scalar potential. ^, and ^̂  ^re the reflection amplitude and the in­

cident amplitude for the y component of the vector potential. The vector 

potential can then be written as (̂  = [̂ , cp^ ^^ ^^ f . 

\07^ 

Fig.9.5 The proposed tlve-layers model of tire material, from [27]. (© [1999] 
IEEE) 

By estimating the vector potential, a comparison of the sensitivity of the 
continuous boundary conditions, interlayer slip in solids, and reversion 
layer with angle is shown in Fig.9.6. These results show that, under all an­
gles, attenuation due to the two defects should exist. The attenuation for 
the slip condition at normal incidence is less than the attenuation that 
would be expected to be detectable in experiments, which creates some 
concerns. In addition, a large variation in amplitude between the portions 
of the tire casing due to abnormal incidence clearly indicates the need for 
model-based gain control. In this context, it is useful to consider how the 
measurements are to be made and then to look at experimental results. 

9.2.3 Tire Bearing Inspection 

Tire/wheel non-uniformities or damage is another problem that should be 
carefully handled. It can cause lots of troubles including increased fuel 
costs and abnormal wheel vibration/noise. Risks of higher maintenance 
costs may increase if no warnings are fired. 

In [32], Gustafsson et. al. analyzed this problem and claimed that the 
offset error of each tooth can be identified individually and compensated 
with an adaptive algorithm. Fig.9.7(a) illustrates an offset error for a tooth 
of the tire; where solid line represents the un-ideal toothed wheel and dash 
line ideal toothed wheel. The peak of normal vehicle vibration is clearly 
weakened by the peaks introduced by the disturbance from the toothed 
wheel. 
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Fig.9.6 Transmission coefficients versus angles at the nominal center frequency of 
the transducer, curves represent an acceptable in (top) and two expected types of 
defects in (middle), (bottom), (top) shows the three cases at 500 kHz, (middle) and 
(bottom) show the same sensitivity to angle at 300 and 700 kHz, respectively, 
from [27]. (©[1999] IEEE) 
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With a recursive least squares adaptation algorithm (RLS), Gustafsson 
et. al. showed that the wheel offset errors can be explicitly estimated on­
line based on the wheel rolling dynamics. Fig. 9.7(b) shows the obtained 
estimation of offset errors. Fig.9.8 shows that the signal to noise ratio has 
been much improved. The obtained spectrum clearly shows a vibration 
mode around 45 Hz. 
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Fig.9.7 Offset error of wheel: diagram of wheel offset error (a), and estimation re­
sults for offset error of a 43 teeth wheel (b), from [32]. 
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Fig.9.8 Spectrum for uncorrected spectrum for uncorrected signal: the periodic 
disturbances stemming from the un-ideal toothed wheel distorts the spectrum (up­
per), the periodic disturbances are eliminated using the intelligent algorithm 
(lower), from [32]. 

Besides RLS, Kalman filter and Wavelet transformation methods are 
also applied to identify wheel offset errors [7]. However, it should be 
pointed out hat the disturbance is assumed to be narrow-banded and well-
behaved in the simulation shown here. In a real driving process, vehicle 
velocity may change, which make the energy leak out to other frequencies. 
Thus, no peak can be clearly found as the simulation results shown above. 

9.3 Advances in Online Tire Monitoring 

During the last twenty years, real-time tire tread force, pressure and 
temperature monitoring got consistent attentions because of their impor-
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tance. For instance, DOT estimates that the total quantified safety benefits 
will be 124 fatalities prevented and 8,722 injuries prevented or reduced in 
severity each year, if all light vehicles meet the four-tire, 25 percent com­
pliance option. If all light vehicles meet the one-tire, 30 percent compli­
ance option, 79 fatalities will be prevented and 5,176 injuries prevented or 
reduced in severity each year [2]. 

9.3.1 SAW Tire Sensors 

How to obtain tire pressure and temperature directly through equipped 
sensors had been studied for about two decades. The most important prob­
lem that needs to be solved is how to provide the power to tire sensors. An 
alternative approach is to transfer power to the wheel from the vehicle 
supply via some forms of sliding contact. This approach was once seri­
ously discussed, but finally rejected for both cost and reliability considera­
tion. The new technique is to use the so-called radio sensor technology 
[33]-[34]. 

Generally, all the radio sensors could be divided into active devices, 
which are powered by battery; semi-active devices, which are energized by 
inductive coupling or strong radio frequency signals; and passive trans­
ponder devices. In the experiments, people found that classic measurement 
systems using active or semi active sensors will be quite expensive for tire 
products. An applicable tire sensor should be low-cost, reliable and dura­
ble. In contrast, a sensor system that consists of a battery powered sensor 
has short lifetime due to the unavoidable battery recharge. It's reported 
that Ford Motor Company concluded in 1987 that an acceptable maximum 
cost for a tire pressure monitoring system is around 15 dollars per wheel 
(at 1987 prices) [33]. This price will immediately rule out almost all the 
active and semi-active radio sensors that need to recharge battery nearly 
once per year. 

In late 1990s, a novel passive radio sensor, surface acoustic wave 
(SAW) sensor, emerged and offered exciting perspectives for remote 
monitoring. This is a purely passive radio sensor that could work in harsh 
environments. The first industrial application is a road pricing system for 
the Norwegian highways around Oslo. But it was soon developed and used 
as successful tire pressure and temperature sensors. Before discussing the 
tire sensor applications of SAW, it would better to review the basic knowl­
edge of radio sensor technology first. 

A radio sensor system normally employs a radio request unit and one or 
more distant (usually less than 5 meters for tire sensors) sensor units. The 
radio interrogation consists of the radio request and the sensor response 
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and its evaluation. The radio request signal is transmitted from the trans­
mitter section of the interrogation system to the sensor (often cited as 
downlink). The sensor responds with a radio signal (often called as uplink) 
that is received by the receiver section of the interrogation system. Up- and 
down-links are used to separate the request signal and the sensor's re­
sponse. A separation in frequency (frequency domain division; FDD) re­
quires a frequency conversion or at least a nonlinear device in the sensor 
unit. Comparing to FDD, a separation in space is difficult for linear pas­
sive or semi-active devices; because a separation between request and re­
sponse signal in time (time domain division; TDD) is necessary, which 
usually requires a certain energy storage mechanism. 

Specially, SAW devices retransmit an approximately linearly-distorted 
radio request signal. The distortion is affected by the measurand. The en­
ergy of the RF radio signal is stored in the SAW, which yields the required 
time delay between request signal and sensor response for TDD. The RF 
operation frequency is limited by the substrate size and the photolitho­
graphic process. Usually, SAW devices are manufactured in the frequency 
range between 30MHz and 3 GHz. 

A SAW transponder works in the following way. It picks up an electro­
magnetic request signal and stores it until all echoes generated by multi-
path propagation have faded away, see Fig.9.9. Then, a characteristic re­
sponse signal is beamed back to the interrogator unit. Any physical or 
chemical influences in the nearby environment will consequently change 
the propagation properties of SAW and the response pattern of the device 
[28].[45]. 
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Fig.9.9 Interrogation pulse, environmental echoes, and RF response of a SAW re­
flective delay line, from [37]. (© [1998] IEEE) 
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The most important merit of SAW devices is that a low propagation ve­
locity of SAWs allows a long delay time to be realized within a small chip. 
And the "reading" operation only takes several microseconds, it is possible 
to execute over than 105 interrogations per second. 

Nevertheless, SAW transponders are small, robust, inexpensive, and can 
withstand extreme conditions (e.g., weather, radiation, temperature, shock, 
etc.). By using standard fabrication processes and packages, the operating 
range of a SAW transponder can vary from -195 "C (liquid nitrogen) up 
to 200" C . With special crystals, adhesives and electrode materials, the 
temperature range can be extended to higher temperatures. Based on the 
combinations of new material, SAW devices have already been shown to 
function at temperatures as high as 1000 "C . Since the design of wireless 
SAW devices on these new materials poses no problem, sensors working 
at even higher temperatures are expected to be realized in the near future. 

The application spectrum of SAW includes reference devices and sen­
sors. In reference applications, the identification information is either hard 
coded by special arrangement of reflectors and transducers within the 
propagation path of the SAW or controlled by connecting different loads to 
the transducers. 

Fig.9.10(upper) shows a passive SAW tag with several transducers, 
whereas Fig.9.10(lower) shows a passive SAW tag with reflectors. Using 
this technique, each tire could be labeled uniquely. This is essential for In­
telligent Unit to determine which tire is fault. 
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Fig.9.10 Schematic layout of a passive SAW tag consisting of several transducers 
connected together with a common bus bar (top), and a passive SAW tag consist­
ing of one transducer and several reflectors (bottom), from [58]. 
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Different from SAW reference devices, SAW sensory employ the sensi­
tivity of special crystal cuts of different substrate materials to strain, tem­
perature and mechanical stress, or their stability against such environment 
effects. The value of the associated physical parameter could be converted 
and measured by the change of sensor's surface length or surface acoustic 
wave's velocity, respectively. 

One of the most important performance indices of SAW sensors is their 
temperature variation coefficient (TK). Apart from temperature, the propa­
gation of the SAW depends on the geometry of the substrate and the mate­
rial parameters subject to environment conditions. 

Suppose delay of the responses for reflector / is denoted by r. in the 

following of this section. Thus r. should be the ratio of SAW propagation 
length L. on the substrate's surface and propagation velocity v .̂. The ef­
fect of the measurand on the sensor will cause a scaling of the sensor's re­
sponse, which would be detected as individual delay shifts Ar, of the re­
sponse signals s^ from reflector / . Mechanical measurands can be 

collected by loading the sensor mechanically. 
In the delay line case, the interrogator transmits a burst signal, the sen­

sor responds with a chain of burst, one for every reflector arranged at the 
substrate's surface. The differential delay between two or more response 
signal is evaluated. If the distance between the interrogation unit and the 
SAW transponder is unknown or varying, differential arrangements are 
used to evaluate differences in amplitude, time, frequency, or phase change 
of the RF signal. 

Suppose the delay r, of the corresponding delay line / is affected by 

the measurand y . Generally the sensitivity s-^ which describes the de­

pendence of ;; from parameter x can be calculated with 

v̂ ,. 1 Ax \ dx (9.4) 

•̂-*" X /S.y X dy 

A linear approximation of the resulting delay yields 

hy =r,o(l4-5>'-;;) = r,,(l + ̂ ) (9.5) 

where ^ is an introduced scale variable. 
From (9.5), it is apparent that the sensor effect yields a scaling of the de­

lay time by a factor 1 + ^ . The variation A?-,,, of a time delay Ar,„ is 
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Generally, to avoid errors caused by error sensitivity for temperature, 
etc., differential measurements of delay or center frequency are performed. 
Some typical linearized coefficients for physical effects to SAW substrate 
material sensors can be found in [40]. 

Temperature variation will simultaneously generates crystal deformation 
and SAW propagation velocity change. Suppose a change A .9 in the envi­
ronmental temperature will result in a variation of the path length A/ and 
a variation of the SAW velocity Av . Thus the propagation time A r 
changes according to 

T [l A3 vA3J ' 

where TCD, represents the first order temperature coefficient of delay. 
Normally, on the high coupling YZ-Lithiumniobate substrate, the tem­

perature coefficient is one order smaller compared to the temperature coef­
ficient of velocity. However, on special cuts of Quartz like STX-Quartz the 
variation in the path length is compensated by the variation of the SAW 
velocity in the first order. Therefore Quartz substrates are traditionally 
used for mechanical sensors Seifert and LiNbO 3 for temperature sensors. 

SAW tire temperature sensors are based on the following facts: surface 
wave velocities are temperature dependent and are affected by the orienta­
tion and type of crystalline material used to fabricate the sensor. Fig.9.11. 
shows a sample measurement conducted on a transponder. When the phase 
difference between two pulses stemming from widely separated reflectors 
(i.e. Num. 1 and 11) is evaluated, a large phase shift per unit temperature is 
observed. This results in a high accuracy: with a phase resolution of the 
request unit of ± T'C, the temperature resolution amounts to 0.02'C if the 
SNR is large enough. Moreover, when the phase shift exceeds 360 "C , the 
raised ambiguity can be resolved by simultaneously evaluating the phase 
difference between two pulses stemming from adjacent reflectors (i.e. 
Num. I and 2). 

Since SAW sensors are very sensitive to mass loading, they normally 
are sealed in a hermetic package. Usually, temperature sensors using SAW 
delay line oscillators have millidegree resolution, good linearity, and low 
hysteresis [39]. 

SAW velocities are strongly affected by stresses applied to the piezo­
electric substrate on which the wave is propagating. A SAW pressure sen­
sor can be therefore created by monitoring the variations of the scattering 
parameter 5",, . In [58], Stelzer et. al. 2001 demonstrated the measured 
phase response and for the measured magnitude response due to tire pres­
sure variation, see Fig.9.l3-15. It is clear that in the most interesting range 
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between 200 and 300 kPa, the phase change is a maximum. This naturally 
allows high precision in normal operational conditions combined with a 
great measurement range for the fault case. 
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Fig.9.n Temperature-dependent phase difference between two selected pulses in 
the time response of a SAW ID tag, the tag works at 434 MHz and was requested 
from a distance of 3 m , the time distance between the first and the last reflector is 
4.55 jLis , from [43]. (© [2001] IEEE) 

Usually an electrical matching network is used to connect the external 
sensor to the SAW device. This leads to the following complex scattering 
parameter s^^ discussed with the well-known P -matrix formulation (9.8), 
which is initialized by Reindl and Ruile. By using the matching network, a 
transformation of the impedance variation of the sensor to either a maxi­
mum variation in the amplitude or a maximum variation in the phase of the 
detectable reflected electrical wave can be performed. It depends on the 
principle of operation of the interrogation unit if only amplitude or also the 
phase can be evaluated. This can be viewed as a prerequisite for state of 
the art wireless sensors. 

^„(^.™ ) = /'„+-
2P^ 
^ ' ' 13 

(9.8) 
I 

where the short circuit reflection p^^ as a function of a complex termination 

impedance Z/,̂ ,̂̂^ at its electrical port, p^^ denotes the electro-acoustic 

transfer coefficient, and 3̂3 denotes the input admittance of the transducer. 

Thus, it has 
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^ w = ^ ™ . + Ẑ „̂ „„ (9.9) 

The externally loaded sensor is frequently used in tire pressure monitor­
ing applications. As shown in Fig.9.12, in a schematic drawing of the tire 
pressure monitoring system, the interrogation unit consists of an RF front-
end, a DSP for the base band evaluation and a CAN bus interface. Regard­
ing the sensor unit, the pressure sensor itself is connected via a matching 
network to the SAW chip. Usually, the temperature drifts that tend to inter­
fere with SAW pressure sensors can be minimized by placing a reference 
SAW device close to the measuring SAW on the same substrate and mix­
ing the two signals. More specifically, the hybrid tire sensors are used to 
isolate and compensate temperature effects from the stresses that the pres­
sure experiences. A SAW pressure sensor weighing <l g, with a resolution 
of 0.73 psi, was recently integrated into a car tire with excellent results. 
Clearly, this technology is particularly interesting for the new run-flat (also 
called zero pressure or extended mobility) tire market. 

transceiver unit R F interrogation signal , SAW hybrid sensor unrl 
antenna 

RF 

DSP 

CAN 
sensor response | "^' reflectors matching pressu pressure 

circuit sensor 

Fig.9.12 Schematic of a SAW sensor system for tire pressure monitoring, from 
[58]. 

Apparently Eq.(9.9) indicates that the acoustic reflection coefficient is a 
complex parameter and the corresponding sensor response is affected in 
both magnitude and phase. The following two simulation results show the 
behavior of the whole sensor with respect to a single matching element and 
the pressure sensor capacity. The pressure sensor itself is modeled by the 
pressure depending capacity C and an ohmic series resistor. For the 
matching element, a lossless series inductor with the inductivity L is used. 
Fig.9.13(a) shows the magnitude of the reflection coefficient 5'̂ ^ with lines 
of constant magnitude. In Fig. 9.13(b), the phase of s^^ is plotted with 
lines of constant phase. 

Eq.(9.9) also reveals the advantage of this new indirectly affected SAW 
DL sensor. The separation between time delaying RF transponder and ac­
tual sensor make the measurement more accurate. In traditional designs, 
the amplitude response is evaluated with the drawback of a strong depend­
ency of the achievable amplitude resolution from the actual signal-to-noise 
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ratio which also limits the useable dynamic range. As presented in [54] and 
[57], this can be overcome by using a phase evaluation instead. 
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Fig.9.13 Simulated magnitude of the scattering parameter S^^ (upper) and simu­
lated phase difference Acp^ (lower), based on measured SAW device parame­
ters, as a function of the sensor capacitance, from [58]. 

Stelzer et. al. 2001 showed the finally achieved results of the tire pres­
sure sensor in Fig.9.l4 for the measured phase response and in Fig.9.l5. 
For the measured magnitude response, it is obvious that, in the most inter­
esting range between 200 and 300 kPa, the phase change is a maximum as 
a result of a proper matching network. This allows high precision in nor­
mal operational conditions combined with a great measurement range for 
the fault case. 
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Fig.9.14 Measured phase difference signal /^(p^ as a function of tire pressure, 

from [58]. 

2 3 
p[100kPa] 

Fig.9.15 Magnitude of the measured scattering parameter 5",, representing the in­
sertion loss of the sensor unit, from [58]. 

SAW tire deformation sensor research also received notable considera­
tions recently, because to employ such kind of "real" sensors in online 
tire/road friction modeling, monitoring and control issues is expected to 
significantly benefit current research, se reference [53], [15]. Fig.9.16 
shows the Bristle model for tire deformation and the resulting tire force. 
As shown in [53], if a tire is running on a relatively flat surface, the bristle 
will be bent opposite to the cruising direction by a stress growing with po­
sition in contact length, which deforming the bristle pin will obey the re­
sulting tangential stress schematically drawn in Fig. 16(b). As a proof, 
Fig. 17 shows the obtained experiment tire force data. Fig. 18 further dem­
onstrates the installation method of the SAW tire deformation sensor. It is 
obvious that this information can be used to test and developed those ana­
lytical or practical tire models, i.e. [60]-[62], [15]. 
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Fig.9.16 Deformation of tread element during road contact, (upper) Bristle model 
and (lower) resulting stress in a bristle pin, from [53]. (© [1999] IEEE) 

- 10 

position during contact 20 cm 

(a) 



9.3 Advances in Online Tire Monitoring 421 

(b) 
position during contact 20 cm 

Fig.9.17 Displacement of tread element versus position during contact (a) and 
tread element's deformation versus position during contact (b), from [53]. (© 
[1999] IEEE) 
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Fig.9.18 Experimental setup for tread element deformation measurement with 
SAW radio requestable sensors, from [53]. (© [1999] IEEE) 



422 Intelligent Vehicle Tire Inspection and Monitoring 

Besides, SAW tire sensor research also emphasizes on varied directions 
i.e. antenna [63], the relative distances between the two reflector arrays 
[64], and quartz substrate optimization [65]-[70]. 

9.3.2 Tire Rolling/Rotation Analysis and Pressure Monitoring 

One fact that might be used fro tire pressure detection is that tire pressure 
will affect the tire roiling/vibration behavior. For instance, Fig.9.l9 illus­
trates the power spectrum density of the rotational speed of a free rolling 
wheel of a vehicle running at a speed of 60 km/h. The peak around 10 Hz 
is a reflection of vertical resonance in suspension system. The peaks 
around 34-40 Hz are the tire resonances which have main components of 
torsional vibrations. When the tire becomes under-inflated, pressure 
changes 200 to 120 KPa, and the resonance frequency reduces from 40 to 
34 Hz. The resonance characteristics change with the tire pressure. 

i20kPa 200kPa 

M 40 W 
Frequency (Hz) 

Fig.9.19 Tire rolling power spectrums under different pressures, from [74]. 

Therefore, several approaches are carried out to monitor tire pressure by 
detecting tire vibration behavior changes [7l]-[78]. For instance, a tire 
model was presented in [73]-[74] as shown in Fig.9.20. Here, j^ is a mo­
ment of inertia at the rim side, j ^ a moment of inertia at the belt side, K 
the torsional spring constant of the tire, D a damping of the tire, aj^ a ro­
tational speed (as can be detected) at the rim side, oj^ a rotational speed at 
the belt side, o^ a torsional angle, and r^ the various disturbances from 

the road surface assuming the white noise. 
Thus, the state equation of the tire can be expressed from the tire model 

as follows: 
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Fig.9.20 A tire model presented in [74]. 
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If the air pressure changes so that the spring constant K and the damp­
ing constant D change, a disturbance observer to estimate the portion of 
the equivalent disturbances can be designed as: 

w = -T^j +AK0^ +ADO^ (9.11) 

After compensate the wheel signal that is influenced by the vibration of 
the drive system components, the output of this observer can be used to de­
tect abnormal tire power spectrums under different pressures. Fig.9.21 
shows the experimental result under normal driving when the front left and 
rear right tires have constant pressure, while front rear and rear right tires 
get leakage. It is clear that the tire fault can be detected. 

There were some more complex tire vibration/rolling model that had 
been established and employed. For instance, without losing too much 
generality, the tire was modeled as a spring-damper system both in vertical 
and torsional direction, see Fig.9.22. 

The vertical spring-damper in the tire model leads to two conclusions. 
First, the effective rolling radius is dependent on the inflation pressure. If 
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the pressure is decreased, the radius will decrease as well which causes the 
tire to rotate faster, too. Otherwise, vice verse. 

FL,RR: Coiisiant pressure 
FR.Rl.: Dccreiising pressure 

c:2oo 

^ 160 
CD 

RR r^-"^ 

RL—v^^FR 

/ 
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warning ar reaj) 

120 160 200 kPa 
Pressure of FR and RL tyres 

Fig.9.21 Experimental result under normal driving, from [74]. 

Fig.9.22 Tire modeled as spring-damper system in both vertical and torsional di­
rection, from [77]. 

Secondly, the tire vibrates in the vertical direction excited by road 
roughness and causes the effective rolling radius to fluctuate with a spe­
cific resonance frequency. Indirectly this results in a fluctuation of the 
wheel speed at the same resonance frequency. In [77], Persson et al. 2002 
showed that the spring-constant will decrease when the tire inflation pres­
sure decreases, which yields a lower resonance frequency. Particularly, the 
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frequency content of the wheel speed signal for three different test runs 
(with different pressure) is shown in Fig.9.23, where batches of 30 seconds 
test runs are examined. As is evident from Fig.9.23, the correlation be­
tween resonance peak frequency and inflation pressure can be used for tire 
pressure monitoring. 

However, these approaches still need further discussions, since in gen­
eral cases the effects of ground (especially soil), suspension devices, vehi­
cle load distributions cannot be easily isolated from tire rolling/vibrations 
analysis [79]-[81]. 
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Fig.9.23 Smoothed FFT of wheel speed signal for three different test runs with 
100%, 85% and 70% of the nominal inflation pressure, respectively, from [77]. 

9.3.3 Other Tire Deformation/Pressure Monitoring Sensors 

Besides SAW sensor based approaches, there are several other tire defor­
mation monitoring methods. For example, an ultrasonic tire sensor was 
mounted in [82] on the base of the wheel rim inside the tire. It can measure 
the distance to the opposite inner wall of the tire and provides the informa­
tion of actual tire rolling radius, which indirectly measure the tire deforma­
tion status, see Fig.9.24. 

In [83], a novel approach was proposed to continuously measure the 
mechanical deformations of a tire by embedding capacitive-resistive sen­
sors on it. In this way, the sensing area is pushed towards the tread inter­
face (the part of the tire in direct contact with asphalt) where the informa­
tion concerning tire state is actually gotten. Tire deformation causes a 
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change of the spacing between the steel wires inside the tire carcass and 
this change is translated into an impedance change of that region of the 
tire. By measuring such an impedance change, it enables to determine the 
deformation of the tire. And it is not sensitive to tire temperature changes. 

tyre 

deviation mirror 
with reference edge 

wheel rim, 
base 

Fig.9.24 Schemas of ultrasonic sensor inside tire, from [82]. (© [1998] IEEE) 

In [83]-[84], the wireless tire strain sensors based on electrical capaci­
tance changes with an oscillating circuit were discussed. As shown in 
Fig.9.25, the steel wire is considered as a straight electrically conductive 
material in the steel-wire layer, where the rubber is a dielectric material. 
The steel wires are placed face-to-face, and the dielectric rubber. Thus, any 
deformation will lead to distance change, which results as capacity 
changes between two wires. Finally, the capacity variation will be trans­
formed to strain changes, after the disturbance caused by temperature 
changes is compensated, see fig.9.26. 

Steel wires 

Radius a Radius a 

Fig.9.25 The condenser model of a steel wire belt of a tire, Reprinted from [84] 
with permission from Elsevier. 
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Fig.9.26 Measured capacitance change for various distances: 20, 46 and 70 mm, 
Reprinted from [84] with permission from Elsevier. 

In [85]-[87], different touch mode tire pressure sensors were developed 
and tested. Varied 3D magnetic field tire tread deformation sensors were 
presented in [88]-[90]. In [91], tire pressure is indirectly measured by 
checking tire actual rolling radius. However, since tire pressure can only 
slightly affect the tire's rolling radius, namely about 1 mm per bar of pres­
sure change, this method seems to be too sensitive to vehicle load variation 
and road disturbance. 

9.4 Further Discussions 

Generally, the integrated workflow of "Intelligent Tire" can be briefly de­
picted as Fig.9.27. Besides, tire inspection devices and monitoring sensors 
design, tire sensor related intra-vehicle communication devices/protocol 
design, warning information display method, and tire failure decision 
should gained notable attentions recently [7], [91]-[96]. 

For example, every tire sensor should have a build-in ID to distinguish 
each when communicating with the "intelligent center" of a vehicle. As 
pointed out in [95], to realize such an ID-tag using SAW is quite straight­
forward and easy. 

To correctly determine tire status is not a simple task even the latest tire 
sensors are applied, since tire conditions can be affected by several envi­
ronment factors. For instance, Fig.9.28 shows the different vibration peaks 
of a front tire working in summer and winter. The "intelligent center" of a 
vehicle should be smart enough to deal with this point. 
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Fig.9.27 The integrated workflow of'Tntelligent Tire", partly from [7]. 
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Fig.9.28 Measured tire vibration peak frequencies under different tire pressure and 
different seasons, from [32]. 
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Fig.9.29 (a) The warning symbol suggested in [94]; (b) advanced display panel for 
tire sensors indicating that the front right tire is leaking. 

How to appropriately display tire information to driver is also an inter­
esting topic. Fig.9.29(a) shows the warning symbol suggested in [10]. 
However, many recent approaches prefer to design more complex but clear 
display panel, from which driver can easily find which tire is leaking, see 
Fig.9.29(b). As pointed out in [96], more efforts in this field can be seen in 
the new future. 
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steering actuator, 79 
steering angle, 84 
steering column, 79 
steering controller design, 93-120 

adaptive steering controllers, 116 
difficulties of, 93 
fiizzy steering controllers, 117-120 
lateral motion control, 93-94 
robust vehicle steering controllers, 

94-113 
frequency domain, 94-107 

sliding mode steering controllers, 
113-116 

time domain linear robust steering 
controllers, 107-113 

steering rack, 79 
time delay, feedback block, 93 
track-trailers, 77 
universal joints, 79 
variable steering ratio velocities, 82 
wheeled vehicles, 77 
wind disturbances, 93 

road curvature profile, 113 
longitudinal, 135-187 

aerodynamics, 151-156 
American Trucking Associations, 154 
anti-lock braking system design, 

165-173 
braking control, 156-173 
braking torque, deceleration, 170 
catalytic converter efficiency, 139 
computational fluid dynamics, 156 
cruise control, adaptive, 173-176 
drag, influence on fuel consumption, 

154 
drag coefficients 

commercial vehicles, 153 
effect of truck shape on, 155 

Engine Management Systems designs. 
Fuel Pulse Width of fuel injector, 
139 

engine map, 149 
engine speed-torque after transmission, 

148 
fuzzy idle speed control, 145 
high speed test, 164 
horsepower curve for engine, 147 
integrated tracking, braking, 175 
low speed test, 164 
one-on-one driving, 174 
one-wheel dynamic model, 171 
power requirements, full-size passenger 

car, 152 
powertrain control, 137-151, 159 

advanced engine control, 137-147 
engine air/fuel ratio control, 138-143 

lean operation, 139 
rich operation, 139 

engine control unit, 137 
engine idle speed control, 143-147 
transmission control, 147-151 
universal exhaust gas oxygen sensor, 

138 
rear-driven vehicular powertrain, 136 
self-induced vibration after start-off, 

150 
step response, vehicle acceleration, 151 
tracking control, 156-173 
universal exhaust gases oxygen sensor, 

139 
multiple vehicles, 273-326 

California Partners for Advanced 
Transit and Highways, 274 

cellular, direct, communication mode, 
switching between, 276 

collision region between vehicles, 
287-288,291-292 

cooperative driving planning 
fi-amework, 314 

Cooperative Optimized Channel 
Access for Inter-vehicle 
communication, 274 

crossings, inter-vehicle communication, 
vehicle groupings, 303 

cruise control, intelligent, 277 
autonomous, 277 
cooperative, 277 

Dedicated Omnipurpose Inter-Vehicle 
Communication Linkage Protocol 
for Highway Automation, 274 

digital map information, 275 
inter-vehicle communication, 274-276 
intersections 

cooperative driving, 298-314 
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uncooperative driving, 298-302 
lane changing control, 281-293 
longitudinal acceleration profiles, 

289-290 
merging, 293-298 

pre-lane changing configuration, 283 
queue length, waiting-for-merge, 297 
at ramp, 293 
simulation, braking efforts, 297 
trajectories, main lane vehicles, 296 

platoon control, 276-281 
ramp, classification of merging, 

generation of virtual vehicle, 293, 
295 

road junction, vehicle movement, 298 
Telecommunication Network for 

Cooperation Driving, 274 
trajectory crossing junctions, sequential 

stages, 310 
approach junction, 310 
cross junction, 310 
leave junction, 310 

trajectory generation, 311 
two-lane junction, four-vehicle driving 

scenario, 307 
vertical, 189-226 

active suspension model, 214 
block control strategy, 208 
composite Fuzzy suspension controller, 

structure of, 206 
damping, active, 201 
fault detection, suspension systems, 

209-216 
fiizzy suspension controllers, 204-209 
heave, pitch/terrain mechanical 

subsystem, 198 
hydraulic servo-valve, actuator 

combination, 210 
local linear model tree algorithm, 214 
LTI suspension controllers, 194-201 
parameter estimation, suspension 

systems, 209-216 
power spectral density, terrains, 192 
residuals sequence, 216 
road roughness modeling, 191 -194 
robust active damping, effects of, 203 
robust suspension controllers, 201-204 
rollover, 216-219 

vehicle parameters affecting, 
217-218 

sprung mass acceleration, time 
responses of, 207 

suspension system, 194-209 

passive, active systems, comparison, 
197 

under step response 
active, 205 
passive, 205 

target strut force, generation of, 199 
time response, simulated road inputs, 

193 
Multi-discipline objectives of research, 5-9 
Multi-function display, 14 
Multiple vehicles motion control, 273-326 

California Partners for Advanced Transit 
and Highways, 274 

cellular, direct, communication mode, 
switching between, 276 

collision region between vehicles, 
287-288, 291-292 

cooperative driving planning framework, 
314 

Cooperative Optimized Channel Access 
for Inter-vehicle communication, 274 

crossings, inter-vehicle communication, 
vehicle groupings, 303 

cruise control, inteUigent, 277 
autonomous, 277 
cooperative, 277 

Dedicated Omnipurpose Inter-Vehicle 
Communication Linkage Protocol 
for Highway Automation, 274 

digital map information, 275 
inter-vehicle communication, 274-276 
intersections 

cooperative driving, 298-314 
uncooperative driving, 298-302 

lane changing control, 281-293 
longitudinal acceleration profiles, 289-290 
merging, 293-298 

pre-lane changing configuration, 283 
queue length, waiting-for-merge, 297 
at ramp, 293 
simulation, braking efforts, 297 
trajectories, main lane vehicles, 296 

platoon control, 276-281 
ramp, classification of merging, 

generation of virtual vehicle, 293, 
295 

road junction, vehicle movement, 298 
Telecommunication Network for 

Cooperation Driving, 274 
trajectory crossing junctions, sequential 

stages, 310 
approach junction, 310 
cross junction, 310 
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leave junction, 310 
trajectory generation, 311 
two-lane junction, four-vehicle driving 

scenario, 307 
Multiple vision sensor fusion, 375-376 

National Highway Traffic Safety 
Administration, 2,405 

Navigation algorithm, intelligent vehicles, 8 
NHTSA. See National Highway Traffic 

Safety Administration; United States 
Department of Transportation 

Noise reduction, 5-9 

Odometer, electronic, 10 
Offline tire inspection, 407^14 

bearing inspection, 411-^14 
ply/belt inspection, 409^11 
surface inspection, 407-409 

Offset error of wheel, 413 
Oil cooling fan, 10 
One-on-one driving, 174 
One-wheel dynamic model, 171 
Online tire monitoring, 414-431 

deformation/pressure monitoring sensors, 
429-431 

pressure monitoring, 426-429 
rolling/rotation analysis, 426-429 
SAW tire sensors, 415-426 

Out-vehicle vision detection, 328 
lane boundaries, extracting, 328 
obstacles, traffic participants, detecting, 

328 
signs/traffic lights, recognizing, 328 
vehicles nearby, detecting, 328 

Parking 
assistance steps, 251-252 
problems, 245-256 
sequence of motions in, 253 
single camera-infrastructure, assistance 

system, 377 
Parking possibility region, 252, 254 

path-planning steps, 255 
PATH. See California Partners for 

Advanced Transit and Highways 
Path/trajectory planning, 230-245 
Pedestrian detection, vision-based, 362-367 

CCD/CMOS cameras, 362-366 
infrared cameras, 366-367 
localization, 362-364 
recognition, 364-365 
tracking, 365-366 

Pedestrian detection with temporal dynamic 
field, 363 

Piecewise linear model, longitudinal 
tire/road friction modeling, 38 

Pinion, 79 
angle sensor, 79 

Placement plan, vehicle intelligent sensor, 7 
Platoon control, 276-281 
Ply/belt inspection, offline tire, 409-411 
Polar histogram, 351 
Pollution reduction, 5-9 
Power requirements, full-size passenger car, 

152 
Powertrain control, 137-151 

advanced engine control, 137-147 
engine air/fuel ratio control, 138-143 

lean operation, 139 
rich operation, 139 

engine control unit, 137 
engine idle speed control, 143-147 
transmission control, 147-151 
universal exhaust gas oxygen sensor, 138 

Powertrain system, 159 
Pressure monitoring, tire, 421,426-429 
Proposed robust observer 

smoothed tracking results, 93 
tracking result using, 92 

Pulsating forces, road asperities, 34 

Q filter design specifications, 102 

Radar at intersection, field observation site, 
378 

Radial tire structure, 406 
Radiator cooling fan, 10 
Raindrops detection, change of number of 

detection by wiping, 382 
Ramp 

classification of merging, generation of 
virtual vehicle, 293, 295 

merging, 293 
Rear-driven vehicular powertrain, 136 
Rear steering compensation, rule table for, 

118 
Research/development issues overview, 5-9 
Reshaped operating range, 106 
Retractable head lamp, 10 
Reverse motion, human model, 247 
Rich operation, engine air/fuel ratio control, 

139 
Rill model, longitudinal tire/road friction 

modeling, 39 
Robust active damping, effects of, 203 
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Robust suspension controllers, 201-204 
Robust vehicle steering controllers, 94-113 

frequency domain linear robust steering 
controllers, 94-107 

Rolling/rotation analysis, tire, 4 2 6 ^ 2 9 
Rolling tire 

infrared image, 409 
power under different pressures, 426 
temperature distribution, 409 

Rollover, 216-219 
vehicle parameters affecting, 217-218 

Room temperature sensor, 10 
Rotary spool valve, 79 
Roughness modeling, road, vertical motion 

control, 191-194 
Rubber model two-element Voigt model, 

tire, 410 

Safety issues, 5-9 
SAW tire sensors, 4 1 5 ^ 2 6 
Seat adjustments, 10 
Self fault detection, self repair, 83 
Self-induced vibration after start-off, 150 
Sensing tasks, 328-329 
Sensor inside tire, ultrasonic, 430 
Sensor warning symbol, tire, 433 
Sensors, online/offline diagnosis, 83 
Sequence of motions in parking, 253 
Shadow beneath vehicle, 345 
Sidewalloftire,406 
Sign detection, 367-370 

motion, candidate prediction, 369 
tracking complex guidance, tele-camera, 

370 
Single camera-infrastructure, parking 

assistance system, 377 
Single track vehicles, 77 
Skidding, 93 
Sliding mode steering controllers, 113-116 
Sliding steady friction, 37 
Slip definition, braking, traction cases, 57 
Slip ratio, frizzy membership function, 117 
Smoothed tracking results, proposed robust 

observer, 93 
Software reliability, 82 
Spring-damper system, tire modeled as, 428 
Sprung mass acceleration, time responses of, 

207 
Stability boundaries, Hmit-cycle-free 

operating point, 105 
Starter motor, 10 
Steady friction, sliding, 37 
Steel wire belt tire, condenser model, 430 

Steer-by-wire steering system, 78-83 
brake-by-wire system, 78 
conventional system, 79 
drive-by-wire system, 78 
X-by-wire subsystems, 78 

Steering actuator, 79 
Steering angle, 84 
Steering column, 79 
Steering controllers, 3 
Steering rack, 79 
Step response 

suspension system, passive, 205 
vehicle acceleration, 151 

Stepping motor, clock, 10 
Stereo infrared camera system, 

preprocessing phase, 367 
Sub-spline boundary, curvature, 233 
Surface inspection, offline tire, 407-409 
Surface reconstruction, 339 
Suspension system, 194-209 

fault detection, 209-216 
parameter estimation, 209-216 
passive, active systems, comparison, 197 
under step response 

active, 205 
passive, 205 

Target strut force, generation of, 199 
TEA-21. See Transportation Efficiency Act 

for 21st Century 
Tearing, friction force generated by, 34 
TELCO. See Telecommunication Network 

for Cooperation Driving 
Tele-camera, tracking complex road 

guidance sign by, 370 
Telecommunication Network for 

Cooperation Driving, 274 
Temperature distribution, rolling tire, 409 
Temperature rise, truck tire surface, 408 
Terrains, power spectral density, 192 
Throttle control, 10 
Time delay, feedback block, 93 
Time domain linear robust steering 

controllers, 107-113 
Time/energy-efficiency, 5-9 
Tire during braking, kinematics of, 55 
Tire during cornering, kinematics of, 55 
Tire friction modeling/monitoring, 33-76 

adhesion, friction force generated by, 34 
analytical longitudinal friction models, 

observers of, 62-65 
anti-lock brake systems, 34 
braking, 56 
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kinematics of tire during, 55 
cornering, kinematics of tire during, 55 
cornering stiffness, 52 
empirical lateral fiiction models, 

identification of, 66-67 
integrated tire/road friction modeling, 

53-58 
analytical integrated models, 56-58 
characteristics, 53-55 
empirical model, 55-56 
semi-empirical integrated model, 55-56 

lateral tire/road friction modeling, 46-53 
bicycle model, 49-53 

front steering vehicles, 47 
lateral slip angle, v̂ . lateral tire force, 

46 
Hnear proportional model, 48 
nonlinear proportional model, 48-49 

longitudinal tire/road friction modeling, 
35-45 

Bliman-Sorine model, 40 
Bristle model, 41 
Burckhardt model, 38-39 
characteristics, 35-37 
control system design, 39 
Dahl model, 39 
LuGre model, 40-45 
magic formula, 39 
piece wise linear model, 38 
Rill model, 39 

road asperities, pulsating forces, 34 
road friction monitors, 58-67 

empirical longitudinal friction models, 
identification of, 60-61 

scheme for, 58-59 
road friction profiles, 36 
side slip/friction curves, 54 
slip definition, braking, traction cases, 57 
steady friction, sliding, 37 
tearing, friction force generated by, 34 
wear, friction force generated by, 34 

Tire inspection/monitoring, intelligent 
vehicle, 405^40 

five-layers model, tire material, 411 
infrared image, rolling tire, 409 
"Intelligent Tire," integrated workflow of, 

432 
National Highway Traffic Safety 

Administration, 405 
offline tire inspection, 407-414 

bearing inspection, 411-414 
ply/belt inspection, 409-411 
surface inspection, 407^09 

online tire monitoring, 414-431 
deformation/pressure monitoring 

sensors, 429^31 
pressure monitoring, 426-429 
rolling/rotation analysis, 426-429 
SAW tire sensors, 415^26 

pressure monitoring, 421 
radial tire structure, 406 
recursive least squares adaptation 

algorithm, 413 
rolling power, under different pressures, 

426 
rubber model two-element Voigt model, 

410 
sensor, warning symbol, 433 
spring-damper system, tire modeled as, 

428 
steel wire belt, condenser model, 430 
temperature distribution, rolling tire, 409 
temperature rise, truck tire surface, 408 
tread element 

deformation, 424-425 
displacement, 425 

ultrasonic sensor inside, 430 
United States Department of 

Transportation, 405 
vibration peak frequencies, 432 
wheel, offset error, 413 

Tire/road friction modeling 
integrated, 53-58 

analytical integrated models, 56-58 
characteristics, 53-55 
empirical model, 55-56 
semi-empirical integrated model, 55-56 

lateral, 46-53 
bicycle model, 49-53 

front steering vehicles, 47 
lateral slip angle, v̂ . lateral tire force, 

46 
linear proportional model, 48 
nonlinear proportional model, 48-49 

longitudinal, 35-45 
Bliman-Sorine model, 40 
Bristle model, 41 
Burckhardt model, 38-39 
characteristics, 35-37 
control system design, 39 
Dahl model, 39 
LuGre model, 40-45 
magic formula, 39 
piecewise linear model, 38 
Rill model, 39 

Tire/road friction monitors, 58-67 
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empirical longitudinal friction models, 
identification of, 60-61 

scheme for, 58-59 
Tire/road friction profiles, 36 
Tire side slip/friction curves, 54 
Tracking control, 156-173 
Traffic flow control, 5-9 
Traffic infrastructures, vehicle vision 

systems, 378-379 
Traffic modeling/monitoring/control, 15-18 
Traffic simulation, 19 
Trajectory crossing junctions, sequential 

stages, 310 
approach junction, 310 
cross junction, 310 
leave junction, 310 

Trajectory generation, 311 
Trajectory selection map, 238 
Transmission control, 147-151 
Transportation Efficiency Act for 21st 

Century, 2 
Trapezoidal acceleration profile, 260 
Tread element, tire 

deformation, 424-425 
displacement, 425 

Tread of tire, 406 
Tricycle behavior model, motion control, 246 
Truck tire surface, temperature rise, 408 
Two-lane junction, four-vehicle driving 

scenario, 307 

UEGO. See Universal exhaust gas oxygen 
sensor 

Ultrasonic sensor inside tire, 430 
United States Department of Transportation, 

405 
Universal exhaust gas oxygen sensor, 

138-139 
Universal joints, 79 
University of Iowa, Public Policy Center, 3 

Vacuum pump, 10 
Variable shock absorber, 10 
Variable steering ratio velocities, 82 
Vehicle detection, vision-based, 345-367 

CMOS/CCD cameras, vehicle detection 
using, 345-354 

color, 347 
FMCW radars, vehicle detection using, 

354-361 
geometry structures, vehicle, 345 
hypothesis generation, 345-347 
hypothesis verification, 353-354 

LiDAR or laser sensors, vehicle detection 
using, 361-362 

rear-lights, 347 
shadow beneath vehicle, 345 
symmetry, 347 
texture, 347 
tracking vehicle, 354 

Velocities, vehicle geometric center, 239 
Vertical motion control, 189-226 

active suspension model, 214 
block control strategy, 208 
composite Fuzzy suspension controller, 

structure of, 206 
damping, active, 201 
fault detection, suspension systems, 

209-216 
frizzy suspension controllers, 204-209 
heave, pitch/terrain mechanical 

subsystem, 198 
hydraulic servo-valve, actuator 

combination, 210 
local linear model tree algorithm, 214 
LTI suspension controllers, 194-201 
parameter estimation, suspension systems, 

209-216 
power spectral density, terrains, 192 
residuals sequence, 216 
road roughness modeling, 191-194 
robust active damping, effects of, 203 
robust suspension controllers, 201-204 
rollover, 216-219 

vehicle parameters affecting, 217-218 
sprung mass acceleration, time responses 

of, 207 
suspension system, 194-209 

passive, active systems, comparison, 
197 

under step response 
active, 205 
passive, 205 

target strut force, generation of, 199 
time response, simulated road inputs, 193 

Vibration peak frequencies, tire, 432 
Video file sizes, v^. human evaluated 

monotony, 374 
Virtual desired trajectories, 261 
Vision sharing, 376-378 
Vision systems, intelligent vehicle, 327-403 

calibration, vision sensor design, 379-381 
CMOS/CCD cameras, 327 
Discrete Haar Wavelet Transform, image 

fusion technique based on, 376 
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driver action monitoring, driver 
observation supplementing, 373 

driver monitors, 370-375 
body shape, 372 
driver fatigue analysis, 373-374 
driver/passenger position/gesture 

detection, 371-373 
driving actions analysis, 374-375 
face features, 371 
human head, 372 
temperatures, 371 

environment detection, adoption, vision 
based, 381-382 

fault detection, vision sensor design, 
379-381 

graph surface minima, 338 
homogeneous ideal object, 350 
in-vehicle detection, 328 

behavior learning, 329 
fatigue detection, 328 

lane/road detection, vision-based, 329-345 
CMOS/CCD camera/radars, 329-340 
departure detection, localization, 

344-345 
laser sensors, 340-344 

laser scanner, clustering results using, 361 
LiDAR sensor, detection ranges, 342 
looking-in intelligent vision sensor, 

divisions, functions of, 328 
looking-out intelligent vision sensor, 

divisions, functions of, 328 
millimeter-wave automotive radar sensor, 

355,359 
multiple vision sensor fusion, 375-376 
out-vehicle vision detection, 328 

lane boundaries, extracting, 328 
obstacles, traffic participants, detecting, 

328 
signs/traffic lights, recognizing, 328 
vehicles nearby, detecting, 328 

parking assistance system, single 
camera-infrastructure, 377 

pedestrian detection 
with temporal dynamic field, 363 
vision-based, 362-367 

CCD/CMOS cameras, 362-366 
localization, 362-364 
recognition, 364-365 
tracking, 365-366 
using infrared cameras, 366-367 

polar histogram, 351 

radar at intersection, field observation 
site, 378 

raindrops detection, change of number of 
detection by wiping, 382 

sensing tasks, 328-329 
sign detection, 367-370 
sign motion, candidate prediction, 369 
stereo infrared camera system, 

preprocessing phase, 367 
surface reconstruction, 339 
tele-camera, tracking complex road 

guidance sign by, 370 
traffic infrastructures, vehicle vision 

systems, 378-379 
vehicle detection, vision-based, 345-367 

CMOS/CCD cameras, vehicle detection 
using, 345-354 

color, 347 
FMCW radars, vehicle detection using, 

354-361 
geometry structures, vehicle, 345 
hypothesis generation, 345-347 
hypothesis verification, 353-354 
LiDAR or laser sensors, vehicle 

detection using, 361-362 
rear-lights, 347 
shadow beneath vehicle, 345 
symmetry, 347 
texture, 347 
tracking vehicle, 354 

video file sizes, vs. human evaluated 
monotony, 374 

vision sharing, 376-378 
watershed 

catachments basins, 338 
road segment process, 340 

Voigt model, tire, rubber model 
two-element, 410 

Warning symbol sensor, tire, 433 
Watershed 

catachments basins, 338 
road segment process, 340 

Wear, friction force generated by, 34 
Wind disturbances, 93 

road curvature profile, 113 
Windscreen wiper, 10 
Wiping, raindrops detection, change of 

number detection, 382 
Wire belt tire, steel, condenser model, 430 

X-by-wire motion control systems, 78 
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