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Introduction

Scientifically one thinks of truth as the historical
rectification of a long error, one thinks of expe-
rience as rectification of a primary and common
illusion. (G. Bachelard) [1]

As the title suggests, the present text is aimed at providing basic knowl-
edge and the state of the art on the biology and mechanics of blood flows.
Due to its length, this book has been divided into two parts, the criterion
being the size of the biological domain used to extract input data required to
model the cardiovascular system (CVS). The subtitles of each part thus reflect
this subdivision.1 The present Part II, Mechanics and Medical Aspects refers
to the macroscopic scale. It contains chapters on anatomy, physiology, and
continuum mechanics, as well as pathology of the vasculature walls, including
the heart, and their treatment. Methods of numerical simulations are given
and illustrated in particular by wall diseases. The main information about
cardiovascular biology is provided in Appendix A; biology of the cardiovascu-
lar system is given in Part I. Mechanical data and concepts are summarized
in Appendix B, as well as major information on flows in deformable conduits.
Basic information on numerical simulation methods are given in Appendix C,
emphasizing the computational methods used by the author to simulate blood
dynamics in large vessels.

The origin of this book is an invited contribution text, Biochemical and
Biomechanical Aspects of Blood Flows, of the survey article collection, Mod-
eling of Biological Materials.2 The present review also answers a pedagog-

1 Part I, Biology deals with the nanoscopic and microscopic scales. The nanoscale
corresponds to the scale of biochemical reaction cascades involved in cell adap-
tation to mechanical stresses among other stimuli. The microscale is the scale of
stress-induced tissue remodeling associated with acute or chronic loadings.

2 The book Modeling of Biological Materials belongs to the Series Modeling
and Simulation in Sciences, Engineering, and Technology, Bellomo N. (ed),
Birkhauser.
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ical objective of the project, Mathematical Modeling for Haemodynamics
(HaeMOdel).3 This book represents a much longer version of a draft given
to the participants of the CRM–INRIA Spring School4 on “Mini-invasive pro-
cedures in medicine and surgery: mathematical and numerical challenges,” at
the Centre de Recherches Mathématiques of the Université de Montréal in
Québec, Canada.

Blood flow is widely explored because of blood’s vital functions, flow-
mediated regulation of vessel lumen caliber, and of wall structure (endothelial
mechanotransduction), as well as stress-dependent focal wall pathologies. The
endothelium is permanently exposed to biochemical and biomechanical stim-
uli that are sensed and transduced, leading to responses that involve various
pathways. In particular, the endothelium is subjected to hemodynamic forces
(pressure and friction) that can vary both in magnitude and direction during
the cardiac cycle. The endothelium adapts to this mechanical environment
using short- and long-term mechanisms. Among the quick reactions, it modu-
lates vasomotor tone locally releasing vasoactive compounds. The endothelium
also actively participates in inflammation and healing. Long-term adaptation
leads to wall remodeling and vascular growth, with the formation of functional
collaterals and vessel regression. Blood flow behavior then depends not only
on cardiac pump quality and vasculature anatomy (Chap. 1), but also on its
structure (Part I). Both the heart and blood vessels are controlled (Chap. 2).
Furthermore, cardiac output interacts with blood circulation (pre- and after-
load) and vice versa.

The understanding of a physiological system is based on identification of
the features that determine its behavior. Whereas physicians and biologists
are satisfied with enumeration of process components (data catalog) so they
can appropriately react when experiencing unusual cases, physicists and ap-
plied mathematicians seek explanations according to few selected appropriate
system features (reductionism).

The modeling of the cardiovascular system can have multiple goals: (1) pre-
diction, (2) development of pedagogical and medical tools, (3) computations
of quantities inaccessible to measurements, (4) control, and (5) optimization.

3 HaeMOdel project corresponds to a Research Training Network of the fifth call
of the framework program of the European Community. The main objectives
of the HaeMOdel project were the development of numerical models, including
three-dimensional reconstruction from medical imaging, Navier-Stokes solutions
in deformable domains, and biochemical transport.

4 The object of this combined school (short courses, May 16–20) and workshop
(May 23–27, 2005) was to bring together several facets of mini-invasive proce-
dures in medicine and surgery and identify issues, problems, trends, and mathe-
matical and computational challenges. The school was structured around the
following themes: medical image processing and geometrical modeling, fluid-
structure interaction in biomedical problems, static/dynamic design and con-
trol of (implantable) medical devices, and finite element-based computer-aided
design/manufacture.
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The modeling of any biological system, in particular the cardiovascular sys-
tem, entails several stages: (1) a definition stage during which the whole datum
set related to the real system are collected and the problem and its goals are
identified (concrete level), (2) a representation stage of the system, the sys-
tem datum number being reduced (information filtering), data relevant to the
problem being extracted to describe the model, simplified version of the real-
ity, (3) a validation stage, which is the consequence of generality loss, compar-
isons with available observation data providing a meaning to the model, and
(4) possible model improvements. Two main varieties of models include the
representation and knowledge models. The former is associated with mathe-
matical relations between input and output variables, the equation coefficients
having no necessarily physical or physiological meaning. The latter is aimed at
analyzing the mechanisms that produce the explored phenomena. Any model
is developed in the framework of a theory, such as continuum mechanics, but
the model is much more specific than the theory. The simplification degree of
the model provides its application domain. Certain assumptions, which are not
strongly justified, can be removed in iterative model refinement. Any model
is characterized by: (1) its potential to improve a system’s knowledge and
underlying theory and the development of new concepts, and (2) its capacity
to define new strategies.

A model must be easy to use and understand, reliable, robust, evaluating
the system response to the extrema of the involved variables and parameters,
adaptive to estimate the responses to various alternatives, and evolutive to
respond to more complicated situations. The model is constituted of acting
and interacting (system dynamical structure) components with its attributes,
descriptive variables that define the system state, parameters and control fac-
tors; functional relations that describe the system behavior, using the variables
and parameters; constraints due to the system and its environment, and func-
tional criteria. The model with its behavioral equation set associated with
hypotheses remains too complex to be solved by analytical methods. Numer-
ical approximations are then required, based on approximations associated
with a solving technique. Whatever the theory and its underlying assump-
tions, mathematical and numerical analyses of the associated equations are
required.

Biomechanical research5 can be defined by four main classes: (1) motion
biomechanics,6 (2) organ structures and rheology, as well as biomaterials,
(3) biofluid flow and rheology, (4) heat and mass transfer, and (5) cell and

5 Biomechanics investigates biological systems by means of mechanical laws and
principles. Biomechanics links mechanics with biological disciplines as well as
techniques used in various disciplines to: (1) find specific solutions to patient
problems and (2) take into account the living tissues in a real environment.

6 Biomechanics of motion deals with the locomotor system (bones, joints, and
muscles) and its neural control, during normal activities or exercise, in normal
conditions (gait, ergonomics, robotics, etc.) or in diseases (orthopedics, rehabil-
itation, etc.).
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tissue engineering. All these topics are related to blood flows at manifold levels.
For instance, postural changes, movements, and exercise require adaptation
of the blood circulation.

Modeling adopts a reductionist strategy, selecting system properties suit-
able to the posed problem to define the model, and breaking the system into
several parts at a given length scale to understand the behavior of each part.
However, the top-down approach can neglect the interactions between the
system’s parts, the complete system being more than the sum of its parts, es-
pecially in the presence of non-linear interactions, with negative and positive
feedbacks. Furthermore, the functions of the cardiovascular system depend on
multiple parameters, local and global, and intrinsic and environmental.

Computational models of the cardiovascular system are now based on med-
ical images (Chap. 3), because of high between-subject variability, to yield
patient-specific data. The geometrical information is provided by four main
imaging techniques, using X-rays, γ rays, ultrasound (US), or magnetic fields.
Various image processing techniques give three-dimensional reconstruction.
Furthermore, image-based experimental approaches, using stereolithography,
or other rapid prototyping techniques are aimed at validating the numerical
results.

The vasculature is constituted of prestressed, viscoelastic, more or less con-
vergent (arteries) or divergent (veins), curved vessels with numerous branches
or tributaries (Chap. 4). The wall has a nerve-controlled muscular layer that
commands local blood input (Part I). Stresses applied by the flowing blood
on the wetted surface of the vessel wall also regulate the local vessel bore
(mechanotransduction). Pressure and flow variations along the arterial tree
are associated with the propagation of their corresponding waves, with given
phase lags. The waves run with a speed of 5 to 30 m/s and change their shape.
The artery wall can be injured, with frequent lethal consequences, inducing
either lumen dilations (aneurisms) or narrowings (stenoses).

The cardiovascular system has been studied from different complementary
perspectives, solid and fluid mechanics, and command and control, most often
without links between them. Most of the biomechanical works deal with arte-
rial flow (Chap. 5). The arteries carry the blood from the cardiac pump to the
tissue capillaries, loci of gas and substance exchanges. Intermittent cardiac
output is transformed into an uninterrupted unsteady flow by the arteries.

However, the arteries only constitute a part of the cardiovascular system.
Blood flow modelings also target heart functioning, to better describe the
blood motion (Chap. 6). The sequence of depolarization spreading and re-
polarization depends on the intramural layout of myocardial fibers.7 Genesis

7 The elongated shape of myofibers accounts for myocardium anisotropy for elec-
trical conductivity. The myofibers have different inclination angles in wall slices
from the inner to the outer heart surface. Moreover, myofibers are not parallel
to the heart surface (transmural obliquity). Myofiber orientation belongs to the
input data both for direct and inverse problems.
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and propagation of the electrochemical wave induce myocardium contraction.
Vessel wall displacement during the cardiac cycle is induced by pressure wave
propagation. These scientific fields thus deal with coupling problems, in par-
ticular heart electromechanical coupling, fluid-structure interaction (FSI) in
the deformable heart and vessels, both equipped with valves and chemical cou-
pling, i.e., substance transport in vasculature segments and within the vessel
wall.

Hemodynamic quantities may cause or be cofactors in various pathologies
of the cardiovascular system (Chap. 7).8 Detailed investigation of local blood
flows in pathological vessel segments is then required for a complete medical
check-up, especially stress fields applied by the blood to the vessel wall as well
as stress distribution within the wall. Moreover, blood flow modeling is helpful
in therapy strategy; it can help to make the choice between surgical and inter-
ventional procedures. Conversely, heart and vessel diseases induce changes in
hemodynamic variables that must be measured by functional testing. Biome-
chanical studies can also be aimed at designing surgical repairements and
implantable medical devices9 and predicting effects of implanted prostheses
and devices (Chap. 8).

Modeling and numerical simulations of the functioning of the cardiovas-
cular apparatus and its disturbances require a large scale range, from the
molecule level (nanoscopic scale, nm, Part I), to the cell organelles associated
with biochemical machinery (microscopic scale, µm), the whole cell connected
to the adjoining cells and extracellular medium, the subdomain of the investi-
gated tissue (mesoscopic scale, mm), and the entire organ (macroscopic scale,
cm).

The complexity of the physiological systems and limited number of avail-
able values of implicated factors still lead to simplifications. Available com-
putational techniques can only cope with limited problems and cannot accu-
rately treat the coupling between the various involved scales and the whole set
of biochemical and biophysical phenomena. Moreover, models are commonly
aimed at describing phenomena (physiological processes and local biomechan-
ical behaviors of solid organs under given loadings and/or biofluid flows) at
the macroscopic level.

Nevertheless, investigations have started to deal with multiscale modeling
to take into account the whole set of mechanisms involved in the functioning of
blood circulation. Modeling remains sufficiently simple not only for computa-
tional efficiency but also for experimental set-up elaboration. (Measurements
allow model validation when in vivo data cannot be acquired without great

8 A research goal on pathophysiological mechanims underlying pathogenesis of
cardiovascular diseases can be to improve diagnosis at a preclinical state, deter-
mining indices and enhancing signal processing.

9 When the endothelium is damaged or has defective functioning, hemodynamical
factors contribute to in-stent restenosis and vascular graft failure. Numerical
tests of blood flow behavior during a whole cardiac beat in a geometrical model
of the diseased vascular segment ensure better therapy after planning.
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disturbances or/and tissue damage.) Moreover, modeling avoids large numbers
of parameters that cannot be handled in the inverse problem solving, an inter-
action field between biomechanics and medical practice. An example is given
by myocardial contraction, the source of blood circulation. Successive stages
are considered, from the nanomotor level (actin–myosin binding) to the sar-
come deformable structure, muscular fibers, and myocardium. Biochemistry
is tightly linked to biomechanics.

The three-dimensional behavior of blood flow is commonly explored in sub-
regions of the cardiovascular system, characterized by a short length in the
streamwise direction. These domains usually undergo large spatial and tem-
poral variations in stresses. Current investigations are aimed at coupling these
three-dimensional models to simplified representations (one-dimensional flow,
lumped parameter models) of blood flows to model the whole vasculature.
In the recent years, coupling between detailed models and one-dimensional
models suitable for wave propoagation and lumped parameter models for the
main branches of the arterial bed has been investigated both mathematically
and numerically.

There are still many challenges in cardiovascular biomechanics. The first
challenge is the rapid reconstruction of the entire network of large vessels
responsible for the blood irrigation and drainage of any organ using hierar-
chical models to produce more realistic predictions (Sect. 6.2.4). The second
deals with blood flow coupling with interactive processes at different levels,
between blood cells and plasma, vessel wall and flowing blood, between ves-
sels and organ parenchyma, and input waveforms and the flow dynamics. The
third corresponds to the incorporation of microcirculation and organ perfusion
to close the vasculature loop. Microcirculation models can be based on several
complementary methods based on recent investigations, such as reduced-basis
element models for small-bore branching circulatory beds, multiphysic homog-
enization of deformable conduit networks, deformable particle flow for zoomed
regions of interest in association with peculiar physicochemical processes, and
transport in poroviscoelastic media.

Associated with image processing, computer graphics (infographics) and
medico-surgical robotics, the research targets medical and surgical real-time
simulators to train for interventional medicine and mini-invasive surgery as
well as develops computer tools for diagnosis, treatment planning, and guided
gestures.

Nothing is given. Everything is constructed
(G. Bachelard) [2]
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Anatomy of the Cardiovascular System

On ne pourra bien dessiner le simple qu’après une
étude approfondie du complexe. [One will well de-
sign the simple (model) only after a complete study
of the complex (reality).] (G. Bachelard) [1]

The cardiovascular system is mainly composed of the cardiac pump and
circulatory network. The heart is made of two synchronized pumps in paral-
lel, composed of two chambers. The left heart propels blood through the sys-
temic circulation, the right heart through the pulmonary circulation (Fig. 1.1).
Blood circulation is characterized by several space and time scales associated
with vascular wall and caliber and cardiac cycle and control phenomena (Ta-
ble 1.1).

1.1 Heart

The heart is located within the mediastinum,1 behind and slightly to the left
of the sternum2 [3, 4]. The base of the heart is formed by vessels and atria
and the apex of the heart by the ventricles. The heart rests on the diaphragm.
The heart has four cavities, upper left (LA) and right (RA) atria, and lower
left (LV) and right (RV) ventricles. The left ventricle is located posteriorly
and leftward from the right ventricle. Heart chamber size varies during the

1 The mediastinum is the chest space between the sternum (front), the spine col-
umn (rear), and the lungs (sides). It contains the heart and its afferent and
efferent vessels, thymus, trachea and main bronchi, esophagus, thoracic nerves
and plexi, and lymph vessels and nodes.

2 About two-thirds of the heart is left of the midline, with its long axis oriented
from the left hypochondrium to the right shoulder in the usual situation, with
minor changes during respiration. The cardiac position varies between subjects
with possible mirror-image configuration. The right border is given by the right
atrium, the inferior border mostly by the right ventricle, the lower and upper
parts of the left border by the left ventricle and atrium, respectively.
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Table 1.1. Blood circulation length and time scales.

Vasculature geometry

0.1 µm Endothelium cleft width
1 µm Averaged capillary wall thickness
10 µm Capillary lumen bore
2–25 µm Blood cell size
10–80µm Endothelial cell size
1mm Large artery wall thickness
3–5mm Lumen bore of large artery and vein
1 cm Ventricle wall thickness
1–3 cm Lumen bore of aorta and vena cava
2–6 cm Width of heart chambers
1–2m Body height

Blood circulation-related activities

1 s Cardiac cycle
10–100 s Control
mn–hours Adaptation
day–weeks Remodeling

cardiac cycle due to myocardium activity (Table 1.2). The left ventricle is the

lungs

body
organs

PC

SC
LVRV

RA LA

Figure 1.1. Pulmonary (PC) and systemic (SC) circulation. The blood is conveyed
from the drainage veins of the systemic circulation to the right atrium (RA). It is
then convected into the right ventricle (RV) and expelled into the arteries of the
pulmonary circulation for oxygenation into the lungs. The oxygenated blood is sent
to the left atrium (LA) via the pulmonary veins. It then enters into the left ventricle
(LV) to be propelled into the arteries of the systemic circulation, which distribute
blood to every body organ (including heart and lungs) for energy and nutrient supply
and waste removal.
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largest chamber with thickest wall3 (Table 1.3). The septum separates the left
and right hearts. The pericardium surrounds the heart and the roots of great
blood vessels. It is attached by ligaments to the spine column, diaphragm,
and other organs. The pericardium restricts excessive heart dilation, and thus
limits ventricular filling.

Epicardial fat can be observed on human hearts during surgery (grafting)
or by imaging procedures (CT, MRI, and echocardiography) [5]. In the adult
heart, adipose tissue can be found in the atrioventricular and interventricular
grooves. Epicardial fat can increase up to cover the entire epicardial surface.

Four valves at the exit of each heart cavity, between the atria and the ven-
tricles, the atrioventricular valves (AVV), and between the ventricles and the
efferent arteries, the ventriculoarterial valves (VAV, Fig. 1.2), regulate blood
flow through the heart and allow bulk unidirectional motion through the closed
vascular circuit.4 The atrioventricular valves are inserted at the atrioventricu-
lar junctions, whereas the ventriculoarterial valves are hinged from semilunar

Table 1.2. Echographic measurements of cardiac kinetics. Estimated width (w)
range and mean (mm). The volume of the ventricle, assumed to have the configu-
ration of an ellipsoid, is evaluated by V = π/6 Lw2 (L: base-to-apex length of the
cavity). The shortening fraction (%) is equal to the ratio of the difference between
the end-diastolic width and the end-systolic one to the end-diastolic width.

Range Mean

LV width (diastole) 35–55 45
LV posterior thickness (diastole) 5–10 10
Interventricular septum thickness (diastole) 5–10 10
LA width 20–40 30
LV shortening fraction 35–45 36

Table 1.3. Estimates of heart wall thickness (mm).

RA, LA 1–3
RV 3–5
LV 10–15

3 The right ventricle pushes blood into low-pressure pulmonary circulation; there-
fore, it has a moderately thick muscle layer. The left ventricle expels blood into
high-pressure systemic circulation and thus has the thickest myocardium.

4 On a frontal chest radiograph, the pulmonary valve is the upper one, above the
mitral valve. The aortic valve is positioned at the south-west corner of the mitral
valve, above the tricuspid valve. The right-heart valves, widely separated from
each other on the roof of the right ventricle, are located anteriorly from the
adjacent left-heart valves on the roof of the left ventricle.
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Figure 1.2. Isolated pulmonary orifice axially cut at one commissure line to display
the three retracted cusps with their curved insertion lines and the commissures. The
ventriculoarterial valves are not connected to the cardiac wall by chordae tendineae.

insertions (without any ring attachment) at sinusal junctions.5 The tricuspid
valve (TrV) regulates blood flow between the right atrium and the right ven-
tricle. It is composed of antero-superior, postero-inferior, and septal leaflets.
The pulmonary valve (PuV) controls blood flow from the right ventricle into
the pulmonary arteries, which carry blood to the lungs to pick up oxygen. The
pulmonary valve is located at the end of the pulmonary infundibulum of the
right ventricle. The mitral valve (MiV) lets oxygen-rich blood from pulmonary
veins pass from the left atrium into the left ventricle. It consists of two soft
thin cups attached to the atrioventricular fibrous ring (oblique position): a
large anterior (aortic) and a small posterior (mural).6 The aortic valve (AoV)
guards the left ventricle exit; once opened, blood crosses it from the left ven-
tricle into the aorta, where it is delivered to the body. Like the pulmonary
valve, it consists of three semilunar cusps. Immediately downstream form the
aortic orifice, the wall of the aorta root bulges to form the Valsalva sinuses.
Orifice sizes are given in Table 1.4.

Table 1.4. Estimates of valvar orifice size (mm). Datum variability (Sources: [6, 7]).

Orifice Perimeter Caliber Thickness

Tricuspid 110–130
Mitral 90–110 20–25
Pulmonary 75–85 0.4 ± 0.1
Aortic 70–80 32 0.6 ± 0.2
Coronary sinus 2–7
Inferior vena cava 2–8

5 Semilunar hingelines extend from the sinotubular junction to a virtual ring join-
ing the basal valvar insertion, thus crossing the junction between the ventricular
infundibulum and the arterial wall.

6 The large mural leaflet closes about two-thirds of the valvar orifice.
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Trabeculae carnae, muscular columns, are observed in both ventricles,
especially the left ventricle. Papillary muscles, ventricular muscular pillars,
protrude into both ventricular lumina and point toward the atrioventricular
valves. They are connected to chordae tendineae, narrow tendinous cords that
are attached to the leaflets of the respective atrioventricular valves (Fig. 1.3).

1.1.1 Atria

The atria are composed of: (1) a body, quasi-absent in the adult right atrium,
although clearly observed in the left atrium; (2) a venous chamber, with vein
endings;7 (3) a vestibule, leading to the atrioventricular valve; and (4) a

Figure 1.3. Left (central open cavity) and right (open cavity with two parts located
at bottom left and top right (small) photograph corners) ventricles of a calf. Papillary
muscles and chordae tendineae, associated with the atrioventricular valves (with a
focus here on the mitral valve), are larger in the left than in the right ventricle.
The apparatus composed of papillary muscles and chordae tendineae allows the
atrioventricular valves to remain closed during the systole, the sheet made by contact
leaflets taking a parachute-like shape, hence avoiding leakage into the atrium. In the
upper right region, the entrance segment of the ascending thoracic aorta is displayed
with removed aortic valve and the two coronary ostia in their respective Valsalva
sinuses. These sinuses are separated by the valvar commissure.

7 The venous chamber, or sinus venous, is the connection region of the terminal
veins to the atria. Superior and inferior vena cavae and the coronary sinus are
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muscular region, which consists of the atrial appendage and the pectinate
muscle8 [13]. The atrial septum is composed of the septum secundum,9 the
inferior edge of which is the limbus and fossa ovalis on the right atrium side,
and the septum primum, which is the flap valve of the oval foramen on the left
atrium side. The atrioventricular septum is associated with the atrioventricu-
lar valves. In the right atrium, the Eustachian valve, or valve of inferior vena
cava (IVC), is an endocardial crescentic fold situated in front of the orifice of
IVC.10 The coronary valve is a semicircular fold that protects the orifice of
the coronary sinus.

1.1.2 Ventricles

The right ventricle forms the larger part of the sternocostal surface and a
small part of the diaphragmatic surface of the heart. Its upper and left angle
forms a conical pouch (conus arteriosus), which give rise to the pulmonary
artery. The left ventricle is longer than the right. It forms a small part of the
sternocostal surface and the larger part of the diaphragmatic surface of the
heart. It corresponds to the apex of the heart.

Both ventricles have three kinds of muscular columns: some are attached
along their entire length on one side, certains are fixed at their extremities
but free in the middle, others (papillary muscles) are anchored by their bases
to the ventricle wall and their apices serve as insertions for chordae tendineae.
Each ventricle possesses two papillary muscles connected to anterior and pos-
terior walls of the ventricle. In the right ventricle, chordae tendineae connect
either the anterior papillary muscle to the anterior and posterior cusps or the
posterior papillary muscle to the posterior and medial cusps of the tricupid
valve. In the left ventricle, chordae tendineae from each papillary muscle are
connected to both cusps of the bicuspid mitral valve.

incorporated by the right atrium in the sinus venosus (venous chamber or sys-
temic venous sinus of the right atrium), whereas the four pulmonary veins drain
into the four corners of the left atrium posterior dome. These terminal veins can
connect abnormally to the atria.

8 Left atrium appendage constitutes a diverticulum containing pectinated muscles.
Right atrium appendage, with its pectinated muscles, is interposed between the
smooth-walled venous chamber and the vestibule. In the right atrium, the junc-
tion between the appendage and the venous chamber is internally defined by the
prominent terminal crest and associated groove, the sulcus terminalis, on the
external right atrium surface. The crista terminalis, a myocardium ridge, forms
from the superior part of the right venous valve. The sinoatrial node resides near
the crista terminalis. The flap valve of the fossa ovalis, a remnant of the oval
foramen and its inferior rim are septal structures, whereas the other rims are
infoldings enclosing fat [14].

9 The septum secundum is an infolding of the atrial wall. The actual atrial wall is
the flap valve of the foramen ovale.

10 In the fetus this valve directs the blood from IVC to LA through the foramen
ovale. In the adult, it occasionally persists.
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1.1.3 Aortic Valve

The aortic valve consists in three quasi-equal semi-lunar cusps (right, left,
and noncoronary leaflets; thickness 0.2–0.4mm [8])11 (Fig. 1.4). Dimensionless
heights and bores are displayed in Fig. 1.6. Dimensions of the three cusps of
the aortic valves are also given in Table 1.6 for porcine hearts, which provide
orders of magnitude of cusp sizes12 [9].

The three Valsalva sinuses of the aorta root match the three valve leaflets
[10] (Figs. 1.7 and 1.8). The coronary arteries branch off from two of the
sinuses (Fig. 1.5). The intersection regions between the aorta wall and the
cusp free edges are called the commissures. The nodulus of Arantius is a large
collagenous mass in the central part of the coaptation13 region. The lunula is
the region on each side of the nodule. When the aortic valve is closed, the free
margins of the cup-like leaflets seal each other, defining two planes, a sealing
vertical (the aorta root axis being vertical) and a bottom oblique plane from
the insertion line to the channel axis, with an angle of nearly 20 degrees.14
When the reference length is the channel bore at the insertion line bottom,
the sinus height is equal to 0.87, the length between the insertion line bottom
and the commissure 0.71, the coaptation length 0.17, and the maximum sinus
half width 0.65–0.73; the aortic bore downstream from the sinuses is almost
equal to 1 [8]. The open leaflets form a triangular orifice when the cusps are

Figure 1.4. View from the arterial lumen of the aortic orifice. (Left) Two displayed
cusps with their free edges and the lunulae; the commissure is at the lower left corner.
(Right) Three close cusps; the insertion line of the three semilunar leaflets, from
the cusp nadir to the commissures are hidden by the aorta wall.

11 Higher thickness values up to 700 µm can be found.
12 Between-species geometry variations might explain xenograft failure with porcine

bioprostheses.
13 The cusp coaptation region is the leaflet portion below the free edge, which

comes into contact with the neighboring cusps.
14 The more or less curved bottom cusp below the coaptation region, which is

connected to the wall, is approximated by a straight line in a plane crossing the
mid-cusp.
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Figure 1.5. Valsalva sinuses of the aortic root with the coronary ostium. In the calf
heart, the commissure reaches the sinotubular junction, whereas it remains below
in humans. (Left) Coronary ostium with its smooth convergent. (Right) View of
the sinotubular ridge.

not fully open. To limit the valve obstacle, the flow can flatten the cusp along
the sinus cavity, the cusp end projecting slightly inside the cavity [11].

Certain dimensions of Valsalva sinuses and cusps of the aortic valve, left
coronary cusp (LCC), right coronary cusp (RCC), and non-coronary cusp
(NCC) have been measured [12]. The height of the cusps are assessed from
the bottom of the Valsalva sinus to the cusp free margin at the middle point
between the commissures. The mean15 values of aortic valve dimensions (cusp
height, lunula width and length, and intercommissural distance)16 for the
three cusps (LCC, RCC and NCC) are given in Table 1.5. The position of
the ostium can be determined by the distances between the ostium and the
commissures at the left and right side of the ostium on the one hand and the
length between the ostium and bottom (nadir) of the corresponding Valsalva
sinus. The authors have observed that both coronary ostia can be located in
the left coronary sinus and be supracommissural. The left and right coronary
ostia are located on average at a distance of 9.6 and 11.1 from the left com-
missure, 11.0 and 11.1 from the right commissure, and 13.3 and 14.8 from the
Valsalva sinus bottom, respectively. The position of the aortic leaflets can also
be defined with respect to the ventricular septum, using the distance between
the septal extremity and RCC-LCC commissure, the septal end and the RCC-
NCC commissure, and the septum and the NCC-LCC commissure. The mean
values of these distances are 9.5 (± 5.3), 5.7 (± 4.2), and 19.2 (± 2.9) mm.
The mean aortic diameter is equal to 21.8 (± 3.6) mm.

15 One hundred healthy hearts of both sexes from people 9 to 86 years old have
been studied.

16 Semilunar leaflets have a thin free lunula with a dense nodule at the midpoint.
The size of the lunulae are estimated by the width at the commissural level and
the length of the free margins. The intercommissural distances, either straight
(chord) or curved (arclength) along the aortic orifice circumference, have also
been measured.
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Figure 1.6. Schematic drawing of the aortic valve and dimensionless lengths
(Source: [8]).

Table 1.5. Mean dimensions of human aortic leaflets (mm; LCC: left coronary cusp;
RCC: right coronary cusp; NCC: non-coronary cusp; Source: [12]).

LCC RCC NCC

Cusp height 15.2 15.0 14.9
Lunula width 4.6 4.4 4.3
Lunula length 30.6 30.1 30.0
Intercommissural distance 25.2 24.5 24.1
Intercommissural chord 19.8 19.2 20)

1.1.4 Heart Vascularization

The heart is perfused by the right (RCA) and left (LCA) coronary arteries,
originating from the aorta just above the aortic valve.17 LCA, which divides

Figure 1.7. Top view of a mesh of the aorta root with the three leaflets of the
aortic valve and the Valsalva sinuses (from T. Cherigui).
17 The lumens of the coronary arteries are not obstructed by open leaflets.
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into the left anterior descending and the circumflex arteries giving birth to
obtuse marginal and diagonal branches, respectively, supplies blood to the
left atrium and the anterior part of the ventricles (Fig. 1.9). RCA, which
branches successively into the conus, right ventricle, acute marginal, posterior
descending, and posterior left ventricle branches; and supplies blood to right
atrium and the posterior part of the ventricles. These distribution coronary
arteries lie on the outer layer of the heart wall. These superficial arteries
branch into smaller arteries that dive into the wall.

1.1.5 Heart Innervation

The heart is innervated by both components of the autonomic nervous system
(ANS; Table 1.7, Fig. 1.11). Parasympathetic (pΣc) innervation originates in
the cardiac inhibitory center in the medulla oblongata of the brain stem and
is conveyed to the heart by way of the vagus nerve (cranial nerve X). Sym-
pathetic (Σc) innervation comes from the cardiac accelerating center in the
medulla and upper thoracic spinal cord. The cardiac sympathetic nerves ex-
tend from the sympathetic neurons in stellate ganglia, which reside bilateral
to the vertebrae. Sympathetic nerve fibers project from the base of the heart

Figure 1.8. Model of the aorta root with aortic valve cusps in open and closed
configurations (from T. Tran).

Table 1.6. Dimensions (mm; mean data of a set 10 postmortem porcine hearts) of
right (RCC), left (LCC), and noncoronary (NCC) leaflets of porcine aortic valves [9].

RCC LCC NCC

Width 13.3 13.9 13.7
Free edge length 33.0 31.5 32.7
Insertion line length 46.4 47.6 48.1
Perimeter 79.4 79.1 80.8
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into the myocardium. They are located predominantly in the subepicardium
in the ventricle. The central conduction system (sinoatrial node, atrioven-
tricular node, and His bundle) is abundantly innervated with respect to the
myocardium.

Normally, parasympathetic innervation represents the dominant neural in-
fluence on the heart. Maximal stimulation of vagal fibers can stop myocardium
contractions. When stimulated, the sympathetic fibers release noradrenaline
with several effects (Sect. 2.6.2).

The function of most of the ganglia in fat pads on the surface of the heart
remains poorly understood.18 Intraganglionic neuronal circuits are found
within the sinoatrial ganglion defining an intrinsic cardiac nervous system [15].

RVB

CB

LCARCA

LCxA

DB

PLVA

PDAAMB

OMB  

LADA

Figure 1.9. Schematic drawing of the coronary artery network (LCA, RCA: left and
right coronary arteries; CB: conus branch; RVB: right ventricle branch; AMB: acute
marginal branch; PLVA: posterior left ventricle artery; PDA: posterior descending
artery; LADA: left anterior descending artery; LCxA: left circumflex artery; OMB:
obtuse marginal branch; DB: diagonal branches).

Table 1.7. Mediastinal nerves control blood circulation and respiration that affects
the venous return.

Nerve Target

Sympathetic Heart
Blood vessels
Tracheobronchial tree

Parasympathetic Heart
Blood vessels
Bronchial smooth myocytes and mucous glands

18 The interacting sinoatrial ganglion and posterior atrial ganglion affect heart
rate (negative chronotropic effect), atrioventricular ganglion affects conduction
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1.2 Blood Vessels

Deoxygenated blood from the head and upper body and from the lower limbs
and lower torso is brought to the right atrium by the superior (SVC) and
inferior (IVC) venae cavae. When the pulmonary valve is open, the right
ventricle ejects blood into the pulmonary artery. The pulmonary veins carry
oxygen-rich blood from the lungs to the left atrium. The aorta receives blood
ejected from the left ventricle. The right and left hearts, with their serial
chambers, play the role of a lock between low-pressure circulation and high-
pressure circuit. The atrioventricular coupling sets the ventricle for filling and
pressure adaptation, and ventriculoarterial coupling for ejection.

The heart works as a pump to distribute blood to body organs and perfuse
the organ tissues. Blood is propelled under high pressure, especially in sys-

Figure 1.10. Coronary artery calibers. (Top) Ostia in the Valsalva sinuses between
the valve insertion lines and sinotubular ridge are separated by commissures of
the right and left coronary cusps of the aortic valve. In this 3-month-old calf, the
bore of the entrance segment of the right coronary artery is smaller than the left.
(Bottom) Differences in bore of the entrance segment slices of the aorta and right
and left coronary arteries (from left to right) by artery slice sizes. Axial cut of vessel
segments, like those here displayed, induces a circumferential lengthening of 10% to
20% (azimutal prestress in unstressed configuration).

(negative dromotropic effect), and cranioventricular ganglion affects left ven-
tricule contractility (negative inotropic effect) [15].
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Figure 1.11. Sympathetic innervation of heart and respiratory tract (C: cervical
nervous root; T: thoracic (dorsal) nervous root/ganglion).

temic circulation, which is driven by the aorta through a network of branching
arteries of decreasing size, arterioles, and capillaries to the tissues, where it
delivers nutrients and removes catabolites. Blood is collected through merging
venules and returns to the heart through veins under low pressures (Fig. 1.12).
Large blood vessels of the upper part of the mediastinum, efferent from and
afferent to the heart, are displayed in Figs. 1.13 and 1.14.

Each blood circuit in systemic and pulmonary circulation is composed of
three main compartments, arterial, capillary, and venous. The arterial tree
can be split into a distribution compartment, which includes arteries irrigat-
ing main body regions, and a perfusion compartment, which is composed of
smaller arteries irrigating tissues. The main architectural features of the ar-
terial tree are: (1) taper, (2) branchings with a between-branch length of a
few vessel radii, and (3) bifurcation after giving birth to five to ten branches.
The venous collector can also be subdivided into serial compartments. The
vascular networks are a closed tortuous multigeneration system of branching
or bifurcation (with given flow division ratios) or merging deformable vessels,
more or less short. Blood flows depend on vascular architecture and local ge-
ometry, especially curvature19 and branching angles, area ratios, vessel lengths
with possible taper and prints of neighboring organs. Order of magnitude in
vessel sizes is given in Table 1.8.
19 Both hip and apex curvatures influence flow behavior in branching segments.
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The vasculature has some peculiar features. Arteriovenous anastomoses
are found in the skin and gut; wall smooth muscles usually close such a by-
pass. Arterial anastomoses are frequently observed between the head arteries,
in particular between the branches of internal (ICA) and external (ECA)
carotid arteries, as well as between the branches of ICA and of the basilar
trunk (an example of artery merger)20 to form the Willis circle under the
brain (Fig. 1.15).21 In the brain, arterial and venous distributions are sepa-
rate, whereas in other body parts, arteries and veins run together with nerves

liver

RA

AzV

IJV

SVC

SVPV

HV
IVC

CIV

CS
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LIVRIV sCV

IMVSMV

Figure 1.12. Schematic drawing of the large vein system. The left (LIV) and right
(RIV) innominate veins, formed by the junction of the internal jugular (IJV) and
subclavian (sCV) veins, unite to form the superior vena cava (SVC). The azygos vein
(AzV) enters and ascends in the thorax to finally arch and end in the superior vena
cava. Most of the cardiac veins end into the coronary sinus, which goes to the right
atrium (RA). The common iliac veins (CIV), formed by the union of the external
iliac and hypogastric veins, unite to form the inferior vena cava (IVC). The inferior
vena cava receives the renal (RV), suprarenal, inferior phrenic, and hepatic veins.
The portal vein (PV) is formed by the junction of the superior mesenteric (SMV)
and splenic (SV) veins, which receives the inferior mesenteric vein (IMV).

Table 1.8. Vessel geometry. Approximate magnitude (mm) of caliber d and wall
thickness h for different vessel compartments.

Vessel Aorta Artery Arteriole Capillary Venule Vein Vena cava

d 10–25 3–5 0.30–0.01 0.008 0.01–0.30 5 30
h 2 1 0.02 0.001 0.002 0.5 1.5

20 The vertebral arteries merge to give birth to the larger basilar trunk.
21 The large arteries supplying the brain are the carotid and vertebral arteries,

leading to the network of pial arteries on the surface of the brain. On the cerebral
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Figure 1.13. Scheme of large blood vessels of the upper thorax with the airways
(coronal view, usual configuration). RA, LA: right and left atria; Ao: aorta (ascend-
ing aorta, arch of aorta and descending aorta); BCT: arterial brachiocephalic trunk;
RSCA: right subclavian artery; RCCA, LCCA: right and left common carotid ar-
teries; PT: pulmonary trunk; RPA, LPA: right and left pulmonary arteries; SVC:
superior vena cava; RBCVT, LBCVT: right and left brachiocephalic trunks; RSCV,
LSCV: right and left subclavian veins; RIJV, LIJV: right and left internal jugular
veins; T: trachea; RMB, LMB: right and left main bronchi; RR, L Rec: right and
left recurrent nerves; RΦ, LΦN: right and left phrenic nerves; X: vagus nerves.

in a connective sheath as a neurovascular bundle. Portal systems deliver ve-
nous blood to the liver and pituitary gland drained from other organs (i.e.,
Fig. 1.25). Sinusoids acts on sensors such as the glomus caroticum. Venous
sinuses are endothelium-lined spaces in connective tissue where blood is col-
lected (e.g., coronary and dural sinuses, and erectile tissue).

The vasculature is characterized by three properties: diversity, complexity
and variability. Diversity is the consequence of large between-subject vari-
ability in vessel origin, shape, path and branching. Since the flow dynamics
strongly depend on vessel configuration, subject-specific models are required
for improved diagnosis and treatment. The variability is due to environmental
actions and regulation.

Different bore (d) values of blood vessels are used in the literature to define
the limit beween macrocirculation and microcirculation: 500, 300 or 250µm.
Microcirculation starts with the arterioles (10 < d < 250µm) and ends with
the venules. Local microvascular networks have been observed using suitable
microscopy22 in thin tissues, such as the mesentery, the cremaster, etc.

cortex, the arteries branch into smaller penetrating arteries, which enter the
brain.

22 A fibered confocal fluorescence microscopy system dedicated to imaging at the
microscopic level, with non- or minimally invasive access, has been developed by
Mauna Kea Technologies (www.maunakeatech.com), in particular for microvas-
cular research.
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The capillary network is interposed between small arterioles and small
venules. Capillaries have the thinnest wall suitable for molecule transfer. In
particular, capillaries in the lung parenchyma are very closed to the alveolar
wall for efficient gas exchanges.23

A sketch of the microvasculature shows the afferent arteriole and efferent
venule with possible arterioloveinular anastomosis24 (Fig. 1.16). The arteriole
give birth either to metarterioles or directly to capillaries [16]. The entrance
segment of the capillary has a precapillary sphincter, which regulate local flow
distribution. In some territories, 40–50% of the total blood volume is contained
in the microcirculation, the main part being either in the capillaries (heart
and lungs) or venules (mesentery) [17].

Taking into account the estimated number of vessels per vascular com-
partment, the cumulated cross-sectional area is the highest and blood velocity

Figure 1.14. Scheme of large blood vessels of the upper mediastinum (transverse
plane). Thoracic (dorsal) vertebra 4 (T4) level. LL, RL, left and right lung parenchy-
mae; Card N: cardiac nerve; RΦ, LΦN: right and left phrenic nerves; LXN, RXN:
left and right vagus nerves; E: esophagus; T: trachea; BCAT: brachiocephalic ar-
terial trunk; LCC: left common carotid artery; LSCA: left subclavian artery; SVC:
superior vena cava; Az: azygos vein.

23 The double wall comprises the capillary endothelium, a basement membrane, and
the alveolar wall lined by a liquid film with the surfactant. The latter reduces the
surface tension and adapt the latter to the lung volume. A given edge of the lung
capillary in the interalveolar septum is related to a given alveolus, the opposite
edge to the adjoining alveolus. In connecting parts of the interalveolar septa, the
capillary can even have gas exchanges with more than two neighboring alveoli.
Flow in the alveolar septum has then be modeled by sheet flow.

24 Arteriovenous shunts connect small arterioles and venules.
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Figure 1.15. ( Left) Magnetic resonance image of Willis circle in a healthy female
volunteer. The arteries are characterized by huge curvature and branching. This
anastomotic network has various anatomic variations among individuals (frequent
absence in communicating arteries, branching variability). (Right) Schematic draw-
ing of the cerebral artery network. The internal carotid artery (ICA) gives birth to
the middle cerebral (MCA or sylvian artery) and anterior cerebral (ACA) arteries.
The anterior communicating artery (ACoA) connects the two ACAs. The posterior
communicating artery (PCoA) anastomoses ICA with the posterior cerebral arteries
(PCA), the terminal branch of the basilar trunk (TB). The basillaris is formed by
the union of the right and left vertebralis, largest branches of the subclavian arteries
(the arteries merge rather than branch off).

the lowest in the capillaries, the exchange zone. The ratio between the wall
thickness and lumen caliber, as well as the resistance are the greatest in the
arterioles.

o o o o

capillaries

shunt

small veinule

sphincter

small arteriole metaarteriole

Figure 1.16. Capillary network interposed between a small irrigation arteriole and a
small drainage venule, with an arterioloveinular anastomosis (shunt) and precapillary
sphincters.
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The vasculature adapts to physiological and pathological situations. The
uterine arteries increase in bore during pregnancy and return to their original
size after birth (reversible remodeling). Cardiac output and stroke volume
also increase during pregnancy. Hypertrophic and hypotrophic remodeling
of the uterine arteries during and after pregnancy is controlled by different
substances, such as the angiotensin converting enzyme [18] (Chap. 2).

Some circulatory networks are used as illustrations because they are fre-
quently targeted by wall diseases (atheroma, aneurisms, and varicose veins;
Sect. 7.5): the aorta and its main branches, the carotid arteries and their main
branches, and the veins of the lower limbs.

1.3 Circulatory Networks

1.3.1 Aorta

The aorta is the main trunk of the systemic circulation. It starts at the upper
right corner of the left ventricle (bore ∼ 25 mm). After ascending for a short
distance, it arches backward and to the left, over the main left bronchus (with
a possible print). The aortic arch has a variable configuration according to
the subject, especially children (Fig. 1.17). It then descends within the thorax
on the left side of the vertebral column. It crosses the abdominal cavity and
ends (bore ∼ 10mm) by dividing into the right and left common iliac arteries
at the lower border of the fourth lumbar vertebra (L4).

The ascending aorta (length ∼ 5 cm) goes obliquely upward, forward, and
to the right. Its entrance segment presents three mild dilations, the aortic
sinuses (Valsalva sinuses), which are bounded by the sinotubular junction.
The ascending aorta is contained within the pericardium, together with the
pulmonary artery. Its branches are the two coronary arteries.

The aorta arch runs at first upward (height 25–40 mm), backward, and
to the left in front of the trachea, then directs backward on the left side of
the trachea, and finally passes downward at the lower border of the fourth
thoracic vertebra (T4). It is in contact with nerves, the left phrenic, the lower
of the superior cardiac branches of the left vagus, the superior cardiac branch
of the left sympathetic, the trunk of the left vagus, and its recurrent branch
(Fig. 1.13). Below are the bifurcation of the pulmonary artery, the ligamen-
tum arteriosum25 (Fig. 1.18), which connects the left pulmonary artery to the
aortic arch, the left bronchus, and the superficial part of the cardiac plexus.
Due to its strong non-planar curvature and the branching set leading to large
intrathoracic arteries, time-dependent flow structure is complicated. The dis-
tribution of wall shear stress at the top of the aortic arch is characterized by
great spatial and temporal variations [19].

25 The ligamentum arteriosum corresponds to the remains of the fetal ductus arte-
riosus.



1.3 Circulatory Networks 27

The arch gives birth to the innominate (IA) or brachiocephalic trunk,
and the left common carotid (LCCA) and left subclavian (LSCA) arteries
(Fig. 1.19). These branches can start from the ascending aorta. LCCA can
arise from the innominate artery. The left carotid and subclavian arteries
can arise from a left innominate trunk. Conversely, the right carotid and
subclavian arteries can branch off directly from the aorta (huge between-
subject anatomy variability). In a few cases, the vertebral arteries originate
from the arch. The bronchial, thyroid, and internal mammary can also come
from the aorta arch. The innominate trunk, the arch’s widest branch (length
4–5 cm; Fig. 1.20) ascends obliquely upward, backward, and to the right, and
divides into the right common carotid (RCCA) and right subclavian (RSCA)
arteries.

The descending thoracic aorta is located in the posterior mediastinum.
It ends in front of the lower border of the twelfth thoracic vertebra (T12).
It approaches the median line as it descends to be directly in front of the
column at its termination. The curved descending aorta has a small tapered
shape, as the branches given off are small (Fig. 1.21). The descending aorta
is in relation with the esophagus and its plexus of nerves, with the hemiazy-
gos veins, azygos vein, thoracic duct, heart, and lungs. The descending aorta
gives birth to the costocervical, internal mammary, intercostal (IcA), bronchial

Figure 1.17. Possible configurations of the aorta arch with its three major branches
(in most subjects). (Top right) Set of radiographies. (Bottom left) Mesh of usual
shape modeled by a regular circular curvature. (Bottom mid-panel) Mesh of aortic
arch with a straight segment. (Bottom right) Mesh of an angular aortic arch (from
M.S. Miette and J. Pichon).
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(BrA), pericardiaco-phrenic, mediastinal, esophageal, and epigastric arteries
(Fig. 1.19).

The abdominal aorta begins at the aortic hiatus of the diaphragm, dimin-
ishes rapidly in size, and gives off many branches (Fig. 1.19). (1) There are
unpaired branches, such as the celiac artery (CA), which quickly gives birth to
three branches, the left gastric (LGA), hepatic (HA) and splenic (SA) arteries,
the superior (SMA) and inferior (IMA) mesenteric, and the middle sacral ar-
teries. (2) The paired branches include visceral arteries such as the suprarenal,
or adrenal (AdA), renal (RA), internal spermatic/ovarian (or genital or go-
nadal; GA) on the one hand, and parietal, such as the inferior phrenic and
lumbar (LA) arteries on the other hand. The aorta finally divides into the two
common iliac arteries (L/RCCA), which give birth to the internal (IIA) and
external (EIA) branches.

1.3.2 Carotid artery

Blood is supplied to the brain via: (1) four main arteries, two internal carotid
arteries and two vertebral arteries; and (2) more ore less numerous anastomosis
according to the subject between the deep and superficial perfusion networks.

The common carotid artery (CCA) bifurcates into the internal (ICA) and
external (ECA) carotid arteries. The internal carotid artery supplies the cra-
nial and orbital cavities and the external carotid artery irrigates the exterior
of the head, face and neck. At the carotid bifurcation, the walls of the carotid

Figure 1.18. Aorta branching and ligamentum arteriosum: a small side branch
(upper right edge) and the closed entry of the large fetal ductus arteriosus (opposite
edge). The wall thickness is not uniform, due to wall remodeling in this three-month
old calf by flow stresses, according to the non-planar strong curvature of the aortic
arch, using the locus of the ligamentum arteriosum as a landmark.
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Figure 1.19. Schematic drawing of the aorta and its main branches. The aorta
ascends (Asc Ao) and forms a huge bend, the aorta arch, directed to the left side of
the trachea to step over the left main bronchus and then downward, becoming the
descending aorta (Desc Ao).

sinus have receptors innervated by the glossopharyngeal nerve. The carotid
body lies behind the common carotid bifurcation. ECA branches can be di-
vided into: (1) anterior (superior thyroid SThA, lingual LiA, and facial FaA);
(2) posterior (occipital OcA and posterior auricular PAuA); (3) ascending
(ascending pharyngeal APhA); and (4) terminal (superficial temporal STeA
and maxillary MaA) arteries (Fig. 1.22).

1.3.3 Lower Limb Veins

The limb venous network is composed of a superficial and a deep compartment
(Fig. 1.24). The main superficial veins of the lower limbs are the short (SSV
or saphena interna) and the long saphenous vein (LSV or saphena externa),
which runs from foot to knee (saphenopopliteal junction) and from foot to
groin (saphenofemoral junction), respectively. Venous blood currently also
moves from the superficial to the deep venous network via perforating or
communicating veins that cross the deep fascia.



30 1 Anatomy of the Cardiovascular System

The popliteal vein (PoV) is formed by the union of the anterior tibial vein
(ATiV) and the trunk formed by the confluence of the posterior tibial (PTiV)
and peroneal (PeV) veins. The popliteal vein becomes the femoral vein. The
small saphenous vein (SSaV) cross the popliteal fossa and drains into the
popliteal vein. The great saphenous vein (GSaV), the longest vein, ascends
from the foot to the groin to enter into the femoral vein. The femoral vein
(FV) becomes the external iliac vein (EIV).

Figure 1.20. Aorta branchings. The brachiocephalic trunk entry with its curved
smooth carina. The slice shape of isolated arteries does not depict the in vivo con-
figuration due to different loadings.

Figure 1.21. Aorta branchings. The aortic arch downstream from the branching of
the brachiocephalic trunk in the calf. A longitudinal incision of the aorta wall, from
the dowstream end up to the arterial ligament, exhibits ostia of small branches, such
as intercostal arteries.
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Figure 1.22. (Top left) Carotid arteries and its main branches. (Top right) zoom
of a quadrangle surface mesh of the carotid bifurcation suitable for fluid-structure
interaction computations using MIT shell element. (Bottom) 3DR reconstruction
and facetization of the regional artery network.

1.3.4 Portal System

The portal system includes the veins that drain the blood from most of the
digestive system. The portal vein (PV) is formed by the junction of the supe-
rior mesenteric (SMV) and splenic (SV) veins. The tributaries of the splenic
vein are: the gastric veins (GV), left gastroepiploic vein (LGEV), pancreatic
veins (PV), and inferior mesenteric vein (IMV). The inferior mesenteric vein
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receives the hemorrhoidal (HV), sigmoid (SiV), and left colic (LCV) veins.
The superior mesenteric vein receives the intestinal (IV), ileocolic, right colic
(RCV), middle colic, right gastroepiploic (RGEV), and pancreaticoduodenal
veins. The gastric coronary (GCV), pyloric (PyV), and cystic (CyV) veins
end in the portal vein.

Figure 1.23. Anatomic variations of the carotid bifurcation [20] (with permission).
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Figure 1.24. Veins of the lower limbs. The venous network is composed of a super-
ficial (great and small saphenous veins) and a deep circuit (femoral and popliteal
veins).
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Figure 1.25. Schematic drawing of the portal system and its anatomical variability.
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Cardiovascular Physiology

The cardiovascular system provides adequate blood input to the different body
organs, responding to sudden changes in demand for nutrient supplies. For a
stroke volume of 80ml and a cardiac frequency of 70 beats per minute, a blood
volume of 5.6 l is propelled per minute. The travel time for oxygen delivery
between the right atrium and peripheral tissues has a magnitude of O(s).

Cardiac functioning depends on several factors, including: (1) ions carri-
ers, which determine ion fluxes and intracellular concentrations; (2) sarcomere
activity, particularly the crossbridge cycling rate; (3) extracellular matrix; (4)
wall perfusion, which is responsible for nutrient inputs; and (5) cardiac loads.
Ventricle filling and emptying indeed depend on the state of the vascular bed
upstream and downstream from the heart. For example, decrease in intratho-
racic pressure at inspiration increases venous return and the converse during
expiration. Ventricle filling and emptying are strongly coupled. Ventricle re-
expansion helps to refill blood from the atrium. Recoiling force due to the
downward motion of the beating heart associated with the stretch imposed
on upper vessels favors the atrium filling.

The autonomous nervous system controls the cardiovascular system and
adapts its output to the body’s needs according to its activity and the envi-
ronmental stimuli. The autonomous nervous system, with its two subsets, the
sympathetic and parasympathetic systems, is made of afferent and efferent
neurons that associate the body organs with the central nervous system, and
the converse.

2.1 Heart

Two heart pumps, propelling blood into the pulmonary and systemic circula-
tion, are combined into a single muscular organ to synchronously beat. Due
to pressure differences between the vasculature entry and exit, which drive
the blood flow through it, atria are auxiliary pumps that allow rapid ventricle
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filling, especially at rest when the cardiac frequency is low. The atrial cham-
bers generate a blood pressure increment upstream from the ventricle inlet.

The heart has an average oxygen requirement of 6 to 8 ml/min per 100 g at
rest. Approximately 80% of oxygen consumption is related to its mechanical
work (20% for basal metabolism). Myocardial blood flow must provide this
energy demand. The myocardium also uses different substrates for its energy
production, mostly fatty acid metabolism, which gives nearly 70% of energy
requirements, and glucids.

The cardiac output (CO) is the amount of blood that crosses any point in
the circulatory system and is pumped by each ventricle per unit of time. In a
healthy person at rest, cardiac output ranges from 5 to 6 l/mn. Cardiac output
is determined by multiplying the stroke volume (SV; blood volume pumped
by the ventricle during one beat) by the heart rate (fc). The stroke vol-
ume is related to ventricular contraction force and blood volume. The stroke
volume is the difference between the end-diastolic volume (EDV) and end-
systolic volume1 (ESV; Table 2.1). The ratios of blood volume to SV in the
serial compartments of both systemic and pulmonary circulations are shown in
Table 2.2.

Various factors determine cardiac output. Preload corresponds to a stretch-
ing force exerted on the myocardium at the end of diastole, imposed by the
ventricular blood volume; and afterload to the resistance force to ejection.
Moreover, heart contractility is affected by different molecules. As fc increases,
cardiac output rises until a critical fc is reached; then it decreases. These fac-
tors can be combined. The cardiac index (CI) is calculated as the ratio between
blood flow rate (q) and body surface area (2.8 < CI < 4.2 l/mn/m2). Cardiac
reserve refers to the heart’s ability to quickly adjust to immediate demands.
It is defined by the maximum percentage of cardiac output, which in a healthy
young adult is 300% to 400%.

The heart has a chaotic behavior. Its non-periodic behavior character-
izes a pump able to quickly react to any changes of the body’s environment.
The normal heartbeat indeed exhibits complex non-linear dynamics. At the

Table 2.1. Physiological quantities at rest in healthy subjects: fc decreases and
then increases with aging; SV decreases with aging (q ∼ 6.5 l/mn at 30 years old
and q ∼ 4 l/mn at 70 years old).

EDV 70–150ml
ESV 20–50ml
SEV 50–100ml
fc 60–80 beats/mn, 1–1.3Hz
q 4–7 l/mn (70–120ml/s)
ejection fraction 60–80%

1 EDV is the maximal volume achieved at the end of ventricular filling. ESV is
the residual volume of the ventricle at the end of systolic ejection.
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opposite, stable, periodic cardiac dynamics give a bad prognosis. A decay in
random variability over time, which is associated with a weaker form of chaos,
is indicative of congestive heart failure [21]. This feature, positive with respect
to heart function, is a handicap in signal and image processing, and ensemble
averaging is used to improve the signal-to-noise ratio.

Most variability is due to diastole duration changes. The relative differ-
ence in mean systolic and diastolic durations reaches values of about 5% and
35% (with a ratio between the standard deviation and the mean of 0.1–0.2),
respectively.

2.1.1 Cardiac Cycle

The heart beat is a two-stage pumping action over a period of about 1 sec-
ond or less: a longer first diastole and a systole. More precisely, the heart
rhythm focuses on left ventricle activity, which consists of four main phases:
(1) isovolumetric relaxation (IR), with closed atrioventricular and ventricu-
loarterial valves; (2) ventricular filling (VF), with open atrioventricular valves
and closed ventriculoarterial valves; (3) isovolumetric contraction (IC), with
closed atrioventricular and ventriculoarterial valves; and (4) systolic ejection
(SE), with closed atrioventricular valves and open ventriculoarterial valves.
Durations of these four phases of the cardiac cycle are given in Table 2.3.
Both VF and SE can be subdivided into rapid and reduced subperiods (rapid
[RVF] and slow [SVF] ventricular filling, and rapid [RSE] and slow [SSE] ejec-
tion). With atrial contraction (AC), mechanical events are divided into seven
phases.

Phase 1 (IC) is the onset of ventricular systole and coincides with the
R wave peak. When the left ventricle begins to contract, the mitral valve is
tightly closed to prevent a back flow of blood. The phonocardiogram shows
the first heart sound (S1). CMC tension is developed proportionally to EDV.
The intraventricular pressure (pV) quickly increases (Fig. 2.1), while both the

Table 2.2. Approximative blood compartment volume relative to SEV (%) with
SEV of 80ml and total volume 4.4 l.

Pulmonary circulation 16.3

Arteries 5
Capillaries 0.8
Veins 10.5

Systemic circulation 38.7

Aorta 1.3
Arteries 5.6
Capillaries 3.7
Veins 28.1
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mitral and aortic valves are closed. The closed ventricle volume is kept con-
stant (incompressible blood) but ventricle shape varies. IC creates a rotational
motion of left ventricle wall. As the left ventricle contracts, blood impacts the
closed mitral valve, which bulges into the atria, in its filling process, with a
further intra-atrial pressure pA increment: the c wave. Blood does not regur-
gitate back into the atria because the parachute-like shape of the closed mitral
valve is maintained by papillary muscles and chordae tendineae.2

Phase 2 (RSE) occurs when pV overcomes the end-diastolic aortic pres-
sure pa. The aortic leaflets are pushed open. Traces of pa and pV follow one
another closely. They reaches a maximum. The blood flow in the ascending
aorta increases up to a peak, with a delay with respect to pV maximum. Aor-
tic blood inflow is greater than the outflow due to windkessel effect (blood
storage in elastic arteries). From the pV rounded summit, the intraventricular
volume reduces quickly. After c wave, x descent is observed on pA plot, which
corresponds to atrium diastole; x event is imposed by the systolic downward
displacement of the right ventricle base.

During phase 3 (SSE), pa and pV decrease. The aortic blood flow reduces.
Meanwhile, the venous return gradually fills the right atrium and v wave is
engendered on the atrial pulse. ECG shows the beginning of T wave.

Phase 4 (IR) is characterized by a strong decline in pV. The second heart
sound (S2) and dicrotic notch of pa trace are due to aortic valve closure. Flow
rate in the aorta root exhibits complete back flow, but blood regurgitation
into the ventricles is prevented by VAV closure (both aortic and mitral valves
are closed). The constant ventricular volume is the residual volume (ESV).
The pV decline continues until pV < pA.

Phase 5 (RVF) starts with mitral valve opening, pV becoming lower than
pA. The aortic valve remains closed. Atrial pulse tracing shows y descent,
which is generated by AVV opening and ventricular filling. The third sound
(S3) is recorded. Atrial blood quickly fills the ventricle. Pressures pA and pV
are very similar, with pA slightly greater than pV. RVF accounts for 80% of
total ventricular filling.

Table 2.3. Duration (ms) of the four main phases of the cardiac (left ventricle)
cycle (fc = 1.25 Hz, i.e., 75 beats/mn).

Phase Cycle timing Duration Starting event

IC 0–50 50 Mitral valve closure
ECG R wave peak

SE 50–300 250 Aortic valve opening
IR 300–400 100 Aortic valve closure
VF 400–800 400 Mitral valve opening

2 Valve cusps do not evert into the atrium during the ventricular systole by con-
traction of the papillary muscles, which are related to ventricular myocardium.
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Phase 6 (SVF) is also called diastasis. Pressures pA and pV raise gradually.
The ventricular volume curve increases slowly and slightly. Additional blood
is forced from the pulmonary veins into the left ventricle through the opened
mitral valve. As blood is collected in the left ventricle, the sinoatrial node
sends out the action potential, which leads to atrial contraction. Diastasis
sends a small blood volume into the left ventricle (∼15% of ventricular filling)
with a slight increase in pV. Diastasis (duration ∼180 ms, is shortened by fc
increase.

Phase 7 (AC) is the final stage of the cardiac cycle. A large amount of
blood (∼70% of the filling capacity) has already filled the ventricles prior to
atrial contraction. The atrial systole contributes slightly to ventricular filling
at resting fc, but maintains cardiac output during exercise. The fourth heart
sound (S4) recorded by the phonocardiogram and a wave of the atrial pulse
result from atrial contraction. The action potential travels in the ventricular
myocardium. The following left ventricle systole begins when the ventricles
are full of blood. The cycle begins again.

The heart wall is composed of a matrix with cells, fibers, and blood ves-
sels. Microcirculation represents an important compartment for blood volume
storage. Microcirculation filling, enhanced during diastole due to myocardium
relaxation, could help the ventricle expansion by a straightening effect.

2.1.2 Stroke Volume

Stroke volume can be modified by changes in ventricular contractility (rate of
tension development), i.e., force generation associated with sarcomere length
prior to contraction (Frank-Starling effect)3 and velocity of myofiber shorten-
ing. Increased inotropy augments the ventricular pressure time gradient and
therefore the ejection velocity. Inotropy increase causes ESV reduction and
SV increase, as displayed by pressure-volume loops. Increased stroke volume

3 In 1895, Frank found that under isovolumetric conditions, the larger the EDV,
the greater the developed tension and pressure. Starling’s later experiments
demonstrated that the heart intrinsically responds to venous return (to EDV) in-
creases by increasing the stroke volume (heart autoregulation). The relationship
between EDV and stroke volume is associated with the relationship between
sarcomere length and calcium ion influx and sensitivity. Myofilament length-
dependent activation is explained by the separation distance between actin and
myosin along the sarcomeric filament axis. The intrinsic ability of the heart to de-
velop greater tension at longer myocardial fiber lengths over a finite range of fiber
lengths is due to sliding filament arrangement in cardiomyocytes, with increase of
cross-bridge number between actin and myosin filaments. Frank-Starling mech-
anism refers to the heart’s intrinsic capability of increasing inotropy and stroke
volume in response to venous-return increase. The Frank-Starling effect describes
static filling mechanisms in an isolated motionless heart. It works for high filling
pressure and low flow rate (cardiac failure); however, cardiac functioning is an
unsteady phenomenon.
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Figure 2.1. Cardiac cycle. Evolution of the pressure in the left cardiac cavities and
aorta (top), of left ventricle volume (second row), aortic flow (third row), and ECG
trace and phonocardiogram (bottom; from [22]).

causes EDV reduction. Increases in inotropic state maintain stroke volume at
high heart rates, which alone decreases the stroke volume because of reduced
time for diastolic filling and reduced EDV. When the afterload is increased,
ESV initially rises and SV decreases. Afterward, increased ESV raises EDV, if
venous return remains constant, and stroke volume can be restored. The left
ventricle responds to an increase in arterial pressure by rising contractility,
hence SV, whereas EDV may return to its original value (Anrep effect). An in-
crease in heart rate also stimulates inotropy.4 When the heart rate is high, ion
carriers are not efficient enough to remove all the calcium which creates a pos-
itive inotropic state (Bowditch effect or Treppe effect or frequency-dependent
inotropy).5 Most of the signals that stimulate inotropy involve Ca++, either

4 This frequency-dependent enhanced contractility helps to offset the decreased
ventricular filling time at higher heart rates by shortening the systole time du-
ration, thereby increasing the time available for diastole.

5 Positive chronotropy C+ induces positive inotropy I+.
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by increasing Ca++ release by the sarcoplasmic reticulum and influx via Ca++

channels during the action potential or sensitizing TN-C to Ca++. The heart
is also able to manage excessive blood volume due to increased venous return
through sympathetic stimulation with its C+ and I+ effects.

The stroke work (SW) is depicted by the area inside the pressure–volume
curve. It is approximated by the product of mean arterial pressure and stroke
volume. Such estimations explain the SW differences between left and right
ventricles. Cardiac efficiency is defined as the ratio of stroke work to myocar-
dial oxygen consumption (SW/qO2). Various factors influence qO2 especially
wall tension. Increased inotropy and increased heart rate augment qO2 .

Systole and diastole are dynamically related. The systolic contraction pro-
vides heart recoil and energy that is stored for active diastolic dilation and
aspiration [23]. Moreover, heart motion during systole6 pulls the large blood
vessels and surrounding mediastinal tissues that react by elastic recoil. Heart
diastolic rebound can participate in ventricular filling. The aspiration function
of the heart during the diastole can be exhibited by a negative pressure zone
on the pressure-volume loop (Fig. 2.2).

2.1.3 Pressure–Volume Curve

At the nanoscale, heart contractility is associated with varying concentrations
of Ca++ (systolic calcium entry and diastolic calcium reuptake) and ATP in
the myocyte cytosol in response to the depolarization wave, associated with
great and quick sodium ion fluxes (Na+ do not interfere with intracellular
involved processes) through Na+ channels. ATP, produced by mitochondrial
oxidative phosphorylation, is used to generate the mechanical energy with
high efficiency, whatever the loading conditions.

At the macroscale, the physiological concept of heart contractility, the ca-
pacity of the myocardium to develp a contraction force whatever the preload
or afterload, is depicted by the pressure-volume loops for given cardiac fre-
quencies (Fig. 2.2). Measurements of the cardiac hemodynamics still require
invasive techniques, at least to get good estimates of intracavital pressures
(Sect. 3.2.1). The systolic, diastolic, and mean values of the pressure in the
four heart chambers are given in Table 2.4.

Ventricular performance is displayed in clinical practice by the pressure
-volume diagram (Fig. 2.2). LV pressure-volume loops illustrate three fea-
tures: myocardium work, myocardial characteristics (inotropy and lusitropy),
and blood circulation influences (pre- and afterload, Table 2.5). The volume
range corresponds to the stroke volume. The end-diastolic pressure–volume
relationship (EDPVR) depicts both venous return and lusitropy. The end-
systolic pressure–volume relationship (ESPVR) represents both afterload and
ventricle inotropy.

6 During systole, the heart moves downward.
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Figure 2.2. Pressure–volume curve of the left ventricle. EDPVR slope increase is as-
sociated with decreased lusitropy (higher pressure with same stroke volume). When
preload rises, EDV increases. EDPVR slope is the reciprocal of ventricular compli-
ance. ESPVR gives the maximal pressure generated at a given inotropic state. EDV
and EDP are indices of heart preload. ESPVR slope lowering and elevation represent
decreased inotropy and increased afterload, respectively (adapted from [23]).

Different types of tests have been carried out: (1) when EDV is changed
and the afterload is kept constant (constant ESP), ESV remains constant

Table 2.4. Pressures (kPa) in the cardiac cavities and large vessels (datum vari-
ability).

Site Systolic Diastolic Mean

RA 0.2–1.3 0–0.5 0–1
RV 0.3–4.0 0–0.9 1.1
PA 1.3–4.0 0.7–2.1 1.1–2.7
LA 0.4–2.2 0.1–1.3 0.3–1.6
LV 10.4–18.2 0.3–1.6 5–5.3
Ao 10.4–18.2 7.8–11.5 11.3–13.3
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Table 2.5. Influence factors on pre- and afterload.

Heart load Factors Indices

Preload Venous return EDV, EDP
Blood volume
Venous tone
LV ejection
RA/LA aspiration
Muscle contraction
(inferior limbs)
Respiration
Tissue activity

Afterload Downstream resistance pLVmax , pAomax

Circulating hormones
Neural activity
Humoral factors
(pH, pO2 , pCO2)

whatever EDV; (2) when afterload varies (varying ESP) at constant EDV
(constant EDP), the points {ESP,ESV} run along the ESPVR curve.

Left ventricle power can be estimated by the product of the ventricular
pressure (pV = 13.3 kPa) by the flow rate (dV/dt ∼ V ES/T = 8 × 10−5/8 ×
10−1 = 10−4 m3/s), which gives a power of 1.33 W. The RV power is about
one-sixth of the LV power.

2.1.4 Myocardial Oxygen Consumption

Total oxygen consumption (2–10ml/mn/100 g) is subject- and age-dependent.
The heart has the highest arteriovenous O2 difference. A large amount of ATP
in the CMC is yielded from aerobic metabolism. Contraction accounts for at
least about 75% of the myocardial oxygen consumption (MVO2). MVO2 is
related to the stroke work.7 The blood is supplied by the coronary arteries.
These artery entrances are located in the upper part of the Valsava sinuses of
the aortic root, immediately above the open valve cusps.

The coronary blood flow is mainly produced by two successive fluid–
structure interaction phenomena, systolic blood ejection produced by pump
contraction, and diastolic recoil of the elastic arteries. The latter produces
back flow toward the closed aortic valve with additional input in the coronary
arteries. The coronary arteries run on the heart surface. The main arteries
branch off in several large vessels that remain on the epicardium. The main
effect undergone by these arteries is the deformation of their paths. The large
coronary branches give birth to a set of small arteries that penetrate into the

7 MVO2 can be assumed to be an affine function of the heart’s mechanical work
W : MVO2 = κW + MV02b (MV02b: basal consumption).
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cardiac wall. Both the downstream compartment of coronary macrocircula-
tion and microcirculation bear strong variations of the transmural pressure
induced by the working myocardium. The blood vessels are compressed during
myocardium contraction. Therefore, perfusion is hampered by systolic com-
pression. Drainage is more or less transiently enhanced by the compression
of the upstream part of the venous network, like inferior limb venous return
(improved by the contraction of surrounding muscles, which compresses the
valved veins). Conversely, intramural artery expansion during diastole pro-
duces a beneficial aspiration effect associated with stretchening of the super-
ficial coronary bed.

O2 extraction in the capillary bed is more effective during diastole because
capillaries, which cross the relaxed myocardium, are not collapsed. The coro-
nary blood flow is equal to about 5% of the cardiac output. Whenever O2

demand increases, various substances promote coronary vasodilation: adeno-
sine, K+, lactate, nitric oxide, and prostaglandins. Coronary perfusion pres-
sure depends on the aorta root pressure, which varies strongly during the
cardiac cycle. The activation of sympathetic nerves innervating the coronary
arteries causes transient vasoconstriction mediated by α1-adrenoceptors. The
brief vasoconstrictor response is followed by vasodilation due to augmented va-
sodilator production and β1-adrenoceptor activation. Parasympathetic stim-
ulation of the heart induces slight coronary vasodilation.

Oxygen consumption of the myocardium (MVO2) can be assumed to be
an affine function of the mechanical work (W ) done during contraction and
basal oxygen consumption (MVO2b). Energy consumption by the sarcomere is
determined by the kinetics of cross-bridging. The number of cross-bridges and
the rate of cross-bridge recruitment is determined by the kinetics of calcium–
troponin bonds and sarcomere length (number of available myosin binding
sites on actin). The Fenn effect is related to the adaptation of energy liberation
by the myocardium contraction when the load undergone by the myocardium
varies during contraction.

Oxidative phosphorylation (Part I), which depends on oxygen transfer, is
regulated to adapt to fluctuations of either oxygen supply or needs. A normal
heart can rise about 20-fold its oxygen use. Oxygen consumption increases par-
ticularly with the cardiac frequency, but electron transfer in the respiratory
chain can be reduced due to insufficient oxygen supply. Oxygen availability in
the mitochondria depends on its transport from the adjoining coronary cap-
illaries across the extracellular medium and cardiomyocyte. However, both
the extra- (<2µm) and intra-cellular (<10 µm) spaces represent a very short
transport distance. Furthermore, a mitochondrium population is located near
the sarcolemma and myoglobin carry oxygen in the cytosol down to the mito-
chondria in the cell core. Yet, the intracellular transport is not fast enough to
match the rate of consumption. Consequently, gradients in oxygen concentra-
tion can be observed in the cytosol of cardiomyocytes, although the myoglobin
near the sarcolemma is almost fully saturated with oxygen [24]. Neverthe-
less, intrinsic respiratory regulation in the mitochondria of the cell center can
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compensate for relatively slow oxygen transport within cardiomyocytes, elec-
tron transfer being sustained despite reduced oxygen supply. The electro-
chemical gradient across the mitochondrial membrane is thereby maintained
for suitable mitochondrial functioning.

2.2 Large Blood Vessels

The blood pressure maintains a suitable blood flow, which is distributed
among the different parts of the body and physiological systems (Table 2.6).
Blood irrigates the heart pump, brain (the control center), endocrine organ
(remote regulation), bone marrow (source of blood cells), lungs of the strongly
energy-consuming human body, muscles, ligaments and bones (life gestures),
digestive tract (nutrient input), kidneys, liver, etc. The main organs regulating
blood volume are the kidneys. The kidneys receive about 20% of the cardiac
output for blood processing by filtration and reabsorption. The liver acts as a
filter (detoxifying various substances), a storage (for glucids, vitamins, etc.),
and an excretory gland (bile).

Beyond the large arteries, blood pressure abruptly drops and the systolo-
diastolic pressure difference decays. The pressure drop occurs mostly in arte-
rioles and moderately in capillaries. In the venous bed, most of the pressure
decrease is observed in the venules with little further drop in large veins.
Therefore, a small pressure difference is sufficient to fill the atrium. Blood ve-
locity decreases from the arteries, with a scale (peak value) of O(10 cm/s), to
the capillaries with a magnitude of O(0.1 mm/s). The pressure in pulmonary
circulation is much lower than that in systemic circulation. Flow rate, although
the right pump is weaker, is identical because the pulmonary resistances are
smaller.

Pressure variations follow external constraints. The main factors that affect
the pressure values are blood volume, ejection volume, and vascular resistance.
Blood volume mainly depends on [Na+] and cardiac function, and the vessel
tone on [K+] (Part I).

Table 2.6. Estimated blood flow distribution (%) among body parts (datum vari-
ability).

Compartment [25] [26] [27]

Heart 3 4 4
Brain 14 13 13
Skeletal muscle 15 21 21
Kidneys 22 19 20
Other abdominal organs 27 24 24
Skin 13 10
Lungs, pelvis, etc. 6 9
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2.2.1 Arterial Circulation

Left ventricle pressure soars during isovolumetric contraction to reach a value
close to the minimum of the aortic pressure. During systolic ejection, the
pressure of the left ventricle is slightly higher than that of the aorta. Both
pressures reach their maxima and decrease.

In certain subjects who have thick-walled hearts, the pressure wave dis-
plays two peaks. Several indices can then be calculated. The augmentation
index (AIx), derived from the ascending aortic pressure waveform, is the dif-
ference between the first and second systolic pressure peaks (the first peak
being lower than the second), expressed as a percentage of the pulse pressure.
(Pulse pressure is defined as systolic pressure minus diastolic pressure.) This
index has been used as a measure of systemic arterial stiffness and additional
load imposed on the left ventricle. Increased AIx is related to the risk of coro-
nary heart disease. The so-called time to reflection (TR) is the time from the
foot of the pressure wave to the first systolic peak. The diastolic pressure time
interval (DPTI) is the time from the foot of the pressure wave to the dicrotic
notch. The systolic pressure time interval (SPTI) is the time from the dicrotic
notch to the end of the waveform. The subendocardial viability ratio (SEVR) is
the ratio of the diastolic pressure time interval to the systolic pressure time in-
terval. Applanation tonometry assess the augmentation index and pulse wave
velocity; but the use of this technique to derive the central waveform from
non-invasively acquired peripheral data needs to be validated [28].

The arterial pressure pa evolves between its systolic ps and diastolic pd
values during the cardiac cycle (Table 2.7). The systolic pressure reflects the
cardiac output and distensibility of elastic arteries, whereas pd is an index of
peripheral vessel state. The pulse pressure is the difference between ps and pd.
It mainly depends proportionally on stroke volume and is inversely propor-
tional to arterial compliance. The mean arterial pressure (mAP) is currently
estimated by pd + (ps − pd)/3.8 mAP decreases from the aorta (∼13 kPa) to
the arterioles (∼5 kPa). The arterioles are the main site of blood flow resis-
tance and control blood input into the capillaries. mAP can be considered
in a first approximation as the product CO × SVR (SVR: systemic vascular
resistance). Arterial pressure has a circadian pattern. Pressure values increase
progressively with aging up to 120% after 60 years old. Vessel pressure varia-
tions along the circulatory network are given in Table 2.8.

Pressure variations drive the unsteady blood flows, the flow time varia-
tions being complex (multi-harmonic signal; Chap. 5). Moreover, the waveform
varies with the vessel station. Ranges of cyclic variations in blood velocity in
several arteries is given in Table 2.7. Values of the flow rate extrema in the
femoral artery and duration of the acceleration and deceleration phases are
provided in Table 2.9.

8 mAP is underestimated using 0.333 as a multiplier rather than 0.412: mAP =
pd + 0.412(ps − pd) [29].
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Table 2.7. Blood flow quantities in proximal arteries (Sources: [30, 31]).

Artery Velocity Pressure
(cm/s) (kPa)

Aortic arch −20–60 10.7–16.0
Descending thoracic aorta −10–60 9.3–15.3
Abdominal aorta −10–60 9.3–15.3
Common iliac artery −7.5–60 8.7–13.3

2.2.2 Venous Return

The veins are distensible (the venous compartment is used as blood storage)
and collapsible, especially thin-walled superficial veins. Gravity causes blood
pooling in the legs in the upright position. The main vein goal is to provide
the heart filling flow (venous return), with a lower velocity than in arteries,
the right heart pumping blood into the pulmonary circulation. The venous
return is the blood volume reaching the right atrium which is equal to the
cardiac output. The venous return is inversely proportional to the central
venous pressure (CVP∼0.25–0.80 kPa for CO of 5 l/mn). The central venous
pressure decreases with inspiration, thereby increasing venous return, due to

Table 2.8. Indicative pressure (kPa) evolution in the vasculature.

Compartment Mean Systolic Diastolic

Systemic circulation

Aorta 12.7 16 11.2
Artery 12 16.8 10.6
Arteriole 9.1 12.5 7.7
Capillary 3.5
Vein 1.5

Right heart

RA 0.9 1.2 0.4
RV 1.1 3.9 0.8

Pulmonary circulation

Artery 1.7 2.9 1.2
Arteriole 2 0.7
Capillary 1.2 0.5
Vein 1 0.2

Left heart

LA 1 1.9 0.3
LV 5 16 0.5
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Table 2.9. Flow features in the femoral artery in a healthy volunteer at rest
(Source: [32]).

Accelerating flow duration 90–100 ms
Latency between ECG R wave and systolic ejection 190 ms
Decelerating flow duration 140–190ms
qsmax 40 ml/s
qmin −12 ml/s
qdmax 6 ml/s
q̄ 4 ml/s

negative intrathoracic pressure at inspiration and increased intra-abdominal
pressure.

The flow in large veins undergoes cardiac activity. The jugular vein pulse is
characterized by an a wave generated by atrial contraction, which is followed
by a x valley associated with the peak jugular velocity, due to atrial relaxation
and descent of the atrioventricular floor during ventricular ejection, the down
slope being interrupted by a c wave induced by the carotid artery pulse (ac-
celeration phase of the arterial flow) [33]. The following v wave occurs during
ventricular relaxation, and the y valley, shallower than that of the x, during
rapid ventricular filling.

Several agents act on venous return (Tables 2.10 and 2.11). The main fac-
tors affecting venous flow include: (1) the pressure difference between venules
and the atrium, (2) muscular tone of the venous wall, (3) venous compliance
and venous blood volume, (4) external pressure, in particular pressures in
the abdominal and thoracic cavities, which vary during the respiratory cycle,
and (5) massage by skeletal muscle contraction. Muscle contractions help ve-
nous return by compressing the surrounding veins equipped with valves. Both
intra-abdominal and intra-thoracic pressures decrease during the inspiration
(lung inflation) and increase during the expiration [34]. Respiration-induced
flow rise and decay in the inferior vena cava are observed with a phase lag in
the thoracic segment with respect to the abdominal one. Moreover, the hep-
atoportal contribution explains the quantitative difference between these two
IVC segments. The respiratory cycle affects venous return via the systemic
and hepatoportal venous supplies in the opposite way [34]. The systemic ve-
nous flow rises, whereas the hepatoportal venous contribution decays during
inspiration. Like in the arteries, venous tone is governed by the autonomous
nervous system. Venous flow is thus a time-dependent flow, especially in veins
close to the heart due to rhythmic activity of right cardiac pump and respi-
ration, as well as in leg veins due to muscle contraction-assisted flow. In the
leg veins, the peak velocity V̂q = 20–30 cm/s and the mean velocity V q = 2–
4 cm/s.
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Table 2.10. Influence agents on venous tone.

Constriction Deep inspiration
Hypoxemia
Hypopressure in carotid sinus
Central hypercapnia
5HT
Cold

Dilation Rest
Hyperpressure in carotid sinus
ACh

2.2.3 Coronary Circulation

The left and right coronary arteries and their main epicardial branches func-
tion as distribution vessels. The epicardial arteries branch into smaller arteries,
which dive into the myocardium and give birth to the microvasculature with its
resistance vessels and dense capillary network along the cardiomyocytes. The
huge capillary density with respect to cardiomyocyte population minimizes
transport distance. A close contact between capillaries and cardiomyocytes is,
indeed, necessary to provide oxygen for suitable ATP synthesis, a major fac-
tor of myocardium contraction, whereas calcium ion is a major determinant
of excitation-contraction coupling (Chap. 6). Tissue perfusion for nutrient
transport and drainage for catabolite removal are effected by a complex vas-
culature. The microcirculation with arterioles, capillary bed, and small and
large draining venules, are wholly intramural. The large venules merge to form
the venous collector. Large veins are epicardial like large arteries.

The volume of blood in epicardial coronary arteries has been estimated
to be equal to about 1.6 ml/100 g of left ventricle tissue for a perfusion
pressure of 13.3 kPa, the right coronary bed ususally contributing about 15 %
of the volume in the common structure of the coronary tree [35]. The left
coronary artery irrigates both ventricles; the coronary flow that perfuses the

Table 2.11. Influence factors on the venous pressure.

Vis a tergo Capillary pressure

Vis a fronte Cardiac function

Vis a latere External pressure
Muscle contraction (limbs)
Breathing (abdomen, thorax)
Vein tone

Vis a parte interiore Vein volume
Energy dissipation
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right ventricle is about 65% of that of the left ventricle. Blood volume in the
intramyocardial bed is assessed to be 4–5 ml/100 g of left ventricle tissue.
The capillary density ranges from 1.3 to 5 per square millimeter in mammal
hearts.

Blood flow at the entrance of the coronary arteries deeply varies during the
cardiac cycle. The entry segment of the coronary arteries is perfused during
ventricular ejection. They receive a portion of the flow which crosses the open
aortic orifice during the systole, the valve reaching at most about the level of
the artery axis (Fig. 2.3).

The coronary circulation has two special strongly time-dependent features.
Epicardial vessels undergo strong path deformation over the beating heart dur-
ing the cardiac cycle (Chap. 5). Time-dependent vessel curvature is associated
with a variable motion amplitude due to changes in heart cycle period.

Intramural vessels can be compressed during systole by contracted car-
diomyocytes and expand during myocyte relaxation. Capillary bore varies
from 4.5 to 9 µm, especially due to myocardium activity. Systolic perfusion
is then hampered, whereas drainage is transiently stimulated by the collapse
of the upstream venous network. The arterial inflow reaches its greatest val-
ues during diastole, at least in the larger left coronary artery (Fig. 2.4), and
venous outflow during systole [36]. During systole the blood flow rate has
been found to be greater in deformable epicardial arteries than in intramural
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Figure 2.3. Coronary arteries receive blood during systolic ejection from the left
ventricle and during the diastole from restitution of stored blood by the elastic
arteries (strong windkessel effect). Aortic valve leaflets begin to close from the peak
transvalvar flow, then reducing the coronary input. The first inflow is followed by a
second distolic inflow (Fig. 2.4), characterized by a second peak flow.
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arteries, and conversely during diastole. The amplitude of the pressure cyclic
variations is much higher in intramural arteries than in epicardial arteries.

Myocardial contraction reduced the caliber of penetrating arteries (dias-
tolic bore range: 140–650 µm) to about 17% of end-diastolic values, whereas
the bore of epicardial coronary vessels increased during systole to about 8%
of the end-diastolic value [37]. The compression degree is stronger in the deep
wall than in the superficial wall. The longitudinal dimension increases up to
about 5% of the end-diastolic value.

Conversely, luminal expansion of intramural arteries associated with a cur-
vature increase of epicardial arteries during ventricular myocardium relaxation
enhances coronary filling. After the peak flow through the aortic valve, the
pressure difference between the aorta and any capillary bed reaches its highest
values and favors tissue perfusion. When the aortic valve closes, the elastic
arteries shrink and the left ventricle enters its isovolumetric relaxation phase.
The pressure decays abruptly in the left ventricle and more slowly in the ar-
teries due to the windkessel effect, whereas it decreases much more in the
coronary circulation owing to myocardium relaxation. Coronary perfusion is
particularly enhanced during this time interval of the cardiac cycle.

Phasic vasomotor activities might explain heterogeneity in transit times
of blood particles between myocardium regions. Coronary flow is mainly
characterized by a heterogeneous regional distribution of blood among the
myocardium layers from the inner part (subendocardium) to the outer one
(subepicardium). The pressure within the heart wall, indeed, decrease from
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Figure 2.4. Flow rates in the left and right coronary artery (adapted from [38]). The
phasic flow pattern of the coronary flow is related to the compression of intramural
vessels by the contracting myocardium. During diastole, the coronary vessels can
be irrigated, although the pump is not propelling blood, because of the windkessel
effect associated with the large elastic arteries, mainly the aorta.
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the endocardium to the epicardium, at least during the systole [35]. A triple
layer model has been developed that includes the deep subendocardium, mid-
myocardium, and superficial subepicardium.

A retrograde flow can occur in the arteries of the deep and middle com-
pressed myocardial layers toward the arteries of the subepicardial layer [35].
However, the retrograde flow is mostly concealed by the distensible epicar-
dial arteries. The distensible epicardial arteries can indeed store about 75%
of stroke volume during the systole. During the following diastole, the blood
stored in the epicardial arteries is discharged with the flow incoming from the
aorta into the intramural arteries. The flow remains anterograde in arteries of
the subepicardial layer as well as in veins of all layers.

Certain small coronary arteries of the mid-myocardium might convey ret-
rograde flow during systole. Cardiomyocyte sets form branched bundles, along
which are located the capillaries. The cardiomyocyte shortening direction cor-
responds to the main axis of the cardiac myofiber. The distance of the between-
cardiomyocyte space decays. The capillary between two myofibers can be more
or less compressed. Nevertheless, the collagen struts between the cardiomy-
ocytes and capillaries could adapt the capillary path and cross-section, avoid-
ing strong narrowing of the capillary lumen and reduction in needed oxygen
supply.

The perfusion pressure that drives the blood from the entrance of the
coronary arteries to the right atrium varies from a minimum of 10 to 10.5 kPa
to a maximum of 14 to 15 kPa. However, coronary flow responds not only to
upstream coronary perfusion pressure but also to the energetic needs of the
myocardium. Myocardial perfusion is mainly adjusted to oxygen extraction by
changes in coronary resistance. Coronary flow is proportional to the oxygen
supply when the arterial oxygen content is normal [35]. Oxygen demand is
more relevant to heart perfusion than the blood driving pressure (Sect. 2.6.1).

The autoregulation of the coronary flow refers to the maintenance of my-
ocardium perfusion despite changes in perfusion pressure when myocardium
metabolism is kept constant. Autoregulation extends for a given range of per-
fusion pressure. The autoregulation range depends particularly on mammal
species and age. Coronary autoregulation usually works for perfusion pres-
sures between 8 and 20 kPa. Autoregulation fails first in the deep myocardium
when perfusion pressure reaches the threshold (either upper or lower) of the
autoregulation range [35].

Autoregulation is set up before any usual regulatory effect occurs. Oth-
erwise, the vasomotor tone of the coronary arteries is regulated by sym-
pathetic nerves and several vasoactive substances (acetylcholine, adenosine,
prostaglandins, leukotrienes, histamine, serotonin, atrial natriuretic peptide,
angiotensin, endothelial-derived vasoactive molecules, etc.).

Coronary reserve at any perfusion pressure is expressed by the differ-
ence between autoregulated and maximally vasodilated flow. Coronary reserve
hence is the ability to increase flow for maximal extraction of oxygen from the
coronary blood. Normal hearts have a four- to fivefold reserve.
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Flow resistance is hence composed of three varying components: (1) fric-
tion; (2) the resistance associated with the autoregulated vasomotor tone for
flow adaptation to the myocardium demand and coronary flow reserve; and
(3) transient additional systolic resistance induced by the contracting my-
ocardium.

Blood flow distribution can be centrally controlled at the local level,
particularly targeting arterioles, independently of neural and hormonal sig-
nals. Increase in cardiac activity augments coronary blood flow. Activation of
sympathetic nerves of the coronary vasculature induces transient and slight
vasoconstriction mediated by α1-adrenoceptors. Vasoconstriction is followed
by vasodilation caused by vasodilators associated with β1-adrenoceptor ac-
tivation of the myocardium to increase the coronary flow for the raised
metabolic activity. Parasympathetic stimulation generates a small coronary
vasodilation. Additionally, endothelial production of nitric oxide mediates
coronary vasodilatation.

2.2.4 Pulmonary Circulation

Pulmonary blood volume is shared between the arterial, capillary and venous
compartments with volume of about 150, 100, and 200 ml, respectively. Blood
flow rates are nearly equal in serial pulmonary and systemic circulation due to
permanent adaptation of blood ejections between both hearts. The circulation
time between the pulmonary valve and the left atrium is less than 4 s. The
mean capillary circulation time is about 700ms, whereas the time required
for a balance between alveolar gas and blood is lower than 300 ms. At rest in
the lying position, ∼0.7 < ppa < ∼3.3 kPa and ∼0.4 < ppv < ∼1.3 kPa. The
pulmonary vessel resistance (PVR) is smaller than 8 kPa/l s. The pulmonary
blood flow is subjected to cyclic variations of intrathoracic pressure and non-
direct upstream (venous return and preload) and downstream effects of the
systemic circulation. During inspiration, the intrathoracic pressure decreases
and the vessel transmural pressure increases; and the reverse during expira-
tion. Pulmonary vasoconstriction is induced by alveolar hypoxia, pH increase,
α-stimulating substances, and angiotensin-2, whereas α-blocking molecules,
acetylcholine, and bradykinin generate vasodilation.

The pressure range in the pulmonary microcirculation is lower than in the
systemic one. Because the pressure drop in the alveolar capillaries is small,
RBC transit time rises for efficient gas exchanges. Due to slow travel through
the alveolar capillaries, leukocyte concentration in the lung parenchyma is
greater than in the organs perfused by the systemic circulation.

Nonuniform distribution of the perfusion in the different lung regions is
due to the hydrostatic pressure difference between the lung apex and basis.9
Ventilation distribution is aimed at partially matching the perfusion varia-
tions. The lung is generally subdivided into three zones [39]. Zone 1, where

9 Hydrostatic pressure decrease with height at a rate of ∼100Pa/cm for arterial
(pa) and venous (pv) pressure and ∼0.1 Pa/cm for alveolar pressure (pA).
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pv < pa < pA is characterized by collapsed pulmonary capillaries. Zone 2,
where pv < pA < pa is a transitional region where capillaries may undergo
distal partial closure. In zone 3, where pA < pv < pa, the capillaries are
dilated.

2.3 Microcirculation

The microcirculation, with its four main duct components: arterioles, capillar-
ies, venules and terminal lymphatic vessels, regulates blood flow distribution
within the organs, the transcapillary exchanges, and the removal of cell wastes.
Arterioles are small precapillary resistance vessels. They are richly innervated
by sympathetic adrenergic fibers and highly responsive to sympathetic vaso-
constriction via both α1 and α2 post-junctional receptors. It is thus a major
site for SVR regulation. The primary function is flow regulation, thereby de-
termining nutrient delivery and catabolite washout. They partially regulate
capillary hydrostatic pressure and fluid exchanges. In some organs, precapil-
lary sphincters can regulate the number of perfused capillaries. Venules are
collecting vessels. Sympathetic innervation of larger venules can alter venular
tone which plays a role in regulating capillary hydrostatic pressure.

Large lymphatic vessels have muscular walls. Spontaneous and stretch-
activated vasomotion in terminal lymphatic vessels helps to convey lymph.
Lymph circulation is mainly under local control. Smooth muscle cells of the
stretched lymph vessels, indeed, rhythmically contract at low frequency due
to lymph accumulation. Sympathetic nerves cause contraction. Valves direct
lymph into the systemic circulation via the thoracic duct and subclavian veins.
Lymph flow is very slow. Lymph has a composition similar to plasma but with
a small protein concentration. The protein concentration in the lymph is about
half that of plasma.

The capillary circulation, characterized by: (1) a low flow velocity, and
(2) a short distance10 between the capillary lumen and tissue cells, is adapted
to molecular exchanges (Table 2.12). Capillaries indeed are the primary site of
exchange for fluid, electrolytes, gases, and macromolecules, mainly by filtra-
tion, absorption, and diffusion. Fluid can move from the intravascular com-
partment to the extravascular spaces, composed of cellular, interstitial, and
lymphatic subcompartments. The transport of fluid and solutes (electrolytes
and small molecules) is determined by hydrostatic and osmotic transendothe-
lial pressures,11 as well as endothelium permeability (Fig. 2.5). Fenestrated
capillaries obviously have a higher permeability than continuous capillaries.
10 The capillary wall is constituted by: (1) the glycocalyx, (2) the endothelium with

possible pores or tight junctions according to the perfused territories, and (3) a
basal membrane.

11 Capillary hydrostatic pressure is normally much greater than tissue hydrostatic
pressure. The net hydrostatic pressure gradient across the capillary is positive
from the lumen to the tissue in the upstream capillary segment. It drives fluid
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In most capillaries, there is a net filtration of fluid by the capillary endothe-
lium (filtration exceeds reabsorption). Excess fluid within the interstitium is
removed by the lymphatic system.

Table 2.12. Main features of the capillary circulation.

Length 0.2–0.4 mm
Radius 4 µm
Between-capillary distance 10–30µm
Capillary density 300–5700 (heart)
Total surface 60–1100mm2/mm3 of tissue (heart)
Volume 106 µm3 (∼500 RBCs in a capillary)
Compartmental blood volume ∼300 ml (∼5% of total blood volume)
Transit time 0.6–3 s
Pressure 3.5–4 kPa (arteriolar side)

1.5–2.9 kPa (venular side)
Capillary set flow 100ml/s
Mean velocity ≤1mm/s
Hematocrit <Ht in large vessels (Fahraeus effect)
Viscosity µ=µ(Rh,Ht) (Fahraeus-Lindqvist effect)

Diphasic flow of deformed cells
Plasma skimming & cell screening

Flow regulation by recruitment (precapillary sphincter) and possible shunt

endothelium
blood

lymph

interstitium p πp π

3.7 3.1 3.51.6

Figure 2.5. Capillary exchanges associated with hydrostatic and osmotic pressures
value (kPa) distribution.

out of the capillary into the interstitium. The plasma osmotic pressure is usu-
ally much greater than the interstitial osmotic pressure. The osmotic pressure
gradient across the capillary favors fluid reabsorption from the interstitium into
the capillary. The osmotic pressure difference must be multiplied by a reflection
coefficient associated with capillary permeability to the proteins responsible for
the osmotic pressure. The net driving pressure for fluid motion is determined by
the sum of the hydrostatic and osmotic contributions.
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As tissue fluid volume is three to four times larger than plasma volume, tis-
sue fluid serves as a reservoir that can supply additional fluid to the circulatory
system or draw off excess. In pathological circumstances,12 the interstitium
can become edematous. Excess accumulation of water in the intersticium is
due to lack in reabsorption into the capillaries and/or filtration into the lym-
phatics.

The capillary flow locally depends on the upstream resistance in the arteri-
oles and the downstream resistance in the venules. Local control of substance
transport to the tissue is done by: (1) recruitment of terminal arterioles (the
higher the number of open capillaries, the greater the solute delivery and
waste removal); (2) possible autoregulation (maintainance of a constant flow
despite changing vascular pressure) associated with the cellular activity; and
(3) vascular permeability.

2.3.1 Microvascular Permeability

With the exception of the liver, adrenal, and bone marrow sinusoids, in which
the endothelium has large pores, the endothelium constitutes a selective bar-
rier between blood and tissue. A filter at the luminal entrance to the endothe-
lial clefts provides low permeability to macromolecules. In most microvessels,
macromolecule transport is done by transcytosis and not porous clefts. Mi-
crovascular exchange is mainly passive. The permeability coefficients relate
the net fluxes of fluid (Jw) and solute (Js) driven by concentration (c) and
pressure (p) differences. Four coefficients are involved, hydraulic conductivity
(Gh), diffusional permeability (P), solvent drag coefficient (κd) and osmotic
reflection coefficient (κo)13 [40]. “Ideal” solutes have an osmotic reflection co-
efficient equal to that of the solvent drag. During inflammation, capillaries
become leaky. VEGF, histamine, and thrombin disturb the endothelial bar-
rier [41]. The thrombin disrupt the VE-cadherin–catenin complex in adherens
junctions.

2.3.2 Exchanges of Water and Hydrophilic Solutes

Materials that can cross the vessel wall include respiratory gases, water, ions,
amino acids, carbohydrates, proteins, lipid particles, and cells. The capillary
permeability is high for water and moderate for ions, lipids, and proteins. Fluid
motion between blood and tissue fluid is mainly determined by two opposing
12 Increase in fluid volume within the interstitium leads to tissue swelling, or edema.

Such an increase can be due to: (1) an increased capillary hydrostatic pressure
and venous pressures associated with heart failure or venous obstruction; (2) de-
creased plasma osmotic pressure; (3) increased capillary permeability caused by
pro-inflammatory mediators and damaged leaky capillaries; and (4) lymphatic
obstruction.

13 The osmotic reflection coefficient of a porous membrane is a measure of the
selectivity of the membrane to the solute of interest.
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forces, hydrostatic and osmotic pressure differences between blood and tissue
fluid. Water flux results from the imbalance between hydrostatic and osmotic
pressures, for given features of the vessel wall layer and exchange surface
area. A net motion of water out of (positive water flux) or into (negative
water flux) the vessel leads to filtration and absorption, respectively. Plasma
is hence filtered out of the capillary entry segment and reabsorbed back into
capillary exit segment. Hydraulic conductivity measures the porosity of the
capillary wall for the water flux. The filtration coefficient is the hydraulic
conductance per unit exchange surface area. The ultrafiltrate has the same
ion concentration as plasma and does not contain large molecules.

Nutrients and metabolic wastes are transported between blood and tissue
cells by convection associated with fluid motions and diffusion according to
the concentration gradient, facilitated by the very slow blood flow in the capil-
lary and thereby by a high residence time. The diffusion from a compartment
of higher concentration to a region of lower concentration across a membrane
of infinitesimal thickness is governed by the Fick law. Brownian motion states
that substance flux is proportional to the solute permeability coefficient, which
depends on diffusion coefficient and solute solubility, transport surface area
and concentration gradient. The reflection coefficient, or selectivity coefficient,
measures the probability of solute penetration across the vessel wall. A reflec-
tion coefficient equal to 1 means that the vessel wall is impermeable to the
molecule (most of the proteins are responsible for the osmotic pressure); a
coefficient equal to 0 means that there is no transport restriction (such as
small solutes like salts or glucose), and in the range bounded by these two
values, that the wall layer is semipermeable to solute with some amount that
does not penetrate (reflected off) the barrier.

In microvessels with continuous endothelium, the main route for water and
solutes is the endothelium cleft, except when tight junctions exist. Transcapil-
lary water flows and microvasculature transfer of solutes, from electrolytes to
proteins, in both continuous and fenestrated endothelium, can be described
in terms of three porous in-parallel routes: (1) a water pathway across the en-
dothelial cells, (2) a set of small pores (caliber 4–5 nm), and (3) a population of
larger pores (bore 20–30 nm) [40]. The estimated between-cell exchange area
is on the order of 0.4% of the total capillary surface area. The pore theory
simulates the cleft passages between adjacent endothelial cells in continuous
endothelium. The array of junctional strands between endothelial cells is in-
deed interrupted at intervals, allowing water and solute fluxes. The associated
fiber matrix model of capillary permeability associated with the endothelium
glycocalyx (thickness ∼100 nm; fiber spacing of 7 nm) provides a basis for
the molecular size selectivity, especially in a fenestrated endothelium. A thin
matrix at the cleft entrance can indeed be a major determinant of the per-
meability properties of the capillary wall. Such a fiber matrix model can also
be applied for the cleft itself, because large portions of the cleft contain ma-
trix components. Models have predicted that the fiber layer (typical thickness
100 nm), which extends from the endothelium surface into the cleft entrance
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region, sieves solutes [42]. Pore density is defined by the effective fraction of
the cleft width used for molecular exchange. Pore size is determined by the
interfiber spacing in a fiber matrix at the cleft entrance. The whole mem-
brane permeability coefficient is the sum of the different route coefficients.
The membrane reflection coefficient is the sum of the individual coefficients of
the in-parallel paths weighted by the fractional contribution of each path to
membrane hydraulic conductivity. Despite its limitations,14 the pore theory
is a useful pedagogical tool. Moreover, any fiber matrix-based modeling must
not only take into account fiber size and volume, but also matrix organiza-
tion [40]. The effective pore radius, a selectivity measure, is determined by
the interstices in the fiber matrix, which depend on matrix composition and
arrangement. The effective pore number is determined by the size and fre-
quency of endothelium passages, in the intercellular spaces as well as through
the cells. Water and small solutes can indeed cross the endothelial cells, using
specific channels.15 However, the contribution of the transcellular transfer to
the net flux is supposed to be either small or negligible.

Elevated transmural pressures on endothelial cell culture on porous, rigid
supports increase the endothelial hydraulic conductivity [44]. It is postulated
that elevated endothelial cleft shear stress induced by increased transmural
flow causes the hydraulic conductivity increase via a NO–cAMP-dependent
mechanism.

2.3.3 Macromolecule Permeability

Macromolecules can cross the endothelium between the cells (paracellular
transport) or through endothelial cells (transcytosis), using receptors, specific
or not, and vesicles. The macromolecule flux from the blood to the intersti-
tium can occur in post-capillary venules because their endothelial cells have
simple intercellular junctions. Microvascular wall models have been proposed
with pores for small and intermediate-sized molecules and transendothelial
channels for macromolecules. However, the macromolecule transport, which
is convection-independent, needs endothelial vesicles. Vacuole-like structures
have been observed, isolated inside the endothelial cell or from luminal mem-
brane invaginations, or connected to the abluminal compartment [45]. The lu-
minal and abluminal surfaces of the capillary endothelium indeed are dynamic,
with invaginations and protrusions associated with environmental stimuli.
Moreover, vesicle translocation between luminal and abluminal membranes
is accelerated as the transendothelial pressure is raised. Endothelium perme-
ability can increase by vesiculo–vacuolar organelle without formation of trans-
or intercellular gaps.

14 Macromolecular transport is not always coupled to water flows. Furthermore,
there are capillaries with no large pores.

15 Aquaporins (Aqp) are membrane water-transport proteins [43]. Aqp-1 is found
in endothelia.
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2.4 Rhythmicity

The cardiovascular system is subjected to circadian rhythms due to molecular
clock gene activities, as well as to shorter rhythms via, in particular, the func-
tions of the autonomous nervous system and the adrenal glands, characterized
by time variations of hormone release (catecholamines and corticosteroids).
Besides, exposure to environmental stress leading to adrenal responses also
varies during the day.

Molecular clocks exist not only in the suprachiasmatic nucleus of the hy-
pothalamus (central pacemaker) but also in most tissues, especially aorta,
liver, kidney, and heart for cardiovascular system functioning. The clock gene
mPER1 is found in the heart, veins, and arteries. Peak PER1 activity oc-
curs during the late night in cultured heart tissues and all arterial samples,
whereas the phases of the rhythms in veins vary according to the anatomi-
cal location [46]. The molecular clock includes positive and negative feedback
loops governing circadian gene expression [47]. In particular, genes of the
molecular clock regulate enzymes of the synthesis of catecholamines.

Hormones control the expression of vascular clock genes, such as CLOCK
and MOP4, via nuclear receptors RARα and RXRα [48]. A suprachiasmatic
nucleus clock can entrain the phase of peripheral clocks via chemical cues, such
as rhythmically secreted hormones. However, circadian gene expression in pe-
ripheral cells can be uncoupled from cyclic gene expression in the suprachias-
matic nucleus [49]. For example, the glucocorticoid hormone analogue dexam-
ethasone transiently changes the phase of circadian gene expression in liver,
kidney, and heart, but does not affect cyclic gene expression in neurons of the
suprachiasmatic nucleus [50].

Time variations in cardiac frequency and arterial blood pressure are the
most well known cardiovascular rhythms.16 Stroke volume and cardiac output
undergo circadian rhythms even at rest but they can be less easily monitored.
Blood flow peaks are observed in early afternoon [51]. Vascular reactivity to
adrenaline is greater in the early morning (3–4 h). Sympathetic tone and
cathecolamine concentration have higher values during early day-time hours
than during the night. Blood volume increases during evening and decreases
at midnight, in association with circadian renal activity. Plasma levels of hor-
mones (renin, angiotensin, aldosterone, and atrial natriuretic peptide), as well
as of plasma proteins (clotting and fibrinolytic factors)17 and hemoglobin con-
tent bear daily rhythms. Consequently, the circadian clock can explain the
fluctuations in hemodynamic values.

Seasonal variations in lipid concentrations have been observed. Total
cholesterol level, as well as LDL and HDL cholesterol levels, are higher in
the winter in most studies (spring in some investigations) and lower in the

16 Nocturnal heart rate and blood pressure can decay down to 0.5 Hz and 4 to
7 kPa.

17 Fibrinolytic activity falls during early morning hours.
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summer (autumn in certain works), with substantial monthly fluctuations.
The change magnitude and month for high and low levels can depend on
the subject, especially on the subject’s age, gender, and ethnic group. Other
biomarkers of cardiovascular risk have less been explored.

The circadian clock influences cardiovascular diseases. The clinical onset
of both myocardial infarction and stroke occurs more frequently in the early
morning than at other times of day. Endogenous rhythms of numerous physi-
ological parameters (cardiovascular, pulmonary, hematologic, and endocrine)
determine timing of medications. β-Blockers and calcium channel blockers
lower blood pressure and heart rate much more during the day than during
the night owing to the time variation in sympathetic tone, metabolism, and
pharmocokinetics [51]. Other cardiovascular drugs also exhibit daily variations
in activity. Treatment timing coordinated with body clock hence increases its
efficiency.

2.5 Convective Heat Transfer

Convective heat transfer by the blood acts in homeothermy of the human
body. Circulatory heat exchangers and conservers allow the heat or cooling
of the body, depending on environment and body18 conditions, heat being
convected by blood circulation. The main exchange surfaces (with a given
thermal conductivity) are the lungs and skin. Blood heat is transferred to the
alveolus air to be exhaled or to the environmental air across the exchange
tissues, the thin alveolo-capillary membrane, or the skin with its numerous
cell layers. Heat exchangers can be bypassed, especially in the limbs with two
venous networks, the superficial under the skin and the deep accompanying
the arteries, with anastomoses between them.

Cancer treatments can use thermal ablation,19 which are less invasive than
surgery. Therapy efficiency depends on the local blood flow. Heat transfer
models use heat source(s) and sink(s) and effective conductivity to describe
the thermal influence of blood flow. A continuum model cannot account for the

18 During exercise, body temperature rises.
19 Image-guided radiofrequency ablation treats cancers particularly localized to the

liver, kidney, and adrenal glands by heating. One or more radiofrequency needles
are inserted into the tumor. Cryotherapy uses gas refrigerated cryoprobes, which
are inserted inside the tumor, initiating the formation of ice balls to destroy can-
cerous cells by freezing and thawing processes. One of the main difficulties is the
determination of the optimal position of the probes and treatment duration for
complete destruction of cancerous cells without damaging too much surrounding
normal cells. Another kind of tumor therapy consists of thermal and mechani-
cal exposure to high-frequency focused ultrasound (HIFU). Tumor antigens and
other compounds released from destroyed cells can stimulate the anti-tumor im-
munity. The optimal exposure time is an important parameter to avoid damage
of normal cells, especially walls of neighboring blood vessels.
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local thermal impact of the vasculature, with countercurrent vessel segment
pairs. The vasculature must also be modeled, down to a certain diameter, and
be combined with a continuum model for heat transfer in the irrigated tissues.

The bioheat transfer equation proposed by Pennes in 1948 is used in phys-
iological heat transfer modeling [52]. The Pennes model provides the rate of
heat change in a given body tissue from the sum of the net heat conduction
into the tissue, metabolic heat generation, and heating (or cooling) effects
of the arterial supply.20 The blood flow-associated convective heat transfer
term is given by: qbCb(T − Ta) (qb: organ perfusion rate per unit volume of
tissue; cb: specific heat of blood; Ta: arterial temperature; and T : local tissue
temperature). The energy field in the perfused tissue domain is given by the
bioheat transfer equation:

ρtisctis
∂T

∂t
= ktis∇2T + qbCb(T − Ta) + qmet + qs,

where ctis the specific heat of the explored biological tissue, ρtis its density,
ktis its thermal conductivity, qmet the metabolic heat source (rate of energy
deposition per unit volume assumed to be homogeneously distributed through-
out the tissue of interest, but usually neglected), and qs a possible heat source
(e.g., in the case of thermal ablation). This equation is coupled to the equation
of energy field in the flowing blood domain, which includes: (1) a directional
convective term due to the net flux of equilibrated blood ρbcb(u · ∇T ) (u:
blood velocity, which can be composed of two terms, a hemodynamic com-
ponent and acoustic streaming component generated by mechanical effects of
high-frequency focused ultrasound when this therapeutic procedure is used to
destroy the tumor); (2) the contribution of the nearly equilibrated blood in a
tissue temperature gradient kb∇2T (kb: perfusion conductivity); and (3) heat
deposition qh due to an imposed source:

ρbcb
∂T

∂t
= kb∇2T − ρbcb(u · ∇T ) + qh.

Values of the thermal conductivity and diffusivity of cardiac and arterial walls
are given in Tables 2.13 and 2.14.

The heat transfer coefficient for the blood can be evaluated from the Sieder-
Tate equation, when qmcp/(λTL) > 6:

hhd/λT = 1.75(qmcp/(λTL))1/3(µw/µ)0.14,

where d is the vessel bore, L its length, hh the heat transfer coefficient,
λT the thermal conductivity, qm the mass flow rate, and µw the near-wall
blood/plasma viscosity at wall temperature.

20 Pennes underestimated the magnitudes of the conduction and convection terms
in the energy balance, using inappropriate values of tissue thermal conductivity
and tissue perfusion rate.
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Spatial variations in temperature distribution has been computed in a 3D
muscle vascular model [54]. The tissue domain is composed of a twin artery
and vein, which give birth to dichotomic trees of arterioles and venules, with
eight generations of paired, closely spaced vessels, assuming property con-
stancy at each generation. The arteriovenous spacing, vessel bore and density,
and flow rate depend on tissue depth. An efficiency function, which depends
on the volumic tissue blood perfusion rate and radial coordinate, is proposed
to improve the bioheat equation. Using an appropriate procedure to analyze
Pennes data, the data support the theory [55]; but the Pennes model, like new
bioheat transfer models, lacks experimental validation and reliable evaluation
of tissue properties [56].

2.6 Regulation of the Circulation

The heart adjusts the body requirements by increasing the ejection volume
and its beating frequency. Stroke volume depends on heart inotropy and on
pre- and afterload. The afterload is determined by the arterial resistance,
which is mainly controlled by the sympathetic innervation (the higher the
resistance and arterial pressure, the smaller the ejected volume). The preload
affects diastolic filling, and consequently, the end-diastolic values of the ven-
tricular volume and pressure. Stroke volume can rise from about 70 ml to 100
ml, i.e., an increase of almost 50%, and the cardiac frequency from about 60
to 180 or more, i.e., a threefold augmentation. The cardiac output is thereby
adjusted using mainly the beating rate rather than stroke volume.

Table 2.13. Mean and standard deviation (SD) of thermal conductivity
(mW/cm/C) and diffusivity (× 103 cm2/s) of aortas and atherosclerotic plaques at
35C (Source: [53]).

Tissue Thermal conductivity Thermal diffusivity
Mean SD Mean SD

Normal aorta 4.76 0.41 1.27 0.07

Fatty plaque 4.84 0.44 1.28 0.05
Fibrous plaque 4.85 0.22 1.29 0.03
Calcified plaque 5.02 0.59 1.32 0.07

Table 2.14. Mean and standard deviation (SD) of thermal conductivity
(mW/cm/K) and diffusivity (× 103 cm2/s) of myocardia at 37 C (Source: [53]).

Thermal conductivity Thermal diffusivity
Mean SD Mean SD

5.31 0.37 1.61 0.20
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Figure 2.6. Neural control of the blood circulation (SSS: stretch-sensitive sensor;
BR: baroreceptor, which responds to pa; CR: chemoreceptor, which reacts to pH,
pO2 , and pCO2).

The blood circulation is controlled by a set of regulation mechanisms,
which involve the central command (the nervous system; Fig. 2.6), the
endocrine organs via hormone release (Table 2.15) and local phenomena
(mechanotransduction; part I). Acting like very fast wired and wireless com-
munications, neural and endocrine signals allow the cardiovascular system to
adapt to environmental changes, regulate, and synchronize the functions of
more or less autonomous cell sets.
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2.6.1 Vascular Autoregulation

The primary function of local blood flow control in the circulation is to pro-
vide an adequate nutrient supply with respect to tissue activity, especially to
maintain equilibrium between oxygen delivery and consumption. Blood flow
distribution can be centrally controlled and at the local level, particularly
targeting arterioles, independently of neural and hormonal signals.

Organ perfusion is autoregulated when the blood driving pressure varia-
tions has only a slight effect on the local blood flow. A nearly constant flow is
maintained whereas the blood pressure is varying. Autoregulation occurs for
a given pressure range. The pressure–flow relationship exhibits a very small
slope (nearly a plateau) in the autoregulatory range, and more or less steep

Table 2.15. Additional vasoactive substances from remote, regional or local ori-
gin (VIP: vasoactive intestinal peptid; CGRP: calcitonin gene-related peptid; NMJ:
neuromuscular junction; VDt: vasodilation; VCt: vasoconstriction; Source: [57]).

Molecule Effect

Vasodilation

Histamine Inhibition of NAd release from arteriole NMJ
NO release

Dopamine Inhibition of NAd release

Bdk NO release

Ach NO release

VIP Enhancement of ACh release and effects

Enkephalin

CGRP

5HT NO release
Arteriole vasodilation
Enhancement of action of NAd and ATn2
Artery vasoconstriction

NAd Major α1 and moderate β1 effects
NO release

Ad α (VCt) and β (VDt) effects

Vasoconstriction

ATn2 PLC activation

ADH PLC activation
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slopes outside the autoregulatory range21 (Fig. 2.7). Autoregulation, indeed,
fails whether the perfusion pressure is too low, dropping below the lower
limit of autoregulation (the local blood flow decreases with decaying blood
pressure), or too high, rising above the upper limit (the local blood flow in-
creases with the soaring blood pressure). Autoregulation is done by modifying
the vascular resistance (ratio between the perfusion pressure and blood flow:
R = ∆p/q). When the blood pressure increases, the blood flow augments
and the stretched arteriole walls contract. The vasoconstriction elevates the
vascular resistance. The local blood flow subsequently decreases. Conversely,
when blood pressure decays, the resulting vasodilation decreases the vascular
resistance and the local blood flow increases.

The heart, kidneys, and brain are organs that exhibit a strong autoreg-
ulation. Skeletal muscle and viscera circulation shows a moderate autoreg-
ulation. Skin circulation displays slight autoregulation. When hypotension
occurs, baroreceptor reflexes induce vasoconstriction in the systemic vascula-
ture. The blood flows to the brain and myocardium do not significantly decay
because of autoregulation, at least if the arterial pressure does not decline
below the autoregulatory range. Partial occlusion (stenosis) of large distribu-
tion arteries causes reduced pressure in irrigating arteries. The downstream

RR

p

q

p

q
autoregulation autoregulation

vasoconstriction
vasodilation
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p

vasodilation vasoconstriction
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autoregulation

maximum maximum

Figure 2.7. Autoregulation of local blood flow. (Left) Perfusion of certain organs is
autoregulated when the blood driving pressure either decays or rises, the local blood
flow being maintained almost constant by either vasodilation or vasoconstriction of
the organ vasculature. (Right) Autoregulation occurs for a pressure range, between
the lower (LLA) and upper limit of autoregulation (ULA).

21 The blood vessel is maximally vasodilated below the lower limit and maximally
vasoconstricted above the upper limit of autoregulation. Below the autoregula-
tory range, the pressure–flow relationship of the selected vessel indeed follows
the non-linear pressure–flow curve of the vessel which is maximally dilated after
vasodilator infusion into the explored organ, that disables autoregulation. The
blood vessels passively dilate with increasing pressures, hence reducing flow resis-
tance and augmenting flow rate. Above the autoregulatory range, the pressure–
flow relationship of the vessel follows the pressure–flow curve of the vessel that
is maximally constricted.
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resistance vessels dilate in response to reduced pressure and blood flow to avoid
local hypoxemia. Therefore, autoregulation ensures adequate blood flow and
oxygen delivery to the essential organs.

Smooth muscle tone is controlled by the blood stresses applied to the
vessel wall and by metabolic and myogenic mechanisms. However, autoregu-
lation mechanisms vary among organs. The pressure-dependent activation of
vascular smooth muscle cells of the cerebral arterioles is the main regulator of
blood flow in the brain. The greater the wall stretch, the stronger the vaso-
constriction. Increased vessel wall stretch caused by rising perfusion pressure
activates phospholipase-C which leads, via cytochrome-P450-4A, to the pro-
duction of 20-hydroxy eicosatetraenoic acid, which in turn, activates protein
kinase-C [58]. Protein kinase-C inhibits potassium channels, especially the
calcium-activated potassium channel, modifying the membrane potential22 of
the smooth muscle cells and inducing vasoconstriction. The metabolic activity
of the nerve cells also acts. Glutamic acid is released from metabolically active
neurones, stimulating astrocytes for arachidonic acid production. Arachidonic
acid is converted by cytochrome-P450-2C11 to epoxyeicosatrienoic acid, which
stimulates calcium-activated potassium channels, antagonizing 20-hydroxy
eicosatetraenoic acid. Cerebral autoregulation thereby results from a bal-
ance between vasoconstriction generated by 20-hydroxy eicosatetraenoic acid
and vasodilation induced by epoxyeicosatrienoic acid. The astrocytes also re-
lease other vasoactive molecules, such as thromboxane-A2, prostacyclin, and
prostaglandin-E and -F. The calcium-activated potassium channels can be
affected by various mediators (nitric oxide, adenosine, and prostacyclin).

Renal autoregulation is mainly located in glomerular arterioles. Stretch-
activated vasoconstriction and tubulo–glomerular feedback maintain nearly
constant blood flow. The tubulo–glomerular negative feedback deals with
increased delivery of water and salts to the distal tubule, which causes vasocon-
striction. This feedback can be affected by angiotensin-2, nitric oxide, throm-
boxane, 20-hydroxy eicosatetraenoic acid, and ATP.

Coronary blood flow is tightly coupled to oxygen demand, the myocardium
having a very high basal oxygen consumption. Increase in cardiac activity
augments coronary blood flow. Coronary autoregulation works for perfusion
pressures between 8 and 26 kPa. Coronary circulation produces vasoactive
substances. Endothelial production of nitric oxide mediates coronary vasodi-
latation. Coronary endothelial cells can also produce epoxyeicosastrienoic
acids, which cause coronary vasodilatation. ATP-gated potassium channels and
adenosine are implicated. Ischemic myocardium releases increased amounts
of adenosine, which regulates the coronary flow. Oxygen is a major medi-
ator. Myocardial oxygen consumption increases when coronary blood flow
augments, antagonizing autoregulation. In abnormal states, coronary autoreg-
ulation can change. Hypoperfused human epicardial coronary arteries change

22 The membrane is maintained in a relatively depolarized state, partially because
of inhibition of K+ channels.
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their autoregulatory responsiveness. Vasoconstriction distal to the site of coro-
nary angioplasty results from altered autoregulation [59].

2.6.2 Neural Effects on Heart and Blood Vessels

The nervous control of the circulation operates via: (1) afferents (from the
cardiovascular apparatus and other endocrine glands), (2) interconnecting
neurons, and (3) efferents (from the nervous centers).23 These neurons are
either peripheral or central, with excitatory and inhibitory synapses. The af-
ferent neurons are constituted of three main types: barosensitive (afferents
from the arterial baroreceptors), thermosensitive (cutaneous vasoconstrictors
activated by hypothermia, emotions, and hyperventilation),24 and glucosensi-
tive (adrenaline release from the adrenal medulla stimulated by hypoglycemia
and physical exercise) afferents from the blood vessels, heart, kidneys and
adrenal medulla. The neurons include two usual kinds: (1) parasympathetic
cholinergic neurons, which mainly innervate the heart, and (2) sympathetic
noradrenergic neurons which innervate the heart and the vessel walls.25

Sympathetic and parasympathetic neurons modulate cardiovascular dy-
namics. Parasympathetic efferent pre-ganglionic neurons in the medulla
oblongata project axons via the vagi to intrinsic cardiac parasympathetic post-
ganglionic neurons. Sympathetic pre-ganglionic neurons in the spinal cord
send axons to post-ganglionic neurons in paravertebral ganglia. The inter-
dependent sympathovagal command concept states that the activated sym-
pathetic inhibits the parasympathetic and vice versa. Intrathoracic ganglia
process centripetal and centrifugal informations using short loops.

The main targets of the nervous control are: (1) nodal tissue, (2) car-
diomyocytes, and (3) vascular smooth muscle cells. The brain gets signals
from sensors and adjusts the circulatory parameters to match its needs.
Activation of sympathetic efferent nerves to the heart increases heart rate
(positive chronotropy C+), contractility (positive inotropy I+), and conduc-
tion velocity (positive dromotropy D+) (Table 2.16). Parasympathetic nerves
have mostly negative effects but quicker than those of the sympathetic nerves
(Table 2.17).26 Bothsympatheticandparasympatheticnervesactsynergetically.
23 The head nervous system is here considered as the center of the regulation loop.

It receives signals from peripheral organs via afferent nerves and sends cues to
visceral effectors through efferent nerves. The nervous regulation of the blood
circulation is composed of cholinergic pre-ganglionic neurons of the central ner-
vous system, which lead either to peripheral control nodes, such as para- or
prevertebral sympathetic ganglia, endocrine glands, especially adrenal glands
(catecholamine secretion), or visceral ganglionic networks.

24 Skin circulation is mostly regulated via the rostral ventromedial medulla and
medullary raphe [60].

25 When it is not caused by vascular or renal disorders, hypertension can be due
to a strong sympathetic tone.

26 Parasympathetic effects on inotropy are weak in the ventricle and significant in
the atria.
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Table 2.16. Neural activation of circulatory organs.

Effect Sympathetic Parasympathetic

Heart

Bathmotropy (CMC excitability) B− B+
Chronotropy (emission frequency C+ (major) C− (major)

of action potential)
Dromotropy (conductibility) D+ (moderate) D− (major)
Inotropy (CMC contraction force) I+ (major) I− (minor)
Tonotropy (distensibility) T+ T−

Blood vessels

Resistance + (major) Non-significant
Capacitance − (minor) Non-significant

Whenever the sympathetic system is activated, the parasympathetic activity is
downregulated and reciprocally. In blood vessels, sympathetic activation con-
stricts arteries and arterioles. The vasoconstriction causes an increase in resis-
tance and pressure, and a decrease in distal blood flow. Sympathetic-induced
constriction of capacitance veins decreases venous blood volume and increases
venous pressure. Most blood vessels in the body do not have parasympathetic
innervation. The overall effect of sympathetic activation is to increase the:
(1) cardiac output, (2) systemic vascular resistance, and (3) arterial blood
pressure.

Perivascular adrenergic and cholinergic nerves release many types of neu-
rotransmitters, including peptides, purines, and nitric oxide (usual cotrans-
mission),27 for blood flow regulation at the regional or general scale. The
endothelium deals with blood flow control at a local scale;28 however, both
regulators interact.

Sympathetic nerves express both nerve growth factor receptor TrkA and
Sema3a receptor neuropilin-1. The semaphorin Sema3a promotes the ag-

Table 2.17. Response speeds of various commands of the cardiovascular system.

Command Response

Parasympathetic Very quick (fc)
Sympathetic Quick (fc, SV)
Biochemical Slower (fc, SV)

27 ATP is released as a co-transmitter with noradrenaline for sympathetic vasocon-
striction in small arteries and arterioles.

28 Strong, local blood flow variations, as well as hypoxia lead to changes in vascular
tone mediated by the endothelium.
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gregation of neurons into sympathetic ganglia during early embryogenesis.
Cardiomyocyte-derived chemoattractant nerve growth factor is required for
sympathetic axon growth and innervation in the heart. The neural chemore-
pellent Sema3a is abundantly expressed in the trabecular layer in early-stage
embryos, then restricted to Purkinje fibers after birth. Sema3a builds a trans-
mural sympathetic innervation patterning, characterized by an epicardial-
to-endocardial innervation gradient [61]. Alterations in Sema3a expression
triggers various kinds of arrhythmias.

Nervous signals are integrated in the cardiovascular center, which is lo-
cated in the brainstem. Various subgroups of nerve cells determine: (1) the
cardio-inhibitory, (2) cardio-excitatory, and (3) vasomotor areas. The cardio-
inhibitory center sends an inhibitory efferent pathway to the SAN via vagal
parasympathetic fibers. The other two centers project sympathetic fibers to
the SAN and the myocardium on the one hand, and the smooth muscles of
blood vessel walls on the other hand.29 The cardiac centers maintain a bal-
ance between the inhibitory effects of the parasympathetic nerves and the
stimulatory effects of the sympathetic nerves.

Limbic (App. A.3), cortical, and midbrain structures function for the short-
term regulation of blood pressure by the sympathetic tone. The background
activity of the sympathetic tone for long-term control of the blood pressure
is driven by neurons of the rostral ventrolateral medulla, the spinal cord,
hypothalamus and nucleus of the solitary tract [60] (Fig. 2.8). The nucleus
of the solitary tract is an integrative center for blood circulation control. It
directly receives cues from baroreceptors, voloreceptors, and chemoreceptors,
as well as many synaptic inputs. The spinal cord receives chemical (tissue
oxygen content) and physical (tissue stretch) outputs. The hypothalamus,
with its paraventricular and dorsomedial nuclei, is another integrative center
for the regulation of blood circulation. The dorsomedial nucleus is implicated
in environmental stresses. Neurons of the paraventricular nucleus are affected
by blood volume, pressure, and osmolality.

The regulation of renal sympathetic activity by arterial baroreceptors uses
the rostral ventrolateral medulla. The renal nerve response is also induced by
hepatoportal osmoreceptors, arterial baroreceptor, and voloreceptors. The re-
sponse to atrial voloreceptors involves the nucleus of the solitary tract and the
paraventricular nucleus of the hypothalamus to regulate sodium reabsorption
by the kidney, and subsequently blood volume. Peripheral and brain osmore-
ceptors and hypothalamic sodium receptors, particularly in the median pre-
optic nucleus, affect renal sympathetic activity. Other central osmoreceptors
and sodium receptors are located in circumventricular organs.

Circulating hormones, such as aldosterone, control blood circulation via
the circumventricular organs (subfornical organ, organum vasculosum lamina
terminalis, and area postrema). Circulating hormones, such as angiotensin-2,

29 Both the heart and the blood vessels are effectors of excitatory sympathetic
fibers.
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also directly affect the sympathetic ganglia. Angiotensin-2 also acts on the
median preoptic nucleus, the nucleus of the solitary tract, the rostral ventro-
lateral medulla, and the paraventricular nucleus of the hypothalamus. The
central nervous system has its own receptors, responding to changes in blood
gas levels (O2 and CO2) via brainstem chemoreceptors, and in sodium and
osmolality via hypothalamic receptors. Endothelial nitric oxide synthase in
the rostral ventrolateral medulla reduces blood pressure.

Post-ganglionic sympathetic vasoconstrictor fibers use noradrenaline as a
neurotransmitter. The resting frequency of 1 to 4 Hz can increase to 10 Hz.
Inactive units may be recruited. Vasodilator fibers are not involved in the
bulk regulation of the peripheral resistance, but locally increase the blood
flow. Sympathetic vasodilator fibers arise from the cerebral cortex, and, after
a synapse in the hypothalamus, go through the medulla to alter the activity
of the pre-ganglionic vasodilator fibers. The post-ganglionic fibers of the sym-
pathetic vasodilator system are cholinergic. The parasympathetic vasodilator
fibers participate in autonomic reflexes, such as digestive secretion.

Exercise activates the sympathetic system, thus increasing blood pres-
sure and blood flow to skeletal muscles, whereas it reduces the blood flow
to other body organs, such as the kidneys. Two main mechanisms increase
sympathetic nerve activity: (1) the exercise pressor reflex, and (2) the central
command. The exercise pressor reflex arises from chemo- (muscle metabore-
flex) and mechano-receptors (muscle mechanoreflex) of skeletal muscles, which
stimulates the nervous centers via afferent fibers. The central command simul-
taneously activates the locomotor and cardiovascular systems.

Muscle metaboreflex desensitization and mechanoreflex sensitization are
observed after myocardial infarction. During exercise, exaggerated sympa-
thetic activation, with augmented muscle sympathetic signaling and excessive
renal vasoconstriction,30 occurs in heart failure. Moreover, the rise in muscle
blood flow decays with respect to normal vasculature. The renal and lumbar
sympathetic responses associated with the central command increase in heart
failure, causing excessive peripheral vasoconstriction [62].

2.6.2.1 Heart Rate Regulation

The heart is able to beat independently. The cardiac frequency is higher than
the activity rhythms of the main processes involved in the regulation of blood
flow (Table 2.18). Adaptation needs a slight delay.

The nervous system regulates the cardiac frequency (fc), in superimpo-
sition of heart automatism, to adapt fc to the changing needs of the body.
However, the frequency increase is bounded by the necessary diastolic filling
associated with venous return and the diastolic perfusion of the coronary ar-
teries. Various sensors of the circulatory system send messages to the cardiac
centers, which respond by sending messages to the heart.
30 Renal vasoconstriction reduces the blood supply, causing excessive renin secre-

tion and inappropriate salt and water retention.
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Figure 2.8. Nervous regulation of the blood circulation, especially sympathetic
activity and its influence agents (adapted from [60]). An increase in blood pres-
sure activates baroreceptors and inhibits cardiac, renal, and vascular sympathetic
efferents. The baroreceptor reflex dampens short-term fluctuations of blood pres-
sure. However, it can be reset via both neural and humoral mechanisms such that
the operating range is shifted without reduction in reflex sensitivity. The nucleus
of the solitary tract (NST), hypothalamus (HT), with its paraventricular nucleus
(PVNH) and median preoptic nucleus (MPO), are integrative centers for the reg-
ulation of blood circulation. The interneurons (releasing γ-aminobutyric acid) of
the caudal ventrolateral medulla (CVLM) inhibit barosensitive neurons of the ros-
tral ventrolateral medulla (RVLM). RVLM neurons coexist in a pons region with
the ventral respiratory column (VRC) neurons for coordination of respiration and
circulation, and a cluster of adrenaline-synthesizing neurons (C1). Circumventric-
ular organs are implicated, such as subfornical organ (SFO), organum vasculosum
lamina terminalis (OVLT), and area postrema (AP). Efferents neurons include sym-
pathetic pre-ganglionic (SPGN), sympathetic ganglionic (SGN), parasympathetic
(pSN), and parasympathetic post-ganglionic neurons (pSpGN). Others involved ner-
vous structures comprize caudal pressor area (CPA), lateral hypothalamus (LtH),
lateral tegmental field (LTF), a noradrenergic cluster located at the pontomedullary
junction (A5). The cutaneous circulation is mainly regulated via the rostral ven-
tromedial medulla (RVMM) and raphe. Stimuli of neuronal activity include aldos-
terone, angiotensin-2 (ATn2, which acts on median preoptic nucleus, PVNH, NTS,
RVLM, and SPGN), ions (especially sodium and pH), and blood gas (cf: cardiac
frequency, sv: stroke volume).
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Additional factors such as hormones and body temperature also influ-
ence fc. Under stresses, cathecolamines are released from the adrenal medulla
into the circulation to produce an increase in heart rate. Thyroid hormones,
thyroxin (T4) and triiodothyronine (T3), accelerate fc and modulate heart
contraction. Elevation of the body temperature is associated with fc increase.
Conversely, hypothermia is accompanied by fc reduction. The ion concen-
trations in the extracellular environment may have a significant influence on
cardiac function. Potassium excess in the extracellular environment ([K+]e)
reduces fc and contractibility, as well as calcium level [Ca++] reduction.
Excessive [Na+] depresses cardiac function, whereas Na+ deficiency in the
extracellular space leads to cardiac fibrillation.

2.6.2.2 Arterial Pressure Regulation

Blood pressure is regulated by short-, mid-, and long-term mechanisms
(Fig. 2.9). Both blood pressure and the sympathetic activity undergo a circa-
dian rhythm. Arterial pressure depends on both cardiac output31 and vascular
resistance:

pa = fc × SV × SVR.

In the short-term control, the arterial pressure is monitored by suitable recep-
tors, mainly baroreceptors;32 adjustments are made via neural mechanisms,
which change the cardiac output and peripheral resistances. Long-term control
of the blood pressure involves indirect monitoring of blood volume. Hormonal
mechanisms restore the blood volume and indirectly the blood pressure. The
long-term regulation involves: (1) the renin–angiotensin system, (2) natriuretic
peptides and (3) antidiuretic hormone (Sect. 2.6.6).

Table 2.18. Rhythmic processes associated with blood flow.

f (Hz)

Heart cycle 1
Respiratory cycle 0.3
Vessel myogenic activity 0.1
Neurogenic control activity 0.04–0.4
Endothelium metabolic activity ≤0.01

31 q = fc × SV. The heart rate is mainly regulated by the nervous system (both
parasympathetic and sympathetic components), as well as by hormones. Stroke
volume is controlled by myocardial contractility and its regulating factors (sym-
pathetic command), pre- and afterload, with their sympathetic command, and
circulating regulators.

32 Baroreceptors have a rest activity associated with the sympathetic tone of the
vascular smooth muscle cells. They react with bursts synchronized with the
arterial pressure pulse and respiration.
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Blood volume and, subsequently, blood pressure are controlled by fluid
and electrolyte (particularly sodium and potassium) excretion by the kidney
(Sect. 2.6.6). Defective salt reabsorption in a portion of the distal nephron
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Figure 2.9. Influence factors and regulation of arterial pressure. The arterial pres-
sure is determined by the cardiac output and total systemic peripheral resistance.
Cardiac output depends on cardiac functioning (chronotropy, inotropy, etc.) and ve-
nous return, itself particularly affected by volemia and vascular compliance. Blood
pressure thereby is controlled by the autonomic nervous system, each factor being
regulated by either the sympathetic system or both the sympathetic and parasym-
pathetic systems. The sympathetic baroreflex is a feedback loop, with afferents from
baroreceptors. The distention of the arterial wall following an increase in blood pres-
sure activates the baroreceptors, and subsequently inhibits cardiac, renal, and vaso-
motor sympathetic efferents to restore the blood pressure. With the parasympathetic
counterpart, the sympathetic baroreflex is first aimed at dampening short-term fluc-
tuations of blood pressure with appropriate resetting when the blood pressure adapts
to the imposed conditions, such as during exercise. The new operating range then
does not disturb reflex sensitivity. The sympathetic activity fluctuates because of
the time-dependent nature of arterial baroreceptor activity, polysynaptic transmis-
sion through the baroreflex loop, and breathing. These factors are also regulated by
endocrine (renin–angiotensin–aldosterone system, cathecolamines, vasopressin, and
natriuretic peptides) and paracrine factors. The total peripheral resistance is mainly
determined by the activity of the sympathetic system and by local autoregulations.
The kidney is the primary regulator of extracellular fluid volume and electrolyte
balance. The kidney participates in blood pressure regulation via the relationship
between the renal blood pressure and natriuresis. Any increase in sodium retention
produces an initial blood volume expansion, then an increase in blood pressure as-
sociated with a rise in cardiac output. Subsequent tissue overperfusion leads to an
increase in peripheral resistance, and cardiac output returns to its resting values.
Renal blood flow and glomerular filtration are controlled by the renal sympathetic
nerves, concentrations of circulating hormones, and renal paracrine and autocrine
factors (ATP, nitric oxide, etc.).
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leads to hypertension. Most high blood pressure disorders are, indeed, due to
either disturbed regulation of peripheral vascular resistance or defective salt
and water reabsorption by the distal nephron. Dysregulation in the renin-
angiotensin system is often implicated in arterial hypertension. Angiotensin-2
increases blood pressure via angiotensin type 1 receptors. Renal AT1Rs are
primary determinants of hypertension [63].33 Angiotensin-2-mediated aldos-
terone responses are not involved.

2.6.2.3 Other Regulations

The CVS adjusts the blood volume and distribution to provide nutrients to the
working muscles involved in postural changes and locomotion. Anticipatory
responses are obvious when the body motion is associated with any emo-
tional context [64]. However, postural changes are not necessarily preceded by
preparatory cardiovascular actions.

Other autonomic regulation mechanisms include thermoregulation and res-
piration frequency-dependent respiratory sinus arrhythmia (RSA)34 which,
together with baroreflex regulation, affect heart rate. Respiratory sinus ar-
rhythmia depends on respiration frequency and amplitude. The respiratory
sinus arrhythmia can require several mechanisms. Pressure variations experi-
enced by thoracic blood vessels during respiration, tereby changing afterload,
can influence the mechanoreceptors of the vasculature walls and mediate a
baroreflex. Coupling between the respiratory and circulatory autonomic ner-
vous centers can also be involved. The respiratory sinus arrhythmia can also
contribute to respiratory arterial pressure fluctuations [65]. Thermoregulation
operates at very low frequencies (below 40mHz), whereas baroreflex regula-
tion and RSA are low- ([40–150mHz]) and high-frequency ([150–400 mHz])
components, respectively.

2.6.3 Adrenergic and Cholinergic Receptors

The actions of autonomic nerves are mediated by the release of neurotransmit-
ters that bind to specific receptors in the heart and blood vessels (Table 2.19).
These receptors are coupled to signal transduction pathways. In the heart, cat-
echolamine such as adrenaline (Ad; or epinephrine) or noradrenaline (NAd;
33 AT1Rs are expressed by epithelial cells throughout the nephron, in the glomeru-

lus and renal blood vessels. Once activated, they promote sodium reabsorption
by stimulating both sodium-proton antiporter and sodium-potassium ATPase on
the apical (luminal) and basolateral plasmalemma, respectively, in the proximal
tubule of the nephron. AT1Rs stimulate epithelial sodium channels in the col-
lecting ducts. Furthermore, activated vascular AT1Rs induce vasoconstriction,
which subsequently reduces renal blood flow and sodium excretory capacity.

34 The respiratory sinus arrhythmia is the variation in heart rate occurring simul-
taneously with respiration. On the ECG traces, it induces fluctuations of the RR
interval series.
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or norepinephrine) released by sympathetic nerves preferentially binds to β1
receptors, causing I+, C+ and D+ effects (Table 2.20). G-proteins are acti-
vated, which in turn activate adenylyl cyclase. β2 Receptor stimulation has
similar cardiac effects and becomes increasingly important in heart failure as
β1 receptors become downregulated. NAd can also bind to α1 receptors on
cardiomyocytes causing increased contractility. In blood vessels, NAd preferen-
tially binds to α1 receptors inducing vasoconstriction. α receptors are linked
to intracellular calcium stores. Similar responses occur when NAd binds to
postjunctional α2 receptors located on some blood vessels. NAd can also bind
to postjunctional β2 receptors which causes vasodilation. β Receptors are
linked to adenylyl cyclase. Relaxation can be mediated by cAMP-dependent
phosphorylation and inactivation of myosin light chain kinase. NAd can also
regulate its own release by acting on prejunctional α2 (inhibition) and β2
(stimulation) receptors. Circulating Ad binds to β2 receptors, causing vasodi-
lation in some organs.

Table 2.19. Vessel innervation.

adrenergic receptor muscarinic receptor

Artery α1 M3
Vein α1, α2, β M3

Table 2.20. Types and responses of adrenergic receptors. Adrenaline is released
by the adrenal medulla, and noradrenaline is secreted by the nerves and adrenal
medulla (Source: [27]).

α1 α2 β1 β2

Ligand Ad

NAd

Second messenger IP3 cAMP

Vessel Vasoconstriction Vasodilation
(β1 < β2)

Heart C+, D+, I+, B+

Lipolysis Decreased Increased
(β1 < β2)

Glycogenolysis Increased (β1 < β2)
Insulin release Inhibition Stimulation

(β1 < β2)
Synapse Inhibition of

ACh and NAd release
Micellaneous TC aggregation stimulation of

renin release
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The stimulation of β-adrenergic receptors increases cytosolic [Ca++] and
cardiac contraction, whereas the excessive activation of β receptors induces
myocardial hypertrophy and dysfunction in the case of infarction. The Ca++–
calmodulin-dependent protein kinase-2 (CamK2) belongs to the β receptor
signaling cascade associated with maladaptive myocardial remodeling [66].
CamK2 inhibition might hamper such a pathological remodeling.

The myocardium also contains muscarinic receptors associated with adeny-
lyl cyclase and a K+ channel in the sarcolemma. Acetylcholine (ACh) released
by parasympathetic nerves bind to muscarinic receptors. ACh reduces [cAMP]
and increases K+ currents. This produces negative inotropy (I−), C− and D−
effects. In blood vessels, muscarinic receptors are coupled to the formation of
nitric oxide, which causes vasodilation. Prejunctional muscarinic receptor acti-
vation inhibits NAd release. This is one mechanism by which vagal stimulation
overrides sympathetic stimulation in the heart. Arteries in skeletal muscle are
innervated by sympathetic nerves, which release ACh to induce hyperemia,
particularly at the onset of exercise.

Vasomotor tone can be locally regulated (Part I). It is also controlled by
the autonomic nervous system (ANS), which acts by nervous35 and humoral
path.36 Adrenoceptors, stimulated by NAd, are located on arterial, arteriolar
and venous smooth muscle. They induce slow depolarizations that last for sev-
eral seconds. ATP and NAd are co-stored in synaptic vesicles in sympathetic
nerves. When they are co-released, they act post-junctionally for contraction
of the vascular smooth muscle. Purinoceptors, activated by ATP, generate
fast depolarizations. Conversely, muscarinic receptors, present in arteries and
veins have inhibitory effects. Five distinct but related muscarinic receptors
have been identified [67]. G-protein muscarinic (M3) receptor is located on
the surface of the endothelial cell. In summary, NAd and ACh induce contrac-
tion and relaxation of the vascular smooth muscle, respectively.

Heart failure is characterized by cardiac overstimulation by the sym-
pathetic nerves for compensation of decreased cardiac function, associated
with increased blood concentrations of catecholamines. During heart failure,
α2-adrenoceptors in chromaffin cells of the adrenal medulla are disturbed by
increased activity of G-protein-coupled receptor kinase GRK2, contributing
to elevated blood levels of catecholamines [68]. Normally, α2-adrenoceptors
generate via Gi/o-protein an autocrine feedback inhibition of catecholamine
secretion induced by activation of nicotinic cholinergic receptors. During heart
failure, α2-adrenoceptors of the adrenal gland loose their inhibitory func-
tion on the sympathetic system. GRK2 inhibition in adrenal glands during
heart failure restores the inhibition of catecholamine release by activating

35 Nerve fibers in adventitia act by electrochemical stimulation at neuromuscular
junctions and biochemical processes (release of neurotransmitters) preferentially
at external layers of the media.

36 Flowing vasoactive hormones act after transmural migration up to internal layers
of the media.
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α2-adrenoceptors. In the heart, GRK2 is also upregulated and reduces the
ventricular function. In the cardiomyocyte, GRK2 phosphorylates and de-
sensitizes β-adrenoceptors, thus reducing catecholamine-induced signaling via
Gs-subunit and ACase-PKA pathway, causing reduced contractility.

2.6.4 Circulation Sensors

Mechano-37 and chemosensors38 in walls of the cardiovascular system, espe-
cially in diverse cardiac regions, coronary and large intrathoracic (particularly
along the inner aortic arch and at the bases of both vena cavae) and cervical
vessels, continuously record the hemodynamics regime, transduce the signals
and fed the information to the corresponding efferent neurons.

Chemosensors, or chemoreceptors, transduce a chemical signal into an ac-
tion potential. Impulses are transmitted via the vagus into the vasomotor
centers, as well as the respiratory centers. The vascular chemoreceptors are
located in the carotid sinuses39 and aortic arch, i.e., the same sites as the
baroreceptors. Reduced O2 concentration and increased CO2 and H+ concen-
trations stimulate the chemoreceptors (Table 2.21).

Sensing is also done by the baroceptors in the high pressure system (aorta
and carotid sinuses) and the stretch receptors in the low pressure system (pul-
monary artery, ventricles, and venae cavae). Sympathetic nerve activity is
inhibited by activated lung stretch receptors and carotid and aortic barore-
ceptors. The baroceptors allow quick control by the central nervous system
to adjust the arterial blood pressure and maintain it at physiological values
(baroreflex negative feedback).40 The magnitude of the baroreceptor responses
depends on the targeted organ. The stretch receptors in the low pressure sys-
tem are more involved in the regulation of blood volume. These receptors can,

Table 2.21. Baroreceptors and chemoreceptors.

Receptor Signal Cardiac effect Vessel effect

Baroreceptor p p ↘⇒ Σc⊕, pΣc� p ↘⇒ Σc⊕
(threshold ∼8 kPa) Wall deformation (I+, C+) (vasoconstriction)
Chemoreceptor pO2 pO2 ↘⇒ pΣc⊕

37 Fast-responding mechanosensors transduce the stretch undergone by the wall
and papillary muscles under increasing luminal pressure and tension exerted by
cordae tendinea. They ensure a beat-to-beat coordination of the heart rate and
contractility.

38 Multiple chemicals can be followed up.
39 The carotid sinus is located at the carotid artery bifurcation.
40 The feedback loop is a regulatory loop that feeds the system, either negatively (an

increasing output has a suppressing effect on the triggering signal) or positively
(an increasing output produces a further rise in the output), modulating the
input by the output.
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in the longer term, change blood circulation pressure. Signal acquisition de-
pends on receptor sensitivity. The biomechanical signals are then transduced
into electrochemical events with given neural firing rates.

Baroreceptors are sensitive to the rate of pressure changes, as well as mean
pressure. The combination of reduced mean pressure and reduced pulse pres-
sure reinforces the baroreceptor reflex [69]. The background activity can either
decay or rise for blood pressure stabilization. The firing rate of the barocep-
tor nerves increases with the blood pressure, and hence the wall deformation,
from a threshold up to a maximum (saturation). Increased firing not only in-
hibits sympathetic activity to the blood vessels, heart, and kidneys, but also
increases vagal tone to the heart. Conversely, a fall in arterial pressure reduces
afferent signals, which relieves inhibition of sympathetic tone, increases the
peripheral resistances, and restores the cardiac output and subsequently the
arterial pressure.

The baroreceptors are mainly located in the heart, in the aortic arch and
in the carotid sinuses. The receptors of the carotid sinus respond to pressures
ranging from 8 to 24 kPa. Receptors of the aortic arch, less sensitive than those
of the carotid sinus, have a higher threshold pressure. Aortic baroreceptor neu-
rons exhibit mechanosensitive ion channels that are gadolinium-sensitive and
have non-specific cationic conductances [70]. The fibers of the aortic nerve
enter the adventitia, between the left common carotid and left subclavian
arteries, and separate into bundles generally containing one myelinated fiber
and several unmyelinated fibers [71]. When they are close to the aortic media,
the myelinated fiber loses its myelin sheath. Both unmyelinated and premyeli-
nated axons branch off. Sensory nerve endings of aortic baroreceptor neurons
are located in the adventitia of the aortic arch, between the left common
carotid and left subclavian arteries. The basal lamina exist around the sen-
sory terminals. The central axon terminals are located in the nucleus of the
solitary tract in the central nervous system.

Once the baroreceptors are stretched, the Hering or carotid sinus nerve
(a branch of the glossopharyngeal nerve, IX cranial nerve pair) stimulates
inhibitory areas of the vasomotor center (the nuclei tractus solitarius and
para-median in the brain stem) [25]. The aortic arch baroreceptors are inner-
vated by the aortic nerve, which then merges with the vagus nerve (X cranial
nerve), traveling to the brainstem. Efferent limbs are carried through sym-
pathetic and vagus nerves to the heart and blood vessels, controlling heart
rate and vasomotor tone. The cardiovascular nervous center responds by in-
creasing sympathetic and decreasing parasympathetic outflux. Barosensitive
sympathetic efferents control the activity of the heart and kidneys, as well as
the release of noradrenaline from adrenal chromaffin cells, and constrict the
arterioles, except those of the skin.

Multiple transmitters regulate the barosensitive neurons. Glutamate,
γ-aminobutyric acid, acetylcholine, vasopressin, serotonin, corticotropin-relea-
sing factor, substance-P, oxytocin, and orexin have been found in nerve ends
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with synapses on pressure-regulating neurons, such as C1 cells41 and the hy-
pothalamus [60].42

2.6.5 Short-Term Control of the Circulation

The control of the circulation here deals with overall circulation (rather than
local controls of blood flow in the skeletal muscles and head). The time scale
of the short-term regulation of the circulation is O(s) to O(mn), whereas for
the long term, it is O(h) to O(day). The short-term control includes several
reflexes, which involve the following inputs and outputs: arterial pressure,
heart rate, stroke volume, and peripheral resistance and compliance. So the
autonomic nervous system can receive complementary information from the
circulation and has several processing routes. The importance of a given feed-
back loop with respect to the different other reflexes can become primary in
certain circumstances or secondary in others. Nervous control of the circula-
tion must therefore take into account the whole set of involved factors. The
control of the peripheral resistance and compliance is slower than the com-
mand of the heart period and the stroke volume. Because the heart period
can be non-invasively measured, using the RR interval of the ECG records,
most investigations consider the relation between arterial pressure and heart
period. This short-term control of circulation requires: (1) receptors, (2) ner-
vous signaling, and (3) corresponding feedback loops. There are several types
of mechanosensitive receptors in the circulation. The interaction between the
receptor varieties is not clearly defined. Studies commonly are focused on
baroreceptors, which act as starting elements in the reflex regulation of arte-
rial pressure.

Both arterial pressure and RR interval vary from one heart beat to another.
The power spectrum of the RR interval serves as a measure of its neural
modulation. The relationship between arterial pressure and RR interval via
the baroreflex43 is exhibited by low- (LF) and high- (HF) frequency spectral
components. Normalized indices of LF and HF components of the spectral
analysis of RR interval variability are used, dividing the quantities by the
difference between power variance and power of very low-frequency (VLF)
component. Low-frequency oscillations in RR interval not only depend on the
baroreflex control loop but also on a central rhythmic modulation of neural
autonomic activity.
41 C1 cells belong to a cluster of adrenaline-synthesizing neurons in the pons region

where the rostral ventrolateral medulla is located. Many of C1 cells regulate the
kidneys.

42 γ-aminobutyric acid signaling from the caudal ventrolateral medulla is important
for baroreflex.

43 Arterial pressure and RR interval are considered baroreflex input and output,
respectively. The effect of arterial pressure on RR intervals and reciprocally RR
interval on arterial pressure (closed loop interaction between the two physiolog-
ical signals) is described by two transfer functions [72].
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Mayer waves, low-frequency arterial blood pressure oscillations, are ob-
served in response to decreased central blood volume, seen in upright pos-
ture [73]. The stability of the arterial baroreflex feedback is then reduced.

During exercise, the mesencephalic locomotor region inhibits the barore-
ceptor reflex by activating interneurons of the nucleus tractus solitarius (NTS),
which inhibit NTS cells receiving baroreceptor input [74].

2.6.6 Delayed Control of the Circulation

Delayed mechanisms involve circulating hormones as catecholamines, endothe-
lins, prostaglandins, nitric oxide, angiotensin, and others.

2.6.6.1 Nephron

Urination removes water, certain electrolytes, and certain wastes from the
body.44 Urine is produced in the nephrons (Fig. 2.10) by three regulated pro-
cesses: filtration, reabsorption, and secretion. Renal blood is first filtered from
the glomerulus, a capillary ball formed from an afferent arteriole and leading to
a narrower efferent arteriole, by the Bowman capsule (glomerular filtration).
The glomerular filter consists of three layers, the: (1) fenestrated endothe-
lium, (2) glomerular basement membrane, and (3) interdigitated podocyte
extensions, which completely enwrap the glomerular capillaries. The filtration
barrier restricts the passage of molecules according to their size, shape, and
charge. Water, electrolytes, glucose, amino acids, wastes (urea), and other
filtered chemical species form the glomerular filtrate. The juxtaglomerular
apparatus of the arteriole walls contains granular cells that secrete renin.

Molecules (water, glucose, amino acids, ions, and other nutrients) are re-
absorbed from the renal tubules back into the peritubular capillaries, which
drain into a venule. The tubule is composed of several segments, the: (1) prox-
imal convoluted tubule; (2) loop of Henle, with its descending limb, with its
thick (in the outer medulla) and thin (in the inner medulla) segments, and
ascending limb, with its thin (in the inner medulla and the inner stripe of
the outer medulla) and thick (in the outer stripe of the outer medulla) seg-
ments; (3) distal convoluted tubule, (4) connecting tubule, and (5) cortical
and medullary segments of the collecting duct.

About 60% to 70% of salts and water are reabsorbed at the proximal con-
voluted tubule. The descending limb of the loop of Henle is permeable to
water, but impermeable to salts. The asscending limb of the loop of Henle is
impermeable to water, the active pumping of sodium to concentrate salts in
the hypertonic interstitium, with Na+–Cl− co-transporters in particular. The
distal convoluted tubule secretes hydrogen and ammonium. Molecules (hydro-
gen ions, potassium ions, urea, and ammonia) are secreted from peritubular
capillaries into the distal and collecting tubules via either active transport
44 Nitrogenous wastes are excreted as ammonia, urea, or uric acid.
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(Na+–K+ pumps) or diffusion. The collecting duct is permeable to water ow-
ing to antidiuretic hormone and urea in its downstream segment. The distal
nephron is the site of endocrine regulation. Mineralocorticoid receptors are
located in the Henle loop, distal convoluted tubules, connecting tubules, and
collecting tubules and ducts [77, 78].

The macula densa is the specialized area of the downstream segment of
the thick ascending limb and the upstream part of the distal tubule in the
neighborhood of the afferent and efferent arterioles of its own glomerulus. The
macula densa regulates arteriolar resistance.

Solute and water transport between ascending and descending urine and
blood pipes are not only governed by osmotic forces and interstitial hydro-
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Figure 2.10. The juxtamedullar nephron with a long Henle loop. The glomerulus
with its afferent arteriole (aff Al) and efferent arteriole (eff Al), and with the Bow-
man capsule (BC). Water, electrolytes (Na, K, Cl, etc.), glucose (Glc), amino acids
(AA), urea, and other filtered chemicals form the glomerular filtrate. The tubule is
composed of several segments: (1) the proximal convoluted tubule (PCT); (2) loop
of Henle (LH), with its descending (thick [TDL] in the outer medulla and thin [tDL]
in the inner medulla) and ascending (thin [tAL] in the inner medulla and the inner
stripe of the outer medulla, thick [TAL] in the outer stripe of the outer medulla)
limbs; (3) distal convoluted tubule (DCT); (4) connecting tubule (CT); and (5)
cortical (CCD) and medullary (MCD) segments of the collecting duct. The juxta-
glomerular apparatus (JGA) secretes renin. The macula densa regulates arteriolar
resistance. Interstitial osmolarity of 300mosm/l is observed at the level of cortical
nephrons with short loops and ordinary peritubular capillaries. At the hairpin curve,
the interstitium osmolarity is equal to 1200 mosm/l or more (Source: [79]).



82 2 Cardiovascular Physiology

static pressure, but also by active processes and membrane permeability. An
osmotic gradient is caused by Na+ and Cl− transport out from the ascending
tubule to the interstitium. Interstitial osmolarity of 300 mosm/l is observed at
the level of cortical nephrons with short loops and ordinary peritubular cap-
illaries. Interstitial hyperosmolarity pulls water from descending vasa recta
and descending tubules. In the medulla, the interstitial sodium level balances
sodium concentrations in both vasa recta. Water from the descending tubule
and descending vasa recta enters in the interstitium, and then the ascending
vasa recta. At the hairpin curve, interstitium osmolarity reaches 1200 mosm/l
or more (urea leaving the collecting duct intensifies the osmotic gradient) [79].

In the nephron, sodium uptake is associated either by chloride reabsorption
or potassium secretion. Simultaneous sodium and chloride ion reabsorption
by sodium–chloride co-transporters is an electroneutral process. Electrogenic
sodium reabsorption via the sodium channel generates a negative charge in the
urinary lumen and subsequent secretion of potassium via potassium channels,
such as the renal outer medullary potassium channel. Both sodium carriers are
found in the distal convoluted tubule. When sodium–chloride co-transporter
activity is augmented, the sodium channel function decays and vice versa.

2.6.6.2 The Renin–Angiotensin–Aldosterone System

Late-adaptive mechanisms are provided by the kidneys, which control the
volemia through Na+ and water reabsorption under action of the renin–
angiotensin–aldosterone system (RAAS; Fig. 2.11 and Table 2.22). Sympa-
thetic stimulation via β1-receptors, renal artery hypotension, and decreased
Na+ delivery to the distal tubules stimulate the release of renin by the kidney.
Renin cleaves angiotensinogen (ATng) into angiotensin-1 (ATn1). Angiotensin
converting enzyme (ACE) acts to produce angiotensin-2 (ATn2). ATn2 con-
stricts the arterioles, thereby rising SVR and pa. ATn2 acts on the adrenal
cortex to release aldosterone, which increases Na+ and water retention by the
kidneys. ATn2 stimulates the release of vasopressin (or antidiuretic hormone,
ADH) from the posterior pituitary, which also increase water retention by
the kidneys. ATn2 favors NAd release from sympathetic nerve endings and
inhibits NAd re-uptake by nerve endings, hence enhancing the sympathetic
function.

The angiotensin-converting enzyme (ACE) regulates blood pressure. It
cleaves small peptides, such as angiotensin-1 and bradykinin. ACE also
shed various glycosylphosphatidylinositol-anchored proteins from the plas-
malemma. This activity is enhanced by the membrane raft disruptor fil-
ipin [75].
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Figure 2.11. The atrial natriuretic peptide (ANP) and the renin–angiotensin sys-
tem. Angiotensin-2 induces vasoconstriction associated with changes in renal hemo-
dynamics, vasculature remodeling, and release of aldosterone by the adrenal cortex
and vasopressin by the pituitary gland. Vasopressin increases water retention by
the kidneys. Its effect on vasomotor tone at physiological concentrations is negli-
gible. ANP generates vasoconstriction. In the kidneys, it inhibits renin release and
decreases sodium reabsorption. In the adrenal cortex, it inhibits aldosterone release.

Kinase WNK445 regulates the sodium–chloride cotransporter of the distal
convoluted tubule, hence switches the balance from electroneutral to electro-
genic sodium reabsorption in the distal convoluted tubule (Fig. 2.12) [80].
Kinase WNK4 inhibits the sodium–chloride co-transporter and renal outer
medullary potassium channel ROMK1. Its predominant effects target the
sodium–chloride co-transporter. Kinase WNK1 might be an inhibitor of kinase
WNK4.

Aldosterone is released by the adrenal gland either by volume loss, owing
to angiotensin-2,46 or hyperkalemia. Aldosterone favors sodium reabsorption
via the sodium channel in the mineralocorticoid-sensitive segments of distal
nephron. Kinase WNK4 can mediate the renal response to aldosterone.

45 Serine/threonine kinases WNK (with no K) are characterized by the absence of
lysine usually found in the catalytic domain of all other serine/threonine kinases.
WNK1 and WNK4 are expressed in the distal convoluted tubule, connecting
tubule, and collecting duct of the nephron.

46 Angiotensin-2 also directly stimulates renal sodium reabsorption, independently
of aldosterone.
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2.6.6.3 Vasopressin

Neurohypophyseal vasopressin exerts its regulation via three receptors, vas-
cular V1, renal V2, and pituitary V3.47 These receptors interact with specific
kinases PKC and GRK5. Vasopressin, via V1-receptor, stimulates steroid se-
cretion in adrenal glands. Cardiovascular effects of vasopressin are low, even at
high concentrations. Vasopressin regulates blood pressure, especially in patho-
physiological conditions, such as severe hypovolemia. V1a-receptor-mediated
vasoconstriction increases blood pressure (Fig. 2.13). Conversely, V2-receptor-
mediated release of nitric oxide from the vascular endothelium decreases blood
pressure via vasodilation. Therefore, the magnitude of blood pressure changes
due to vasopressin results from a summation of vasoconstriction mediated by
V1-receptors and vasorelaxation mediated by V2-receptors and NO. More-
over, vasopressin acts on the brain. Its indirect vasodilator effect is caused
by inhibiting sympathetic efferents and enhancing the baroreflex [83].48 V1-
receptors maintain the blood pressure at physiological levels, not via direct

Table 2.22. Renin–angiotensin–aldosterone system and cardiac natriuretic peptides
(Source: [76]).

Angiotensin-2 ANP

Artery Vasoconstriction Vasodilation

Myocardium I+, C+

Adrenal medulla Aldosterone release Aldosterone release inhibition

Adrenal cortex Cathecolamine release

Kidney Glomerulus filtration reduction Glomerulus filtration increase
Water and salts reabsorption Water and salt excretion
Renin release Renin release inhibition

Pituitary ADH release ADH release inhibition
(hypophysis) ACTH release

Prolactin release

Sympathetic NAd release

47 V1- and V3-receptors are also called V1a- and V1b-receptors.
48 Reflex control of the cardiovascular system mainly involves baroreceptors, af-

ferents to the central nervous system, cardiovascular centers, and sympathetic
and parasympathetic efferents to the heart and vasculature. The potentializa-
tion of baroreflexes is done via central action, activating V1-receptors in the
area postrema, and sensitization of the arterial baroreceptors, as well as cardiac
afferents.
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vasoconstriction, but by regulating the neural and hormonal actions of vaso-
pressin [84].49

Vasopressin acts jointly with noradrenaline to produce vasoconstriction.
ADH potentiates NAd action on vascular smooth muscle cells. Therefore,
significant ADH effects can be observed. Besides, electrolytes in the blood
and extracellular fluid modifies the surface polarity of smooth muscle cells and
force. Blood concentrations of O2 and CO2 also affect the force developed by
smooth muscle cells.

2.6.6.4 Natriuretic Peptides

The endocrine heart acts as a modulator of the activity of the sympathetic ner-
vous system and the renin-angiotensin-aldosterone system in particular [85]
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Figure 2.12. The distal convoluted tubule (DCT) with certain ion carriers and
receptors, as well as aquaporin and kinase WNK4, a possible effector of aldosterone
(Sources: [80, 81]). Ion carriers in epithelial cells of the distal nephron include inward
rectifier renal outer medullary potassium channel (ROMK) and sodium–chloride co-
transporter (SCC), epithelial sodium channel (ENaC). (Others such as Na+–K+ AT-
Pase, Na+–Ca++ exchanger, Na+–H+ exchanger, cation-chloride (Na+–K+–2Cl−)
co-transporter, amiloride-sensitive Na+ channel, Ca++-sensitive K+ channel, pH-
sensitive K+ channel, epithelial Ca++ channel, plasma membrane Ca++-ATPase,
calbindin-D28k, Ca++-dependent Cl− channel, ATP-sensitive Cl− channel, and H+

ATPase, are not represented here.) Mg++ is transported transcellularly by TRPM6
(it is reabsorbed paracellularly in the thick ascending limb of Henle loop [82]). Plas-
malemmal receptors include the mineralocorticoid receptor (MR), activated by al-
dosterone, angiotensin-2 receptor (AT2R), and nucleotide receptors P2X4, P2X5,
and P2X6, among others.

49 V1a receptors are strongly expressed in the nucleus of the solitary tract. V1a
receptors are thereby involved in the regulation of the baroreflex control.
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(Fig. 2.11). Natriuretic peptides50 control the body fluid homeostasis and
blood volume and pressure. Atrial (ANP) and brain natriuretic peptides
(BNP) are synthesized by cardiomyocytes as preprohormones, which are pro-
cessed to yield prohormones and ultimately hormones.51 They are then re-
leased into the circulation at a basal rate. Augmented secretion follows hemo-
dynamical or neuroendocrine stimuli. They relax vascular smooth muscle cells.
They also regulate SMC proliferation. They decrease baroreflex activity. They
have direct and indirect renal actions. ANP increases renal blood flow. It in-
hibits renin release by the kidneys, raises the glomerular filtration rate, and
decreases the tubular sodium reabsorption. In the adrenal cortex, natriuretic
peptides inhibit aldosterone synthesis and release (functional RAAS antag-
onist; Table 2.22). The endothelial production of C-type natriuretic peptide
(CNP) is stimulated by TGFβ and TNFα [87]. Endothelial CNP can regu-
late the local vascular tone (relaxation) and growth via cGMP production by
vascular smooth muscle cells. The diuretic and natriuretic effects of CNP are
much weaker than those of ANP and BNP.
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Figure 2.13. Interactions of hormones (angiotensin-2 [ATn2], atrial natriuretic
peptide [ANP], vasopressin [ADH], aldosterone, and cathecolamines) and effects on
blood circulation.

50 In the literature, natriuretic peptides are also known as natriuretic factors.
51 In cardiomyocytes, activated PKB increases the expression of the atrial natri-

uretic peptide using the phosphatidylinositol-3 kinase signaling pathway [86].
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Images, Signals, and Measurements

Si l’activité scientifique expérimente, il faut raisonner ;
si elle raisonne, il faut expérimenter.[If the scientific
activity experiments, one must reason; if it reasons, one
must experiment.] (Bachelard) [1]

3.1 Cardiovascular Imaging and Geometry Modeling

Computerized medical imaging provides subject-dependent 3D geometry of
any body organ, in particular the heart and large blood vessels. Medical im-
ages taken of the human body are mainly displayed in three main planes:
(1) coronal planes which divide the body into front and back regions; (2) sagit-
tal planes which separate the body into left and right parts; and (3) transverse
planes, perpendicular to the body axis, which split the body into upper and
lower domains. Nowadays, numerical simulations are performed in computa-
tional domains based on imaging data after 3D reconstruction. Input data for
the surface reconstruction of the target CVS compartment usually come either
from X-ray computed tomography [88–90], magnetic resonance images [91–94],
or 3D ultrasound images [95].

3.1.1 Imaging Techniques

3.1.1.1 Computed Tomography

Computed tomography (CT) uses special X-ray equipment to obtain cross-
sectional pictures of regions inside the body with gray-level scaling.1 To en-
hance vascular anatomy, an intravenous injection of a radio-opaque solution
can be made prior to or during the scan (computed angiography [CA]).

In spiral CT (SCT, or helical CT), X-rays have helical path because data
acquisition is combined with continuous motion of the acquisition system.2
SCT image entire anatomical regions in a 20- to 30-s breath hold. The patient
can hold his/her breath for the entire study, hence reducing motion artifacts.

1 The Hounsfield unit scale in each pixel expresses the attenuation coefficient coded
in 4096 gray levels. It is calibrated upon the attenuation coefficient for water and
air, with water reading 0 HU and air −1000 HU.

2 The scanner rotates continuously as the patient’s couch glides.
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Data can be reconstructed to get 3D organ displays and virtual endoscopy
provided.

Multi-slice spiral CT (MSSCT) scanners can acquire many slices in a sin-
gle rotation. Sixteen-slice MSSCT has high spatial resolution and reduces
examination time. Pre-contrast scanning (low-dose acquisition) is advisable
when bleeding is suspected; it can evaluate wall calcifications and intramural
hematomas and dissections. Contrast scanning is triggered when the bolus
reaches the region of interest (e.g., ROI intensity measurement > 180HU),
the injection duration matching the acquisition time. Special protocols can:
(1) evaluate the vessel caliber; (2) exhibit mural thrombus on aneurism wall
and demonstrate arterial supply of aneurism as well as initial flap, false and
true channels of arterial dissection; and (3) help to determine the therapy
choice between surgery and endovascular procedures (Chap. 7).

In electron beam CT (EBCT), an electron beam is generated and focused
on a circular array of tungsten X-ray anodes. Emited X-rays, which can be
triggered by ECG, are collimated and detected as in conventional CT. EBCT,
which has no mechanical motion of the X-ray source and a stationary detector
array, allows very quick scanning in 50 to 100ms. The high temporal resolution
is associated with a limited spatial resolution. The scan speed allows to get a
complete image set of the heart during a single breath-hold, or any moving and
deformable ducts [96]. EBCT is useful to evaluate right and left ventricular
muscle mass, chamber volumes, and systolic and diastolic ejection fractions.
EBCT can also measure calcium deposits in the coronary arteries. Features
of these main CTs are summarized in Tables 3.1, 3.2, and 3.3.

3.1.1.2 Magnetic Resonance Imaging

“Bref l’art poétique de la physique se fait avec des
nombres, avec des groupes, avec des spins, etc.”
(Bachelard) [97] [Brief, the poetic art of physics is
done with numbers, sets, and spins, etc.]

Table 3.1. Main features (size [mm] and time) of computed tomography.

SCT MSSCT EBCT

Slice thickness 10 1.5 → 0.6 8

Between-slice thickness 30–50% Overlapping Pair gap of 4,
contiguous dual

slicing

Scanning acquisition time ≥160 20 8–12
(s)

Slice acquisition time 100
(ms)
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Nuclear magnetic resonance imaging (MRI) uses magnetic fields and radio-
frequency waves to stimulate hydrogen nuclei in selected regions of the body
that emit radio waves [98]. The emerging signals have frequency, amplitude,
and phase components that are processed to construct images of the human
body. Magnetic field gradients are introduced to determine the spatial location
of re-emitted microwaves. Frequency and timing characteristics of the excita-
tion pulse are modified to image particular types of molecules and motions.
Each slice usually represents a thickness of 2 to 10 mm. Each pixel represents
from 1 to 5mm. MR angiography (MRA) focuses on blood vessels without us-
ing any contrast material, although contrast agents may be given to provide
better MR images [99].

Functional MR (FMR) can display the myocardium function [100]. High-
performance magnetic resonance imaging now allows high resolution and quick
image acquisition, which can provide particularly good delineation of organs
and thin-walled vessels. Phase-locking MRI can then be used to record the
vasculature deformation by imaging the selected region of the cardiovascular
system at different phases of the cardiac cycle. Imaging of soft tissue dynamics
uses MR tagging which allows for encoding of a grid of signal voids on cardiac
MR images produced with various techniques [101–105].

Diffusion tensor magnetic resonance imaging (DTMRI) is particularly
used to estimate the myofiber orientation in the heart wall. Effective dif-
fusion tensor (Deff) MRI non-invasively evaluates the structure of biologi-
cal tissues by measuring water diffusion3 using magnetic field gradient and

Table 3.2. Spatial resolution of X-ray sanners.

CT ∆x, ∆y ∆z Matrix Slice
(mm) (mm) number

MSSCT function mode 0.5 0.6 512 × 512 4
MSSCT volume mode 0.5 0.6 512 × 512 O(100)
SS-EBCT 0.7 1.5–3 512 × 512 ∼100
MS-EBCT 1 8 360 × 360 2–8

3 Diffusion of water within a tissue excited by a magnetic field gradient causes
MRI signal attenuation. The eigenvectors and eigenvalues of the voxel-averaged
diffusion tensor specify the principal directions and rates of water diffusion in
each voxel of the tissue image. The eigenvector corresponding to the maximum
eigenvalue of the diffusion tensor points in the direction of maximum rate of
diffusion assumed to be the direction of the axis of a cylindrical fiber. The ori-
entation of the eigenvectors can be defined by inclination and transverse angles.
The inclination angle of the myofiber is the angle between: (1) the intersection
line of the image plane and the plane parallel to the epicardial tangent plane
at the corresponding azimuthal position (tangent plane); and (2) the projection
of the eigenvector onto the tangent plane. The transverse angle is the angle be-
tween: (1) the intersection line, and (2) the projection of the eigenvector onto



90 3 Images, Signals, and Measurements

Table 3.3. Temporal resolution of X-ray sanners.

CT slice scan time temporal image number
(ms)

MSSCT function mode 300 60
MSSCT volume mode 300 4
SS-EBCT 50 1
MS-EBCT 30 6–40

diffusion- and non-diffusion weighted images [106]. The water Brownian mo-
tion in a medium characterized by ordered rod-like elements has a preferen-
tial path. Consequently, the probable molecule location is in an ellipsoid dis-
placement domain rather than a sphere profile when the medium is isotropic.
The effective diffusion tensor is computed from the measured apparent dif-
fusion tensor once the eigenvalues4 have been determined using six different
directions.

The regional cardiac deformation can be estimated from 3D images to
derive the wall displacement field, and in association with a biomechanical
model, compute the strain field. The viability of the myocardium when any
coronary artery becomes occluded can then be assessed. The wall strain field
provides a better analysis than the endocardial motion and allows updating
of the remodeling [111]. Using MRI, a shape-tracking approach has been pro-
posed [112]. After segmentation of the left ventricle inner and outer walls in
each slice of the initialization cycle phase, contours are propagated in the
corresponding slice of the different acquisition instants, and after checking,
assembled into endo- and epicardial surfaces. Each small patch of the original
surface is mapped to a plausible window of the ventricle deformed surface at
a given time, and the patch of the deformed surface having the most simi-

the image plane. The correlation has been checked by experiments performed in
an excised portion of the right ventricle by comparison of DTMRI and histology
myofiber angles [107, 108], but DTMRI time and space resolutions, especially in
vivo, were too large to get an accurate map of myofiber angles. More recently,
space resolution of 310 to 390µm in the slice plane with a slice thickness of 0.8 to
1 mm has been obtained in isolated dog hearts [109]. These authors extract two
local angles, the myofiber main axis angle and the cross-sheet (from endocardium
to epicardium) angle. The myofiber angle is defined by the angle between the
local circumferential tangent vector of the reconstructed mesh of the heart wall
and projection of the primary eigenvector of the voxel-related water diffusion
tensor onto the epicardial tangent plane. The cross sheet angle is determined
by the radial vector and the projection of the tertiary eigenvector of the diffu-
sion tensor, which is parallel to the cardiac sheet normal, onto the plane defined
by the radial and circumferential vectors. Images can be obtained using a slice-
selection fast spin-echo diffusion-weighted technique coupled to gradient recalled
acquisition in the steady-state (GRASS) imaging mode to define epicardial and
endocardial surfaces [110].

4 The diffusivities along the three principal axes of the ellipsoid.
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lar shape is selected. This method is questionable. The motion of the heart
wall can be tracked by phase-constrast cineMRI, like blood movement. Heart
cyclic motion can be also measured at grid points from tagged MRI [113]. MR
tagging modifies the magnetization of selected targets (tags) within the heart
wall. The wall motion between the tagging and image acquisition is captured
by tag displacement. Spatial modulation of magnetization is used to create
tagged plane.

With a relatively large acquisition window, MRI is not perfectly suited to
image the thin mobile heart valves located in rapidly moving regions during
the cardiac cycle.5 Valve position tracking and one-dimensional motion-
compensated transvalvar velocimetry have been developed using Comb6

tagging [114]. Coronary arteries undergo complex displacement due to both
respiratory and cardiac motion. Variability in heartbeat frequency is not only
associated with chaotic heart behavior, but also with the subject’s psycho-
logical response to unusual environment. The variability in respiratory and
cardiac cycle durations within and between subjects hinders movement pre-
diction. However, real-time low-resolution tracking of coronary grooves and
surrounding fats has been proposed in specific orientations, assessing minimal
motion acquisition windows and vessel locations for high-resolution imaging
(so-called image-based navigators). Proposed Cartesian frames are defined by
the long axis of the left ventricle and the atrioventricular groove.

Another new technique is magnetic particle imaging (MPI) [115]. Using
magnetic resonance imaging, contrast agents that incorporate strongly mag-
netic particles can be introduced into the body to highlight specific anatom-
ical structures (blood vessels) or serve as markers for nanoscale processes.
An external time-constant magnetic field (selection field) is applied with a
space-dependent strength. It vanishes in the center of the field of view, the
field-free point (FFP), and increases in magnitude toward the edges, where
the magnetization reaches saturation. When the particles in a magnetic field
are further excited by an additional oscillating radiofrequency field (modu-
lation field), saturated magnetic particles remain in the same state, whereas
unsaturated ones, in the FFP area, reply to the modulation field with oscillat-
ing magnetization. The latter thereby induce a signal in the detector, which
can be assigned to the poorly magnetized regions. The FFP position can be
changed through the sample, for example, by moving the object within the
coil assembly, to generate a tomographic image. The resulting map can give
the spatial distribution of the magnetic particles.

5 The displacement of the aortic valve has been estimated to be equal to 15–20
mm.

6 Comb excitation enables simultaneous tagging in multiple parallel planes during
breathhold.
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3.1.1.3 Ultrasound Imaging

Ultrasound imaging (USI) involves US propagation through biological tissues
where US are partially reflected at each acoustical interface on its path. The
echoing waves are then interpreted to create anatomical images. The quality of
echographic images depends on the: (1) axial (in the US propagation direction)
and transverse resolution, (2) ultrasonic attenuation, and (3) echo dynamics.
Because the resulting images are associated with the interaction between US
waves and tissues, the collected information can reveal the mechanical prop-
erties of the tissues through which US travel (compressibility and density).
The US attenuation, by diffusion and absorption, can also provide additional
data on tissue heterogeneity level at the wavelength scale and between-cell
cohesion, respectively. The ultrasound transducer functions as both a stereo
loudspeaker, to generate streams of high-frequency sound waves, and a mi-
crophone, to receive the echoing waves back from the internal structures and
contours of the organs. Because of the freely maneuverable probe, spatial
sampling of the produced data is both inhomogeneous and unpredictable.
Mechanical arms can be fixed to the probe and its location and orientation
can be measured. Landmarks can be attached to the probe and cameras can
track it. However, once the position and orientation of the probe are known,
the data are still noisy.

Three-dimensional transthoracic and transesophageal echocardiographies
are used for cardiac valve explorations. Intravascular ultrasound (IVUS) imag-
ing is a catheter-based technique that provides real-time high resolution im-
ages of both the lumen and arterial wall of a vascular segment. Axial and
transverse resolutions are 80 to 100µm and 200 to 250µm, respectively. Thirty
images per second can be obtained. IVUS is used to detect atherosclerotic
plaques (Chap. 7), which give a much better estimate of stenosis degree than
angiography. The angiographic evaluation indeed depends on the imaging in-
cidence angle with respect to the stenosed artery. IVUS is also used in inter-
ventional cardiology to control stent placement and assess stent restenosis.

Tissue-Doppler US is applied for tissue motion estimation using appro-
priate signal processing. The inherent limitation of the measurements is an
inability to estimate more than one velocity component. However, combined
with conventional US echography the tissue-Doppler US technique may esti-
mate cardiac wall motion. Intravascular ultrasound palpography assesses the
mechanical properties of the vessel wall using the deformation caused by intra-
luminal pressure. Regions of higher strains are found in fatty than in fibrous
plaques [116]. Contrast echocardiography can be useful for the check ups of
acute myocardial infarction in patients suffering from chest pain without ob-
vious ECG signs. This echocardiography technique requires the injection of a
contrast agent bolus.
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Ultrasound ECG-triggered elastography of the beating heart provides real-
time strain data7 at selected phases of the cardiac cycle. Periodic myocardial
thickening associated with normal heart function as well as tissue ischemia or
infarction can be detected [117].

Ultrasound guidance in interventional medicine is the cheapest and easiest
procedure. However, two main drawbacks, border and mirror-image shadows,
limit its use.

3.1.1.4 Nuclear Medicine Imaging

In nuclear medicine imaging (NMI), radioactive tracers, which have a short
life time, attached to selected substances, are administred into the patient.
Tagging molecules seek specific sites. The distribution within the body of the
radioactive isotope provides information on irrigation and the chemicophysical
functions of the explored organ. The patient is placed in a detector array and
the radiation emitted from the body is measured. NMI produces images with
low resolution and a high amount of noise, due to necessary low-radiation
doses.

The two most common types of NMI are single photon emission computed
tomography (SPECT) and positron emission tomography (PET). SPECT uses
photon-emiting radiotracers, whereas PET utilizes radiotracers that produce
positron-electron pairs. Cardiac PET combines tomographic imaging with ra-
dionuclide tracers of blood flow metabolism and tracer kinetics for quantify-
ing regional myocardial blood flow, substrate fluxes, and biochemical reaction
rates. PET assesses the regional blood volume and flow on the one hand, and
local O2 extraction rate and consumption on the other hand. Cardiac SPECT
studies myocardial perfusion with agents such as thallium-201 and technetium
tracers, at rest and during testing. Data fusion with CT or MRI images allows
us to couple physiologic activity to the underlying anatomy.

3.1.2 3D Reconstruction

Imaging devices provide non-invasively accurate and very large datasets of
discrete information on explored organs. However, output data are usually
not suitable for archiving and data processing, as well as for representing
3D geometry; polygonal models are largely preferred. This requirement for
piecewise approximations of the domain boundaries is reinforced by numerical
applications. Most of the current reconstruction algorithms convert the initial
sampled data into surface triangulations having the same degree of complexity
as the original data (i.e., a number of triangles on the order 105 to 106). Hence,

7 Displacement of the tissue between two images can be used to assess the bulk
rheology of a region of interest of the explored tissue. Elastographic scanning
map strain magnitude (image brightness) and sign (color hue associated with
compression or distention, for instance).
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to be easily manageable, the complexity of such polygonal models needs to be
simplified drastically. Surface simplification algorithms are aimed at finding a
compromise between the minimal number of triangles and the preservation of
the geometric accuracy of the surface model. In addition, specific requirements
can be imposed on resulting meshes, for instance, element shape and size for
numerical simulations. Moreover, smoothing is required to limit computational
flow errors [118].

The common technique to create a mesh from imaging data is segmenting8

and faceting. This two-step method consists first in segmenting the selected
organ in the images, and then using the segmentation surface to create the
facetization. The automatic mesh generator must be able to cope with such
surface, which is frequently full of gaps, overlaps, and other imperfections.
Various algorithms have been proposed to reconstruct a polygonal model (a
piecewise linear approximation) depending on the nature of the sampled data
(series of slices, range images, point clouds, etc.). Three classes can be defined.
Slice connection algorithms work for a series of planar parallel sections of the
target vessel. At first, a closed contour is extracted in each slice, then contours
are connected to each other between each pair of adjacent slices [119, 120].
Marching-cube approaches attempt to extract an implicit surface from a 3D
range image based on a “voxelhood” analysis. Delaunay tetrahedralization al-
gorithms, which first generate 3D triangulation over a point cloud and then
extract a bounded surface triangulation from this set of tetrahedra using suit-
able topological and geometrical criteria [121].

3.1.2.1 Level Set Methods

Level set methods are numerical techniques designed to track the evolution of
fronts [122]. Level set methods exploit a strong link between moving fronts and
equations from computational fluid equations [123]. This technique, based on
high-order upwind formulations, is stable and accurate, and preserves mono-
tonicity. Furthermore, it handles problems in which separating fronts develop,
the existence of sharp corners and cusps, and topology changes. Level set
methods are designed for problems in which the front can move forward in
some places and backward in others. The solution starts at an initial position
and evolves in time (initial value formulation). The level set method tracks the
motion of the front by embedding the front as the zero level set of the signed
distance function. The motion of the front is matched with the zero level set of
the level set function, and the resulting initial value partial differential equa-
tion for the evolution of the level set function resembles a Hamilton-Jacobi
equation. In this setting, curvatures and normals may be easily evaluated;
topological changes occur in a natural manner. This equation is solved using
entropy-satisfying schemes borrowed from the numerical solution of hyper-
bolic conservation laws. The interface between a vessel and the surrounding
tissues can be detected, the border being defined by intensity gradient.

8 Vessel bore and wall smoothness depend on the threshold.
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3.1.2.2 Marching Cubes

The marching cube algorithm is used in volume rendering to reconstruct an
isosurface from a 3D field of values [124]. The basic principle behind the
marching cube algorithm is to subdivide the space into a series of cubes. In the
framework of medical image processing, the matrix of cubes or cells is defined
by the set of voxel barycenters. The imaged region is represented as a field of
values through which the surface to be determined is defined by a threshold,
which is provided by a previous step of the image processing. The first step
is to calculate the corner values. The mean intensity values of the voxels are
assigned to the corresponding barycenters. The algorithm then instructs to
“march” through each of the cubes, testing the corner points and replacing
the cube with an appropriate set of polygons, most often triangles. This step
is done by inserting vertices at the cell edges using linear interpolation; each
vertex is positioned according to the ratio between the selected threshold
and the values of the neighboring corners. The result formed by joining the
vertices with facets is a piecewise surface that approximates the isosurface.
The isosurface can be defined by the set of intersection points between the
voxel mesh and a 3D implicit function, the value of which is given from image
thresholding. This operation is easy in case of high-quality acquired images.

3.1.2.3 Slice Connections

In some circumstances, the surface is reconstructed from a point set, which
defines planar parallel contours of vessels. A triangulated surface is drawn be-
tween each pair of consecutive sections, ensuring that each point in a contour
is connected to its closest point in the next contour. To fit up a surface on a
set of contours amounts to constructing a volume enclosed by these contours.
The global volume is considered as the union of independent pieces resulting
from pair treatment. Consider a set of input points that define the vessel con-
tours obtained by the level set method. After a cubic-spline fit of each contour
associated with smoothing, a new node set can be defined by equally spaced
points along the vessel contour. Then two successive slices are projected or-
thogonally to the local axis in a same plane and a 2D constrained Delaunay
triangulation is built. The surface triangles are finally extracted by elevation
of the two planes. The projection direction based on the set of intrinsic axes of
the vessels gives a better slice-pair treatment than using a projection direction
normal to the slice planes, as is done for general purpose. Furthermore, entry
and exit sections are rotated to be normal to the local axis.

3.1.2.4 Deformable Models

Contour shape can be a priori known, as closed contour with a regular surface
of a given region of the image. It can then be considered as an elastic contour
in equilibrium under a set of forces. Among the strategies used to create a
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computational mesh from imaging data, there is a direct generation procedure,
which starts from an average template mesh for the organ of interest and
performs an elastic deformation of the mesh onto the image set [125].

3.1.2.5 Finite Octree Method

The vascular segment of interest is placed in a cube that is subdivided into
octants of length scale determined by the mesh size to suit the possible caliber
changes of the explored vascular segment [126]. The octants containing the
vessel walls are trimmed to match the wall surface with a given tolerance
level. Smoothing can then be performed. The octants within the vessel are
subdivided into tetrahedra.

3.1.2.6 Implicit Surfaces

Smooth implicit functions for 3DR have been associated with spectral/hp high
order elements for blood flow computations [127]. The vessel edges are first
detected, segmented, and smoothed using B-spline interpolation in each image
of the slice set. The resulting contours are fitted by an implicit function defined
as a linear combination of radial basis functions associated with the contour
nodes (∼30 points) and a set of interior constraint points along the normal
direction to the spline at the corresponding nodes. An isosurface extraction
leads to vessel surface triangulation using an implicit surface polygonizer. The
vessel surface is then smoothed using a boundary representation of its edges
and surfaces by spline curves and surfaces, preserving the main curvatures.
Bicubic spline patches, which are interactively defined and projected onto the
implicit surface, serve as the initial element for meshing [128]. Mesh size and
shape optimization is determined by the eigenvalues of the Hessian matrix of
the implicit function.

3.1.2.7 Snakes

Snakes, or active closed contours defined within an image domain, can be
used in image processing, particularly for image segmentation [129]. Snakes
move under the influence of internal forces coming from the curve and exter-
nal forces computed from the image data. The functional to be minimized is
analog to the deformation energy of an elastic material subjected to a loading.
The properties of the deformable snakes are specified by a potential associated
with a contraction–expansion term by analogy to a mechanical thin hetero-
geneous membrane. The internal and external forces are defined so that the
snake will conform to an object boundary (image intensity gradient) within
an image. The initial contour can be a small circle centered on a selected
point. The iterative deformation of the initial curve in the force field can be
done by convoluing gradient images to Gaussian-type functions and modeling
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the deformable curve by splines. The coefficient number of these splines rises
during the iterations to progressively decrease the curve energy. An additional
force has been proposed to deform the snakes avoiding to track spurious iso-
lated edge points [130]. This method has been successfully applied to heart
ventricule extraction.9 External force, like gradient vector flow (GVF), can be
computed as a diffusion of the gradient vectors of a gray-level or binary edge
map derived from the image [131]. Superposition of a simplicial grid over the
image domain and using this grid to iteratively reparameterize the deforming
snakes model, the model is able to flow into complex shapes, even shapes with
significant protrusions or branches, and dynamically change topology [132].

3.1.2.8 Axis-Based Method

Bioconduit modeling can be based on vessel-axis determination. Once the set
of axes is known, a “response function” is computed for each vessel slice from
a vector rotating around the axis point and the intensity gradient. The voxel
positions for which the response function is maximum give the vessel contour
in the investigated slices when the axis is correctly determined. Precisely ap-
proximated contours a posteriori confirm that the vessel axis was reasonably
well estimated. Several techniques may be used for axis determination. The
vessel contours can be detected by derivative operators.10 The eigenvalues of
the Hessian matrix ∇2i of the intensity i can be computed; the eigenvalue
that is the nearest to zero estimates the axis location [133].

Reconstruction of complex vessel tree in any organ can use a marking
procedure to detect all the connected components of the lumen of the vessel
network and set up a mark for each of them serving as starting subset for
high-order reconstruction. A suitable morphological filter is then needed. A
morphological filter based on selective marking and depth constrained con-
nection cost, which labels the vessel by binarization of the difference between
original image and connection cost image, can be proposed [134]. An energy-
based agregation model is applied to the marking set for tree 3DR with respect
to voxel values. The marking set progressively grows by state change of bound-
ary voxels, according to local minimization of an energy functional (Markov
process-like method). The energy functional is composed of three propagation
potentials E = Ur + Ul + Uc (Ur: potential associated with pipe topography,
Ul: potential based on similar density for all ducts, Uc: limiting growth poten-
tial for bounded growth within lumen limits) [134]. The state is determined
with respect to the states of 26-connected adjoining voxels y ∈ V26(x), and
their gray levels F (y). The smoothing is adaptative according to vessel caliber

9 The snakes is dilated by external and internal forces using a finite element
method to solve the minimization problem, only taking into account the suitable
edge points that have been extracted by an edge detector.

10 The contour is then defined as the location of the maxima of the gradient of the
image intensity in the gradient direction.
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based on adaptation of Gaussian kernel to size of labeled vessels. Vessel axis
computation is based on geodesic front propagation (GFP) with respect to
a source point, the axis being defined by the set of centroids of successive
fronts. The determination of the axis tree uses GFP combined to 3D distance
map associated with vessel wall geometry, which allows space partitioning.
This method provides robust branching point detection with axis hierarchy
preservation [135].

3.1.2.9 Limitations

Despite being efficient and robust, 3D reconstruction generally suffers several
drawbacks. Discrete data may be very noisy, i.e., points that are off the sur-
face. The accuracy of scanning and sensing devices leads to unnecessary dense
datasets, with a density that is not related to the local geometric complexity,
and consequently to very large polygonal models. Reconstruction algorithms
often introduce artefacts in the polygonal approximation, such as “staircases”
effects. The element shape quality do not always fit the requirement in numer-
ical simulations. To overcome these problems, a two-step integrated approach
consists of first generating a simplified geometric surface mesh, possibly pre-
ceeded by a surface smoothing stage, and then constructing a computational
surface mesh by taking into account shape and size requirements for the mesh
elements.

3.1.3 Meshing

Two main issues in mesh studies applied to numerical analysis are the sur-
face mesh quality, which must not significantly affect the problem solution,
and the algorithms associated with volumic meshes which are automatically
generated [136–139]. The second work class focuses on mesh adaptation and
adaptativity, including mesh refinement/coarsening, edge refinement and swap-
ping, and node displacement, based either on metrics and error estimations
independently of equation types [140, 141] or minimization of the hierarchical
estimator norm [142–145].

The objective is to construct surface meshes that match strong require-
ments related to the accuracy of the surface approximation (geometry) and
boundary conditioning as well as the element shape and size quality (computa-
tion). Patches such as B-splines and NURBS, which fit the facetization can be
meshed. However, facetization can be directly processed. Determined corners
and ridges define patches that are triangulated by an advancing front tech-
nique [146]. In any case, the first stage consists of simplifying the initial dense
surface mesh to produce a geometric surface mesh. First, the initial reference
mesh must be simplified to remove redundant elements while preserving the
accuracy of the geometric approximation of the underlying surface. A sim-
plification procedure based on the Hausdorff distance can thus be used. This
algorithm involves vertex deletion, edge flipping, and node smoothing local
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mesh modifications. Often, especially for surface triangulations supplied by
marching-cube algorithms, a smoothing stage based on a bi-Laplacian opera-
tor is required to remove the “staircase” artifacts [147]. This stage yields to a
geometric surface mesh that is a good approximation of the surface geometry
and contains far fewer nodes than the initial reference mesh [148].

Surface discretization obtained from the 3D reconstruction needs further
treatment to be suitable for numerical simulations. Boundary conditions must
be set sufficiently far from the exploration volume, otherwise they affect the
flow within the fluid domain. Moreover, any geometry change along a vessel
(bends, branching segment, lumen narrowing or enlargment, wall cavity, taper,
etc.) induces flow disturbances over a given length both upstream and down-
stream from the causal segment. Consequently, short straight ducts in the
direction of the local axis can be connected to every vessel end. Furthermore,
vessel-end sections must be cross-sections because of stress-free boundary con-
ditions usually applied at outlets. The blood vessels are continuously curved;
curvature induces transverse pressure gradient in any bend cross-section as
well as in upstream and downstream cross-sections of possible straight pipe
over a given length, which depends on the values of the flow governing pa-
rameters [149]. Besides, axial pressure gradient is exhibited in vessel sections
that are non-perpendicular to the vessel axis.11

Numerical simulations are the final objective, so element shapes and sizes
must be controlled as they usually impact the accuracy of the numerical re-
sults.12 Therefore, an anisotropic geometric metric map based on the local
principal directions and radii of curvatures is contructed in tangent planes
related to mesh vertices. This metric map prescribes element sizes propor-
tional to the local curvature of the surface [150]. The metric map can also be
combined with a computational metric map, e.g., supplied by an a posteriori
error estimate, and eventually modified to account for a desired mesh grada-
tion. Then, a surface mesh generation algorithm is governed by the metric
map and based on local topological and geometrical mesh modifications. This
approach can be easily extended to mesh adaptation as it already involves
mixing geometric and computational metrics to govern the mesh generation
stage.

Dynamic meshing is aimed at meshing an organ during its displacement,
like the cardiac pump, without computing the whole mesh at each iteration.
Three main steps are required: (1) node displacement, (2) mesh coarsening
with removal of collapsed element, determined from a triangle degradation
criterion, and (3) mesh enrichment after a mesh smoothing, especially in high-
error regions.

11 In straight pipes, the axial pressure difference, which varies either non-linearly
in the entry length or linearly when the flow is fully developed, is exhibited in
any duct section that is not normal to the centerline.

12 The surface element size depends on the local surface curvature. The stronger
the curvature, the smaller the size.
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Heat and wave propagation can be efficiently computed using mesh adap-
tivity and anisotropic mesh adaption to the propagation front, avoiding
inaccurate predictions due to numerical diffusion, especially for free-surface
problems [151, 152]. Accurate predictions of the interface require a refined
mesh in the vicinity of the interface (Fig. 3.1).

3.2 Hemodynamics Signals

3.2.1 Volume and Pressure

In back decubitus, the blood vessels are assumed to be approximately located
at the same height, which is supposed to be given by that of the right atrium.
The reference point of the intravascular pressure is located at the level of
the tricuspid valve [25]. The mean pressure at this point does not significantly
vary with body position (variations lower than 0.15 kPa). In the lying position,
the gravity can be neglected, whereas in the upright position the hydrostatic
component varies linearly with height H (−ρgH, H < 0 and H > 0 under
and over the reference point, respectively). Hydrostatic pressure then rises
or decays with the vertical distance from the reference point, whether the
vascular site is located under or over the reference point. The generating
pressure takes blood pump action into account.

t = 10ms t = 100ms

Figure 3.1. Mesh adaptivity for numerical simulation of the propagation of the
action potential in the heart wall, based on Fitzhugh-Nagumo equations (from
Y. Belhamadia).
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Time variations of pressure and of volume of heart cavities are estimated
from catheter-based measurements.13 Pressure–volume loops throughout the
complete cardiac cycle are then plotted. Alternatively, chamber volume
changes can be assessed using echocardiography, radionuclide imaging, or
tagged MRI.

Blood volume in the heart, and pulmonary and systemic circulation is
nearly equal to 0.05, 0.25, and 0.70 with respect to total volume, respectively.
Blood volume with respect to total volume in the arterial, capillary, and ve-
nous compartments is equal to about 0.30, 0.05, and 0.65 in the pulmonary
circulation and about 0.17, 0.09, and 0.74 in the systemic circulation [153].
An important between-author variability in the distribution of blood vol-
ume between the main compartments of circulation is found in the literature
(Table 3.4). Estimates of the circulation times between two compartments of
the circulation also varies among the literature data (Table 3.5).

The arterial pressure is routinely measured using sphygmomanometer.
Korotkoff sounds indicate systolic blood pressure; they might be generated by
instabilities of coupling between blood and collapsed artery [154] and disap-
pear at diastolic pressure. Impedance plethysmography is another non-invasive
technique to measure the blood pressure via vessel volume changes, and

Table 3.4. Estimated blood volume distribution (%) in the circulation compart-
ments (between-author variability).

Compartment [26] [27]

Heart 18 7

Pulmonary circulation 12 9

Systemic circulation 70 84
Arteries 15 15
Capillaries 5 5
Veins 50 64

Table 3.5. Circulation time (s) estimated from indicator bolus measurements
(Source: [153]).

Thoracic aorta to femoral artery 2–4
Cubital vein to carotid sinus 12–33
Right heart to aorta 6–9

13 Quickly varying pressures must be measured by transducers, which convert pres-
sures into electrical signals, able to accuratly sense high frequencies. Sensitivity,
linear output for the whole pressure range, suitable frequency response, and
spatial resolution are the main features of transducers. In particular, the trans-
ducer size must be smaller than the distance over which exist spatial pressure
variations.
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using several measuring sites, to estimate the wave speed [155]. Artery bore
changes are small and produce low impedance variation. The recorded sig-
nal is then very sensitive to noise and must be adequatly filtered. Moreover,
the wave speed depends on the chosen reference point, electrode distribution,
and artery compartment (proximal/distal). It is also affected by the subject’s
age and position. In normal subjects, the wave speed is higher in a standing
than supine position. Other pressure measurement techniques include tonom-
etry [156] and arterial photoplethysmography, which is based on the optical
determination of blood volume changes and pulsations in superficial arteries
(in fingers) [157]. Photoplethysmography uses the reflection or transmission
of infrared light. Artery volume variations modulate light intensity recorded
by the photodetector. To be valid, the method requires several measurements
made over long periods. The reliability of the Finapress technique has been
studied [158–160]. Vessel caliber can be simultaneously measured by US echog-
raphy. Blood pressure and wall radial velocity simultaneous measurements can
evaluate the elastic modulus of the vessel wall.

The Korteweg-de Vries equations (KdV equation: gt + κ1gx + κ2gxxx = 0)
have traveling solutions,14 the solitons,15 the shape and speed of which are
preserved after interactions. Two- and three-solitons16 are peculiar solutions of
the KdV equation. Their analytical expression can be found in [162]. Soliton-
based signal processing, coupled to a windkessel model, can be used to com-
pute the blood pressure wave in the large proximal arteries, indeed even at
the left ventricle outlet, the pressure being distally measured (at the finger),
using 2- and 3-solitons [163].

Heart pressures are invasively measured using catheter-mounted micro-
transducers with suitable frequency response. Catheters are introduced in
peripheral veins or arteries for pressure measurements in right or left heart, re-
spectively. Pressure time variations and gradients (dp/dt) have been assessed
14 The non-linear soliton equation was developed by D.J. Korteweg and G. de

Vries at the end of the nineteenth century. The non-linear term balances the
dispersion. The existence and uniqueness of solution to the Cauchy problem for
the non-linear Korteweg-de Vries equation and local controllability around the
origin given by the non-linear term has been proved [161]. Signal processing using
progressive wave speed analysis is more appropriate than employing frequency
analysis suitable for stationary waves.

15 The soliton is a wave that propagates without dispersion. Solitons interact with-
out losing their identity, keeping shape and amplitude. An n-soliton solution
refers to n components of different amplitude that interact. Propagation speed
is proportional to wave amplitude. The higher the amplitude, the faster the
propagation. Soliton solutions are used to model fast dynamics of pressure wave
propagation and an associated windkessel model to take slow dynamics into
account.

16 The second wave of the 2-soliton model is associated with the dicrotic wave
due to the aortic valve closure. The 3-soliton model is used to fit bifid pressure
waves. A bifid curve exhibit an incisure in the ascending systolic part near the
peak value rather than an usual monotonic soaring aspect.
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using MR measurements of velocity and acceleration within the ascending
aorta [164].

3.2.2 Flow Rate and Velocity

Flow rates have been previously estimated according to the Fick principle
or dilution methods, using injected tracers. Calibration and positioning of
catheter flowmeters are difficult. Remote flowmetry is now used. Vascular ul-
trasound imaging (US angiography) is used to monitor the blood flow and
evaluate possible flow blockages. The quality of velocity measurements, what-
ever the technique, depends on the resolution: (1) spatial resolution (size of the
sample volume), (2) temporal resolution (quickly varying flow), and (3) am-
plitude resolution (signal-to-noise ratio).

3.2.2.1 Doppler Ultrasound Velocimetry

The Doppler ultrasound (DUS) technique detects the Doppler effect17 on
circulating blood cells. Several depictions of blood flow are used in medi-
cal Doppler imaging: (1) color Doppler (CDUS), for a global description of
blood flow, for an estimation of the mean velocity in the investigated ves-
sel region and display of bulk motion using graphical color map; (2) pulsed
Doppler (PDUS), for detailed analysis at a selected site (velocity distri-
bution within the measurement volume; Fig. 3.2); (3) and power Doppler,
which determines the amplitude of Doppler signals rather than frequency
shift. Duplex scanning pulsed US velocimetry is used for real-time imaging
guidance. Multichannel pulsed US Doppler velocimetry with phase look loop
frequency tracking of the Doppler signal gives good agreement with LDV [165].
Phase-shift averaging reduces physiological variability. Phase errors are min-
imized by a cross-correlation between the velocity and its ensemble average
〈v(t)〉 = (1/N)

∑N−1
k=0 vk(t± ∆tw/2 + kt) (∆tw: time window, Fig. 3.2).

Duplex or color flow Doppler ultrasound is used for blood velocimetry.
Every ultrasound transmission from the probe is directed forward and contains

17 The Doppler effect is a change in the frequency of a wave, resulting in the
case of a reflected wave, from the motion of the reflector. The Doppler shift
frequency fD (the difference between transmitted and received frequencies) de-
pends upon the transmitted frequency f , blood velocity v, and Doppler angle
θ, which is the angle of incidence between the US beam and the estimated flow
direction (the local vessel axis): fD = 2fv cos θ/c (Doppler equation), where c is
the speed of sound. Local blood velocity is calculated using the Doppler equa-
tion: v = fDc/(2f cos θ). The angle θ is evaluated by the sonographer by aligning
an indicator on the duplex image along the longitudinal axis of the vessel. If the
US beam is perpendicular to the blood-stream direction, there is no Doppler
shift. The angle also should be less than 60 degrees, since the cosine function
has a steeper curve above this angle and errors in angle correction are therefore
magnified.
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Figure 3.2. Ensemble-averaged (25 cycles) cross-sectional averaged velocity 〈Vq〉
in the femoral artery of a healthy volunteer measured by US Doppler technique.
The ensemble averaging assumes a constant cycle period (here 900ms, fc ∼ 1.1 Hz),
neglecting chaotic heart behavior. In pulsatile flows, the boundary layer moves for-
ward and backward, especially in certain proximal arteries, such as the femoral
artery. Positive velocities during the systolic ejection are followed by negative ve-
locities during the diastole before the final recovery stage with a very small velocity
amplitude. The time-mean cross-sectional averaged velocity is then small (V q ∼ 10
cm/s).

several pulses to measure Doppler shift. Intravascular Doppler US (IDUS)
is used to assess flow pertubations induced by arterial lesions, to provide
continuous monitoring of flow velocity throughout angioplasties, etc. However,
IVUS probes operate in a high-resolution B mode, emitting at right angles
from the transducer tip only one or two pulses per transmission. Real-time
imaging can be done with up to 30 conventional IVUS frames. Differences in
the position of blood cells between sequential images are computed to assess
the local magnitude of blood flow, without any quantification.

3.2.2.2 Nuclear Magnetic Resonance Velocimetry

Magnetic resonance velocimetry (MRV) is able of 3D blood18 flow veloc-
ity measurements across whole selected vessel section [166]. MRV allows
quantification in deep vessels that cannot be explored by DUS techniques.
Among several operation mode, phase-contrast magnetic resonance velocime-
try (PCMRV) is used to analyze and quantify blood flow [168, 169]. The
PVMRI employs the signal from blood-conveyed protons stimulated by spe-
cially designed magnetic field gradients. The output phase shift is proportional

18 Inhaling hyperpolarized helium, MRV can be performed on respiratory flows
[167].
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Figure 3.3. Variations of the flow rates in the external (E) and internal (I) left (g)
and right (d) carotid arteries measured by MRI in a healthy volunteer.

to flow velocity. In contrast, the net phase shift of the nuclei in stationary tis-
sue is equal to zero. At multiple instants during the cardiac cycle, a phase
image and corresponding magnitude image are constructed. The magnitude
images depict the anatomy at the specified location. On phase images, the
intensity of each voxel within the vessel lumen corresponds to the velocity
of blood flow at that location (Fig. 3.3, Table 3.6). Dynamic MRA analyzes
transient image features, such as retrograde flow [170]. Bipolar flow-encoding
gradients can be used in a three-dimensional MRI procedure to visualize small
vessels having relatively slow flow [171]. Moreover, multiple station acquisition
with possible wave velocity calculation can be done using comb excitation and
Fourier velocity encoding [172]. Multiple components of velocity and acceler-
ation by Fourier phase encoding can be simultaneously measured with a few
encoding steps and efficient velocity-to-noise ratio [173]. Among the influence
parameters, the number of flow-encoding steps, signal samples for averaging,
and dimensions of the flow field, maximizing the number of steps is the most
efficient way of improving the precision of measurements, keeping a reasonable
acquisition time [174].

3.3 Measurement of Heart Electric and Magnetic
Properties

Basic bioelectric source models include the single dipole with variable orien-
tation and magnitude, either with a fixed location or moving, and multiple
dipoles, fixed in space, each representing an anatomical region of the heart.
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The cardiac generator has been modeled in first works at the end of the nine-
teenth century as a dipole. The human body is considered as a resistive, piece-
wise homogeneous (isotropic or not) conductor. The thoracic conductor can
incorporate the following components: heart wall, with pericardium and fat,
high-conductivity intracardiac blood,19 low-conductivity lung parenchyma,20,
intermediate-conductivity thoracic muscle layer, and non-conducting bones,21
as well as other organs such as large vessels. The electric generator corresponds
to the heart wall.

The propagating depolarization of cardiomyocytes can be modeled as a
double layer. A double layer at the activation surface can be approximated by
a single resultant dipole. At the wavefront, a lumped negative- and positive
point source constitute a dipole in the direction of propagation. A double layer,
with a positive side pointing to the recording electrode, produces a positive
signal.

Unlike depolarization, repolarization is not a propagating phenomenon
but rather a propagating-like process. Any cardiomyocyte repolarizes at a
certain time after its depolarization, independently of the repolarization of
the adjoining cells.

Table 3.6. Coefficients of the Fourier series of cross sectional velocity (cm/s) in
femoral and internal carotid arteries:

Uq(t) = A0 +
12∑
1

(
Ak cos(ωkt) + Bk sin(ωkt)

)
.

femoral carotid femoral carotid

A0 2.95 33.29 B1 −7.29 9.52
A1 15.41 −5.27 B2 5.72 0.72
A2 29.40 −5.10 B3 29.30 0.29
A3 22.87 −2.81 B4 42.25 −3.25
A4 0.10 −2.15 B5 35.66 −0.95
A5 −36.97 −0.12 B6 −13.21 −1.17
A6 −45.89 0.79 B7 −32.07 −0.50
A7 −8.91 0.27 B8 −16.09 −0.41
A8 10.67 0.29 B9 −4.71 −0.18
A9 11.10 0.06 B10 2.18 −0.17
A10 10.31 0.12 B11 8.11 −0.20
A11 4.97 0.07 B12 7.30 −0.16
A12 −1.66 0.09

19 Blood resistivity depends on the blood flow [175] and on the hematocrit [176].
20 The resistivity of the lungs is approximately twenty times that of the blood.
21 The resistivity of bones increases about a hundred-fold with respect to blood.
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3.3.1 Electrocardiogram

Body surface electrodes record the electrical activity generated by traveling
action potentials (combination of all electrical signals) to provide an electro-
cardiogram (ECG). ECG thereby depends on the electric behavior of tissues
between the thoracic skin and heart wall. Owing to very narrow between-cell
space and the existence of many gap junctions, the cardiomyocytes can be
represented as clusters of myofibers receiving at different times the action po-
tential according to their situation with respect to the electrochemical wave
propagation, with preferential propagation along the myofiber axis.

The ECG signal relies on several observations and assumptions. Nodal
cells and cardiomyocytes are characterized by two electrophysiological states:
polarization (rest) and depolarization followed by repolarization (variable du-
ration according to the site, up to several hundred ms) during the genesis of
the action potential in the pacemaker (normally the sinoatrial node) and its
propagation in the cardiac wall. The propagating activation front can be de-
fined by its resultant vector. The propagation speed of the activation front is
assessed in the main regions of the conduction tissue and in the myocardium.
In the standard 12-lead ECG system the source is a dipole in a fixed location
and the volume conductor is either infinite homogeneous or spherical homo-
geneous. The thorax is supposed to be homogeneous. The atria and ventricles
are activated during separate phases of the cardiac cycle, the physiological
diastole and systole, respectively. Their sequential activation hence produces
different signals, at least for the depolarization. The size, the location, and the
orientation of the heart have a limited variability between human subjects.

However, many quantities affect the measurements. The resistivities of the
intracardiac blood, of the cardiac wall, and of the lungs are about 1.6, 5.6, and
10 to 20Wm, respectively. The stronger conducting intracardiac blood mass
leads to an increased sensitivity to radial dipole elements (decreased sensitivity

Table 3.7. Signals of ECG leads (standard (L1, L2, L3) and augmented (aVR, aVL,
aVF) limb leads, precordial leads Vi, i = 1, . . . , 6) (u: voltage, subscript F: standard
left leg lead, subscript L: standard left arm lead, subscript R: standard right arm
lead, us = (uF + uL + uR)/3.

Lead Voltage

L1 uR − uL

L2 uR − uF

L3 uL − uF

aVR 3(uR − us)/2
aVL 3(uL − us)/2
aVF 3(uF − us)/2

Vi uVi − us
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to tangential dipoles) with respect to the homogeneous model (Brody effect)
[177]. However, the Brody effect is reduced when other heterogeneities are
included. Besides blood mass, lung resistivities, and position of the lungs
and heart change during cardiac and respiratory cycles. These changes affect
electrocardiology [178].

3.3.1.1 ECG leads

The Einthoven standard limb leads explore cardiac electrical activity in the
coronal plane. The standard bipolar leads at the right arm (R), left arm (L),
and left leg (F) are supposed to constitute the vertices of an equilateral trian-
gle, the so-called Einthoven triangle [179–181]. L1 is positive in the direction
R to L, L2 in the direction R to F and L3 in the direction L to F (Table 3.7).
A simple model assumes that the cardiac dipole is located at the center of
a homogeneous sphere representing the thorax, hence at the center of the
equilateral triangle. Hence, the voltages measured by the three limb leads are
proportional to the projections of the electric heart vector on the sides of the
lead triangle.

After the sinoatrial node depolarization, the action potential spreads in
the atrial walls. The projections of the resultant vector of the atrial electric
activity on each of the three Einthoven limb leads is positive. Depolarization
reaches the atrioventricular node. Propagation through the atrioventricular
junction slows down, allowing complete ventricular filling. A delay in activa-
tion progression is thus observed. Once activation has reached the ventricles,
propagation proceeds along the Purkinje fibers to the inner walls of the ven-
tricles. Activation wavefronts proceed from endocardium to epicardium and
mainly from apex to base. Ventricular depolarization starts from the left side
of the interventricular septum. Therefore, the resultant dipole from this sep-
tal activation points to the right, causing a negative signal in left-to-right
arm and left foot-to-right arm leads. As depolarization on both sides of the
septum, then apex occurs, the resultant vector points to the apex. Depolariza-
tion propagates through the wall of the right ventricle to reach the epicardial
surface of the right ventricle free wall, whereas it continues to move in the
thicker wall of the left ventricle. The resultant vector points leftward with a
maximal magnitude. The amplitude then decreases until the whole ventricular
myocardium is depolarized. Once the ventricle basis reached, there is a second
delay.

The action potentials of the epicardial cells have shorter duration than
those of the endocardial cells. The repolarization appears to proceed from
epicardium to endocardium. Recovery and activation dipoles are thus in the
same direction. Because repolarization is more disperse, the signal has a much
smaller amplitude and longer duration than those of depolarization.

Three Goldberger augmented limb leads - aVR, aVL, and aVF - are cur-
rently added to the standard limb leads [182]. Goldberger unipolar leads use
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the same electrodes; each one is a positive pole and the two others negative.
Leads aVR is oriented north-west, aVL north-east and aVF south.

Precordial leads - V1 to V6 - are located on the chest wall. V1 and V2 are
located in the fourth intercostal space on the right and left side of the sternum.
V4 is located in the left fifth intercostal space at the midclavicular line. V3 is
located halfway between V2 and V4. V5 and V6 are at the same horizontal
level as V4 but on the left anterior axillary line and at the mid-axillary line,
respectively.

Commonly, ECGs are carried out with a 12-lead technique. Leads R, L, F,
aVR, aVL, aVF are derived from the same three measurement points. Limb
leads R, L, F more or less reflect the frontal components. Precordial leads
target the transverse components. In the standard 12-lead ECG, the source
is supposed to be a dipole in a fixed location and the volume conductor ho-
mogeneous and either infinite or spherical homogeneous. However, the thorax
is heterogeneous. Tissue resistivity change between the skin and the cavital
blood is, at least partially, responsible for the Brody effect, with an increased
and decreased sensitivity to radial and tangential components, respectively.
Lung resistivity, position, and shape change during the respiratory cycle, and
hence affect the electric heart vector. Heart motion during the cardiac cycle
also influences ECG [183].

Endocavital exploration used catheter-based sensors. The travel timing of
the action potential is thus much more precise. In particular, conduction in
the atrioventricular node can be differentiated from propagation in the trunk
of the His bundle.

3.3.1.2 ECG Trace

Normal ECG consists of three basic features, a P wave, QRS complex and
T wave, corresponding to the atrial, ventricular depolarisation and ventricular
repolarization, respectively. The shape of the different waves, which depends
on electrode location, and the time intervals between them (PQ, or PR in
absence of Q wave, QT, ST, as well as QRS duration) are analyzed for medical
check up (Table 3.8). Any alteration in action potential transmission and
cardiac frequency is revealed by ECG.

Normal P wave amplitude and duration are about 100µV (<250µV) and
85 to 100 ms. PR interval ranges 120 to 200 ms. Normal QRS complex am-
plitude and duration are about 1 mV and 800 to 900 ms. Q wave normally
has an amplitude lower than 10 to 20 µV and a duration shorter than 50 ms.
All complexes are normally quasi-evenly spaced with a rate of 60 to 100 per
minute. T waves follow QRS-complex after about 200 ms.

3.3.1.3 Mathematical Electrocardiography

Mathematical electrocardiography is aimed at simulating the electrical activ-
ity of the heart using the so-called bidomain model (Sect. 6.1.1). The bidomain



110 3 Images, Signals, and Measurements

Table 3.8. Depolarization and repolarization of the atria and the ventricles produce
the usual ECG sequence P–QRS–T. Amplitude of ECG waves (µV). Duration of
ECG waves and intervals (ms).

P wave <110
PR spacing 120–200
Q wave <40
QR wave <30 (V1–V2), <50 (V5–V6)
S wave <40
QRS wave <100
QT interval 350–450

model involves transmembrane and extracellular electrical potentials, intra-
cellular and extracellular conductivities, as well as a simplified model of ion
tranport across the cardiomyocyte membrane and in the extracellular medium
and gating variables. An additional equation governs the electrical potential
in the torso. The thoracic cage is commonly assumed to contain the heart,
lungs, ribs, and remaining tissues [184]. Adequate boundary conditions are
defined at each interface.

One goal of mathematical electrocardiography is to compute, at least
roughly, the location and size of myocardium infarctions. A three-dimensional
reconstruction of the thorax and its main components is used with possible
adaptative mesh to assess electrical activity in several selected points of the
torso. A model of the cardiomyofiber structure is incorporated because con-
ductivity in the heart wall is anisotropic. Another objective of numerical sim-
ulations is to optimize the position of the probes of an implanted pacemaker,
which detects and corrects conduction defect of the action potential.

3.3.2 Vectorelectrocardiography

The measurement and display of the electric heart vector is called vectorcar-
diography (VCG), or vectorelectrocardiography [185]. The three components
of the electric heart vector are measured with respect to a selected Cartesian
frame, which is defined by coordinate axes corresponding either to body axes
(usually) or cardiac axes. Although the VCG information is similar to that of
the ECG, VCG allows better analysis of the activation front. Seven electrodes
are used, one serving as a reference.

3.3.3 Magnetocardiography

Sarcolemmal depolarization–repolarization cycles produce temporal changes
in magnetic field around the heart. The magnetocardiography (MCG) non-
invasively records the magnetic field (a vector field), whereas ECG estimates
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the electric potential field (a scalar field).22 Both methods can be combined to
give a better measurement of the electric activity of the myocardium, hence
a better diagnosis in patients [186, 187].

The magnetocardiogram corresponds to the first detected biomagnetic sig-
nal [188]. The local magnetic fields created by the small electrical currents23
in the heart wall can be detected using superconducting quantum interference
device sensors (SQUID) without any contact with the skin. An array of mul-
tiple SQUID sensors is placed at selected positions over the torso. However,
MCG technology is more complicated than that of the ECG and requires an
expensive equipment.

3.3.4 Impedance Plethysmography

Impedance plethysmography is aimed at determining changes in body tis-
sue volumes by measuring tissular frequency-dependent electric impedance at
the body surface. Impedance plethysmography measures tissue impedance.
Impedance cardiography has been proposed for the non-invasive estimation
of stroke volume, using a constant current fed to the thorax by an electrode
pair with a frequency range of 20 to 100 kHz and measuring the resulting
thoracic voltage via separate electrode pairs [190]. Impedance plethysmogra-
phy has also been used for the detection of thromboses in leg veins. However,
modeling addressed for impedance cardiography relies on crude assumptions,
more or less neglecting changes in blood volume in the thoracic vessels and
organs, and above all flow-dependent changes in blood conductivity.

3.3.4.1 Magnetic Susceptibility Plethysmography

Magnetic susceptibility plethysmography is aimed at measuring blood volume
changes in the thorax. The motions of the heart and other thoracic tissues
and organs during the cardiac cycle induce variations in magnetic flux when a
strong magnetic field is applied to the thorax. Magnetic susceptibility plethys-
mography does not currently have any clinical applications.

22 Electric and magnetic leads are different. Signal-to-noise ratio for the electrical
and magnetic recordings are affected by different factors. Although the electric
resistivity of lung parenchymae are relatively high, the magnetic permeability
of the biological tissues ressembles to the one of a free space, allowing easy
recordings from the posterior face of the thorax.

23 Magnetocardiographic signals have been computed using a model with a source
represented by an uniform double layer and with a heterogeneous, multicom-
partmental model of the thorax, the geometry of which is derived from mag-
netic resonance imaging [189]. Computed and measured magnetic signals were in
good agreement. The magnetocardiogram and electrocardiogram have a common
basis.
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3.4 Phantom Experiments

“savoir, c’est connaître par le moyen de la démonstra-
tion.” (Aristote) [191] [To know is cognize by means of
demonstration.]

A physical model is designed in an explicit context with an objective set for
a better understanding of the physiological phenomena, and to make a testable
prediction about it. The realism level depends on the objective set. Once set
up, any model must be evaluated and refined if necessary. Physical tests are
performed not only to validate numerical predictions, but also to provide
realistic estimates of the uncertainties. Experimental models work with real
fluid when the fluid has suitable physical properties and the dimensionless
parameters have similar values (similarity principle). Physical model are now
made by stereolithography or other rapid prototyping techniques.24

Pressures and flow rates are measured by transducers and flowmeters with
suitable range and frequency response. Laser Doppler velocimetry (LDV) and
particle image velocimetry (PIV) are used to measure velocity fields.

3.4.1 Photochromic Tracer Method

The photochromic tracer method allows simultaneaous flow visualization and
velocity measurements.25 Once illuminated by a pulsed laser, a seeded tracor
undergoes reversible photochemical reaction with color changes. The traces are
recorded at selected time intervals (≤5ms) with sufficiently small dye trace
thickness (0.2mm) [192]. This is thus a technique similar to the hydrogen
bubble method used to visualize complex flow patterns. A stream of small
hydrogen bubbles is produced by a cathode wire located within the fluid,
normal to the direction of flow. Such a method is invasive, inducing local
perturbations, although they are minimized by an appropriate design of the
immersed system. This technique, which is older than the photochromic tracer
method, has been used in biomechanics [193].

24 Stereolithography and rapid prototyping are techniques to manufacture physical
models from surface mesh files (in current standard format STL). The file data
are sorted out in a slice stack to be loaded into the machine that drives the
motions of a laser. The laser beam strikes the surface of a bath with liquid
photopolymers, quickly solidifying the photopolymers. Stereolithography then
builds a layer at a time, slice after slice. The self-adhesive property of the material
allows between-layer binding to form a complete three-dimensional object. Other
low-cost rapid prototyping techniques exist, also building models layer by layer
using wax, plastic, starch, etc. From starch-based models, transparent polymer
models can be obtained.

25 The error in velocity v measurement is, at least, of (0.152 + (0.015v)2)1/2 [192].
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3.4.2 Laser Doppler Velocimetry

Laser Doppler velocimetry (LDV) was the reference method in the past
decades to non-invasively measure velocities with a good time and space res-
olution [194]. Laser beams interfere at the focal point to produce dark and
bright fringes. Created constructive or destructive interferences along a given
coordinate allow measurements of the particle speed across the exploration
volume. This technique is suitable for flow modulations induced by time-
dependent pressure inputs and velocity fluctuations observed when the flow
loses its stability. Laser Doppler velocimetry is still used to measure the veloc-
ity field in certain flow regions characterized by large spatial velocity gradients
using a setup with appropriate space resolution.

However, measurements require tedious work over a long time, during
which flow conditions and fluid properties can vary. Velocity components are
indeed measured in various stations, and at each stations in different positions
within the cross-section. To avoid non-obvious calculation of the position in
complex tube geometry, the refractive indices of both the fluid and duct wall
are matched.

A laser source produce a laser beam that is splitted into two beams of
equal intensity. One beam undergoes a frequency shift in a Bragg cell. The
pedestal and high-frequency noise are removed. The two beams are brought
to intersection inside the pipe lumen in a selected point by a lens. The optical
probe, of given size, operates in the fringe mode. The lens features are selected
according to the velocity range, size of the test section, and frequency response
of the processing unit, knowing that the size of the sampling volume increases
with the focal length.

The flow is seeded with small (∼1µm) neutrally buoyant particles, which
follow the fluid streams very closely. Incident light is diffused in every direction
(but with variable intensity) by flowing particles, which cross the exploring
volume. Velocity is measured using the dual-beam either forward or backward
scattering mode. The main features of an example of laser Doppler velocime-
try is given in Table 3.9. The frequency of the diffused light is shifted with
respect to the incident beam by the Doppler frequency fD (fdif = finc + fD.
The Doppler frequency is given by the ratio of the particle velocity to the
gap between the interference fringes:26 fD = v/df . Forward or backward scat-
tered light is collected by a lens and focused on and transmitted through a
small pinhole to a photomultiplier. The output of the photodetector is then
processed by a frequency tracker.

3.4.3 Particle Image Velocimetry

Particle image velocimetry (PIV) is a non-intrusive technique that measures
the velocities of seeded micron-sized particles. The particle-seeded flow is
26 Let θ be the intersection angle between the two beams. The gap between the

interference fringes is λ/(2 sin(θ/2)) (λ: beam wavelength).
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Table 3.9. Main features of the optical system of a laser Doppler velocimeter (i: light
intensity, n: refraction index, Source: [195]).

He–Ne laser 5 mW, λ = 632, 8 nm

Between-beam initial gap (mm) s ∼ 20–50

Focal length (mm) f ∼ 10–50

Beam diameter (mm) ∼1, 1mm
De−1 ↔ imax/e, De−2 ↔ imax/e2

Focus diameter de−2 = (4fλ)/(πDe−2)

Beam intersection angle θ(n)

Between-fringe gap df = λ/(2 sin(θ/2))

Fringe number Nf = c/df

Doppler frequency fD = u/df = 2u sin(θ/2)/λ

Measurment volume (µm)
Cross length a = de−2/ sin(θ/2) = 920
Axial length b = de−2 = 91
Height c = de−2/ cos(θ/2) = 90

Pinhole size (mm) ∼0, 2mm

illuminated with a light sheet. When neutrally buoyant, the particles follow
the fluid paths; PIV thus provides instantaneous velocity vector measurements
in explored sheets of finite thickness through which the laser beam is supposed
to have a light intensity with a Gaussian distribution. Values of measurement
parameters are given in Table 3.10.

Stereoscopic arrangement with two cameras is needed in 3D flow, char-
acterized by out-of-sheet motions, to measure the three velocity components.

Table 3.10. Particle image velocimetry. Magnitude order of measurement param-
eters. The homogeneous suspension of neutrally buoyant, uniform, small particles,
of speed v, is illuminated by a laser sheet of thickness equal or less than the light
beam diameter dl (M : magnification of the recording camera). To get a correlation
between particle images during displacement, the same particles must be imaged,
avoiding out-of-plane displacement, and particle images must have the same shape
and intensity (Source: [196]).

Minimal concentration c > 5 × 103/cm3

Exposure time 0, 5dl/(Mv) (few tens of ms)
Sweeping frequency ∆t = 10 ms =⇒ ν = 100 Hz
Image size dp/∆x = 1/10
Displacement ∆x = Mv∆t ≈ 150 µm
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A charge-coupled device (CCD) camera records separate images that show the
positions of the illuminated particles at two different times, t and t+ dt. The
images are then processed to extract velocities from apparent displacements of
the particles during the time intervals between exposures. The velocity vectors
are computed from a chosen number of voxels (or analysis windows AW) of the
light sheet by measuring the movement of particles between two light pulses
with a known time interval ∆t. A given number of illuminated particles travel
through each AW. At least ten particle images should be seen in each AW.
An average particle displacement is computed in each AW. In the resulting
image, a set of imaged particles is recorded with variable intensity, depending
in the particle position in the explored flow plane related to light-intensity
distribution. The between-pulse time is set such that particle displacement
is lower than L/4 (L: the pixel size in the streamwise direction) to satisfy
the Nyquist criterion. Processing can involve various types of data-reduction
techniques: autocorrelation and cross-correlation among others, which are per-
formed in each AW. Autocorrelation is used to process double-exposure im-
ages (pairs of particle images are recorded on the same flow image), whereas
cross-correlation is applied to pairs of single-exposure images (a sequence of
two light-pulse images, I1 (t) and I2 (t + ∆t) is recorded). Auto- or cross-
correlation operation is performed in each AW. The autocorrelation function
shows a central peak and two symmetric secondary peaks. The position of
these secondary peaks with respect to the center of the AW gives the dis-
placement of the particles. The symmetry of the autocorrelation function do
not provide displacement direction, which has to be determined from the flow.
Cross-correlation produces a single intense peak on the correlation plane, the
position of which with respect to the AW center gives access to both the
pixel-averaged motion direction and the particle displacement in the AW,
once length calibration has been made (i.e., from the known pipe diameter)
due to image magnification. The velocity in the AW during the time ∆t be-
tween laser pulses is then computed from the location of the displacement
peak on the correlation plane. A velocity-vector map over the whole target
area, which is discretized into a regular grid of AWs, is generated by repeating
the image processing for each AW over the image pair (Fig. 3.4).

3.4.4 Electrochemical Sensors

Time-dependent wall shear stress (WSS) affects the transendothelial mass
transport. Blood velocity can be faithfully measured except at positions close
to the vessel wall. A suitable device is then required to measure time and
space changes in WSS due to the 3D quasiperiodic nature of blood flow. More-
over, flow reversal (bidirectional flow in the vessel lumen) can occur in certain
arteries during the diastole near the wall, as well as flow separation.
Additionally, the signal frequency content must be accurately sensored,
especially to reproduce peak values.
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A method to measure WSS in model experiments is related to heat trans-
fer, a constant-temperature hot-film probe being put at the wall. The wall
velocity gradient can also be measured by electrochemical probes. The elec-
trochemical technique is based on mass transfer of a flowing electrolyte. The
measuring system is composed of a wall working electrode, a downstream
counter electrode, and a reference electrode. The measurement requires a very
quick-kinetic oxidation–reduction (redox) reaction of an electrolyte, which is
chemically inactive with respect to the solvent. The solution commonly used is
an equimolar concentration of potassium ferro/ferri-cyanides (25 mmol/m3).
Charge transfer between the flowing fluid and polarized electrode is measured,
the current being almost entirely due to concentration diffusion of the carrier
ions. The circular sensor geometry (diameter 300 µm, thickness 50 µm) can be
partitioned into three regions (gap 10µm) to sense both the magnitude and
direction of the local fluid velocity [197–199].

Mass tranfer is performed by three mechanisms: convection, diffusion, (re-
sulting from the gradient of a chemical potential, generally the concentration
gradient), and ion migration due to the electrical potential gradient. The cur-
rent of migration transport depends on electrolyte concentration. Using an
inert electrolyte reduce the migration flux. Hypotheses associated with the
measurement principle are given in Table 3.11.

Figure 3.4. Isovelocity contours in a subset of measurement planes using PIV in
an elastomere model of the carotid artery network conveying a steady flow (from
J. Vetel).
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Table 3.11. Electrochemical sensor. Hypotheses associated with the wall shear rate
measurement by transport of a chemical species i.

ci,t + ∇ · (Jid + Jic + Jim) = Ri

Spliting between mass transfer and flow
Neither loss nor production Ri ∼ 0
No migration flux Jim ∼ 0
Constant physical properties
Incompressible fluid ∇ · v = 0

ci,t + v · ∇c = D∇2c
v · ∇c ∼ ux(c/l) + uy(c/δD) + uz(c/L)

Single influence of WSS
Linear velocity profile uz(t) = γ̇w(t)n
Sc = ν/D � 1
No local curvature δD � δν � R
Axial � transverse convection ux ∼ 0
Local homogeneous flow
Sensor size ds � δD c/l � c/δD → c,x, c,xx ∼ 0

c,zz ∼ c/L2 � c,yy ∼ c/dg2
D, c,zz ∼ 0

No mass transfer outside the probe

[1a] uy/δD � uz/L =⇒ c,t + γ̇wyc,z = Dc,yy

[1b] uy/δD � uz/L =⇒ c,t + γ̇wyc,z = D
(
c,yy + c,zz

)
[2a] uy,y + uz,z = 0 =⇒ c,t + γ̇wyc,z − γ̇w,z(y

2/2)c,y = D(c,yy + c,zz)
[2b] uy,y + uz,z = 0 =⇒ c,t + γ̇wyc,z − γ̇w,z(y

2/2)c,y = Dc,yy

Consider a simple case. Under steady conditions, the mass balance is given
by γ̇wn∂c/∂z = D∂2c/∂n2 (γ̇w: local wall shear rate). The mean diffusion
mass transfer rate J per unit surface area is J = −D∂c/∂n|n=0 (n: local
normal direction to the wall). The flux at the probe surface controls the
electrochemical process and thus the current i is given by J = i/(nF) (n:
charge number, F : Faraday constant). The concentration c is supposed to
vary linearly inside the concentration boundary layer. The summation of the
mass transport equation in the diffusion boundary layer shows that the mass
flux, and consequently the current, are proportional to the velocity gradient
j = Km/∆c ∝ D2γ̇wML

−1 (L: sensor length between the leading and trailing
probe edges, Km: mass transfer coefficient).

In unsteady flows, phase lag errors arising from the use of a steady solution
must be corrected to calculate the time-variation of WSS [200]. In pulsatile
flows, mass transfer depends on the velocity modulation rate and flow fre-
quency.
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3.4.5 Tracking Methods of Wall Deformations

White light speckle method is exploited for displacement measurements of the
heart wall [201]. Once the speckle pattern is created on the specimen surface,
speckle displacements associated with the body deformation are recorded.
Subsequently, the pair of speckle patterns is processed. Digital reconstruction
of dynamic deformations of a biological conduit can also be based on the
optical stereoscopic method and projection of a grid with a binary code on
the conduit surface [202].

Two shear wave sources located at opposite sides of a sample of a bioma-
terial create interference patterns, which can be visualized by the vibration
sonoelastography technique [203, 204]. When the two vibration sources have
slightly different frequencies, the interference patterns move in proportion to
the shear velocity.

In order to accommodate new experimental proofs,
one must ... deform the primitive concepts. One
must not only study the conditions of application of
these concepts, but one must incorporate the con-
ditions of application of a concept into the very
meaning of the concept itself. (G. Bachelard) [205]
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Rheology

Rheology (
⊂
ρεω: to flow, water/blood flow,

⊂
ρευ̂µα: flow, flux, λóγoσ: dis-

sertation) is the study of material deformation and flow under stresses. The
rheology of both the flowing blood and loading walls of the cardiovascular sys-
tem has been investigated. Soft biological tissues are characterized not only
by time-dependent non-linear rheological behavior exhibited by their compos-
ite anisotropic poroviscoelastic (commonly involving flowing fluid) materials,
which are irrigated (living tissues) and innervated (short-range history of such
controlled materials), but also by tissue growth, remodeling, and aging (mid-
and long-range history).

4.1 Blood Rheology

Different types of apparatus have been used for blood viscosimetry, subject-
ing the blood sample to laminar shear. Capillary viscosimeter is based on
a precision bore capillary tube of given diameter and length that conveys a
laminar blood flow at constant temperature. However, due to the shear rate
range experienced by the fluid between the wall and tube axis, this tech-
nique is not suitable. The rotational coaxial concentric cylinder viscometer
allows a blood sample placed in the annular space between an immotile (sta-
tor) and rotating (rotor) cylinder, of known sustained steady rotation speed,
to be subjected to a quasi-linearly varying velocity throughout the gap. The
shear rate is then nearly constant across the between-cylinder gap. Shear
stress is obtained from the measured torque acting on the stationary cylinder.
The cone-and-plate viscosimeter is designed to subject the blood in a narrow
space between a rotating flat circular plate and a cone (usual angle of less than
three degrees) to laminar shear. The rotation speed and torque are measured,
in isothermal conditions, currently for low and moderate shears. The viscosity
of a Newtonian fluid in a laminar steady flow (Re < 250) in an axisymmetric
stenosis in a straight tube can be non-invasively evaluated using a viscosity vs.



120 4 Rheology

centerline velocity abacus made from UD Doppler velocimetry and numerical
simulations [206].

Erythrocytes play a major role on the rheological behavior of the blood due
to both their size and number. The blood indeed behaves like a concentrated
dispersed RBC suspension in a solution (plasma), which is composed of ions
and macromolecules interacting between them and bridging the erythrocytes.
RBC aggregation can be evaluated by optical techniques based on reflected
and transmitted light energy by blood samples subjected to shear [207].

Several factors affect the blood rheology (Table 4.1). The rheological prop-
erties of non-Newtonian blood is dictated by the flow-dependent evolution of
the blood internal microstructure, i.e., the state of the flowing cells (possible
aggregation and deformation) rather than the conformation of the plasma
macromolecules. The interactions between the conveyed plasma molecules
and RBCs indirectly govern blood rheological behavior. In large blood vessels
(macroscale), the ratio between vessel bore and cell size (κvp > ∼50) is such
that blood is considered as a continuous homogeneous medium. In capillaries
(microscale), κvp < 1 and the blood is heterogeneous, transporting deformed
cells in a Newtonian plasma. In the mesoscale (1 < κvp < ∼50), flow is annu-
lar diphasic (rigid particle flow) with a core containing cells and a marginal
plasma layer.

Shear-step experiments (steady state after a short transient regime) show
that the blood has a shear-thinning behavior [208]. Furthermore, it is viscoelas-
tic1 and thixotropic.2 Time dependency, a feature associated with viscoelas-
ticy and thixotropy, is also present in physiological conditions (flow pulsatility,
vasomotricity, etc.). Blood exhibits creep and stress relaxation during stress
formation and relaxation [209]. Blood exposures to sinusoidal oscillations of
constant amplitude at various frequencies reveal a strain-independent loss

Table 4.1. Factors affecting the blood viscosity.

Plasma Cell Vessel Flow

Temperature Cell concentration Vessel bore Shear field
Protein concentration Cell aggregability

Cell deformability

1 A loaded purely elastic body instantaneously deforms up to a given strain pro-
portional to the applied force (it behaves as a spring). A loaded viscoelastic
body progressively deforms up to an equilibrium state (as if a dashpot exists as
a representative material component). Whereas elasticity is expressed in real pa-
rameters, viscoelasticity is described by frequency-dependent complex numbers.
Its viscoelastic character can be estimated by the Weissenberg number, which is
the product of the relaxation time scale and characteristic deformation rate.

2 A thixotropic fluid is a time-dependent viscous material. Fluid behavior is af-
fected by fluid structural changes, which are reversible. Shear stress decreases
with the shear duration in steady states.
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modulus and strain-dependent storage modulus. The existence of both mod-
uli characterizes a viscoelastic material. Hence, the concentrated suspension
of deformable RBCs in a macromolecule environment is a viscoelastic mate-
rial that experiences a loading history. Thixotropic behavior is explained by
changes in blood internal structure, which is experimentally sheared, thereby
by the kinetics of both reversible RBC aggregation and deformation, with
their time scales.

The velocity profile in a pulsatile flow of a non-Newtonian fluid in a straight
pipe is flat in the core. The shear rate is then low in the core. If the fluid has
shear-thinning behavior, the fluid viscosity is then higher in the core than in
the unsteady boundary layer where the shear rate is large.

The shear-thinning behavior is exhibited by a sigmoid relationship be-
tween shear rate γ̇ and fluid viscosity µ (Fig. 4.1). It is explained by RBC
aggregation at low shear rates associated with high viscosity values, whereas
RBC deformation and orientation lead to a low viscosity plateau µ∞ at high
shear rates γ̇ > 102/s (Newtonian behavior). There is huge between-subject
variability in the µ vs. γ̇ relationship. This variability points out the need for
standardized procedure (temperature, pH, Ht, protein concentration, etc.).
The µ–γ̇ relationship depends on Ht [210]. The viscosity maximum µ0, which
is difficult to measure with available experimental devices, is about ten times
greater than µ∞ in steady states. When both RBC aggregation and deforma-
tion are inhibited, µ0 is close to µ∞ [211].

Input rheological data, which are provided by experimental results ob-
tained in steady state conditions,3 are far from the physiological ones in the
arteries [213]. Shear-step experiments do not mimic the flow. The flowing
blood is characterized by a smaller convection time scale than the character-
istic time of cell bridging. Moreover, in large arteries, RBCs, expelled from
the left ventricle where they have been shaken, are expected neither to de-
form nor aggregate. A blood volume that enter a low-shear region often has
previously traveled across high-shear zones in which possible rouleaux have
been disrupted. Therefore, non-Newtonian effects can be neglected owing to
the RBC transit time in the absence of stagnant blood regions. The blood, in
large vessels, can then be considered to have a constant viscosity, greater than
the dynamic viscosity of water and plasma (Table 4.2). However, in the low
flow region of or dowstream from arterial wall diseases, where the residence
time of conveying particles and cells is much greater, RBC aggregation char-
acteristic time might have the same order of magnitude than the local flow

3 Blood behavior depends on the structure of the RBC set. At rest, the blood
is composed of a rouleau network. Low shear rates deform and partially break
the rouleau network into smaller rouleau networks and isolated rouleaux. At
mid shear rates, only isolated rouleaux of various size are observed. At high
shear rates, RBCs are scattered and oriented in the shear direction. A shear rate
step induces a transient and stable strain regime, with a viscoelastic, elastoth-
ixotropic, and Newtonian response at low (γ̇ = 0.05/s), mid (γ̇ = 1/s), and high
shear level (γ̇ = 20/s), respectively [212].
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time scale. Non-Newtonian fluid flow must then be simulated, but dynamical
data that suit blood in motion are not yet available.

In the framework of continuum mechanics, shear-thinning behavior and
loading history of blood are incorporated via an appropriate formulation of
constitutive law. The Carreau model, which belongs to the family of general-
ized Newtonian models, has been proposed for numerical simulations. Power
values are obtained by fitting the power-law region of the shear-thinning
behavior. Generalized Newtonian model used to mimic the supposed shear-

Figure 4.1. Blood shear rate–relative viscosity relationships with its shear-thinning
behavior in static conditions (from [208]). The relation depends upon the kinetic
of formation and rupture of RBC aggregates at low shear rates and kinetics of
RBC deformation and RBC orientation at high shear rates. Two ratios are involved:
(1) the ratio between RBC size and flow length scale (vessel radius), and (2) the
ratio between aggregation time constant and flow time scale (convection character-
istic time for macrocirculation, transit time for microcirculation) in the explored
vessel segment. Kinetics are governed by relaxation phenomena. Blood rheology is
thus governed by variation in RBC suspension structure (thixotropic medium with
viscoelastic behavior). The value at low shear rates is questionable because of the
resolution limit of measurements. A between-subject variability exists, in particular
in slope and curve inflection point values (γ̇(1/2))

Table 4.2. Blood (Ht = 45%, T = 37◦C) and water (T = 37◦C) physical properties.

µ ρ ν

(×10−3 Pl) (×103 kg/m3) (×10−6 m2/s)

Blood 3–4 1.055 2.8–3.8
Plasma 1.2 ∼1.03 ∼1.2
Water 0.692 0.993 0.696
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thinning blood behavior does not take into account the rheological history of
the fluid. However, this model is used to handle a simplified equation set:

µ(γ̇) − µ∞
µ0 − µ∞

=
1(

1 + (γ(1/2)γ̇)2
)p , (4.1)

where γ(1/2) is the shear rate at mid-slope and p the slope of the shear-thinning
regime. A value set has been proposed [213]: µ0 ∼ 40mPa s, µ∞ ∼ 4mPa s,
γ(1/2) ∼ 0.25/s, p ∼ 1/3.

Shear-induced platelet activation has been modeled using a complex vis-
coelastic model previously developed [214] and threshold-dependent-triggered
activation function [215].

4.2 Heart Wall

Biosolid mechanics investigate loadings and deformations of the heart and
vessel walls. The relevant variables are stress (c: stress vector; C: stress ten-
sor), strain (ε; E: strain tensor), elastic modulus (E), the bulk modulus (B)
and the Poisson ratio (νP). Stress is a measure of forces applied to a biotissue
region per unit area induced mainly by surface forces induced by adjoining
regions and body forces.

4.2.1 Heart Valves

Planar biaxial stress–strain relationships of the mitral valve anterior leaflet
exhibit a slight hysteresis, a strain rate-independent response, negligible creep,
but significant stress relaxation [216]. Stress-relaxation is slightly greater in
the radial direction than the circumferential direction. Valvular tissues can
thus be modeled by an anisotropic quasi-elastic material. A dynamic three-
dimensional finite element analysis of a pericardial bioprosthetic heart valve
based on a generalized non-linear anisotropic elastic constitutive model shows
that the leaflet free edge is subjected to significant flexural deformation and
high stress magnitude [217].

In vitro uniaxial traction tests sort the valve strips in increasing order of
stiffness: (1) axial strips of pulmonary valves, then (2) of aortic valves and
(3) circumferential strips of aortic valves, then (4) of pulmonary valves [7].
However, axial and azimuthal strips of porcine aortic valve leaflets are stiffer
than the corresponding strips of pulmonary cusps, the circumferential strips
being stiffer than the axial ones [218]. Porcine valves do not model human ones
because their stress–strain relationships for the same loading experiments are
different.
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4.2.2 Myocardium

Rheological tests performed on small samples of myocardium allow 1D anal-
ysis in the passive state. However, such samples do not represent the bulk
myocardium in its environment. Sample dissection removes interaction with
the myofiber and collagen networks, as well as perfusion. Like every biolog-
ical soft tissues, these simple tests exhibit non-linear viscoelastic behavior.
Myocardium viscoelasticity has been studied using relaxation tests after step
traction [219]. The relaxation function depends not only on the strain, but
also on the experimental environment (pH, temperature, and composition of
the surrounding fluid).

4.2.3 Small Deformation

The material constitutive equation is described by a mathematical model.
Models of the behavior of the left ventricule subjected to small deformations
are based on linear elesticity and are associated with a hypothesis set: (1) the
reference geometry is commonly cylindrical with a free rigid end without mass
which undergoes rotation and translation; (2) in a given wall layer, muscular
fibers are parallel; (3) the orientation angle θ of the muscular fiber varies
linearly across the wall: θ(r) = θi(1 − (2(r − Ri)/(Re − Ri) (θi = 70 degrees:

Table 4.3. Human aortic and pulmonary valve elements. The elastic modulus
(MPa) has been evaluated from in vitro uniaxial traction tests, using stress of 1 MPa
(Source: [7]).

Valve element Structure Function Elastic modulus

Cusp Endothelium Tightness AoV circumferential strips:
CnF bundles 15.3 ± 4.0
Several EnFs AoV axial strips:

2.0 ± 0.2
PuV circumferential strips:
16.1 ± 2.0
PuV axial strips:
1.3 ± 0.9

Fibrous ring EnFs Support AoV: 12.5 ± 3.0
CnFs PuV: 10.1 ± 2.6

Commissures CnFs Support AoV: 13.8 ± 3.2
PuV: 10.0 ± 2.8

Sinotubular junction EnFs AoV: 7.4 ± 2.3
PuV: 5.9 ± 1.6

Sinuses EnFs AoV: 10.5 ± 3.2
PuV: 14.3 ± 3.5
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near-endocardium orientation angle, Re = 26mm, Ri = 14mm, Re/Ri =
1.9); (4) the muscular fibers are synchronized; and (5) the inertia effects are
neglected. The cardiac cycle is then split into a set of successive equilibrium
states.

The myocardium, subjected to small deformations, can be modeled as a
set of muscular fibers embedded in a perfect fluid [220]. The stress tensor C
is given by: C = −pI+Tf f̂ ⊗ f̂ , where Tf is the muscular fiber tension per unit
area and f̂ the unit direction vector of the myofiber. The term p incorporates
the fluid pressure and solid contribution associated with a Lagrange multi-
plier due to the incompressible muscular fiber matrix. Such a constitutive law
does not take into account the extracellular matrix fibers. The myocardium
indeed consists of myocytes interconnected by a dense collagen weave that
goes in every direction. A third term 2Gε (G: shear modulus, ε: small defor-
mation tensor) has then been added to the equation right-hand side (RHS) to
consider a fluid–fiber–muscle incompressible medium [221, 222]. During the
cardiac cycle, the constitutive law of the muscular fiber can be expressed as
a linear combination of two passive (end-diastolic) and active (end-systolic)
states [223]: Tf = [(1−β)Ep+βEa]f̂ ·ε · f̂ +βT0 (Ep = 20 kPa, Ea = 200 kPa
are the passive and active state elastic moduli, T0 = 20 kPa: maximum de-
veloped tension). β(t) is the activation function that models [Ca++], which is
equal to 0 and 1 at the end of the diastole and systole, respectively, and has
a piecewise linear evolution.

Ventricular geometry affects performance [223]. The greater the relative
wall thickness (Re/Ri), the larger the ejection fraction. The maximal orienta-
tion angle of 70 degrees corresponds to an optimum of the ejection fraction.
The greater the passive elastic modulus of the muscular fiber Ep and the
matrix shear modulus G, the lower the cardiac performance. The higher the
active elastic modulus of the muscular fiber Ea and the muscular tone T0,
the larger the ejection fraction. The limitation of such models is due to small
ejection fraction associated with deformation lower than 10%.

4.2.4 Large Deformation

Models of the behavior of the myocardium subjected to large deformations
have also been developed [223]. The Cauchy stress tensor C is given by
C = F(∂W/∂G)FT − pI, where F is the transformation gradient tensor
and G the Green-Lagrange strain tensor, W the deformation energy func-
tion, and p is a Lagrange multiplier. When the material is incompressible, as
are most biological materials that are rich in water, det(F) = 1. The first
Piola-Kirchhoff stress tensor P is expressed with respect to the deformed
configuration: P = det(F)F−1Ċ. The passive state is defined by the “un-
stressed”4 configuration (absence of internal and external stresses). The active

4 Residual stresses exist. Their quantification needs to cut the myocardium in cross
slices and then cut the slice wall and measure the opening angle [224].
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state means myocardium contraction associated with a new configuration but
without applied stress (free contraction without environmental constraint).
The loaded state corresponds to an active state that undergoes internal and
external stresses. They are several expressions in the literature of the deforma-
tion energy function for the myocardium. The resulting deformation energy
function during the cardiac cycle is the sum of three terms, which simulate
passive ground matrix, and passive elastic and active components of the my-
ofibers [225].

Most often, the left ventricle is assumed to be cylindrical, and the cylin-
drical shape is supposed to be kept during deformation. Displacement and
deformation in the virtual active state are given with respect to the passive
reference state. The transformation Φ from the passive to the active state is,
by definition (Sect. 4.2), done without stress. A single activation-dependent re-
duction in cylinder height is assumed to result from this transformation [223].
Good agreement is found with experimental data [226]. The radial stress Err

is the strain component that has the greatest magnitude during the cardiac
cycle. Cauchy stress reaches its highest value at the beginninig of systolic
ejection, between the mid-wall and the endothelium.

A cursory review of theoretical constitutive laws of the myocardium is
given in Sachse’s textbook [227]. The heart wall has been modeled by a ho-
mogeneous, incompressible, transversally isotropic material to derive a con-
stitutive law for the myocardium during the whole cardiac cycle [228]. The
wall behavior during the cardiac cycle is continuously described using three
states: (1) a passive unstressed state, (2) a virtual state defined by a con-
stant geometry but a rheology change, and (3) an active state of contrac-
tion without rheology change. The time-dependent strain energy function
is composed of two terms, a passive and an active strain energy func-
tion (SEF) associated with passive fibers and cardiomyocytes, respectively:
W (G, t) = Wpas(G) + β(t)Wact(G) (β(t): activation function).

A fibrous, anisotropic, diphasic model of the left ventricle shows that cav-
ity twisting is the dominant motion [229]. Idealized models show that cardiac
performance parameters (compliance, wall strains and stresses, ejection frac-
tion, etc.) depend on cavity geometry and wall rheology [230].

Mathematical homogenization theory for heterogeneous media based on
N -scale asymptotic expansion considers objects of length scale L0, which have
a relative periodicity, and thus are made from repeatible basic units of length
scale Lu. A small parameter ε = Lu/L0 is used to expand the equation in
powers of ε. In the myocardium, the basic unit contains a limited number of
cardiomyocytes, inside which the electric field is computed. A constitutive law
for the myocardium has been derived from discrete homogenization. A CMC
set has been modeled by a quasi-periodic discrete lattice of elastic bars [231].

The glycosaminoglycan content of the pericardium is mainly composed
of hyaluronan, chondroitine sulfate, and dermatan sulfate. Dynamic tensile
tests in the frequency range 0.1 to 20Hz evaluate an initial storage modulus
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of 6.5MPa and an initial modulus of the high linear stress-strain phase of
14MPa [232].

4.2.5 Poroelasticity

The multilayered composite wall with its three main constituents (cells, elastin,
andcollagen)anditsaqueousgroundmatrixcanbemodeledbyaporoviscoelastic
material. The viscoelasticity theory for the biological tissues introduced by Fung
does not take into account the microstructure, polyphasic porous nature, and
fluid phase effects on the fluid-infiltrated porous tissue behavior. The short-time
relaxation tissue behavior after quick loading is associated with the viscoelastic
properties of the biological tissues, but, the interstitial fluid affects long-time re-
laxation behavior. In particular, stress relaxation experiments are characterized
by a characteric time that depends on dynamic fluid viscosity, tissue permeabil-
ity, and appropriate elastic modulus E(1 − νP )/(1 + νP )(1 − 2νP ) [233]. The
poro(visco)elasticity theory is then used because it takes into account the fluid
in viscoelastic tissues. The heart and vessel walls indeed contain a large amount
of free liquids, the interstitial fluid and blood conveyed in the small arteries and
veins, which penetrate into the wall, and microcirculation. Moreover, the re-
laxation myocardium properties are more pronounced in cold-blooded animals
(batracians), the myocardium of which have a smaller connective tissue content
and a larger porosity, than in warm-blooded mammals [234]. Vasculature wall
layers have different permeabilities due to different composition. Large length-
scale structural heterogeneities (strata) can be differentiated from the local,
small length-scale, random heterogeneities. Furthermore, these permeabilities
are strain-dependent.

Any deformable porous medium, more or less saturated with an incom-
pressible fluid, gradually deforms when it undergoes loading. The medium re-
action depends on the rate at which the fluid is squeezed out of the voids of the
porous structure. The flow model in deformable, porous materials can be ap-
plied to the fluid transport through the blood vessel wall. The flow is assumed
to obey the Darcy law. The theory of deformation (poroelasticity theory) of
a purely elastic, isotropic, porous material containing an incompressible fluid
in isothermal conditions was pioneered by Terzaghi [235] and further devel-
oped by Biot [236–238], first considering material isotropy and incompressible
materials, and then anisotropic body and compressible fluid. The constitutive
equation relates strain and fluid content to stress and pore pressure. The linear
biphasic poroelastic theory requires a set of material parameters (elastic and
shear moduli, Poisson ratio, and Biot constant) and the material permeability
to determine the adaptation of the poroelastic medium to the loading (consol-
idation) and interstitial fluid flow patterns. Body stiffness and permeability
are supposed to depend on local strain gradient. Constituent compressibility
was later taken into account [239–241].

The strain distribution in a deformable porous material subjected to a
steady compression is uniform in the absence of flow (undrained



128 4 Rheology

deformation,5) whereas it is heterogeneous when the deformation results from
flow (drained boundary-unloaded deformation [242, Fig. 1]). The transport be-
tween a porous material and its environment depends not only on diffusion but
also on possible transport induced by convection outside the porous medium,
in particular when the pressure at the body boundary fluctuates [243]. Con-
sequently, in blood flow applications, unsteady conditions must be taken into
account. Non-zero mean sinusoidal gas motion experiments through a porous
medium have shown that the flow depends on imposed amplitude and fre-
quency [244]. A constitutive law for porohyperelastic materials based on strain
energy density function has been proposed, the shear stress including the
pore fluid stress [245]. Poroelasticity theory has been applied to the arterial
wall [246] and heart [234, 247]. The osmotic pressure is generally not incor-
porated in the deformation model.

4.3 Vessel Wall Rheology

In vitro rheology measurements on excised or isolated vessels need suitable
vessel conservation and preconditionning.6 Imaging velocimetry (US, MRV)
can be used as an indirect method to estimate compliance of the vessel walls
(Table 4.4). Two exploring stations are not sufficient because a single value of
the wave speed does not take into account the non-linear pressure-dependency
of the wave speed. It has been proposed to use three stations, two giving
the boundary conditions and one the pressure-dependency, assuming a 1D
flow. It is also possible to process the pressure signals from two stations in
three identifiable wave points (foot, peak, and notch) with different time delay
between the two waves, the absence of reflexion being assumed [248].

Lagrangian (f/A0) or Cauchy (f/A) stresses are used whether rest or de-
formed configuration is the reference state. The strain is a dimensionless mea-
sure of deformation, usually normalized in 1D experiments. Various strain
measures have been introduced (App. C.5) [249]. The elastic modulus E, or
Young modulus, is a measure of the wall stiffness given by the slope of the
stress–strain relationships in the elastic range. The compressibility is the abil-
ity of a material to undergo change in volume (simultaneous change in size
in all directions) when it is subjected to loading. Poisson ratio νP quantify
the compressibility. It is defined as the ratio of the resultant strain in lateral
direction to strain in primary direction.

5 Undrained deformation refers to either a short loading time scale or a sample
confinement such that the microscopic fluid exchanges between neighboring body
elements and macroscopic fluid leakage outside the body do not occur.

6 Experiments must be quickly performed after vessel excision. During the period
between sample removal and testing, deterioration of the tissues must be avoided
(T < 4◦C, t < 48h). Rheology tests must be standardized. In particular, because
of the stress-history dependency, a period of adaptation to loading must be kept.
Only accommodated materials provide suitable values for rheological quantities.
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The wall rheology affects: (1) the blood circulation via the coupling be-
tween the wall mechanics and blood dynamics; and (2) mass transport within
the wall in both normal and pathological conditions. The within-wall stress
field is involved in development of arterial diseases and complication occur-
rence. The vessel wall is a composite7 soft body that exhibits non-linear,8
anisotropic,9 nearly incompressible, viscoelastic10 behavior over finite strains.
Moreover, it adapts to environmental changes. The wall is, indeed, a living
active material.11 Vessel walls exhibit longitudinal and circumferential pre-
stresses.12. With aging, the wall becomes stiffer and the wave speed cp in-
creases. Wall rheology has been described using several tests.

Table 4.4. Rheology tests on vessel wall.

Isolated vessels

1D static tension Incremental elastic modulus

Harmonic loading Dynamic elastic modulus, damping coefficient

2D traction Directional elastic modulus

Dilation test Bulk modulus (CV = dV/dp)

non-invasive methods

Photoplethysmography Compliance (CR = dR/dp),
and US echography Incremental elastic modulus

Imaging (MRI) Compliance (CA = dA/dp = A/(ρc2), c = ∆L/∆t)

7 Walls are characterized by material heterogeneity, being a layered multicompo-
nent structure (cells, fibers, and matrix).

8 Wall stiffness increases with rising loading. For small pressures, elasic fibers
strenghten, whereas collagen fibers line up. At high pressures, the reaction of
the collagen fibers is dominant.

9 The wall behavior is direction-dependent. Three elastic moduli (Er(p), Eθ(p),
Ez(p) using the cylindrical coordinates) can be involved in straight vessels. The
vessel wall is often stiffer in the circumferential than in the longitudinal direction.

10 The response to loading is time dependent, progressive, and delayed. Damping
and phase lag occur between stress and strain. The wall exhibits stress relaxation
under constant deformation, creep under constant load, and hysteresis during
cyclic loading around a given deformation state.

11 The wall is irrigated and innervated. It experiences remodeling as well as local
and central control.

12 Under zero transmural pressure, residual tensions exist in an uncut vessel both
in the axial and azimuthal directions (TL, Tc). After cross cuts of the vessel, it
lengthens. The ratio between in vivo length and excised length is ∼ 0.6–0.7 (after
removal of neighborhood connections, L/Lin vivo ∼ 0.9) After an axial cut of the
isolated vessel, it springs out.
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Pressure–diameter and pressure–volume relationships provide, at given
pressure values, parameters such as the bulk modulus B = ∆p/(∆V/V )
and vascular specific compliances based on the cross-sectional lumen area
C = (∆A/A)/∆p.13 The pulse wave speed (PWS) c2 = (A/ρ)(∆p/∆A) can
be estimated from C or B, assuming an uniform, circular cross-section. Var-
ious experimental methods have been developed; they are summarized in a
literature review [250]. Additionally, MRI shows that wall deformation is not
uniform as well as circumferential variation in wall strains during the cardiac
cycle [251].

Muscular tone affects vessel compliance, especially in muscular arteries and
arterioles. Phenomenological models of smooth muscle cell behavior are based
on the Kelvin model (combination of a spring in parallel with a Maxwell
model composed of a spring and a dashpot in series). It is composed of a
parallel elastic element (PEE), a serial elastic element (SEE) and a contractile
element (CE). PEE describes the non-linear wall smooth muscle response in
the absence of muscular tone. SEE couples smooth muscle cells to other wall
constituents, to model additional elasticity associated with the contraction.
SEE is usually characterized by an exponential constitutive law.

Near the unstressed state, when the stresses are small (but not the de-
formations), stress–strain relationships lead to linear constitutive equations.
Vessel rheology depends not only on its intrinsic properties, but also on the
surrounding medium in which the vessel deforms more or less freely. Combi-
nation of pressure and axial tension do not induce significant torsion of the
vessel wall embedded in a sheath and connected to the surrounding tissues,
but radial and longitudinal strains. Consequently, the vessel wall is commonly
assumed to be orthotropic. The vessel wall is also supposed to be incom-
pressible due to its composition. Moreover, the physiological magnitude of
the applied stresses in situ is not expected to remove free water. Rheological
experiments have shown that volume changes are less than 1.5%, mainly due
to water removal [252].

Uniaxial loadings exhibit non-linear force–deformation relationships. The
relationships between stresses and strains have been mainly explained by the
wall microstructure. The ability to bear a load is mostly done by elastin and
collagen fibers. Non-linearity is commonly understood as an initial response of
elastin fibers and a progressive recruitment of collagen fibers. At low strains,
collagen fibers are not fully stretched and elastin fibers play a dominant role.
At high strains, the higher stiffness of the stretched collagen fibers affects the
elastic properties [249]. When the elastin is higher than the collagen content,
the elastic modulus decreases, and distensibility increases, and vice versa.

Incremental stress-strain experiments determine constant piecewize elastic
moduli, the so-called incremental moduli Einc. Einc has been calculated from a
formula that is derived from the linear theory for a long thick-walled uniform

13 In the literature, vascular specific compliances are also expressed using either
the vessel caliber C = (∆d/d)/∆p or volume C = (∆V/V )/∆p.
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tube of incompressible isotropic material Einc = 1.5d2i de(∆p/∆de)/(d
2
e − d2i )

[253]. Imaging determination of the wall thickness can only be done by US
echography. The formulation was later modified for an orthotropic cylindrical
pipe with a non-linear stress–strain relationship:

Einc = 2d2i de(∆p/∆de)/(d2e − d2i ) + 2pd2e/(d
2
e − d2i )

[254]. Linearized relations between the incremental stresses and strains can
only be used when the wall is subjected to small loadings around a given state.
Rheological parameters are indeed only valid for the selected loading range
centered on a mean value. Furthermore, they depend on the loading history.

Incremental modulus of vessel wall is usually determined when the wall
material with its entire set of layers or in selected layers subjected to small
strain increments in axial, circumferential, or radial directions leading to
small variations in stresses such that the behavior is supposed to be linear.
Under homeostatic conditions, incremental moduli are layer- and direction-
dependent14 [255]. Multi-layer models are then necessary to describe wall rhe-
ology. Unfortunately, wall dissection into layers affects the results.

Deformation of wall layers can be differentiated by bending experiments
of immersed strips of excised artery cut transversally, using the beam theory
on heterogeneous vessel wall, once the neutral axis of the vessel wall is de-
termined [256]. Bending experiments are performed, assuming a two-layered
wall, the intima and the media being merged to form the internal layer, due
to the situation of the neutral axis, and the adventitia corresponding to the
external layer. The elastic modulus of the inner layer of the pig aorta has
been found to be 10 times that of the outer layer [257]. In the rat aorta, the
ratio was found to be smaller, being equal to three to four [258]. The dif-
ference in animal species, the aorta wall having similar structures, does not
wholly explain the variation in elastic moduli of the adventitia relative to the
intima–media layer between the two mammals obtained in the same labora-
tory (but not the same co-workers), using the same technique of bending of
biological samples, and possibly the same setup. In addition, 50% errors in
residual stresses are observed if the wall aorta is considered homogeneous.
Circumferential prestresses are higher in the internal mid-media layer than in
the external media [259]. Moreover, the internal layer is stiffer. Arterial caliber
decreases after adventitia removal [260]. Adventitia removal also affects the
rheological properties of the wall of brachiocephalic arteries.

Uniaxial loading is widely used because carefully controlled 2D/3D ex-
periments are difficult to carry out on biological tissues. Tissue gripping can
damage the soft tissues and induce strong end effects. Nevertheless, biaxial
testing has been carried out on thin tissue slices. The biotissue is immersed in
a physiological solution at body temperature and attached to the measuring

14 The incremental modulus is highest in the circumferential direction. The media
is stiffer than the whole wall, which is stiffer than the adventitia in the circum-
ferential direction and conversely in the axial direction.
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device in a trampoline-like fashion. However, the mechanics underlying biaxial
loadings remain to be better understood.

In any case, rheological properties differ whether tests are performed on
isolated segments of the cardiovascular system or in vivo. The vasculature wall
is a living tissue. In in vitro experiments, connections and interactions between
regions of the anatomical system and the wall surface and its neighborhood
are removed, although they affect wall rheology. Furthermore, excised tissues
are more or less dry and not perfused. Any loading squeezes the free water out
of the voids of the porous structure and out of the sample if the sample is not
confined. Conversely, in vivo measurements are carried out in a noisy environ-
ment due to blood circulation and respiration on targeted regions of limited
surface areas, most often without preconditionning and without control of
influence factors.

Analytical description of time-dependent strain-stress relations are usually
derived from phenomenological models. Experimental curves are fitted with
analytical functions such as third degree polynomials and exponentials. The
most practical expression for the artery subjected to an internal pressure and
axial stretching has been found to be an exponential formulation [261], but the
associated parameters do not necessarily have a physical meaning. The ves-
sel wall, like most biological tissues, has viscoelastic behavior, characterized
by creep, stress relaxation, hysteresis, and loading-rate dependency. Another
approach takes into account the microstructure of the wall to describe static
rheological behavior. Non-linear elastic model and quasi-linear viscoelasticity
have then been developed, considering a ground matrix with a more or less
continuous, stress-bearing network of incompressible fibers (rods) that have
identical or various initial lengths, cross sections, and orientations in the un-
stressed configuration and that are uniformly or randomly distributed [262].
Uniaxial stretching induces change in rod size, shape, and orientation.

Linear viscoelastic models have been used, the vessel wall viscoelasticity
being represented by dynamic elastic (Edyn) and viscous (loss or damping)
moduli15 (E(ω) = Edyn+ıωη). Early works are based on Voigt model defined
by a spring and a dashpot in parallel. This model is characterized by two
parameters, the dynamic elastic modulus Edyn and the damping coefficient,
which depends on the oscillation frequency. Edyn does not change strongly
at frequency above 2Hz and the dynamic-to-static modulus ratio is quasi-
independent of the mean stress.

Non-linear viscoelastic material theory was used for a 1D tensile loading
with step increments of deformation [249]. The history of stress response is
described by a relaxation function R(λ, t) = G(t)T (el)(λ), G(0) = 1, where

15 For sinusoidal loading c = ĉ exp{ıωt} of amplitude ĉ, the resulting deformation
ε = ε̂ exp{ıωt + ϕ}, has an amplitude of ε̂ = ĉ/(E2

dyn + (ωη)2)1/2 and a phase
lag of ωη/Edyn (rad). The dynamic elastic modulus and the loading on the one
hand, the loss modulus and the deformation rate on the other hand, have the
same phase. Edyn = (ĉ/ε̂) cos ϕ.
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T (el)(λ) is a pure elastic instantaneous response determined by experimental
results and G(t) is the reduced relaxation function identified by experimental
data fitting [249].

1D cyclic loading and unloading experiments at a given strain rate and for a
given strain range, after preconditioning, exhibits hysteresis. The loading and
unloading processes of the strain–stress relationship can be split, considering
different elastic material for each process (pseudoeleasticity) [249]. Using the
pseudoelasticity concept which separately treats the loading and unloading,
two different elastic materials are considered for each process instead of using
viscoelastic laws. The loading rate is not taken into account. The hysteresis
loop can be almost insensitive to the strain rate, a 103-fold change in strain
rate inducing a stress variation at any strain that does not exceed a factor
of 2 for the papillary muscle of the rabbit [263]. However, the literature data
exhibit discrepancies due to the type of biological tissue, modulation rate, and
magnitude.

3D constitutive equations are more realistic, although they are derived
under a hypothesis set. They are based on strain energy function (SEF) W,
which links stresses to strains via a differentiation. When the cylindrical vessel
is assumed to be symmetrically loaded, W = W(êr, êθ, êz) and the constitu-
tive equation ci = λi(∂W/∂ei)+p, i = r, θ, z, where ci is the principal Cauchy
stress component, ei the principal Green strain component and p a scalar func-
tion determined at equilibium from BCs. Logarithmic and exponential formu-
lation have been proposed in the literature, but they are not fully appropriate
for numerical simulations. Polynomial expressions are preferred. Blood vessel
walls are commonly described by pseudo-strain energy function (PSEF) to
derive the within-wall stress distribution. Dynamics of smooth muscle cells
change rheological properties of the vessel wall according to its tone level,
which depends on biomechanical, neural, and chemical stimuli. A constitutive
equation of the vessel wall must account for its structure and composition.
The vessel wall can be considered to be made of three elements: elastin, col-
lagen (the response of which depends on the fiber stretch level), and smooth
muscle cells (the reaction of which is affected by deformation-dependent tone
level) [264]. Usually, collagen fibers, embedded in the ground matrix and un-
dulated in the rest configuration, are supposed to be gradually recruited. The
vessel wall has been modeled as an isotropic elastic material containing an an-
isotropic helical network of stiff collagen fibers with a given orientation with
respect to the circumferential direction [265]. The structural type of SEF, a
sum of an elastic and anisotropic SEFs, has also been developed to take into
account the elastic moduli of collagen and elastin as well as collagen waviness
and orientation [266].

Constrained mixture models, which meld classical mixture and homoge-
nization theories, consider the specific turnover rates and configurations of
the main constituents to study stress-dependent wall growth and remodel-
ing [267, 268], but appropriate knowledge of constituent material properties
is still lacking.
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Mechanical non-linear model is currently based on hyperelastic incom-
pressible materials. The Mooney-Rivlin material has an elastic stored energy
density W given by:

W(F) = (|F|2 − 3)C1/2 + (| cof F|2 − 3)C2/2 (4.2)

where F(x) = I + ∇u denotes the transformation gradient, and C1, C2 are
material constants, which can be determined by matching experimental stress–
strain relationships [269].

4.4 Microrheology

Cell deformability is demonstrated by cell migration across endothelium clefts.
Cell deformability is assessed by filtration through filters of few µm pore size
for given filtration pressures. The cell is a complex body that is commonly
decomposed into two major rheological components, the plasma membrane
and the cytosol. Cell membranes and cytosols can be assumed to be porovis-
coelastic and poroplastoviscoelastic materials, respectively [270]. With such a
decomposition, macroscopic laws, in particular constitutive laws, are supposed
to be valid because the cell size is much greater than the size of its microscopic
components. However, the nucleus has a greater size than the various other
kinds of cell organelles, which are neglected. When dealing with cell rheology,
at least the viscoelastic nucleus must be taken into account. Rheology at the
microscopic scale deals with bond forces (Table 4.5).

Rheological sensors must have a suitable size, greater than the size of the
cell organelles, as demonstrated by micro- and macrorheometric measurements
of the storage and loss moduli in a frequency range 0.01 < f < 4Hz of
entangled solutions of the bacteriophage-fd in the concentration range 5 < c <
15mg/ml [271]. Several rheological techniques have been developed recently to
explore cell rheology, which include among the usual methods, a micropipette
technique, [272], twisting magnetocytometry [273], and optical tweezer [274]
(Table 4.6).

Table 4.5. Interactions at the microscopic scale involved in cohesion, attraction, or
repulsion (Source: [270]).

Type Feature

Covalent bond 103–104 pN
van der Wals attraction Short distance

10–102 pN
Ionic bond
Hydrogen bond
Steric repulsion force Short distance
Hydrophobic interaction Long distance



4.4 Microrheology 135

Micropipette aspiration allows the study of continuous deformation and
penetration of a cell into a calibrated micropipette (bore<10µm) at various
suction pressures ([10−1–104 Pa]) to determine an apparent cell viscosity by
measuring the rate of cell deformation and pressure. The leading edge of the
cell is tracked in a microscope to an accuracy of ±25nm. Associated basic
continuum models, which assume that the cell is a viscous fluid contained
in a cortical shell, yield apparent viscosity, shear modulus, and surface ten-
sion [275]. The results depend on the ratio of the cell size to the micropipette
caliber. Soft cells, such as neutrophils and red blood cells, develops about
16 times smaller surface tension than more rigid cells, such as endothelial
cells [276]. Some cell rheology data are given in Table 4.7. Micropipette mod-
eling is not suitable when incompressibility is assumed and viscoelasticity is
neglected.

Atomic force microscope (AFM), a combination of the principles of the
scanning tunneling microscope and stylus profilometer, provides a force range
of [10 pN–100 nN] [277]. Various operating mode can be used. Force dynamic
spectroscopy measures time-dependent forces under stretching to provide
static and dynamic elastic modulus and adhesion forces [278].

Twisting magnetocytometry (TMC) uses ligand-coated ferromagnetic
beads to apply controlled mechanical stress to cells via specific surface recep-
tors. The sampled cell is subjected to a magnetic field and the bead position is
recorded using videomicroscopy. The torque resulting from the shear is mea-
sured to determine the viscosity and the elastic modulus using a Kelvin model.
Mechanical linkage between the receptor and cytoskeleton can be tested as well
as cell rheology (shear modulus, viscosity, and motility) over a wide range of
frequencies. The bead size affects the results.

Laser beams can be used to move cells and biological molecules. Optical
tweezers trap micro- and nanometer-sized dielectric bodies by a focused laser
beam through the microscope objective. Light induces fluctuating dipoles that
then interact with the electromagnetic field gradient. Tweezing is due to the

Table 4.6. Cell rheology techniques.

Technique Mechanical properties

Micropipette aspiration Material constants, elastic modulus, flexural rigidity
Microindentation Bulk modulus, compliance
Magnetocytometry Shear modulus
Optical tweezer Shear modulus

Table 4.7. Indicative physical properties of blood component (Source: [282]).

Cellules ρ ∼ 1, 09 × 103 kg/m3

Neutrophils ν = 153 ± 55 Pa.s
Lymphocytes ν = 117 ± 62 Pa.ms
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dipole force of light incident on the dielectric object. The object is pulled to-
ward the beam center (of higher light intensity) when it has a greater index
of refraction than the surrounding medium. Optical tweezers are used to ap-
ply calibrated forces to cells, with beads bound to the membrane. A target
part is attached to a dielectric microsphere held in the trap, whereas another
region interacts with an immobilized attractors. The position and stiffness of
the trap can be used to measure movements and forces in the investigated
object, the trap acting as a spring. The object length is inferred from the
force applied by the optical trap and the position of the microsphere relative
to the fixed end. The optical trap can be used to make quantitative measure-
ments of displacements (O(1) nm) and forces (O(1) pN) with time resolution
(O(1) ms). When an external force is applied to a micron-sized bead in an
optical trap, bead displacement from the trap center is proportional to the
applied force. When force is quickly applied, the trapped bead can be used as
a force transducer. The restoring force in the trap depends on the size, shape,
and optical index of the trapped object and is proportional to the incident
light power. For instance, the shear modulus of RBC membrane was found to
be 2.5 ± 0.4µN/m [279].

Both room temperature stability and instrument mechanical stability must
be controlled. Brownian motions of the microsphere add noise. Single-trap op-
tical tweezers isolation from environmental and instrumental sources of noise
to reach the Brownian noise limit is quite difficult. Dual-trap optical tweezers,
in which the studied object is held at both ends by microspheres in two sep-
arate optical traps, reduce environmental noise [280]. The dual-trap method
is less sensitive to Brownian fluctuations than a single trap.

Measurements have been carried out on round and spread endothelial cells,
as well on isolated nuclei [281]. Non-linear force–deformation curves have been
found to be affected by cell morphology, the nucleus influence being much
greater in spread cells, the most common in vivo shape. Moreover, the living
cell is tightly linked to the extracellular matrix (Part I), which can be sup-
posed to be a gel-like medium. Cell adhesion (Part I) affects cell rheological
properties. Owing to the cell adaptation to its environment associated with
cytoskeleton structural changes, material parameters depend in particular on
the cytoskeleton polymerization state (thixotropy). Last but not least, the
results of the rheological tests depend not only on the cell state, but also on
the techniques, and for a given technique, the experimental procedure (cell
environment, loading conditions, impacted region size, etc.).
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Hemodynamics

Hemodynamics: (1) explores the flow features in the heart and blood vessels,
in normal conditions and in pathologies; (2) studies the pressure–flow rela-
tionships and the transport of substances by blood; and (3) is a major factor
in therapy optimization. Hemodynamics differ at the different length scales of
the circulatory circuit. The blood circulation can indeed be decomposed into
two major compartments: (1) microcirculation, at the cellular level, where
the suspension of blood cell (strongly deformed or not) flows at low Reynolds
number (Re); and (2) macrocirculation, in which blood can be supposed to
be Newtonian in normal conditions and unsteadily flows at high Re.

5.1 Flow Modeling

Due to its complexity, the cardiovascular system, after splitting, is generally
modeled by parts. In large vessels, the flow length scale is such that the fluid
is assumed to be a homogeneous continuum. The motion of the vascular wall
and blood is commonly described by classical mechanics laws. In particular,
blood flows in large vessels are computed using Navier-Stokes equations, which
provide a good approximation when the local flow length scale remains greater
than the flowing cell size.

5.1.1 Physical Quantities

The main blood variables, the velocity vector v and the stress tensor C, use
the Eulerian formulation. The main wall quantities are the stress C and dis-
placement u. At interfaces, blood, compliant vessel walls, and possible flowing
particle domains are coupled by constraint continuity. The set of conservation
equations is closed by the relationships between the transmural pressure p1

1 p = pi −pe, where the external pressure pe, the distribution of which is currently
supposed to be uniform, is assumed to be equal to zero. This assumption, which
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and the cross-sectional area A (state law). The connected segments of the
blood circuit are decoupled with accurate boundary conditions (BC) most
often unknown. Constitutive laws of involved materials depend on the mi-
crostructure (Chap. 4).

5.1.2 Flow Equations

Blood flows are governed by mass, momentum, and energy balance principles,
which are expressed by partial differential equations (PDE). The governing
equations of a vessel unsteady flow of an incompressible fluid (with mass
density ρ, dynamic viscosity µ, and kinematic viscosity ν = µ/ρ), which is
conveyed with a velocity v(x, t) (x: Eulerian position, t: time), are derived
from the mass and momentum conservation:2

∇ · v = 0,
ρ(vt + v · ∇)v = f + ∇ · C, (5.1)

where3 vt ≡ ∂v/∂t, f = −∇Φ is the body force density (Φ: potential from
which body force per unit volume are derived, which is most often neglected)
and C the stress tensor. The constitutive equation for an incompressible fluid
is: C = −p′iI+T where p′i = pi +Φ (when Φ is neglected, p′i = pi), I is the
identity tensor and T the extra-stress tensor. When the fluid is Newtonian,
the stress tensor is a linear expression of the velocity gradient and pressure;
T = 2µD where µ = µ(T ) (T : temperature) and D = (∇v + ∇vT )/2 is
the deformation rate tensor. The equation set (5.1) leads to the Navier-Stokes
equation:

ρ(vt + (v · ∇)v) = −∇p′i + µ∇2v. (5.2)

5.1.3 Governing Parameters

The formulation of the dimensionless equations depends on the choice of the
variable scales (•�). The dimensionless equations exhibit a set of dimensionless
parameters (App. C.1).

is a good approximation for superficial vessels, becomes questionable when the
vessel is embedded in an environment that constraints the vessel or that, such as
the thorax, undergoes cyclic changes. Inflation and deflation of respiratory alveoli
are, indeed, induced by nearly oscillatory variations in intrathoracic pressures
generated by respiratory muscles, with a more or less gradient in the direction
of the body height.

2 Mass and momentum conservation equations are written from the analysis
through infinitesimal control volume on the one hand, and fluid particle loading
on the other hand.

3 ∇ = (∂/∂x1, ∂/∂x2, ∂/∂x3), ∇· and ∇2 =
∑3

i=1 ∂2/∂x2
i are the gradient,

divergence, and Laplace operators, respectively.
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The Reynolds number Re = V �L�/ν (V � ≡ Vq: cross-sectional average
velocity, L� ≡ R: vessel radius) is the ratio between convective inertia and
viscous effects. When the flow depends on the time, both mean Re = Re(V q)
and peak Reynolds numbers R̂e = Re(V̂q), proportional to mean and peak
Vq respectively, can be calculated. ReδS

= Re/Sto is used for flow stability
study (Sto = R/δS , δS : Stokes boundary layer thickness).4

The Stokes number Sto = L�(ω/ν)1/2 is the square root of the ratio be-
tween time inertia and viscous effects. The Strouhal number St = ωL�/V �

is the ratio between time inertia and convective inertia (St = Sto2/Re).
The Dean number De = (Rh/Rc)1/2Re, for laminar flow in curved vessels,

is the product of the square root of the vessel curvature ratio by the Reynolds
number. The Dean number De is calculated in phantom tests but not in image-
based flow models because of the complex curvature of the vessel axis which
varies continually in every direction.

The modulation rate (or amplitude ratio), easily determined when the
blood flow is approximated by a sinusoidal component, of amplitude V∼, su-
perimposed on a steady one, γv = V∼/V plays a role in flow behavior.

An unsteady Reynolds number has been identified for a nonzero-mean
sinusoidal flow:5 Reω = Re2

∼(δ)/γv = V V∼/(ων) [283]. A flow waveform
dimensionless parameter has been proposed κ(−)Sto

(
Re/(Remax − Remin)

)
,

where κ(−) is the number of negative flow portions during the flow cycle [284].

5.1.4 Boundary Conditions

The boundary of the fluid domain Ω is partioned into three surfaces: the
entry cross-section Γ1, the exit cross-sections Γ2, and the vessel wall Γ3.6
The classical no-slip condition is applied to the rigid vessel wall. A time-
dependent uniform injection velocity vΓ(t) can be prescribed, at least, at
the inlet, that is obtained from the Fourier transform of in vivo US or MR

4 Both Stokes and Rayleigh boundary layers thickness are ∝ (νt). The Rayleigh
boundary layer deals with a flow over a flat plate which suddenly moves in its
own plane, with a constant speed (transient regime). The Stokes boundary layer
deals with a harmonic motion of a flat plate in its own plane, with an angular
frequency ω (periodic flow).

5 This dimensionless parameter is also the ratio of the stroke length (V∼/ω) to the
steady diffusion length (ν/V ).

6 Γ3 is the fluid-structure interface, i.e., the moving boundary when the deformable
wall is taken into account.
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flow signals.7 At the outlet cross-sections,8 either the pressure is set to zero
or, better, a stress-free condition is commonly applied. Blood is conveyed
through a vessel network. The standard BCs at the intlet(s) and outlet(s)
of a small explored CVS region do not take into account input and output
impedances. Bulk interactions between the region of interest and network
parts upstream and dowstream from it are neglected. When BCs are computed
from DUS or MRV data, they display transient informations associated to the
measurement period. Moreover, such measurements are performed more or less
far upstream from the computational domain entry and not necessarily in the
same subject. Flowing blood interacts with the vessel wall via mass transport
and transmitted stresses. The size of the artery lumen can vary up to about
10% from its diastolic to its systolic shape. Such a deformation enters in the
field of large displacements. Appropriate modeling is thus based on a set of
equations that describes blood motion and wall displacement. A multiphysics
multiscale approach is then necessary to provide suitable BCs both at the
moving interface and domain inlets and outlets (Sects. 6.2.4 and 6.3).

Womersley Solution

The Womersley solution corresponds to the Poiseuille flow with a harmonic
flow (App. C.3). It has been used to provide entry velocity distribution in
computational models of blood flows:

ṽ∼ = ı̂̃Gp∼

(
J0(ı3/2r̃(ω/ν)1/2)
J0(ı3/2Sto)

− 1
)
. (5.3)

The pressure signals recorded at two vessel stations can be transformed into
a flow signal. The harmonic analysis of the pressure waveforms is followed by
the computation of the flow generated by each harmonic, using a simple flow
model. The pulsatile flow is then reconstructed by the synthesis of the flow
harmonics (Womersley-type technique). Other simple methods are based on
lumped parameter models (Sect. 6.2.4.1).

7 Most often the spatial resolution of in vivo velocity measurements is not high
enough to provide velocity distribution at vessel ends, especially at the domain
entry of greater cross-section. In absence of measurements, the inlet velocity
profile is provided by the Womersley solution, which implies a fully developed
flow without body forces in a long smooth straight pipe of circular cross-section, a
set of properties never encountered in blood circulation and vessel geometry. Such
inlet BC is thus not more appropriate than time-dependent uniform injection
velocity. However, the uniform velocity condition is associated with high wall
shear at the entrance susceptible to induce larger flow separation if an adverse
pressure gradient is set up, in particular in the transition zone between trunk and
branches. Furthermore, high entry wall vorticity diffusion and convection in the
vessel may rise the swirling amount found in the explored volume. In addition,
the transverse mesh must limit velocity discontinuity between zero Dirichlet wall
and inlet BCs.

8 The outlet sections must be perpendicular to the local vessel axis and be short
straight pipe exits to avoid pressure cross-gradient.
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Table 5.1. Flow response to the imposed pressure difference (p(t)).

Near wall Viscosity-dominant pattern
Important phase lag

Boundary layer Inertia balances viscosity
Moderate phase lag

Core Inertia-dominant pattern
Quick response
Small phase lag

5.2 Flow Features

Due to wall friction, the near-wall fluid particles slow down, whereas the fluid
particles in the core accelerate. Viscous forces are dominant in the boundary
layer, whereas inertia forces are greater in the core. In the boundary layer,
the fluid particles then respond to the pressure time changes with a phase lag
with respect to those in the core flow. The phase lag of the motion of the fluid
particles to the time-dependent imposed pressure at the vasculature inlet by
the heart thus depend on their location within the vessel lumen (Table 5.1).

The vasculature is made of successive bends and branchings. The em-
branchment can be, at a first approximation, supposed to be constituted of
two juxtaposed bends, with a slip condition on the common wall within the
stem. Bends present either gentle or strong curvature, and various curvature
angles up to 180 degrees (aortic arch, intracranial segment of the internal
carotid artery). The bend then represents the most simple basic unit of the
circulatory system.

“Cet ordre est déterminé par le degré de simplicité, ou
ce qui revient au même, par le degré de généralité des
phénomènes, d’où résulte leur dépendance successive et,
en conséquence, la facilité plus ou moins grande de leur
étude” (A. Comte) [285]

Energy dissipation is generated by fluid shearing within the vessel lumen;
geometrical changes (bends, tapers, branchings, etc.) with possible flow sep-
aration add head losses. The pressure loss in bends, embranchments, and
confluences depends on: (1) vessel caliber, (2) respective flow rates, (3) cur-
vature angle and branching/merging angles, (4) wall roughness, and (5) fluid
physical properties. The influence agents can be combined into dimensionless
ratios (curvature ratio, area ratio, flow distribution, head loss/friction coeffi-
cient, Reynolds number, Dean number, etc.). Values of the head loss coefficient
ζ9 in various types of singular vessel geometries in steady flow can be found
in Idel’cik’s textbook [286].

9 ∆p = ζρV 2
q /2.
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Table 5.2. Values of the moments of simple cases of the velocity distribution.

Uniform profile Parabolic profile

M1/Rqv 0 0
M2/(R2qv)1/2 0.707 0.577
M3/(R3qv)1/3 0 0

The bend skews off the velocity distribution in any cross-section. The
velocity distribution can be described and quantified by the moments of the
velocity distribution (Table 5.2):10

M0 =
∫ 2π

0

∫ R

0

v(r,θ)r dr dθ = qv , M1 =
∫ 2π

0

∫ R

0

rv(r,θ)r dr dθ .

M1/Rqv provides the location of the flow mass center from which are com-
puted M2, and M3.

(
M2/(R2qv)

)
1/2 gives the standard deviation of the cross

velocity distribution and
(
M3/(R3qv)

)
1/3 the skewness around the flow mass

center.
Bends, embranchments, and junctions induce 3D flows. Change in cross-

section along the vessel length, as displayed in straight transition zones of
planar symmetrical vessel bifurcation and straight collapsed segments, also
generates 3D flows. However, the types of the local velocity fields projected in
the cross-section plane, the so-called secondary motion,11 are different whether
they are produced by vessel curvature or gradual change in transverse shape.

5.2.1 Bend Flows

The first investigations of bend flows dealt with steady laminar flow in rigid
curved tubes. In a bend with a curvature radius of its axis Rc, any fluid
particle experiences a lateral acceleration ∝ ρV 2

q /Rc. In any cross section of
the curved vessel, the centrifugal forces are balanced by a reacting transverse
pressure difference, which decays from the outer to the inner wall. The ves-
sel curvature induces a helicoidal motion of the fluid particles [287]. At any
location of the fluid domain, the velocity vector can be decomposed into a
component parallel to the local vessel axis (streamwise component normal to

10 The higher the fluid velocity in an area of infinitesimal surface dA of the explored
cross-section of the fluid domain labeled by its radial and azimuthal positions, the
larger the probability of the fluid particle associated with a bolus of infinitesimal
volume dV injected usptream from the explored cross-section to cross this pipe
section.

11 The secondary flow does not depict any actual flow, but corresponds to a repre-
sentation mode of the flow field, using projections of the local velocity field on
planes of selected cross-sections.
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the cross-section) and a component in the plane of the cross-section. The lat-
ter component constitutes the secondary motion. In steady bend flows, the
secondary motion is defined by a vortex pair. Each vortex, of axis parallel
to the streamwise direction, occupies a half cross-section. The vortex direc-
tion near the centerplane is outward and returns to the inner wall in a small
near-wall layer.

Most often, the vessel is constituted by serial bends, more or less gentle,
mostly non-planar. Due to the velocity distribution induced by the centrifugal
forces in the upstream bend, impingement is produced in the following curved
vessel segment.

The steady laminar motion of an incompressible Newtonian fluid through
a rigid smooth curved pipe of circular cross-section, with a small uniform
curvature, has been studied by Dean [288–290], who pointed out that a pa-
rameter, the so-called Dean number (De = Re × κ1/2

c ) governs the laminar
motion12 in a bend. The higher De, the stronger the secondary motion [292].
The parameter De is the combination of two dimensionless factors, Re and
the curvature ratio κc = R/Rc. Similar values of De with different values
of Re and κc lead to different flow behavior [195]. The effects of curvature
are expressed even at small κc (κc < 0.02), but significant bend-induced
modifications in velocity fields occur at a distance (RRc)1/2 from the bend
entry in steady flows [293]. The distortion of the velocity distribution in the
bend cross-section is associated with a greater pressure drop [294]. The heli-
cal fluid motion in a bend induces more uniform distribution of an injected
tracer [295]. In a steady laminar flow in a plane curved pipe, the curvature
increases and decreases the axial component of the wall shear stress (WSS)
on the outer and inner edge, respectively. Furthermore, the duct curvature
generates a cross-component. Flow variations produced by the bend are felt
upstream [296]. The pressure drop is influenced by a 90 degree bend several
diameters upstream from the bend inlet at Re = 2 × 105 [297]. Significant
influences are observed in straight ducts connected to a curved tube, both
upstream and downstream [195].

In a plane uniform bend conveying a zero-mean sinusoidal (purely oscilla-
tory) fully developed flow, the secondary motion is governed by the Reynolds
number Re2 and the Strouhal number St2 of the secondary flow13 [298]. Twin

12 In fully developed turbulent flow, the friction factor depends on the Ito number
Ito = Re × κ2

c [291].
13 When the secondary velocity scale (App. C.1.2) V2 = V 2/ωRc,

Re2 = V 2R/νωRc and St2 = ω2RRc/V 2. St2 is also the ratio of the product of
the curvature and pipe radii to the square of the particle displacement amplitude
(stroke length).
The secondary motion Reynolds number Re2 = V̂ /(ων).κc can be also expressed

as:

Re2 =
V̂ R2

ν2R2(ω/ν)
κc =

(
R̂e

Sto

)2

κc.
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vortices are found in each half cross-section. In the transverse boundary layer,
the fluid is driven by centrifugal forces toward the outer edge and returns near
the wall to the inner edge. Viscous effects lead to a second transverse vortex
in the core with an inward secondary motion near the centerplane. The sec-
ondary motion described in bend fully developed purely oscillatory flow has
also been theoretically found in fully developed pulsatile flow (nonzero-mean
sinusoidal flow), when the pressure modulation rate γp and De are small, and
Sto is great [299]. This theoretical analysis leads to a classification of bend fully
developed pulsatile flow according to the values of three governing dimension-
less parameters, De, Sto and Re2, knowing γp.14 This classification has been
adopted for entry bend flow, from experimental observations in a 180-degree
bend [300]. Two types of pulsatile flows were used: test 115 and 2.16 Test 2 is
defined by greater curvature effects (κc) as well as larger unsteadiness (Sto),
associated with a stronger tendency of flow reversal during part of the flow
cycle (γu). Secondary motions are more complex. Complex secondary flows
have also been observed in a computational model of a bend fully developed
flow,17 either nonzero-mean sinusoidal flow or using a physiological-type in-
put [301]. The lower Sto, the earlier the occurrence of the Lyne-type secondary
motion18 [302]. The lower Sto, the higher Re necessary to get this secondary
motion.

The fully developed laminar pulsatile flow (nonzero-mean sinusoidal flow)
can be classified into four flow types (App. C.1.2): (1) viscosity-dominated mo-
tion, in which unsteady, convective, and centrifugal inertias are small; (2) un-
steady inertia-dominated movement; (3) convective inertia-dominated flow;
and (4) combination of influences of the involved forces without strongly pre-
vailing term [303]. The boundaries between the regions of the De–Sto diagrams
defining the fully developed motion types 1, 2, and 3 depend on γu.

The impedance (pressure drop/flow rate ratio) of 180-degree curved tubes
conveying nonzero-mean sinusoidal flows is greater than in bends through
which the fluid flows steadily, which is greater than the impedance measured
in straight pipes [304]. The maximum secondary velocity has been found to be
much smaller than the maximum axial velocity V2,max/Vz,max < 0.04, what-
ever the flow cycle, in a computational model of the flow in the left coronary

14 Let G = ∂p/∂z and γp = G∼/G, with G∼ ∝ ρωV (time inertia reaction) and
G ∝ µV/R2 (fully developed steady component). Then, γp = Sto2. γp can also
be expressed by:

γp ∝ ω

ν2

R3

R
ν

V

V

κ
1/2
c

κ
1/2
c

=
Sto3Re

1/2
2

De
.

15 γu = 0.34, κc = 1/20, Sto = 8 and De = 60.
16 γu = 1.02, κc = 1/7, Sto = 12.5 and De = 190.
17 κc ≥ 3.8, Sto ≤ 21.
18 The authors developed a finite difference-based computational model of a fully

developed flow in a bend with κc = 1/7, γu = 0.98, 9.5 ≤ De ≤ 85, 7.5 ≤
Sto ≤ 25.
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Figure 5.1. Oscillatory axial velocity profiles in a bend (90 degree angle,
κc = 1/10). Finite element method. From top to bottom and left to right: End of
decelerating and accelerating phase in the reverse direction. The maximum velocity
moves from the inner bend to the outer bend. The flow reversal region is larger at
the inner bend than at the outer edge.

artery, using a physiological-type input associated with uniform injection ve-
locity19 [305]. The velocity maximum moves from the outer wall to the inner
edge in oscillatory flow, each bend edge being transiently subjected to strong
shears during the flow cycle (Fig 5.1).

Time-Varying Curvature

The epicardial coronary vessels undergo large axis deformation during the my-
ocardium contraction-relaxation cycle. The steady flow in a bend with time-

19 The bend is tapered (Rexit/Rentry = 0.96). κc = 1/45.5.
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varying curvature (relative variation in curvature radius ∆Rc/Rc ≤ 0.15),
with or without displacement of the curvature center, is affected by the vessel
motion [306]. The zero-mean sinusoidal flow of an incompressible Newtonian
fluid in a bend characterized by time-dependent curvature (κc(t) = κc(1 +
γR sinωt)), modeling the motion of the coronary vessels on the heart surface,
depends on four main governing parameters, κc, Sto and two parameters asso-
ciated with the curvature, the secondary motion-associated Reynolds number
Re2 and a time-dependent curvature Dean number Det = κ̂cR̂e, or a combi-
nation of Re2 and Det

20, Rct = Det/(Re2 × κc)1/2 [307].

5.2.2 Embranchment Flows

The vasculature does not present any symmetrical bifurcation or junction.
However, some branching sites have an almost symmetrical geometry, at least
in certain subjects, such as aortic bifurcation (quasi-symmetrical bifurcation).

5.2.2.1 Symmetrical Bifurcation

The symmetrical bifurcation requires the specification of a smaller number of
geometry parameters than asymmetrical branchings. The geometry quantities
that must be specified are: branching angle,21 flow divider (apex) sharpness,
curvature radius of the outer bifurcation edge, gradual change in transition
zone shape, area ratio,22 curvature of the stem and branches and planarity or
non-planarity of the vessel axes. In addition to geometry parameters, dynami-
cal factors are input flow rate, entry velocity profiles (inlet vorticity, inlet wall
shear rate), values of the flow governing parameters, and flow distribution or
flow ratio (FRi = qbi/qt).

In steady flows, the flow splitting into two streams is associated with the
generation of a new boundary layer at the branching inner wall and a maxi-
mum velocity near it even when the parent and daughter tubes are straight.
The branching curvature induces a bend-like motion of the fluid particles. The
secondary flow then corresponds to the display mode of the helical motion.
Flow separation can occur in the entrance segment of the branches when Re is
high enough [308]. Furthermore, the larger the branch angle, the greater the
wall vorticity at the entrance section of the trunk, the wider the flow separa-
tion region. The transition zone generates 3D flows, with a source-sink type

20 Because Re2 = (R̂e/Sto)2κc,

Rct =
κ̂cR̂eSto

R̂eκc

= γRSto.

21 The branching angle is the angle between the branch and trunk axis.
22 The area ratio (AR) is the ratio of the sum of the branch cross-sectional area

Ab to the trunk cross-sectional area At: AR =
∑

i Abi/At.
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Figure 5.2. Types of secondary motions in a plane symmetrical bifurcation (be-
tween branch-axis angle of 70 degrees, area ratio of 0.8) with a transition zone
(L = 1 dt) with converging top and bottom walls and diverging edges. Steady flow
(Re = 1200). (Top) Source-sink type of secondary motions in the transition zone.
(Bottom) Bend-type secondary motions in the entrance segment of the branch.
Stations at 0.25, 0.5, and 0.75 d from the transition zone inlet and branch entry.

of secondary motion (Fig. 5.2). When the flow is blocked in one branch, an in-
duced “dynamical curvature” at the bifurcation, superimposed to the branch
curvature, generates twin vortices in a half cross-section of the permeable
branch (Fig. 5.3).

Asymmetrical Branching

Several kinds of geometric asymmetry exist, which can be combined: (1) bi-
furcation with branches of different cross-sectional areas, and thus given area
ratios (ARi = Abi/At); (2) bifurcation with branches of similar bores but
with different branching angles (e.g., carotid bifurcation [309, 310]); (3) side
branches with a smaller caliber (AR 
 1) and a given branching angle,
whereas the trunk undergoes a moderate change in direction (e.g., superior
mesenteric unpaired branching, renal paired branching).

The flow field23 is affected by the flow distribution, which can vary dur-
ing the cardiac cycle, as demonstrated in carotid bifurcation [311]. The

23 R̂e = 800 and Sto = 4 in the trunk. Flow part in the external carotid artery
varies from 45% at peak flow to 10% during the diastole.
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Figure 5.3. Steady flow (Re = 1200) in a symmetrical bifurcation (between
branch-axis angle of 70 degrees) with one (left) blocked branch. (Top) axial compo-
nent (Bottom) secondary motion in the permeable branch at stations 0.25, 0.5, and
0.75 d from the branch inlet. One vortex in each half cross-section can be assumed
to be generated by dynamic curvature corresponding to the fluid particle paths in
front of the obstructed branch. Absence of flow separation.

importance of the branch-to-trunk flow ratio has also been educed by flow
visualization in a mold of the abdominal aorta with its renal branches24 [312].
In a model of carotid bifurcation, computed secondary motions of a Newto-
nian fluid flow are greater than those of a shear-thinning fluid flow, using the
Casson law25 [313]. The velocity fields have also been measured in: (1) a de-
formable model of the aorta with the three main branches of the aortic arch
and the terminal branches, associated with a ball aortic valve,26 with a phys-
iological input, using USV [314]; (2) a model of the abdominal aorta with the
coplanar coeliac and mesenteric arteries, which receive 20% and 10% of the
nonzero-mean sinusoidal flow27 respectively, using LDV and electrochemical
sensors [315]; (3) a model of the coronary artery with an embranchment, using

24 R̂e = 1700 and Sto = 6.7 or 7.9.
25 Re = 300 and Sto = 4.8.
26 The values of the governing parameters are not given.
27 Sto = 16 and γu = 1.
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LDV28 [316]; and (4) a model of the pulmonary artery with its two coplanar
branches and an inlet trileaflet valve29 using LDV [317].

In a 2D symmetrical bifurcation conveying a nonzero-mean sinusoidal30
flow, with a flow division ratio of 2 : 1, the flow separation are swept down-
stream at each flow cycle [318]. Flow separation can occur in the branches
and stem when the branching corner is sharp or the branching angle is high
such as in T-shaped branching. In T-junctions,31 LDV shows that the pul-
satile flow separation is small and located at the wall opposite to the branch
when a viscoelastic fluid32 flows in a glass model and is larger and located
at the branching wall, immediately downstream the embranchment when it
is conveyed in a silicone model [319]. When a Newtonian aqueous glycerine
solution is convected through the same model, flow separation remains at the
same location, at the wall opposite to the branch, with a separation point
nearly facing the branch axis, but it is greater in the rigid model than the
silicone model.

5.2.3 Wavy Wall

The flow near the rigid wavy wall, which is defined by a sinusoidal undulation
of wavelength λ and of amplitude smaller than the Stokes boundary layer
thickness, depends on two dimensionless parameters, Sto = λ(ω/ν)1/2 and
Re = V 2

∞/(νω) = LsV∞/ν (V∞: free-stream velocity, Ls: stroke length scale)
[320]. Flow separation occurs in hollows of significant size (one fifth of the
channel width) during the acceleration phase, and grows to occupy most of the
hollow at peak flow [321]. During the deceleration phase, it continues to grow
and an ejected vortex appears that is more or less rapidly eroded, depending
on the value of the Strouhal number. Such a wavy wall model represents a
wall bulging rather than the endothelium coating with between-cell-nucleus
hollows, such small-sized hollows being neglected in macrocirculation, but not
in the smaller vessels of microcirculation.

5.2.4 Entry Flow

In straight pipes conveying a steady flow of a Newtonian fluid, two flow regions
can be defined: (1) a developing flow region in a tube length equal to the entry
length (Le), and (2) a fully developed flow region characterized by an invariant

28 But the vessel bore is too small for suitable measurements (Re = 180 and
Sto = 2.7).

29 Branching angle of 120 degrees, Abr/At = 0.48, Abl/At = 0.39, flow ratio of
50/50, R̂e = 1660

30 R̂e = 1000, Sto = 7.9, and γu = 1 in the trunk.
31 Bifurcation angle of 90 degrees, Ab/At = 0.25, qb1 = qb2
32 A mixture was made of 0.0375% separan AP30, 0.01% separan AP45, 0.01%

MgCl2, 4% isopropanol, and 43% glycerine.
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velocity distribution in the cross-section and a constant pressure drop. In
entry steady flows, the flow domain can be subdivided into two subdomains,
a boundary layer33 of thickness δ ∝ (νL/V )1/2 (L: distance form the tube
entry) and a core where the fluid is assumed to be inviscid. In fully developed
flows, the boundary layer spreads across the whole pipe lumen.

Pulsatile Flow

In pulsatile flow, two boundary layer thicknesses δS34 and δ are estimated
either from the balance between the inertia forces associated with the local
acceleration in the core flow ∝ ρωV∞ and the viscous forces in the boundary
layer ∝ µV∞/δ21 (µ: fluid dynamic viscosity, V∞: free stream velocity) or from
the balance between the inertia forces due to the convective acceleration in
the boundary layer and the viscous forces respectively: δS ∝ (ν/ω)1/2 and
δ ∝ (νL/V∞)1/2. δ1 = δ2 when z ≡ L+ = 2.64V∞/ω. When z < L+,
the temporal inertia forces are dominant; when z > L+, the convective in-
ertia forces are greater. The entry length in pulsatile flow in a straight rigid
cylindrical pipe of circular cross-section has been found to have similar ex-
pression as for the steady flow, using Le/δRe(δ) rather than Le/RRe(R) when
Sto ≤ 14 [324]. The entry length in a straight tube conveying a steady flow can
be defined by (vax(∞) − vax(Le))/vax(∞) ≤ 0.01. Similarly, the entry length
in any periodic flow of amplitude V̂q can be defined by the centerline velocity,
whatever the time t, using the proposed ratio (vax(∞, t)−vax(Le, t))/V̂q [325].
Expressions of Le/(RReR) with respect to Sto have been proposed, knowing
that, for a given Sto, the value of Le/(RReR) can vary according to the cycle
phase [326].

Bend

The ratio of the entry length of a bend of uniform plane curvature and the
entrance length of a straight pipe, both conveying a steady flow, Lec/Lest ∝
De−1/2 for sufficiently large De [294] (Lec ∝ R × Re1/2 × δ−1/4). The
flow development of a zero-mean sinusoidal motion in a 180-degree bend de-

33 The boundary layer is a layer adjacent to the wall beyond which the fluid is
considered inviscid, of uniform velocity V∞ (plug core flow). It produces a vor-
ticity that diffuses by action of the viscosity (momentum diffusion). The bound-
ary layer is then a vorticity source and momentum sink. Boundary layer equa-
tions have been proposed as a simplified version of Navier-Stokes equations by
L. Prandtl [322]. Blasius used them for the flow over a flat plate [323].

34 The Stokes boundary layer thickness δS = (ν/ω)1/2 measures the radial distance
from the wall toward the centerline, which can be traveled by means of diffusion
by any fluid particle (any disturbances) within the flow cycle of period T (of
circular frequency ω).
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pends on the oscillation amplitude and frequency parameter35 [327]. The entry
length also depends on the amount of inlet vorticity. In a 116-degree bend,
the physiological-type flow is not fully developed [328].

Blood vessels between two branching sites are never long enough for the
complete development of the flow. Blood flow is then never free from entrance
effects. The flow is characterized by a growing boundary layer and a non-
linearly varying pressure with the distance from the vessel inlet. The entrance
conditions can have large influences on fluid flow, especially at high Reynolds
number motions.

5.2.5 Flow Stability

“Il y a un imbécile en moi, et il faut que je profite
de ses fautes. . . C’est une éternelle bataille contre
les lacunes, les oublis, les dispersions, les coups de
vent. ” (P. Valéry) [329]

“La seule chose que nous ayons à faire ici, c’est
d’insister sur un précepte qui prémunira toujours
l’esprit contre les causes innombrables d’erreur. . .
Ce précepte général, qui est une des bases de
la méthode expérimentale, c’est le doute ;. . . ”
(C. Bernard) [330]

A stable flow is one in which any small disturbance is spontaneously elimi-
nated. Strong local pressure gradients, velocity profile inflections, and shear
reversals affect the flow stability. A major source of instabilities is vortex
production. Vortices arise from concentrated-vorticity regions. The sheared
vortex can then be stretched and rotate. Self-modulated perturbations can
lead to evolving small-scale structures. A disturbed flow is characterized by
transient instabilities, which decay as they propagate downstream, due to the
dissipative action of the viscous forces. The development of velocity/vorticity
perturbations in the flow, with a characteristic magnitude εV �, can lead to a
transitional flow. Transitional flow is defined by preserved perturbations. Tur-
bulent motions are characterizd by a non-linear36 highly dissipative process
associated with random motions, 3D fluctuation velocities, and high diffusiv-
ity, which is accounted for by an eddy viscosity νT (x, t).

A critical dimensionless parameter is a ratio of destabilizing to stabilizing
forces. When the threshold is exceeded at any point of the fluid domain, the
flow destabilization is not counterbalanced by restoring forces and the dis-
turbances grow. The Reynolds number, the ratio of convective inertia forces
to viscous forces, is adapted to steady flows. The critical Reynolds number

35 Bend flow is characterized by κc = 1/7, D̂e = 32, and Sto = 1 for test 1,
D̂e = 5.8, 38.5 and Sto = 4.4 for test 2. Measurements used LDV.

36 There is no simple combination of signals due to non-linear transfer functions
and energy transport between different scale and frequency components.
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Recrit, at which transition from laminar pattern occurs, has a currently recog-
nized value of 2200 in straigth pipes [331, 332]. The critical Reynolds number
is the threshold below which the flow is stable to infinitesimal disturbances
whatever the frequency and wavelength, but this threshold can be pushed up-
ward to about 105 when extreme care is done to reduce disturbances. Because
the blood flows with a pulsatile nature in deformable vessels under a pres-
sure difference which has a given harmonic content, the standard Recrit is not
a reliable index of transition from laminar flow for the blood circulation. A
simple threshold is not suitable because it is strongly related to the flow con-
ditions from which it is determined. However, the transition Reynolds number
for a nonzero-mean sinusoidal flow in straight ducts has been defined by the
value of Re at which the slope of the isoSto St–Re relationships changes [333].
The peak Reynolds number37 for a pulsatile flow is more appropriate. In ad-
dition, flow modulations affect the values of Recrit [334]. Recrit is lower for
non-harmonic (piston driven by a slider-crank mechanism L/L′ = 4) than for
harmonic (piston driven by a scotch-yoke mechanism) pulsations, the latter
providing, for the same mean pressure gradient, a more stable flow than the
steady flow.

Like steady flows, time-varying flows are stable if any disturbance de-
cays continuously. Periodic flows are transiently stable if a disturbance grows
during a part of the cycle and decays. Periodic flows are unstable when the
disturbance grows during each period. Periodic flow patterns have thus been
classified into four main types [335].38 Type 1 corresponds to a laminar flow,
the flow remaining undisturbed throughout the flow cycle. Type 2 is a dis-
turbed laminar flow with small amplitude perturbations. Type 3 is an inter-
mittently turbulent flow in which high-frequency velocity fluctuations occur at
the beginning of the deceleration phase, increase, and dissipate prior to or dur-
ing the subsequent acceleration phase. Type 4 is a fully developed turbulent
flow, high-frequency velocity fluctuations existing during the whole flow cycle.
Additional types have been proposed [336, 337].39 Subpattern 1 is defined
by small-amplitude perturbations occurring in the early stage of acceleration
phase in the flow core. Subpattern 2 is characterized by small-amplitude
perturbations during the whole acceleration phase.

37 In simple nonzero-mean sinusoidal flow with a modulation amplitude Vq∼,
R̂e = Re + Re∼ (Re∼ = Vq∼R/ν).

38 This investigation deals with zero-mean sinusoidal flows, explored by LDV, with
380 < R̂eδ < 1420, and 7 < Sto < 14.2. Turbulence appears explosively toward
the end of the acceleration phase and is sustained throughout the deceleration
phase.

39 Both studies deal with zero-mean sinusoidal flows, using hotwire velocimetry,
either with 13 < R̂eδ < 1080 (52 < R̂e < 2920) and 1.9 < Sto < 8.8, or
with 300 < R̂e < 32500 and 2.6 < Sto < 41. Transiently turbulent flows are
characterized by sudden generation of turbulence during the deceleration phase
with relaminarization during the acceleration phase.
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Reynolds stresses are used to study possible transitional flow in the pres-
ence of an implanted medical devices. The Reynolds stress tensor ρv′ ⊗ v′ is
given in a Cartesian frame by:

ρ

⎛⎝v1v1 v1v2 v1v3v1v2 v2v2 v2v3
v1v3 v2v3 v3v3

⎞⎠
In a steady flow, each velocity component vi, mesured in a Cartesian frame,
is decomposed into a mean v̄i = (1/N)

∑N
k=1 v

k
i (N : sample number) and

a fluctuation v′i. The Reynolds stress component can then be computed:
ρvivj = (1/N)

∑N
k=1 ρv

k
i v

k
j . Assuming quasi-steadiness in a small time in-

terval, the same decomposition can be made in pulsatile flow, using a very
short time window (∆tw of few ms) and a set of flow cycles (N > 100). The
quantities of interest are the principal Reynolds stresses ρvivj |P along the
principal axes of the tensor [338].

The turbulent boundary layer is currently decomposed into a three-tiered
structure, with: (1) a near-wall viscous sublayer where the laminar shear
is greater than the turbulent shear, (2) a buffer sublayer, and (3) an in-
ertial sublayer. The dimensionless viscous sublayer thickness is defined by:
δ̃S = δS(u∗/ν) = (γ̇w/ω)1/2. The dimensionless forcing angular fre-
quency ω̃ = δ̃−1

S determines whether the viscous and buffer sublayers
have quasi-steady behavior or not. The vessel lumen crossed by a turbulent
oscillatory flow can be decomposed into three zones, which can be identi-
fied throughout the flow cycle [335]: (1) a viscous sublayer characterized by
a length scale δTv = ν/u∗, the unsteady length scale being defined by
δTt = u∗/ω, (2) a logarithmic layer, and (3) a central wake. The flow
structure depends on the length scale ratios, St = R/δTt = Rω/u∗ and
Re = δTtu∗/ν = δTt/δTv = u2

∗/ων. When Sto > 2, a transitional Reδ,crit

of 350 to 400 has been observed.
The simplest quantity to first consider is the available time for disturbance

growth and spreading. A dimensionless relaxation time has been proposed, i.e.,
the product of the ratio of the time available for perturbation growth (the du-
ration of the acceleration phase) to the momentum diffusion time scale (R2/ν)
by the ratio between convective inertia and viscous effects (Re) [339]. The pul-
satile flow is indeed unstable if the disturbance experiences a net growth over
each flow cycle (otherwise, it is either stable, when every perturbation decays
at each instant, or transiently stable when a disturbance grows during a cycle
part and decays). The higher Sto, the lower the time available for disturbance
growth. The growth rate increases with Re, when the flow unsteadiness acts
as a simple modulation factor. The value of the Strouhal number (St) can
then be taken into account. When St 
 1 (St ∝ Tconv/T ) and Re � 1
(Re ∝ Tdiff/Tconv), the convective time scale for vortex development inside
the vessel lumen (R/V̂ , δS/V̂ inside the boundary layer) is lower than both the
momentum diffusion time scale (R2/ν, δ2

S/ν inside the boundary layer) and
the cycle period T (even shorter than the duration of the decelerating phase).
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Destabilization–stabilization of a pulsatile flow depends thus on the frequency
and magnitude of flow modulation. A critical Strouhal number, based on the
unsteady boundary layer thickness ((R/δS)2/(V̂ δS/ν) = R2ν/δ3

S V̂ ) has been
proposed for time-dependent flows.

A single index being insufficient, diagrams based on the main involved
dimensionless parameters are used. The Stokes number, which ressembles Re,
the convective inertia being replaced by the unsteady inertia in the force
ratio, is a frequency parameter. A combination of Sto and Re, with suitable
scales, has been defined to provide critical conditions [340]. These authors
observed turbulent bursts in the dog aorta after peak flow when R̂e > 250 Sto,
which disappear before the cycle end. However, such disturbances can have
been generated by the measurement sensors. Similar orders of magnitude have
been found in pipe flows using the same measurement technique (hotfilm
velocimetry) [341]. Demarcation of the flow patterns is commonly made on
Sto–Re diagrams.

Pipe curvature damps turbulences in steady flows [342]. The higher κc,
the greater Recrit. However, when disturbances are small, Recrit in bends can
be lower than in straight pipes. Recrit appears thus to depend on the per-
turbation amplitude in steady flow. Whereas viscous forces have a stabilizing
effect, tube curvature can have a destabilizing effect on the Stokes layer due
to the centrifugal forces along the inside wall [343]. Analysis of linear and
non-linear stability of zero-mean sinusoidal flows in curved pipes have been
studied in the case of fully developed flow, based on a WKBJ perturbation
solution [344, 345], defining a critical Taylor number Ta = V̂ 2δ3S/(Rcν

2). The
vessel curvature thus affects the flow stability. Another factor plays a role, the
vessel deformability. Perturbations grow more easily in straight deformable
tubes than in rigid ducts [346]. Conversely, distensible straight pipes have
been found to damp existing turbulence in steady flow, the turbulence inten-
sity being lower than in rigid pipes [347].

The instability limit Reδ = Re/Sto has been estimated to be about 100 in
a plane boundary layer of thickness δ ∝ (ν/ω)1/2 as well as in the aorta, from
in vivo measurements that strongly disturbs the flow [348]. In pulsatile flows,
turbulence bursts could appear when the flow begins to decelerate. Some ex-
planations attribute the turbulence to the stability of the oscillating boundary
layer [349]. The phase difference between the response of the boundary layer
flow and the core flow to the time-dependent pressure gradient produces a
velocity profile characterized by an inflection point, which is considered an
instability source.40 When Sto is high (small flow modulation period), the
inflection point of the inflectional velocity profile is ineffective in producing
instabilities [350]. When the inflection point is neither very close to the wall
nor far away from it, its importance is reduced [351]. The flow in a channel
that is suddenly blocked off (at a quicker rate than the aortic flow, the aortic

40 The inviscid linear stability theory states that velocity profiles with an inflection
point are candidates for instability.
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valve beginning to close after the peak transvalvular flow) gives an estimate
of the available time for instability occurrence (0.023ν/R2), where R2/ν is the
damping time scale by viscous effects [352].

These inflexion points must be convected at a relatively slow velocity for lo-
cal perturbation growth. Turbulence burst may quickly die downstream when
conditions change. On the contrary, instability has been proposed to be re-
lated to the behavior of the inviscid core of the pulsatile flow, i.e., outside
the Stokes layer [353]. These investigators provided a flow stability criterion
based on the velocity radial gradient and a parameter that depends on the
perturbation amplitude, Sto, and velocity modulation rate γv. This criterion
is thus difficult to handle, especially in actual blood flows. These authors point
out that three main governing parameters must be taken into account in flow
stability investigations, Re, Sto, and γv.

Overestimation of flow instabilities41 has been shown in the framework of
experiments carried out on artificial heart valves compared with the values
obtained from a spectral analysis of LDV data and determination of the main
frequency modes [354].

In summary, several features affect flow stability: vessel curvature accord-
ing to disturbance amplitude,42 wall distensibility, flow period, and the fre-
quency content of the pressure signal. Laminar flow in blood vessels is a weak
assumption.

5.2.6 Flow Separation

Flow separation induces abrupt stream divergence from the vessel wall. In
steady flows, the area of the flow separation region depends on Re. The sep-
aration point43 divides the flow into: (1) a recirculating flow inaccessible to
the upstream flow, and (2) a downstream-directed flow with a boundary layer
passing over the region of recirculating flow. In vessel flows, the flow reat-
taches further downstream to the wall at the reattachment point.44 There is a
priori no fluid exchange across the separation surface between the separated
and unseparated flow regions in 2D flows. The streamlines diverge from the
tube wall. The separation surface is an envelope of the limiting streamlines.

The flow separation in time-dependent flows can be defined by the separa-
tion of the boundary layer with du/dn ≤ 0 (n: local wall normal) at the sepa-
ration point throughout the entire flow cycle [355]. At moderate Re (102–103),
flow separation can occur. At small St (10−4), flow separation is quasi-steady,

41 A shift toward the unstable region of the Sto vs. Re diagram is observed when
the scales are cardiac frequency and peak velocity.

42 Bending may favor or damp disturbances with respect to straight pipe, whether
the disturbance amplitude is small or great.

43 A point of vanishing shear that can appear in unsteady flow in deformable vessels
associated with the flow reversal does not mean necessarily separation.

44 In immersed bodies, flow separation can form a wake.
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Table 5.3. Unsteady flow separation. Illustration by a simple case.

dq/dt dA/dz ∂p/∂z Flow separation

Acceleration phase Divergence V 2
q (dA/dz) < dq/dt Absence

(> 0) V 2
q (dA/dz) > dq/dt Presence

(> 0) Convergence < 0 Absence
(< 0)

Deceleration phase Divergence > 0 Presence

Convergence V 2
q |dA/dz| < |dq/dt| Presence

V 2
q |dA/dz| > |dq/dt| Absence

whereas at intermediate St (10−3–10−2), flow separation regions expand dur-
ing the deceleration phase, and with increasing St, vortex shedding can oc-
cur [356]. Flow separations in time-dependent flows have peculiar features. In
periodic flows, the flow separation region in the entrance region of the branch
of a symmetrical bifurcation with a between-branch flow distribution of 2 : 1
can move [318]. In 3D unsteady flow separation, the separation surface can
be incomplete so that the fluid particles are not necessarily tracked down and
can flow downstream, escaping in particular during the deceleration phase,
having spent more time in the area than those of the main stream.

The unsteady axial pressure gradient (∂p/∂z), which can induce flow sep-
aration, can be estimated to a first appoximation, when viscous forces are
neglected, in a rigid (∂A/∂t = 0) single (∂q/∂z = 0) vessel conveying a 1D
flow, by the following equation:

∂p

∂z
=

ρ

A

(
V 2

q

dA

dz
− dq

dt

)
.

Flow separation occurrences are given in Table 5.3.

5.2.7 Vessel Deformability

Blood is conveyed in flexible vessels which undergo deformation under vary-
ing transmural pressures p, defined as the difference between the internal and
external pressures (p = pi − pe). However, the deformable vessels have con-
trolled lumen size (Part I and Sect. 2.6.3). Arteries dilate when the pressure
wave, associated with the systolic ejection from the left ventricle, is traveling
through the arterial bed. The cross-sectional luminal area Ai is then inflating
because p is evolving in a range of positive values. The cross-sectional shape
may be sligthly affected owing to the non-uniform distribution of p over the
entire vessel perimeter and action of the neighboring structures. The artery
wall undergoes local strains in axial, azimuthal, and radial directions imposed
by pressure wave traveling.
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Fluid and structure mutually exert reciprocal effects in deformable vessels.
A change in velocity induces a variation in internal pressure that generates
a change in cross-sectional area, which in turn, produces a variation in fluid
velocity.

5.2.7.1 Distensible Vessels

The myocardium activity induces alternate dilation and recoil of the arterial
wall, especially of the elastic arteries. The static equilibrium of an elastic vessel
and state laws are given in Apps. C.8 and C.9. The blood flow is coupled to
the arterial wall motion. The pressure wave, which precedes the blood flow,
dilates the blood vessels. Pulse waves are deformation waves coming out from
the heart with a speed of order 10 times greater than the blood velocity. When
blood enters the aorta, the aorta starts expanding until the blood inflow stops.
During the diastole, the expanded aorta retracts and squeezes the blood out
into the downstream arteries, where the flow is then uninterrupted.

The information of blood ejection by the left ventricle is received by the
peripheral arteries with a more or less great delay according to the distance
from the heart due to the wave propagation duration, as the wave transmits
the information. Injection pressure remains relatively low (about one hundred
times less) with respect to the required value in rigid ducts, although it drives
the increase in blood velocity from zero at the end of the cardiac cycle to about
1m/s (maximal peak value in proximal arteries) in approximately 100 ms in
the deformable arteries.45 The lower the fluid density for a given compress-
ibility, the smaller the fluid inertia, the higher the propagation speed and
the faster the motion trigger. Because blood is incompressible, reduction in
blood inertia is due to vessel distention, the mass increase for a given pressure
occurring in a larger volume.

The artery dilates when the pressure wave travels through it. The Reynolds
-type number (dR/dt)R/ν indicates the relative importance of the viscous
forces in a contracting/expanding vessel. In expanding vessels, the near-wall
flow is delayed [357]. In a distensible vessel model, backward flows and wall
shear stress are reduced to 75% of their magnitude in a rigid model [358].
When the wall is distensible, wall shear stress increases at certain wall points
and decreases at others, as shown by LDV with a large exploration volume.
It may then be necessary to take into account locally the wall distensibility,
especially when the stress field in the wall subjected to the flow stresses must
be known to assess the fissuring risk.

However, the pulse wavelength λ in the distensible arteries is several meters
per second, which is much greater than the distance traveled by the fastest
fluid particles during the cardiac cycle (V̂ T 
 λ). In the absence of taper, the
blood is commonly assumed to be conveyed through vessels of quasi-uniform

45 High injection pressures would be noxious for the vessels and organs on the one
hand and would lead to heart fatigue one the other hand.
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cross-section over a vessel length on the order of 10 cm. Moreover, the blood
volume (V = 5 l) is increased by a relative volume change of 0.02 when it
receives a stroke volume SV = 100ml during a duration tse = 200ms. The
additional flow rate generated by an aorta segment of length L = 10 cm
and radius R = 10mm is qadd = 0.2VAo/tse = π.10−6 m3/s. Assuming
a mean q̄ and a peak q̂ aorta flow rate of 25π.10−6 and 70π.10−6 m3/s, re-
spectively, qadd = 0.04q̄ and qadd = 0.014q̂. The effects of wall compliance
on blood flow then appear to be minor with respect to flow periodicity. Yet,
fluid–structure interaction must be taken into account to demonstrate whether
vessel deformability has significant effects on the velocity and pressure fields.

5.2.7.2 Collapsible Vessels

Veins constitute the compliant compartment of the blood vessel network (vein
compliance allows the blood volume to reside mainly - up to 70% - in the ve-
nous network). However, veins may experience changes both in cross-sectional
area and shape when they are subjected to negative transmural pressures
during natural or functional testing maneuvers, although p is uniformly dis-
tributed in the entire cross section [359–361]. The easier the collapse, the
thinner the vessel wall or the more superficial from the skin the vessel path
(deep thin-walled veins can be modeled by thick-walled vein-like tubes).

The dynamics of the fluid are strongly coupled to the mechanics of the
flexible vessel wall via the non-linear tube law , which relates p to Ai [362–
366]. Tube loading can be such that contact occurs between the opposite
walls at one point and, afterward with increasing loading, over a line. At
slightly negative transmural pressures, any thin-walled flexible vessel is very
compliant, small variations in transmural pressures inducing large changes in
cross-sectional area.46

The tube law depends strongly on both tube geometry (length, shape of the
unstressed cross-section - circular or elliptical -, and in the latter case, tube
ellipticity, and wall thickness) and rheology in the unstressed state. When
the unstressed cross-section is circular and the transmural pressure is slightly
negative, the flexible duct keeps its circular cross-section down to the buckling
pressure pb (the compliant tube buckles under a slightly negative transmural
pressure).

When the transmural pressure is lower than the contact pressure, the lu-
men of a straight deformable vessel of elliptical unstressed cross-section is
reduced to two parallel narrow tear-drop channels separated by the wall con-
tact region. With further decrement in transmural pressure, the flat region of
46 Huge changes in tube transverse configuration for slightly negative transmural

pressure occur in any compliant pipe, whether the unstressed cross section is
elliptical [364] or circular [367], whether the deformable vessel has uniform ho-
mogeneous walls or is a composite material of non-uniform geometry [269], in
vitro as well as in vivo [96], especially when it has thin walls and it is not strongly
surrounded by more or less stiff biological tissues.
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contact spreads laterally. When the unstressed cross-section is circular, dif-
ferent modes of collapse (bifurcation problem) can occur according to the
number N of lobes (i.e., opened regions of the collapsed tube lumen, which
are associated with symmetry axes). The buckling pressure is proportional
to N2 − 1 in computational shell models of deformation of tube of infinite
length and purely elastic wall [362, 368]. The lobe number N depends on the
tube geometry and rheology in its unstressed and deformed states. The cross-
section shape usually displays three or four lobes either in tubes subjected to
longitudinal bending effects [369] or in short and thin-walled pipes [367].

Tube law, one- and three-dimensional data from flow models in collapsible
vessels are given in App. C.10. Analysis of details of actual properties of the
tube-fluid couple deals with the three-dimensional aspects [370, 371].

5.2.8 Wave Propagation

Wave propagation results from ventricle-aorta coupling, with the ventricular
ejection in the distensible arteries. Harmonic analysis has been used to pro-
cess the assumed periodic waves, which are represented by an infinite Fourier
series of sinus and cosinus functions with appropriate coefficients, or more
conviniently by the exponential formulation

∑
ak exp{ıωkt+ ϕk}.

The pressure waveform (p = p̂ exp{ıωt} exp{ıϕ} exp{−γz}, ϕ: phase
lag, γ = α + ıβ: propagation coefficient, α: attenuation constant, β: phase
constant) in the proximal arteries (i.e., the subclavian artery) presents the
following features. During quick ventricular ejection, pressure abruptly rises
up to an anacrotic inflection and then more slowly up to a peak. The pres-
sure continues to decay during the diastole and can exhibit an atrial wave at
the end of the diastole. Pressure time variations display an isovolumic wave
during the isovolumic relaxation. The pressure waveform is smoother in distal
arteries (i.e., the radial artery) showing a dicrotic notch (incisura) followed by
a dicrotic wave. The notch is produced by aortic valve closure.

In deformable vessels, there are three propagation modes (App. C.7). Due
to surrounding tissue tethering, the Young mode associated with the radial dis-
placement is the main propagation mode. Pressure and flow waves associated
with blood ejection during the ventricular systole result from the non-linear
interaction of blood and deformable artery walls. Flow velocity and pressure
waves change with increasing distance from the heart (Figs. 5.4 and 5.5).
During propagation, cross-sectional averaged velocity is delayed, the phase
lag being due to the wave traveling. The velocity wave is characterized by
additional distortions: (1) a reduction in amplitude, due to flow division at
branching sites, associated with an admittance decay; (2) increase in width;
and (3) disappearance of back flow if any exists in the upstream arteries. These
changes are mainly due to wave attenuation. The pressure wave varies with
increasing distance from heart with: (1) a peakening (amplitude rise) associ-
ated with a gradual decay in mean pressure; (2) a wave steepening, the slope
of the initial accelerating phase increasing with distance from the heart; and
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Figure 5.4. Blood pressure waveforms in different sites of the dog descending aorta
(Source: [373]).

(3) a smoothing and gradual attenuation of the dicrotic wave, formation of a
second rear wave, and possible secondary oscillations. Proportionality varies
between the pressure and the flow rate from heart to the periphery.

It is commonly thought that the traveling waves undergo shape deforma-
tions due to the dispersion associated with harmonic content, the non-linear
pressure–cross-sectional area relationship, the wave reflection at impedance-
mismatch sites, a decrease in elasticity of peripheral arteries, and an increase
in impedance with distance from the heart. Wave reflections are minimized by
changes in elastic properties along the arterial tree [372]. A gradual increase in
the elastic modulus in the branch relative to the parent vessel allows maximal
admittance, if the geometry variations also favors such a process. Wall inertia
introduces a response delay to pressure changes. Wall displacement velocity
is small compared with blood velocity. The effects of wall inertia are then
much smaller than those of the elastic forces. Viscosity does not significantly
influence wave speed but determines wave damping.

Wave distortion during wave propagation is caused by multiple factors:
vessel architecture and change in size, structure, and rheology, which induce
variations in vessel impedance and admittance. From the heart to the tissues,
the wall structure and composition gradually vary from the elastic arteries,
to the transition and muscular arteries. Non-linear viscoelasticity and wall
stress distribution affect the wave propagation. The waves can be reflected at
branching sites. Local admittance coefficients47 can be introduced for the stem
Yt and its branches Yb (Yb = 0 for a total reflection). When

∑
Yb/Yt < 1, the

wave is reflected with a smaller amplitude. When Yb ∼ Yt, the incident wave
is slightly disturbed. In such a case, wave propagation can be modeled by soli-
tons. Pulse harmonics interact non-linearly. The wave peak propagates faster

47 Admittance Y is given by Y = A/(ρc) = Cc = ADc.
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Figure 5.5. Pressure (top) and flow rate (bottom) in various segments of the
canine aorta (ascending and descending thoracic, abdominal) and arteries of the
inferior limb (proximal - femoral -, or distal - saphenous -). The pressure and flow
rate signals are matched but are acquired in different experiments (Source: [374]).

than the wave foot (steepening). Greater attenuation for higher harmonics
smoothes the waveform.

Forward and backward running waves in the arteries have been analyzed
using the method of characteristics and a 1D flow model (hyperbolic equation)
in an elastic artery, neglecting viscous dissipation [375]. Changes in pressure dp
and velocity dv across the incremental wave front are related to dp = ±ρc dv
(Table 5.4). Pressure–velocity curves exhibit loops with a linear part during
the early systole, from which the wave speed is computed. Forward and back-
ward traveling components are separated assuming that intersecting wavelets
are additive (linearization, dg = dg+ + dg−) and calculated from mea-
surements. Forward running wavelets are dominant in the aorta. Waves are
generally classified by the sign of produced changes (Table 5.4). The energy
fluxes carried by the wave de = dp dv are positive for all forward running
waves and negative for all backward traveling waves. Non-linearities must be
taken into account in the analysis and separation of forward and backward
running waves [248]. This type of analysis is challenged by soliton modeling.

The wave speed c depends on vessel wall rheology, i.e., on vessel type
and size, age, etc. The pressure pulse travels much faster than the blood
(cp(p(x, t)) ∼ 10–30Uq(x, t)). The pulse transit time (PTT) is the time taken
by the wave to run between two explored stations. Pulse wave velocity (PWV)
is usually measured between the carotid and femoral arteries. PWV is used
as an index of arterial distensibility.
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Table 5.4. Pressure and velocity variations across the wavelet front, associated with
(dp = ρc dv) and backward (dp = −ρc dv) compression and expansion wave fronts
(upstream {p + dp, v + dv} and downstream {p, v} values from the wavelet front).

Compression wave Expansion wave

Forward Backward Forward Backward

p dp > 0 dp > 0 dp < 0 dp < 0
v dv > 0 dv < 0 dv < 0 dv > 0

“. . . c’est-à-dire des points de départ et des trem-
plins pour s’élever jusqu’au principe universel. . .”
(Platon) [376]

The wave propagation in the circulatory system is based on a 1D model,
with the following assumptions:

1. The fluid is: (1) incompressible, i.e., the Mach number Ma = v/csound 

1, the Helmholtz number He = ωL�/c 
 1, ρgL�/(γp) 
 1
(γ = cp/cv),48 βTVqν/(cpL�) 
 1 (βT : thermal expansivity),49,
λTβT ∆T/(ρcpL�Vq) 
 150 [377], (2) homogeneous, and (3) ideal or New-
tonian.

2. The vessel is (1) long, straight, cylindrical; (2) has a circular cross-section;
(3) its wall is made of a homogeneous structure, and has uniform geomet-
ric and rheologic properties; (4) has thin wall (h/R 
 1); (5) its wall
material is purely elastic and isotropic; (6) its axis remains undeformed;
(7) it is not prestressed; (8) the axial tension during the radial displace-
ment is negligible; (9) the wall inertia and viscosity associated with the
displacement are neglected.51

3. (1) The flow is axisymmetry (absence of azimuth dependency), (2) the
pressure is constant in every cross-section, (3) there is no secondary mo-
tion, (4) most often, velocity distribution is uniform in every cross-section
(momentum and kinetic energy coefficients αm = αk = 1).52

4. The wave has (1) a reduced frequency spectrum, (2) an infinitesimal am-
plitude (∆A/A 
 1, ∂R/∂x ∼ h/λ 
 1), (3) a wavelength λ/R � 1
(∂/∂x2 
 ∂/∂r2), (4) a radial propagation mode.

48 The height scale in the gravity field is much greater than the flow length scale.
49 Viscous dissipation is small enough.
50 Heat conduction is not or slightly involved.
51 Wall inertia is taken into account in the non-linear propagation of solitons. It

explains the effective function of virtual valves of the arterial wall distributed
along the arterial circuit and the recruitment inducing a soliton peakening.

52

αm =

∫
v2

V 2
q

dAi

Ai
, αk =

∫
v3

V 3
q

dAi

Ai
.
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Table 5.5. Influence factors on wave propagation.

Factor Effect

Vessel geometry Impedance and admittance changes reflection
(the lower φinc − φref , the greater the wave amplitude)
(higher harmonics are more disturbed, ω ↗, λ ↘)

Viscosity Damping (wave attenuation)

Inertia ρωV � ρV 2/L = ρV 2ω/c, V/c → 1

Harmonic content Smoothing (c = c(ω))
(the greater the component frequency, the greater
the attenuation)

Fluid–wave interaction Speed of forward running solitary wave increases (u + c)

5. The fluid is weakly coupled to the vessel wall; the effects due to fluid
motion on the pressure distribution are much lower than the action of
wave propagation (ρv2 
 ρvc, v 
 c - subcritical flow).

Literature studies of wave propagation in blood vessels also deal with the
linearized theory. In a cylindrical straight elastic model:

∂vr
∂t

= −1
ρ

∂p

∂r
+ ν

(
∂2vr
∂r2

+
1
r

∂vr
∂r

+
∂2vr
∂z2

− vr
r2

)
,

∂vz
∂t

= −1
ρ

∂p

∂z
+ ν

(
∂2vz
∂z2

+
∂2vz
∂r2

+
1
r

∂vz
∂r

)
,

∂vz
∂z

+
vr
r

+
∂vr
∂r

= 0,

ρwh
∂2ur

∂t2
= crr(R) − Eh

1 − νP

(
νP

r

∂uz

∂z
+
ur

r2

)
,

ρwh
∂2uz

∂t2
= crz(R) +

Eh

1 − νP

(
∂2uz

∂z2
+
νP

r

∂ur

∂z

)
,

with vr = ∂ur/∂t and vz = ∂uz/∂t ar r = R(t). It takes into account the
transverse motion, which is neglected by the 1D model.

5.2.9 Wall Shear Stress

The nine-component stress tensor produces at the vessel wall a two-component
shear vector, one component in the plane of the vessel cross-section (cross-
component), the second in the local vessel axial direction, which is not neces-
sarily parallel to the tube axis direction (there is no strictly axial component
in the general case).53 The dimensionless extra-stress tensor in a Newtonian
53 In general, the wall normal is not necessarily in the cross-section plane. Only in

ducts of uniform cross section, it belongs to the plane of the cross-section.
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fluid is equal to T̃ = 2Re−1D̃. At each point of the vessel wall, the dimension-
less dissipative stress vector c̃w = 2Re−1D̃n̂ associated with the dimensionless
extra-stress tensor T̃54 is defined by:

c̃w = Re−1
{[

(2ũx,xnx + (ũx,y + ũy,x)ny + (ũx,z + ũz,x)nz

]
êx

+
[
(ũx,y + ũy,x)nx + 2ũy,yny + (ũy,z + ũz,y)nz

]
êy

+
[
(ũx,z + ũz,x)nx + (ũy,z + ũz,y)ny + 2ũz,znz

]
êz

}
,

where n̂ is the inner unit normal vector of the vessel wall.55
The dimensionless stress vector c̃w can be expressed in a local basis. Let t̂

the transverse tangent unit vector, which is perpendicular to n̂ and belongs to
the plane of the cross-section; t̂ is oriented in the anticlockwise direction. Let
b̂ = t̂× n̂. In a non-uniformly deformed vessel (distensed or collapsed), in a
tapered vessel, etc., b̂ is not parallel to êz. The Frenet trihedron (P ; n̂, t̂, b̂) is
then defined in each point P of Γ3. (τ̃t, τ̃n, τ̃b) denote the components of the
vector τ̃ in this trihedron. In the local Frenet basis τ̃ becomes:

c̃w = J
{[

(tybz − tzby)τ̃x + (tzbx − txbz)τ̃y + (txby − tybx)τ̃z
]
n̂

+
[
(bynz − bzny)τ̃x + (bznx − bxnz)τ̃y + (bxny − bynx)τ̃z

]
t̂

+
[
(nytz − nzty)τ̃x + (nztx − nxtz)τ̃y + (nxty − nytx)τ̃z

]
b̂
}
,

where J is the determinant of the Jacobian matrix of the Cartesian-to-Frenet
frame change:

J = bx(nytz − nzty) − by(nxtz − nztx) + bz(nxty − nytx).

The magnitude and orientation of the wall shear stresses (WSS) depend
both on the axial and transverse tube configurations and on the flow pattern.
In a developing steady flow in a straight pipe of uniform circular cross-section
(constant wall curvature), a WSS axial gradient is applied to any point of the
wall (entry length). Cross-variation in wall curvature, for instance observed in
collapsed tubes due to the transverse bending of the wall, induces transverse
gradient of the single WSS axial component [378]. A WSS circumferential
component appears when the vessel presents a curvature of its axis. In 3D
flows, any point of the wall is then subjected to two shear components. The
WSS gradient is a 2D tensor (Fig. 5.6):

∇cw =
(
cwb,b cwb,t

cwt,b cwt,t

)
.

54 For a 1D flow in a straight pipe at a wall point P (a single component vz),
cw|P = µ∇vz · n̂|P .

55 ũx is the x̃-component of ũ in the Cartesian basis (êx, êy, êz). ũx,y is the partial
derivative of ũx with respect to ỹ. The same notation is used for every vector
component and partial derivative.
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C

Cwb

wt

C wt + δCwt / δs2 ds2

Cwb + δ C wb / δ 1 ds1s

Figure 5.6. Wall shear stress and its spatial gradient.

The diagonal components induces elongation and the off-diagonal components
torsion (torque). In unsteady flow, the wall shear stress can strongly vary at
any given point with the time and in both main directions (transverse and
axial) during the flow cycle (Table 5.6) [149]. Change in direction of the WSS
axial component occurs when the pulsatile flow generates a back flow in the
whole vessel lumen or a layer near the wall.

Several WSS indices have been proposed. The time-averaged WSS is given
by: |cw| = (1/T )

∫ T

0
|cw| dt. The oscillatory shear index (OSI) is defined

by: OSI =
∫ trf

tri
|cw| dt/

∫ T

0
|cw| dt, where tri and trf are the initial and final

instants of the reversed flow period.
In a fully developed steady 1D flow, wall shear stress can be estimated

from the pressure drop. The pressure forces are equal to the friction forces.
Therefore, in a tube of circular cross-section,∆p/L = (χi/Ai)cw = (2/R)cw.
The viscous head loss per unit length is given by the Darcy-Weisbach formula:

(χi/Ai)cw = (4/dh)cw = ΛρV 2
q /(2d),

Table 5.6. Maxima (M) and minima (m) of variations of wall shear stress com-
ponents - axial (a) and cross (c) - for a given cycle phase, either for a fixed
axial or circumferential position, in a nonzero-mean sinusoidal flow (Sto = 4,
40 ≤ Re(t) ≤ 360, D̂e = 113, 0.05 ≤ St(t) ≤ 0.45, γu = 0.8, and
Re2 = 181) in a 90-degree bend (R/Rc = 1/10) of a Newtonian incompress-
ible fluid (Source: [149]).

ccM ∼ 0.20–0.28 caM

ca(z)
∣∣
t,θ

max ∼ 3 min
cc(z)

∣∣
t,θ

max ∼ 5 min
ca(t)

∣∣
z,θ

max ∼ 17 min
cc(t)

∣∣
z,θ

max ∼ 33 min

∆ cc ∼ 2 ∆ca
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where Λ is the friction head loss coefficient.56 The friction coefficient, or skin
friction coefficient, Cf = Λ/4. WSS is then given by

cw = (Λ/8)ρV 2
q /2 = Cf ρV

2
q /4.

Within the 1D boundary layer, friction forces ∝ ρ(V 2/L) have the same
magnitude order as the inertia forces ∝ µ(V/δ2). Therefore, δ = L/Re1/2

(L: length on the solid wall from the vessel entrance to the exploring site).
The boundary layer thickness δ then depends on the Reynolds number Re.
The greater Re, the thinner the boundary layer. The longer the distance from
the vessel entry, the higher δ. Because cw ∝ µV/δ = ρV (νV/L)1/2, cw ∝
ρV 2 Re−1/2.

5.2.10 Particle Flow

In microcirculation, blood flow becomes heterogeneous and a fluid-particle
mixture must then be considered. The particles are mainly the flowing cells,
especially erythrocytes. However, a mixture of a Newtonian fluid, the plasma,
and macromolecules can be investigated in tiny capillaries. The particle con-
centration is such that interparticle distance is greater than particle size.
Particle–particle interactions are then lower than fluid–particle interactions.
Solid particle flows depend on flow characteristics and particle features, parti-
cle shape and size, particle concentration, possible particle deformability, and
particle buoyancy with respect to the suspending fluid.

In narrow capillaries, where inertia is negligible, a tiny lubrication film
between the endothelium and flowing cell membrane favors motion of the
deformed cells. Compared with a homogeneous Newtonian fluid in the same
flow conditions, velocity is reduced and resistance is augmented. The velocity
reduction factor and resistance rise factor quantify the ratio between particle
flow and one-phase flow.

In a steady motion of spherical particles in a Newtonian incompressible
fluid, the involved dimensionless parameters are the particle radius size-to-
vessel radius κs = Rp/R and the different Reynolds numbers: (1) the flow
Re = VqR/ν, (2) the particle Rep = VqRp/ν, (3) the slip Resl = Rpvsl/ν
(vsl = v − vp: slip velocity), (4) the shear Resh = R2

pγ̇/ν, and (5) the
rotation Reynolds number Rero = R2

pω/ν (ω: particle angular speed). Any
flowing particle experiences several forces. The Stokes drag force FD on a
rigid spherical particle, of radius Rp, and the drag coefficient CD in a steady
motion of a Newtonian incompressible fluid are given by FD = 6πRpµv
and CD = FD/(πR2

p)(ρv
2/2), respectively. The particles are also subjected

to a transverse and a lift force. The lift coefficient CL ∝ κsγ̇Re−1
sl . At

large Re, when the number of rigid spheres is moderate, the Levitch formula

56 Λ = fL/Re in laminar flow, Λ = fT /Rep in turbulent flow (fL and fT are the
corresponding shape factors).
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gives the viscous force Fv acting on the particle flowing with the velocity vp:
Fv = 12πµRpvp.

Flow-seeded particles steadily conveyed in a vessel migrate transversally
due to inertia [379, 380]. The shear rate gradient indeed causes not only
rotation of the solid particle but also cross-migration (Magnus effect). The
cross-motion can be neglected when Resh is small. Transverse migration of
the seeded particles is produced by a set of factors (not only by inertia): the
local gradient in shear rate and the particle volume fraction, inertial lift de-
pending on local velocity distribution, lubrification-associated wall repulsion,
motion associated with the deformation of flexible particles, and displacement
due to the non-Newtonian properties of the solvent [381, 382]. The particle
cross-migration produces a particle-free near-wall layer [383], the thickness of
which depends on particle concentration, and blunting of the velocity distri-
bution [384]. Velocity-distribution blunting depends on the particle concentra-
tion and relative size, as shown using USV [385]. Steady suspension flows are
also characterized by a concentration distribution, with a higher concentra-
tion near the channel axis,57 as displayed by LDV [382]. The cross-migration
pattern of non-neutrally buoyant particles is more complex than the motion
of neutrally buoyant particles. Complexity depends on the fluid density-to-
particle density ratio. For small density differences, the equilibrium position in
Poiseuille flow depends whether the particle leads or lags the local fluid [386].
When the density difference is large, the equilibrium position always shifts
toward the centerline. In pulsatile flows, neutrally buoyant particles (spheres,
rods, and discs) also migrate radially, with several radial equilibrium positions
when Sto > 5 [387].

The transport of flexible macromolecules depends on the coupling be-
tween different types of motion, translation, rotation, and internal motion
of the macromolecules. A general scheme of macrotransport of flexible macro-
molecules, which are assumed to be a chain of rigid components, has been
proposed [388].

The rheological properties of suspensions involved several parameters, the
volume fraction of the seeded particles, their shape and size, the presence of
electrical charges, and the flow pattern [389].

Erythrocytes can be modeled by capsules.58 The behavior of a deformed
capsule in a shear flow strongly depends on the unstressed shape (spherical,
spheroidal, or discoidal) and on the viscosity of its internal fluid relative to the
solvent’s viscosity κv = µi/µe [390]. Rheological properties of the membrane
control resistance of the capsule to applied stresses. Membrane constitutive
laws are based either on Mooney-Rivlin or Skalak [391] laws. These laws lead
to quite different membrane behaviors for large deformations [392]. Also, the
motion of a capsule freely suspended in a flowing liquid is an example of fluid–
structure interaction, the deformation of the membrane being coupled to the

57 The particle volume fraction ranges from 0.1 to 0.3.
58 A capsule consists of an internal liquid enclosed by an elastic membrane.
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motions of the internal and suspending liquids [393]. Deformation depends on
the shear rate and membrane rheology. The capsule convection across a pore
that generates a capsule deformation has been found to agree with experi-
mental observations [394]. Such process models natural (erythropoiesis) and
artificial filtration.

5.3 Cardiovascular Flows

5.3.1 Cardiac Flow

Since the observations of Leonardo da Vinci (1508–1513), vortices are known
to appear in the heart. The vortex is associated with the rotation of a fluid
region in the flow. Vortices play an important role in mixing and flow stability.
Vortex formation when the fluid flows through the valve has been thought to
affect the valve dynamics, but the main factor acting on the opening and clos-
ing of cardiac valves is the transvalvar pressure acting on this articulated soft
membrane. In vivo, a vortex occurs in the left ventricle, early in the diastole,
and grows and persists during the whole diastole. The unsteady ventricule
Reynolds-like number (Sto2) can be defined as the ratio between the time for
vorticity radial diffusion d2v/ν over a distance of the valve diameter dv and
the time for vorticity convection in the flow direction. The unsteady flow in
a cylindrical cavity with a closed motile end (piston) with a backward-facing
step at the opposite side, modeling the left ventricule cavity, has been numer-
ically and experimentally investigated [395]. A vortex is created and grows
during the cavity filling; it disappears during ejection. MRV confirms the ex-
istence of vortices [396]. At diastole onset, the transmitral pressure initiated
by the relaxation of the ventricular myocardium induces a blood flow from the
left atrium to the left ventricle. The blood input in LV decreases the pressure
difference between the two cavities. Vortices are associated with ventricular
filling. Systolic emptying through the aortic orifice is also characterized by
vortices. The time occurrences during the cardiac cycle of the peak pressure
and flow rate are given in Table 5.7.

5.3.1.1 Mitral Valve

During isovolumetric relaxation, ventricular pressure pV becomes greater than
that of the aorta pa. The mitral valve opens and starts to close from the mid-

Table 5.7. Cardiac flow events (tSE0: SE start).

qmax tSE0 + 100 ms
pmax tSE0 + 180 ms
(q(pmax) ∼ qmax/2)
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systole during mitral flow deceleration. Transvalvar pressure decays during di-
astole. During diastolic filling, mitral orifice widening reduces flow resistance
through the orifice. The mitral flow exhibits two maxima when an atrial con-
traction occurs, the second having a value equal or lower than the first peak.
The mitral jet, which is directed to the heart apex (blood velocity of about
80 cm/s), is associated with a large and a small eddy. The eddies disappear
during the deceleration phase. Atrial contraction induces a reduction in mitral
orifice area.

Transvalvar pressure, as well as chorda tension, act on mitral valve motion.
Mitral valve closure has been explained by the fast deceleration of a jet-like
motion of a water column through a collapsible tube wholly immersed in a
tank, which induces a tube collapse propagating downstream at a speed close
to the fluid velocity magnitude [397, 398]. If the time scale is the decelera-
tion phase duration (tdp), the length scale the length (L) of the valve leaflet,
and the velocity scale the maximum transvalvar blood velocity (Vmax), the
Strouhal number is defined by St = L/Vmaxtdp. St can also be expressed
as the ratio of L to the maximum fluid displacement distance during the de-
celeration phase umax (St = L/umax). When St 
 1, the fluid dynamics
phenomena occur in the valve vicinity (umax 
 O[L]), whereas if St 
 1,
they involve a longer length scale such as the whole left ventricule cavity [398].

5.3.1.2 Aortic Valve

At the beginning of the systole, the systolic ejection flatten the valve cusp
toward the aorta wall. During the acceleration phase, the pressure in the
Valsalva sinus being lower than the jet pressure, a small portion of the blood
ejected volume is conveyed in the sinuses. At the beginning of the deceleration
phase of the aortic orifice flow, the transvalvar pressure (luminal pressure
minus the sinus pressure) favors the starting of the valve closure. The closure
motion occurs during the whole deceleration phase. The space behind the
valve enlarges and the coronary flow rate can increase, whereas the intramural
coronary vessels are less collapsed by the relaxing myocardium. The aortic
valve closure is associated with aorta back flow.

In a model of the aortic valve, the time required for complete valve open-
ing is a small fraction of the acceleration phase, whereas the closure time is
about half the duration of the deceleration phase [399]. A vortex is observed
in the sinus. Valve motion is related to transvalvar flow. Ventricular volume
does not significantly affect valve closure when the flow deceleration remains
strong [400]. Open-chest dog observations show that: (1) the higher the ejec-
tion volume, the earlier the complete aortic valve opening; (2) the higher the
transvalvar flow peak, the more circular the complete opened aortic valve; and
(3) the higher the aortic pressure, the earlier the valve closure [401]. In a 2D
model of the aortic orifice region, it was shown that the greater the sinus size
with respect to the cusp length, the faster the valve closure [402]. However,
sinus height can be reduced to half the initial value without noticeable change
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in valve closure, but a minimum size is required such that the valve closure is
not hampered.

Due to heart chaotic behavior [403], the cardiac output is quasi-periodic.
The left ventricule ejects blood with 70 < SEV < 100ml. The systolic–
diastolic heart flow is a starting–stopping flow type. A given cardiac output,
whether the stroke volume is small and the cardiac frequency high or the
converse, induces flow changes in the arteries.

5.3.1.3 Unsteady Jet in a Confined Vessel

In circular orifices, jet width and cross-sectional jet area close to the orifice are
related to the orifice diameter and orifice area [404], as well as to hemodynamic
variables. Let λ be the distance between two points at which the velocity are in
phase (longitudinal wavelength): λ = Uqo/ω = do/St (Uqo: average velocity
at the orifice, do: orifice bore). St is then the ratio between the jet width at
its origin and the longitudinal wavelength. The pulsatile jet expands more
than the steady jet, then reaching the growth asymptotic limit quicker, to
afterward behave like a steady jet [405]. The pulsation thus influences the jet
over a distance of about six times its width at its origin.

5.3.2 Blood Flow in the Large Blood Vessel

The mechanical energy provided by the myocardium is converted into kinetic
and potential energy associated with elastic artery distensibility, as well as
into viscous dissipation. The aortic flow is a discontinuous flow characterized
by a strong windkessel effect, with restitution of systolic-stored blood volume
during diastole.59 The aortic pressure wave is indeed associated with great
vessel caliber change. In the arterial tree, the flow is pulsatile with possible
bidirectional flow60 period during the cardiac cycle, and back flow61 in certain
arteries, such as in the femoral artery, whereas the flow rate is always positive
in others, such as in the common carotid artery. Due to the succession of bends
and branching segments, the flow is developing62 3D. The bend is the basic

59 Large elastic arteries have a damping effect that transforms SE into a con-
tinuous time-dependent flow. A fraction of the ejection volume is conveyed to
the downstream arterial network with a given flow rate dVLV/dt = qAo(t) =
AAo(t)UqAo(t). Another part is stored and reinjected during the following dias-
tole.

60 In some large arteries, the velocity profile exhibits negative values near the wall
during diastole and high shear at the boundary between forward and backward
flows.

61 The flow rate may become negative during diastole (flow reversal throughout
the entire artery cross-section).

62 Entry length has only been investigated in straight pipe and, mostly, for steady
flows. Even in this simple case, there are huge variations in literature data [378].



5.3 Cardiovascular Flows 171

element of the vasculature.63 Vessel curvature leads to helical blood motion.
Wall rheology affects the flow dynamics. The dimensionless flow rate q/A0Uq

has been found to be greater in a viscoelastic vessel than a purely elastic
tube, and higher in a purely elastic tube than a rigid pipe for a nonzero-
mean sinusoidal pressure gradient and straight cylindrical ducts of circular
cross-section [406]; however, WSS is not significantly different.

5.3.3 Microcirculation

Microcirculation deals with vessel bores of about 5 to few hundreds µm. The
arterioles correspond to the resistive segment of the vascular tree where most
of the drop in mean pressure occurs. This peripheral resistance is controlled by
the smooth muscle cells, which can widen or narrow the lumen by relaxation or
contraction, respectively. Arteriole flow is characterized not only by important
pressure loss but also by decrease in inertia forces and an increase in viscous
effects. Both the Reynolds number Re and the Stokes number Sto becomes
much smaller than 164 (App. C.1). Centrifugal forces do not significantly af-
fect the flow in the microcirculation, where the motion is quasi-independent
on the vessel geometry. A two-phase flow appears in the arterioles of few tens
of µm with a near-wall lubrification zone (plasma layer, h ∼ 4–5µm) and
a cell-seeded core. The blood then fills the major part of the vessel lumen.
The arteriolar flow is characterized by the Fahraeus effect (local Ht < global
Ht)65 and the Fahraeus-Lindqvist effect (blood viscosity depends on the vessel
radius: µblood(Rh)).66 The Fahraeus-Lindqvist effect can be explained by the
interaction of the concentrated suspension of deformable erythrocytes with
the vessel wall [407]. The erythrocytes are located in the flow core region,
whereas a cell-free layer exists near the wall. The hematocrit within such
vessels is reduced. The cell distribution with a vessel-axis concentration can
be explained by cell deformation in smaller arterioles. The plasma peripheral
layer explains the plasma skimming , in particular in the kidneys where blood
filtration occurs. In branching sites, RBC distribution is not uniform. Ery-
throcytes flow in the vessel with a larger core region. Blood flow distribution
is regulated by arteriole vasomotor tone and pre- and post-capillary sphincter

63 Any branching segment can be assumed to be a bend juxtaposition, with a
slip condition on the common boundary in a first approximation. However, flow
separation occurs more easily in branching segments than in curved vessels.

64 In the microcirculation, v: O(10−2)–O(10−3 m/s) and R: O(10−5 m). Hence, Re
and Sto � 1.

65 In the microcirculation, the decrease in local Ht associated with the vessel bore
can be explained by a selection between the two phases of the blood, the plasma
flowing more quickly than the blood cells. The cellular fraction then decreases
with respect to that of the plasma. Such behavior reduces viscous dissipation
with respect to a suspension of a higher cell concentration in small vessels.

66 The relative apparent blood viscosity depends on tube diameter and hematocrit
in small pipes.
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activity. Peripheral blood flow regulation also uses blood vessel recruitment
and possible shunts.

In arterioles and venules, blood effective viscosity depends on Ht, and
local hydraulic diameter. Ht decreases due to a higher plasma fraction for a
given blood volume. The capillary hematocrit increases when the glycocalyx
is removed [408]. Resistance opposed to the flowing blood in the capillaries
can then be due to the glycocalyx [409]. The glycocalyx is compressed by the
moving erythrocytes; fluid can be expelled from this porous material [410].

In the capillaries, lumen size ( ≤ 10µm) is smaller than the deformed flow-
ing cell dimension. The blood is non-uniform with a single cell file transported
in axial train of deformed cells (RBC elongation and flexion) with between-
cell trapped plasma boli. Blood flow is then multiphasic. Interactions between
flowing erythrocytes and the capillary wall augment the flow resistance. Blood
effective viscosity thus increases in capillaries with respect to its value in arteri-
oles and venules. Venules belong to the intermediary scale of microcirculation.
They are merging vessels of similar or different sizes. Junction flow depends
on relative vessel size.

The capillaries, of very thin wall, represent the major exchange zone. In
this exchange region, where blood velocity is low, the quantity of interest is
the transit time of conveyed molecules and cells. The mean residence time in
a circulatory compartment is the ratio of substance–cell holdup to the flow
rate in the compartment.

Solute can be transported by either diffusion or convection through gaps
of fenestrated capillaries. A fraction of filtrated plasma is sucked back from
the interstitial liquid into capillaries and the remaining part is drained by
lymphatic circulation into the large veins. The osmotic pressure Π depends
on the wall features.67 Consider a capillary in which the intraluminal pressure
drop ∆pi is linear and the tissue pressure pw constant. The capillary wall is
semipermeable. The solvant transport due to ∆p = pi − pw is decreased by
∆Π due to the presence of macromolecules in the capillary lumen, which do
not cross the wall. When the local effective pressure associated with osmotic
and hydrostatic pressure differences between the lumen and the wall (subscript
lw) peff = ∆plw − ∆Πlw > 0, the plasma is filtrated. When peff < 0, the
plasma is reabsorbed from the interstitial fluid. In normal conditions, the

67 Water motion into or out of the capillary, across the endothelium, is partially
driven by osmosis. Water moves from regions of low solute concentration to re-
gions of higher solute concentration. Metabolic activity of the endothelial cells
is then responsible for this water motion. Osmotic pressure is the pressure re-
quired to stop the net flow of water across a membrane (cell layer) separating
solutions of different composition. The van’t Hoff equation describes the osmotic
pressure on one side of the membrane. It is valid for a single chemical species of
concentration c: Π = RgTc, where Rg is the gas constant and T the tempera-
ture. A given solution can lead to different osmotic pressures when the filtration
membrane porosity differs.
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filtration rate is equal to the sum of the reabsorption rate and lymphatic flow
rate.



6

Numerical Simulations

“substituer au visible complexe de l’invisible simple”
[To substitute visible complex with invisible simple]
(Thom) [411]

Numerical simulations yield complete fields of hemodynamical quantities
at multiple phases of the flow cycle, and easily test the effects of the involved
physical parameters, especially the most important parameters of influence.
However, verification and validation must be performed. Furthermore, the
sensitivity of the results to the input parameters must be checked by varying
the values of the input data. In some circumstances, the model is calibrated
by adjusting the model inputs to the observations. The physics of the prob-
lem must be preserved by the chosen modeling and selected simulation tech-
nique. The code verification stage uses benchmarks with analytical solutions
or “accurate” numerical solutions to check the computational implementa-
tion. Computation verification is done by comparing results obtained with
various mesh densities. Errors and uncertainties are assessed. Modeling errors
are associated with assumptions of the mathematical model derived from the
conceptual model of the physical problem (model geometry, flow governing
parameter values, material properties, constitutive equations, boundary con-
ditions, etc.). Numerical errors arise from discretization features, convergence
degree, computation round-off, modeling hypotheses (such as isotropy), and
parameter estimations. Uncertainties are due to the lack of knowledge (un-
known material constants of the deformable domain, boundary conditions,
etc.). The predictive potential of the computational model is commonly vali-
dated by comparison of the numerical results with measurements.

6.1 Heart Pump

Cardiac wall kinematics and electrical activity are measured in vivo with
appropriate space and time sampling. However, the stress field in the my-
ocardium and the pressure field within the cavities are not available. Modeling
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is required to assess these quantities. It is composed of three main elements:
(1) The first modeling element refers to the genesis and propagation of the
action potential. The epicardial depolarization and deformation of the ven-
tricular wall have been simultaneously measured using electrode brushes and
videorecording of optical markers [412] or multielectrode socks and MRI tag-
ging [413]. The nodal tissue remains difficult to locate. (2) The second mod-
eling element is the mechanical behavior of the myocardium, with its con-
stitutive law, which takes into account the electrochemical activation of the
myocardium. The deformation of the left ventricle is not uniform [414, 415].
Diastolic deformation, like the systolic one, is heterogeneous, the lateral free
wall undergoing greater radial motion and the apical wall more rotation in in-
fants [416]. Myocardial fiber architecture affects cardiac electrochemical and
mechanical features. Diffusion tensor imaging has been used to character-
ize cardiac myofiber orientations, with the reduced encoding imaging (REI)
methodology [417]. Cardiac myofiber direction in each mesh element is the
mean value of the noisy information contained into the voxels enclosed in the
tetrahedron. (3) The third modeling element is the interaction between my-
ocardium activity and blood flow. Blood perfusion of the heart is necessary
for the pump activity on the one hand, and the blood ejection is vital for the
body on the other hand.

Three-dimensional numerical modeling, which completely describes the
myocardium activity must couple: (1) electrochemical wave propagation,
(2) myocardium contraction and relaxation, and (3) blood systolic ejection,
which is generated by the ventricular contraction tuned by the action po-
tential. Electrochemical wave propagation (command) model provides the ar-
rival time of depolarization in the various parts of the myocardium, the local
myofiber orientations affecting the ventricular depolarization timing due to
anisotropic myocardium conductivity. Contraction is more synchronous than
depolarization. Myocardial fibers are more or less in phase at the end of the
isovolumic contraction for a coordinated pumping. However, myofibers are dif-
ferently stretched whether they are early or lately depolarized, without con-
sequences due to their spatial arrangment. Moreover, even if cross-bridging in
different CMCs is simultaneous, the CMCs can differently contract depending
on the force applied to each CMC by its own environment. The electromechan-
ical INRIA (ICEMA1) model of the electrochemical wave propagation is based
on FitzHugh-Nagumo equations and the myocardium functioning model on
the Hill-Maxwell rheological model, associated with myofiber direction and
dynamics equations [418–420], but most of the biomechanical studies have
been focused on the rheological behavior of the heart wall.

6.1.1 Electrochemical Firing and Signaling

Early modeling was carried out during the beginning of the twentieth cen-
tury. The heart electrical activity has been indeed modeled by three coupled

1 http://www-rocq.inria.fr/sosso/icema2/
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oscillators corresponding to the natural pacemaker, the atrium, and the ven-
tricle [421]. The action potential is the command of the myocardium con-
traction. The basic ionic models included three currents associated with Na+,
K+ and leakage2 ion channels, suitable for the nerve cell [422]. The current
i is given by i = Cm dVm/dt + iNa + iK + iL (Cm: membrane capacitance
per unit surface area, Vm: membrane potential resulting from all ion contri-
butions). Each current ik is given by ik = gk(Vm − Vk), where gk and Vk are
the membrane conductance and the constant membrane equilibrium potential
for the corresponding ion k. The membrane conductance gk is expressed by
constant conductance and activation/inactivation functions m(t) and h(t) for
Na+, and n(t) for K+, each depending on the voltage-dependent opening and
closing rates. The function m(t) corresponds to a fast scale, whereas h(t) and
n(t) are slow-scale functions, which after simplifications lead to a system with
slow-fast dynamics. A system of four ordinary differential equations (ODE),
one for the current and three for the three gating variables, is solved for the
membrane potential as it varies with time.

A model variant for the Purkinje fibers does not represent physiological
reality, taking into account an inward Na+, outward K+, and leakage currents,
and not any Ca++ current [423], but it reproduces the main features of the
action potential. Such a model has been improved for the heart’s natural
pacemaker, adding a slow and a delayed inward current [424]. Another model,
adapted for the mammalian cardiac cell, includes a Na+, two K+ and a Ca++

current, associated with six gating variables [425]. It requires the solution of
eight ODEs. Further developments based on measurements from cell voltage
clamp studies lead to a model of the cardiac cell kinetics that includes nine
ODEs, various channel types for each main ion (Na+, K+, and Ca++) being
incorporated [426]. Ionic models are suitable for at most a CMC set but not
to model the normal and pathological rhythm and propagation in the whole
myocardium.

The basic tractable phenomenological model of depolarization and repo-
larization consists of two variables u and v [427, 428], in which fast dynamics
are coupled to slow ones (u: “fast” variable, v: “slow”variable):

du

dt
= f(u, v),

dv

dt
= g(u, v).

The system behavior in the phase plane (u, v) (stable/unstable singular points,
spiral point, stable/unstable limit cycle, bifurcation, etc.) depends on the pa-
rameters involved in functions f and g. Such a model has been developed for a
general excitable medium, assuming spatial homogeneity. It was improved to
more accurately model the electrochemical firing in the nodal pacamaker as
well as impulse propagation along the nodal fibers and within the myocardium.
The FitzHugh-Nagumo-type (FHN) two-variable system corresponds to a mon-
odomain model. The Aliev-Panfilov model gives an example of a dimensionless

2 The leakage current takes into account other ions such as Cl−.
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FHN system [429]:

du

dt
= ∇ · (D∇u) + ku(1 − u)(u− a) − uv,

dv

dt
= −ε(u, v)(ku(u− a− 1) + v),

where ε(u, v) = ε0 + κ1v/(u + κ2) is a coupling control parameter between
the action potential u and the repolarization v (the coupling between the slow
and fast phases), D is the diffusion tensor,3 k a repolarization control variable,
and a the reaction parameter.

Bidomain models have been proposed to simulate electrophysiological
waves in the myocardium [430, 431]. The Mitchell-Schaeffer ionic model pro-
vides much better ECG signals than the FitzHugh-Nagumo models [432].
The Mitchell-Schaeffer model, with its two variables (u and v) and five pa-
rameters (τin, τout, τopen, τclose, and vgate), is easy to calibrate and gives a
good transmembrane potential. This model of electrical activity of the car-
diomyocyte sarcolemma incorporates only an inward and outward current.
Mitchell-Schaeffer two-variable model of excitable media is given by:

du

dt
=

1
τin

vu2(u− 1) +
u

τout
, (6.1)

dv

dt
=

{
1

τopen
(v− 1), u < vgate

v
τclose

, u > vgate
(6.2)

Bidomain models take into account intra- and extracellular spaces, sep-
arated by the CMC syncytium membrane. Both domains have their own
volume-averaged properties, especially the conductivity of the extra- and in-
tracellular spaces. The problem to numerically solve is very complex. Cardiac
fibers have anisotropic conduction properties, the impulse propagation being
faster in the axial direction than transversally. A conductivity tensor M is
then introduced, assuming that the conductivity values are identical in all di-
rections perpendicular to the myofiber direction [433]. The collection of CMCs,
end-to-end or side-to-side connected by specialized junctions, immersed in the
extracellular fluid and ground matrix, is modeled as a periodic array that leads
to homogenization procedure, with homogenized conductivity tensors Mi and
Me. The membrane current density Jm is then given by:

Jm = −∇ · ii = ∇ · Mi∇ui = ∇ · ie = −∇ · Me∇ue,

where ui and ue are the electric potentials of the intra- and extracellular spaces
supposed to be passive conductors in a quasi-steady state and ii and ie the

3

D =

⎛⎝1 0 0
0 0.25 0
0 0 0.25

⎞⎠ .
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currents (∇· (Mi∇ui +Me∇ue) = 0). In its general form, the bidomain model
is defined by [431]:

κav

(
Cmut + 1/Rmf(u, v)

)
= ∇ · (Mi∇ui),

where u = ui−ue is the action (transmembrane) potential, v the recovery vari-
able, κav the averaged surface area-to-volume ratio of the cardiac myofibers,
Cm and Rm the plasmalemmal capacitance and resistance (Table 6.1).

Cellular automata

The forward problem of electrocardiography deals with the chest surface
potential due to the genesis and propagation of the electrochemical wave
throughout the inner part of the heart wall and, afterward, across it. The
model can be composed of the image-derived chest with the lungs, cardiac
source, and blood masses. Each tetrahedron is characterized by the myofiber
orientation assigned to each node, by a given refractory period (or its sta-
tus, excitable or not), a selected conduction velocity, and its set, either nodal
tissue or myocardium. The model of the nodal tissue is subdivided into two
subsets, the domain cells that generate the action potential and the con-
ducting cells. Action potential genesis and propagation in the atria and the
venticles, assumed to be either isotropic or anisotropic, can be modeled using
cellular automata. Various shapes for atrial and ventricular potentials can be
calculated using polynomials, which involve different parameters assigned to

Table 6.1. Values of the bidomain model parameters. Rm corresponds to the ion
transport resistance through plasmalemmal ion channels. It is currently obtained by
a polynomial formulation (κ2

d(u− ur)(u− ut)(u− um)) of the transmembrane poten-
tial using the following set of quantities: depolarization rate κd, rest potential ur,
threshold potential ut, maximum potential um (M(i/e)f , M(i/e)t, M(i/e)n: conduc-
tivity components of the intra- and extracellular media in the main myofiber axis,
normal to the main myofiber axis in the myofiber sheet and perpendicular to the
myofiber sheet; Source: [434]).

Cm 1 µF/cm2

κav 2000 cm−1

Mif 3mS/cm
Mit 1mS/cm
Min 0.32mS/cm
Mef 2mS/cm
Met 1.65mS/cm
Men 1.35mS/cm
κd 0.04
ur −85 mV
ut −65 mV
um 40mV
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mesh nodes, describing the depolarization, the beginning of the repolarization
(plateau with or without a repolarization notch), and the final repolarization.
Extracellular potentials can be computed using bidomain models.

A cellular automaton is a collection of grid cells with specified simple shape
and assigned state that evolves according to a set of simple rules based on
the states of neighboring cells during a selected number of discrete time steps.
Cellular automata are hence aimed at describing dynamic phenomena, which
are discrete in time, space, and states, using rules and structures instead of
equations. Computer programs are easier to develop and computing time lower
than approximately solving partial differential equations. The main drawback
of cellular automata deals with the shape of the simulated spatial structures
that depends on the shape of the cells. Two- and three-dimensional cellular
automaton models have been developed to simulate conduction disorders, es-
pecially in ventricular hypertrophy, the propagation model being composed
of the conduction system and bundles of myofibers with anisotropic conduc-
tivity [435–437].

6.1.2 Left Ventricle Behavior

Several factors are involved in left ventricle modeling: (1) time-varying geom-
etry (previously simplified, now based on medical imaging); (2) kinematics
boundary conditions, taking into account the restrictions imposed by the ad-
joining cavities (left atrium, right ventricle), the pericardium and the aorta,
the extent of the deformation and the pressure distribution on the endo-
cardium; (3) wall material, which is composite and infiltrated by liquids.
(The myofibers, with various orientations, are embedded in a matrix with
small blood vessels. The myocardial fibers are reinforced (sheath) and con-
nected (struts) by collagen fibers. The cyclic behavior has two main phases,
active and passive. The constitutive law must take into account the time-
dependent heart behavior.); (4) blood and moving wall interactions during
filling and ejection phases; (5) cardiac performance and oxygen consumption,
which depend on stress and strain distribution; (6) time and space history
of the electrochemical excitation, which triggers the myocardium contraction
followed by its relaxation.

Two kinds of problems can be solved. In the direct problem, the stress and
strain fields are computed in a given geometry using selected constitutive law
and loadings. In the inverse problem, rheological and physiological parameters
are deduced from the computed fields of the mechanical variables, input data
being the computational domain determined from the medical images and
possibly the ECG.

Finite element models of the left ventricule that undergo large displace-
ments have been most often developed to analyze the wall strain and stress
fields, neglecting heterogeneity in wall properties, myocardial fiber orientation
and wall thickness variation in the axial and azimuthal directions, and as-
suming uniform transmural pressure. The first simulations were performed in
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idealized geometries.4 The heart mechanical behavior was first studied during
the diastole, when the myocardial fibers are in a relaxed state, then similarly
to any biological soft tissue, the passive rheological properties being used as
inputs. Systolic contraction must indeed be associated with an appropriate
constitutive law. Stress-dependent stiffness has been approximated by a lin-
ear function of the mean-wall stress. Studying normal and pathological hearts,
a pressure-dependent stiffness has been implemented using a polynomial func-
tion of the pressure [438]. The role of myocardial fiber orthotropy has been
investigated, a transverse-to-axial stiffness ratio lower than 0.8 giving better
agreement with cineangiography data [439]. With the development of medi-
cal imaging, imaging data were used to determine the computational domain,
reconstructing ventricle cross-section models, and later heart cavities [440].
Numerical results differ from the findings obtained in idealized geometries.
The same team of researchers has developed a three-layered wall model with
myocardial fiber orientation of 60, 0, and −60 degrees.

In infarcted and reperfused walls, two methods are used to character-
ize the myocardial fiber property: (1) an incompressible myocardial bundle-
intramural blood composite model, and (2) an inverse determination of
the diastolic myocardial elastic modulus using a two-dimensional finite ele-
ment method and matching the computed and imaged mid-ventricular cross-
sectional areas [441].

The finite element method has also been used for stress–strain analysis of
the heart valve [442]. The valve is modeled by a thin shell of uniform thickness;
however, the values of the material constants are questionable.

6.1.3 Electromechanical Coupling

The INRIA (ICEMA) heart model connects the microscopic and macroscopic
description levels via a mesoscopic step [418, 443]. The constitutive equations
only require a small number of state variables, so the solution of direct problem
can be quickly obtained and inverse problems can be solved.

4 The prolate spheroidal (ζ, η, ξ) coordinate system has been introduced to de-
scribe heart anatomy, rather than using the Cartesian (x, y, z) or cylindrical
(r, θ, z) frames:

x = r cos θ = d sinh ζ sin η cos ξ, y = r sin θ = d sinh ζ sin η sin ξ,

z = z = d cosh ζ cos η,

where d is the focus location on the z-axis ζ the coordonate directed transmurally,
η the coordonate running from the apex (η = 0) to the heart basis (η = π/2)
along an elliptical path and ξ the circumferential coordonate in the cross-section
plane (equivalent to θ coordinate of the cylindrical frame).
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6.1.3.1 Nanoscale and Microscale Modeling

In the nanoscopic scale, the functioning of the nanomotors, i.e., actin and
myosin molecules, is triggered by Ca++ and adenosine triphosphate (ATP).5
[Ca++]i has been given by a relatively simple function of time [444]. The
troponin-C–Ca++ interaction can be obtained from chemical kinetics [445].
Sarcomere functioning is modeled by the sliding filament theory of sarcomere
dynamics [446].

The Huxley sliding filament theory states that the binding f and rupture
g frequencies of the actin–myosin bridges are functions of the elongation x.
The cross-bridge proportion n with elongation x̃ = x/� (�: maximum bridge
length) with the kinetics defined by f and g is given by:

ṅ =
dn

dt
= (1 − n)f − ng. (6.3)

Sarcomere contraction generates a shortening s = s0(1 + εc) (εc: sarcomere
deformation), with a velocity s0ε̇c assuming a synchronized motion of the set
of bridgings (subscript c: contractile component).

The myocardium contraction results from a conformational change of the
actin–myosin bridge, coupled with ATP hydrolysis. The ATP hydrolysis rate
is regulated by the actin–troponin–tropomyosin complex. The chemical reac-
tions related to the actin (A)–myosin (M) attachment–detachment cycle (cross
bridge AM), including ATP, ADP and phosphate (P) generate the following
set:

1. M.ATP k1−→ M.ADP.P ATP hydrolysis

2. M.ADP.P + A k2−→ AM.ADP.P Ca++-dependent A-M binding

3. AM.ADP.P k3−→ AM + ADP + P sliding (shortening) (6.4)

4. AM + ATP k4−→ M.ATP + A AM unbinding

5. ADP + P k5−→ ATP ATP formation.

Reaction 3 of the attachment–detachment cycle is the limiting one. It has
been shown that [443]:

k1/(1 + k1/k3 + k1/k2) � k1/(2 + k1/k3) � kATP,

and
d

dt

(
[AM]
c

)
= kATP

(
1 − [AM]

c

)
− k4[ATP]

[AM]
c
. (6.5)

This equation is similar to (6.3), f being identified to kATP and g to k4[ATP].
The attachment–detachment cycle (6.4) occurs when [Ca](t) > [Ca�]

([Ca�]: yield concentration; Fig. 6.1).
5 The number of actin sites available to bind with myosin depends on the total

number of actin binding sites, [Ca++], troponin concentration, and the associa-
tion and dissociation rates of Ca++ to troponin.
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Figure 6.1. Correspondance between intracellular calcium concentration and the
single command signal u(t) (from [443]). Step function with a constant atrio-
ventricular delay (u > 0: contraction, u = 0: passive relaxation, u < 0: active
relaxation). The heart period, the duration of contraction and active relaxation, the
chemical kinetic parameters are assumed to be constant.

1. [Ca](t) ≥ [Ca∗]

• ∀x̃ ∈ [0, 1]

{
f(x̃, t) = kATP

g(x̃, t) = |ε̇c(t)|

• ∀x̃ /∈ [0, 1]

{
f(x̃, t) = 0
g(x̃, t) = kATP + |ε̇c(t)|

Relaxation begins when the sarcoplasmic reticulum pumps begin to ex-
tract Ca from troponin at a supposed constant rate kSR.6 The destruction
rate is supposed to be equal to kSR.

2. 0 < [Ca](t) < [Ca∗] {
f(x̃, t) = 0
g(x̃, t) = kSR + |ε̇c(t)|

3. [Ca](t) = 0 in the absence of electrochemical stimulation (f = g = 0).

A unique command signal u(t) = |u(t)|+ − |u(t)|− is then defined:{
|u(t)|+ = kATP if Ca(t) ≥ Ca�

|u(t)|− = kSR if 0 < Ca(t) < Ca�

6 The amount of calcium linked to troponin C is assumed to be equal to the
cytosolic concentration, i.e., to the extent of the calcium influx driven by the
action potential. Fixation and release of calcium from troponin have different
time constants.
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f(x̃, t) =

{
|u(t)|+ if x̃ ∈ [0, 1]
0 otherwise

g(x̃, t) = |u(t)| + |ε̇c(t)| − f(x̃, t).

The collective behavior of the sarcomere fibers is governed by the rela-
tionship between the stress σ and the strain ε in the myofiber direction (vis-
coelastoplastic behavior). The evolution of the stiffness kc and the active stress
σc of the contractile component, knowing the strain rate ε̇c and the command
u, are given by the following set of ordinary differential equations [418]:⎧⎪⎨⎪⎩

k̇c = −(α|ε̇c| + |u|)kc + k0|u|+
σ̇c = kcε̇c − (α|ε̇c| + |u|)σc + σ0|u|+
σ = d(εc)(σc + kcx̃0) + µcε̇c

(6.6)

The parameters k0 and σ0 are related with the maximum available actin–
myosin cross-bridges in the sarcomere. d(εc) ∈ (0, 1) is the modulation func-
tion of the active stress that accounts for the length–tension curve7 and µc

the viscosity (kc(0) = σc(0) = 0). The cross-bridge detachment rate is given
by |u| + α|ε̇c|.

The action potential u is modeled by the two-variable Aliev-Panfilov equa-
tion system based on the FitzHugh-Nagumo model [429]:{

ut −∇ · (κe∇u) = f(u) − v

vt = ε(βu− v)
(6.7)

where ε 
 1, f(u) = u(u − α)(u − 1) (α ∈ [0, 1/2]), and κe is electrical
conductivity.

The theory of actin–myosin cross-bridge dynamics and the moments [447]
applied to the cross-bridge model describe the contraction at the sarcomere
and myofiber scale, respectively. The sarcomers of linear stiffness k are in
parallel. The resulting stiffness kT (t) is given by:

kT (t) = kmax

∫ +∞

−∞
n(x̃, t) dx̃ = kmaxM0(t) (6.8)

Each element undergoes a displacement x̃. The total stress σc(t) is given by:

σc(t) = σmax

∫ +∞

−∞
x̃n(x̃, t) dx̃ = σmaxM1(t) (6.9)

The potential energy is given by:

Ec(t) = emax

∫ +∞

−∞
x̃2n(x̃, t) dx̃ = emaxM2(t) (6.10)

7 The troponin C sensitivity for Ca++ and the cross-bridge availability depend on
the sarcomere length.
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with emax = 1
2σmax per unit volume. The resulting sarcomere dynamics, de-

rived by applying the moment-scaling method with the first two moments
corresponding to active stiffness and stress, are in agreement with the sliding
filament theory. The myofiber activity is controlled by the membrane poten-
tial, thus on the ionic currents through various channel types modeled by the
action potential ruled by the FitzHugh-Nagumo equations.

Such a model takes into account neither the oxygen consumption nor the
link between ATP and Ca++. Ca++ overload can induce mitochondrial dys-
function in disease in the presence of a pathological stimulus. Calcium, ATP,
and reactive oxygen species are indeed closely connected [448]. The mito-
chondrion produces ATP, which this synthesis is stimulated by Ca++. The
dysregulation of mitochondrial Ca++ can lead to elevated ROS concentration
and apoptosis.

6.1.3.2 Hill Model

On the macroscopic scale, the cardiac fibers are embedded in a collagen sheath,
connected by collagen struts and supported by a ground matrix with elastin
fibers. The mesoscopic myofiber constitutive law is incorporated in a Hill-
Maxwell rheological model [419]. This phenomenological model includes pas-
sive elastic and viscoelastic elements and an active component (Fig. 6.2). The
sarcomere set of a myofiber is represented by a single contractile element (CE).
Isometric deformations are modeled by an elastic serial element (ESE) in se-
ries with CE. ESE lengthens when CE shortens at a constant myofiber length.
A third elastic element (EPE) in parallel with the CE-ESE branch is intro-
duced. EPE educes the force developed from a certain myofiber length in the
absence of stimulation. These three components are not related to the muscle
constituents. The activity of CE depends on the action potential u (u > 0 dur-
ing contraction and u < 0 during active relaxation). The element CE accounts
for electrochemically-driven contractions and relaxations according to Eq. 6.6.
ESE and EPE are the elastic and viscoelastic elements, respectively [449].

M

P
u

ESE

εs

ε1D

εc

CE

(1) (2)

Figure 6.2. (1) Hill-Maxwell rheological model. (2) Strains in the active branch.
During isovolumic phases, M is fixed and P moves. During systolic ejection and
diastolic filling, both M and P move.
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The biologically based modeling of the excitation–contraction coupling of
the cardiac myofibers [418] suits the myocardium activity more than the cur-
rent models of active myocardium contraction based on heuristic approaches
and experimental data fitting [450–452]. With a wise choice of attachment and
detachment rates, the INRIA heart model describes the Hill force–velocity re-
lation [453], as well as viscoelastic passive and active relaxation behaviors.

The cardiac tissue is supposed to be not purely incompressible. With P
denoting the second Piola-Kirchhoff stress tensor [454],

P = −pdet(F)S−1
r + σe

p(G) + σv
p(G, Ġ) + σ1D f̂ ⊗ f̂ (6.11)

where p = −B(det(F) − 1) (B: bulk modulus, used as coefficient of
incompressibility penalization), F is the deformation gradient, G the Green-
Lagrange strain tensor, and Sr the right Cauchy-Green deformation ten-
sor, σe

p(G) ∝ ρ0∂W
e/∂G (elastic part of EPE, ρ0: density of the reference

state,W e: elastic strain energy density) and σv
p(G, Ġ) = ∂W v/∂Ġ (viscoelas-

tic part of EPE, W v: viscous strain energy pseudo-density) the stresses in the
passive materials, σ1D the stress generated by the active element CE, and f̂
the local unit direction vector of the myofiber.

In the preliminary stage, the valves are not incorporated in the model.
Constraints on the volume variations of the ventricle are then added:⎧⎪⎨⎪⎩

q ≥ 0 when pV = pa(ejection)
q = 0 when pA < pV < pa(isovolumic phases)
q ≤ 0 when pV = pA(filling).

(6.12)

where q = −V̇V is the blood flow ejected from the ventricle (VV: ventricular
volume), pV the ventricular blood pressure, pA the atrial pressure and pa
the arterial pressure. A regularization8 is used to overcome numerical failures
on flow rate computations. A windkessel or a 1D model of the blood flow
provides pa.

Using Eqs. 6.6 and 6.11, and incorporating the multiple elements of the
simplified system: (1) myofibers, (2) passive components, (3) valve function-
ing, and (4) upstream atrium and exiting artery, the following equation set is
obtained [419]:

8 Regularization satisfies the conditions dq/d(pV − pa) ≥ 0, dq/d(pA − pV) ≥ 0
during ventricular ejection and filling, respectively.
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ρü −∇ · (F · σ) = 0,
σ = σ1D f̂ ⊗ f̂ + Ep(G),
σ1D = σc/(1 + εs) = σs/(1 + εc),
σc = Ec(εc, u),
σs = Es((ε1D − εc)/(1 + εc)),
ε1D =

∑
i,j Gijfifj ,

ġ = G(g, t),
initial + boundary conditions,

(6.13)

where Ep(G) = −pdet(F)S−1
r + σp(G, Ġ), Ec is a function expressing sys-

tem 6.6, ε1D the deformation in the myofiber direction. From thermomechani-
cal considerations: 1+ε1D = (1+εc)(1+εs). Quantity g stands for either VV ,
pV , pA, or pa, the last equation accounting for the set of ordinary differential
equations modeling valve opening and closure and arterial pressure changes.
Geometric models that contain myofiber directions are used. The complete
description of the 3D electromechanical model is given in [419] and numerical
solutions in [455].

The action potential can be initiated at the ends of the Purkinje net-
work localized according to the literature data [456]. The model parameters
are calibrated according to the available data, which provide: (1) arterial
parameters [457, 458], (2) kc and τc [452], from which are computed the
respective asymptotic values k0 and σ0, and (3) estimation of the passive
behavior [459, 460].9

6.1.3.3 Blood Flow Incorporation

Patient-specific medical tools combine medical images and signals with a heart
model, which involves metabolic (perfusion), electrochemical, and mechanical
activities. Such a computer tool can be used to solve inverse problems to esti-
mate parameters and state variables from observations of the cardiac function
(data assimilation).10 The fluid dynamics within the coronary network, which
irrigates the myocardium, can be based on a hierarchical approach, taking into
account both the large coronary arteries and the intramural vessels. Three-
dimensional blood flow model in distensible right and left coronary arteries
(proximal part of the heart perfusion network, located on the heart surface)
can be coupled to 1D flow model for wave propagation, which can correspond
to the first six generations of branches [463, 464], and a poroelastic model of

9 These conflicting literature data are given for any soft tissues.
10 Data assimilation is aimed at incorporating measurements into a behavioral

model to evaluate the state of the explored organ. Local analysis of isochrones
could be sufficient for the identification of electrical conductivity. Input isochrone
maps can be obtained from different electrophysiological devices, from the inva-
sive sock of electrodes [461] to ECG imaging [462].
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the small arteries and the microcirculation that cross the heart wall, using
homogenization [465, 466], as wall permeability depends on the wall deforma-
tion. This hierarchical flow description can be coupled to oxygen transport.

6.1.3.4 One-Dimensional Heart–Artery Coupling

In a preliminary model, vessel curvatures, wall frictions, axial displacements,
flow developments have been neglected [467]:

∂g

∂t
+
∂

∂z
G(g) = 0, (6.14)

where

g =
(
A
q

)
, G(g) =

[
q

q2/A+ (2β/3ρ)A3/2

]
.

This hyperbolic system have two eigenvalues λ(A, q) = Vq ± c.
The coupling problem then has the following formulation:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρü− (Cpu̇x +Kp(ux) + Es(ux − ec))x = 0,
σ̇c = kcε̇c − (α|ε̇c| + |u|)σc + σ0|u|+,
k̇c = −(α|ε̇c| + |u|)kc + k0|u|+,
σc = Ec(εc, u),
σs = Es(ε, εc),
closed valve: Alvu̇(0, t) = q = 0,
open valve: plv(t) = pa(t) = p(0, t)
∂A(z, t)/∂t+ ∂q(z, t)/∂z = 0,
∂q/∂t+ ∂(q2/A)/∂z + (A/ρ)∂p/∂z = 0,
p = p0 + β(

√
A−

√
A0),

q = ALV u̇(0, t),
outlet absorbing boundary conditions
initial conditions

(6.15)

Data for the arterial network are obtained from [468] (Fig. 6.3). The net-
work is constituted by artery sets 1–5, 12–17, 22, and 27–38 with features
given in Table 6.2.

Relatively simple computational models can couple the heart not only to
the efferent blood vessels represented by a windkessel model, but also to the
afferent compartment (pulmonary circulation and left atrium), to take into
account the preload and afterload, using electrical analogues at the boundaries
of the 3D deformable left ventricle [469]. Moreover, the baroreflex control
of heart rate can be incorporated in such lumped parameter models [470].
Ventricular interactions and pericardium effects on hemodynamics can also
be introduced [471].
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Figure 6.3. Artery network (artery-assigned numbers correspond to labels of
Table 6.2).

6.2 Blood Flow in Large Vessels

Detailed investigations aiming at describing fields of physical variables have
most often been focused either on blood flow in vessels and heart cavities or
in heart wall mechanics. Studies on blood flow in the main arteries coupled to
the left ventricle are based on simple 0D/1D models. The vascular impedance
expresses the relationship between pressure and pulsatile flow, measured at
any given point in the arterial system, and associated with lumped (concen-
trated) parameter models. It is defined as the ratio of the pressure harmonics
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and the corresponding harmonics of the flow. The windkessel model represents
the arterial system as an elastic chamber connected to a peripheral resistance.

Table 6.2. Lengths, inlet and outlet radius of systemic arteries (numbers correspond
to labels of Fig. 6.3; R.: right; l.: left; com. common; ext.: external; int.: internal;
post.: posterior; ant.: anterior).

Label Artery L rin rout

(cm) (cm) (cm)

1 Ascending aorta 1.00 1.525 1.502
3 Ascending aorta 3.00 1.502 1.420
4 Aortic arch 3.00 1.420 1.342

12 Aortic arch 4.00 1.342 1.246
14 Thoracic aorta 5.50 1.246 1.124
15 Thoracic aorta 10.50 1.124 0.924
27 Abdominal aorta 5.25 0.924 0.838
29 Abdominal aorta 1.50 0.838 0.814
31 Abdominal aorta 1.50 0.814 0.792
33 Abdominal aorta 12.50 0.792 0.627
35 Abdominal aorta 8.00 0.627 0.550
36 External iliac 5.75 0.400 0.370
37 Femoral 14.50 0.370 0.314
40 Femoral 4425 0.314 0.200
38 Internal iliac 4.50 0.200 0.200
39 Deep femoral 11.25 0.200 0.200

43, 44 Post. and ant. tibial 32.00 0.125 0.125
2 Coronaries 10.00 0.350 0.300
5 Brachiocephalic 3.50 0.950 0.700

6, 17 R. and l. subclavian 3.50 0.425 0.407
9, 19 R. and l. brachial 39.75 0.407 0.250

10, 21 R. and l. radial 22.00 0.15 0.175
11, 20 R. and l. ulnar 22.25 0.175 0.175
46, 47 R. and l. ulnar 17.00 0.200 0.200
45, 48 R. and l. interosseus 7.00 0.100 0.100
6, 18 R. and l. vertebral 13.50 0.200 0.200

7 R. com. carotid 16.75 0.525 0.400
13 L. com. carotid 19.25 0.525 0.400

41,42 Ext. and int. carotid 15.75 0.275 0.200
16 Intercostal 7.25 0.630 0.500
28 Superior mesenteric 5.00 0.400 0.350
22 Celiac trunk 2.00 0.350 0.300
23 Com. hepatic 2.00 0.300 0.250
24 Splenic 6.50 0.275 0.250
25 Gastric 5.75 0.175 0.150
26 Hepatic 5.50 0.200 0.200

30, 32 R. and l. renal 3.00 0.275 0.275
34 Inferior mesenteric 3.75 0.200 0.175
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6.2.1 Windkessel Model

Windkessel (der Windkessel: air chamber) model is an example of lumped-
parameter model with a single independent variable, the time (t), used to de-
scribe: (1) the afterload undergone by the heart which propels blood through
the arterial system; and (2) pressure–flow relationships in the artery. Wind-
kessel models were introduced by Frank [472]. The heart and systemic arterial
system are modeled by a closed hydraulic circuit with, at least, a compliance11

and a resistance element (two-element windkessel model). The arterial net-
work, which, in simplest windkessel models, represents the circulatory loop, is
considered as a single distensible pipe, with a given time-dependent compli-
ance, connected to the left ventricle, and a peripheral resistance at its distal
end, an outlet linear pressure–flow relationship being assumed. Such a model
does not take into account wave propagation.

Three-element (time-varying aortic characteristic impedance, arterial com-
pliance and systemic resistance) non-linear windkessel model have been used
to analyze aortic-ventricular coupling. The windkessel model provides a rea-
sonable representation of afterload for predicting stroke volume, and systolic
and diastolic aortic pressures, but underestimates peak aortic flow and fails
to reproduce real impedance as well as realistic aortic pressure cyclic varia-
tions [473].

Heart–arterial interaction has been studied using a time-varying elastance
model coupled to an arterial model, which is a four-element windkessel models,
consisting of total peripheral resistance (R), total arterial compliance (C), total
blood inertance (L), and the characteristic impedance of the aorta (Z0) [457].
Heart function is described by five parameters: slope (Emax) and intercept
(Vd) of the end-systolic pressure volume relation, the time to reach maximal
elastance and heart rate. Left ventricular preload can be expressed as venous
filling pressure (pv) and minimal elastance (Emin), or by EDV. In any case, the
windkessel model is too simple to accurately describe the coupling between
the heart and the main afferent and efferent vascular compartments.

6.2.2 3D Blood Flow

Navier–Stokes equations cannot be solved analytically in most cases. The
necessary step is the reduction of the continuum to a discrete finite set of
points and hemodynamics quantity values. Computational fluid dynamics
(CFD) approximately solves the Navier-Stokes equations. There are several
discretization techniques to get numerical solutions of the Navier-Stokes equa-
tions. These include boundary elements (BEM), finite difference (FDM), finite
element (FEM), finite volume (FVM), spectral methods, and others.
11 When liquid enters in the compliant element, it compresses the air in this circuit

component and pushes water out of it. The compressibility of the air in the
vat simulates the artery distensibility. The resistance encountered by the fluid
leaving the windkessel element models the peripheral resistance.
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In FDM, the differential operators are approximated by difference for-
mulae constructed from values of the dependent variable at a number of
predefined nodes of a discretization mesh, which approaches the continuum
geometry [474]. Navier-Stokes equations are enforced only at these points.
The velocity and pressure values at any node are related to the values at
neighboring nodes. The nodes are connected in a structured mesh.

In FVM, the fluid volume is divided into a finite number of cells. The
local form of the equations balances mass and momentum fluxes across the
faces of each individual cell. FVM deals with mean cell values; cell input and
ouput depend only on face values. The shape of the cells may be unstruc-
tured. However, irregular flow domains can be immersed in regular Cartesian
grids [475].

The discrete model used in FEM consists in a set of values of the problem
functions at a finite number of domain points associated with piecewise ap-
proximations of the functions, using continuous interpolation functions, over
a finite number of finite elements [476, 477]. The numerical unknowns are
uniquely determined everywhere inside the element by values specified at the
element nodes. The algebraic equations are formed as the result of either a
variational formulation or the weighted residual method.

All these methods, if properly applied, give better and better approxi-
mation to the actual solution of Navier-Stokes equation as the number of
nodes is increased, i.e., when the approximate solution converge toward the
continuum solution. The mesh node density increase is associated with a re-
duction in the approximation error and with a computational time growth.
A numerical technique can be optimal for a given application and useless in
others. However, FEM handles 3D unsteady flows, multiple kinds of bound-
ary conditions [478], and complex deformable geometries. Mass conservation
is not always satisfied by the Navier-Stokes solvers based on the finite element
method, certain methods being much more robust than others [479].

Lattice Boltzmann Models

Lattice Boltzmann models (LBM) are based on a kinetic approach for the
simulations of flow and wave propagation in complex environments [480, 481].
LBM can treat curved boundaries [482], as well as deformable pipe walls [483].
LBM is suitable for parallel and grid computing [484], as shown for 3D flow
through rigid artificial heart valve [485]. At the mesoscale of blood flows (ar-
terioles and venules), where the typical length is at most about 10 times the
size of the blood cells, the multiphase blood flow must take into account the
dense suspensions of deformable cells, conveyed by a surrounding incompress-
ible fluid. Computational methods that simulate the blood cells have a high
solving cost. They are mainly used at the vasculature microscale. The lat-
tice Boltzmann model considers momentum distribution functions evolving
on a discrete lattice at discrete time steps based on a discrete form of the
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Boltzmann equation. The interactions of the flowing cells between them and
with the vessel wall can be set by appropriate interface methods.

Fictituous Domain Method

The principle of the fictituous domain method relies on solutions in larger
domains, fictituous domains, which contain original domains, but have much
simpler configurations [486, 487]. The boundary conditions are imposed by
introducing a Lagrange multiplier on the fictituous domain boundaries. The
advantage is to work with a structured mesh. Such a method can be used for a
body that moves and/or undergoes shape variations, such as a valve, without
mesh change, hence in the absence of wall contact. The main drawback of the
method is precision loss.

Fictituous domain method and arbitrary Eulerian-Lagrangian technique
(Sect. 6.3.3) have been combined in numerical simulations of the behavior of
the aortic valve [488]. The fluid domain mesh is hence not modified by im-
mersed leaflet displacement, arbitrary Eulerian-Lagrangian formulation being
applied for the interactions between the deformable aortic wall and the flowing
blood. Both the arbitrary Eulerian-Lagrangian technique and the fictituous
domain method are not adapted in the case of contact between computa-
tional domain boundaries, as contacts between the valve cusps or between the
leaflets and the wall that are required to close the anatomical conduit to avoid
backflows.

6.2.3 Image-Based Detailed Models

Numerical modeling of the cardiovascular system is often carried out to pro-
vide a complete description of the blood flow in a specific region. The local
fields of hemodynamic variables are obtained using 3D simulations, based on
the numerical approximation of the incompressible Navier-Stokes equations,
in general, in a rigid domain computed from image processing. In vivo rheo-
logical properties of the artery and aneurism walls indeed remains unknown.
Moreover, in vivo velocimetry at both vessel ends is not available in mid-size
arteries due to limitation in spatial resolution of the scanning device. The 3D
modeling deals thus with a frozen domain, an unsteady flow at the inlet, and
most often, stress-free conditions at the domain outlets. The procedure, with
its sequence of operations, is illustrated by the 3D reconstruction and the
meshing of a saccular aneurism (Sect. 7.5.1) located at a terminal embranch-
ment of a branch of the middle cerebral artery.

6.2.4 Space Dimension-Related Multiscale Modeling

“tout ce qui est simple est faux, tout ce qui ne l’est pas
est inutilisable” (Valéry) [489]
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Space dimension-related multiscale modelings deal with the coupling of
flow models from dimension 3 (real configuration modeled by fluid domain;
partial differential equations expressed in the 3D space) to O (lumped-
parameter models associated with ordinary differential equations). This type
of multiscale modeling differs from the modeling aimed at taking into account
the various length scale from the cell nanomachinery to the body organs and
physiological systems. The coupling of models of different dimension allows
us to take into account the entire network of the cardiovascular system and
to describe short vasculature segment using 3D Navier-Stokes equations.

The numerical simulations of the blood flow in a segment of the vascula-
ture require the specification of boundary data on artificial boundaries, which
limit the explored vascular district. These boundary conditions are influenced
by the fluid dynamics upstream from the 3D computational domain entry
and downstream from it. When physiological measurements cannot produce
suitable boundary data, a mathematical description of the action of the re-
minder of the circulatory system on the studied region is required. Due to the
complexity of the cardiovascular system, simplifications are mandatory to get
results in an appropriate time duration, the mathematical description of other
parts of the circulatory network not requiring the same level of details. Models
of lower dimensions are thus connected to the explored region, leading to the
concept of multiscale modeling of the blood circulation [464, 490–493]. The
coupling involves models at different scales, 3D, 1D, and 0D, with a decreasing
level of accuracy and computational complexity. Reduced models neglect the
geometrical complexity of the vascular network.

6.2.4.1 Lumped Parameter Models

Lumped parameter models represent most of the compartments in series and
in parallel of the vasculature (Figs. 6.4 and 6.5). These reduced models are
described by non-linear ordinary differential equations (ODE) with localized12

averaged flow quantities. Three quantities are involved in these electrical ana-
logues (Tables 6.3 and 6.4) [458], the compliance (vessel storage ability), the
inertance, and the resistance (impedance components associated with inertial
forces and viscous effects, respectively). A cardiovascular simulator has been
built, composed of an arterial network of compliant tubes of known properties,
which allows validation of numerical schemes [494].

Networks of resistances, capacitances, and inductances13 based on analo-
gies between the transmission of a sinusoidal electrical signal and pulsatile
blood flow, are devised to fit blood circulation behavior. The transmission line

12 Vessels are assumed to be defined by uniform representative properties that are
set in a single, self-sufficient point.

13 The resistance R is the impedance component associated with viscous forces, the
compliance C is the impedance component associated with vessel storage ability,
and the inertance L is the impedance component associated with inertial forces.
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analogy leads to the vascular impedance Z concept.14 The vascular impedances

Table 6.3. Electrical analogues. The reactance X = C + L.

Hemodynamical quantity Electrical variable Scale (per unit length)

Pressure pi [M.L−1.T−2] Voltage u
Flow rate q [L3.T−1] Current i
Resistance R [M.L−4.T−1] Resistance R 8µ/(πR4) (Poiseuille flow)
Inertance L [M.L−4] Inductance L ρ/(πR2) (pure inertance model)
Compliance C [M−1.L4.T 2] Capacitance C 2(A3/2(1 − ν2

P ))/(π1/2Eh)
(state law for tube)
(with fixed ends)
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Figure 6.4. An example of 0D–1D coupling. Values of lumped parameters for each
selected vascular segment are given in Table 6.4 (from [495]).
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Figure 6.5. Pressure P0D, flow rate Q0D, pulmonary pressure P11 and flow rate
Q12 (from [495]).
14 In a pure resistance model Z = ∆p/q, in a pure inertance model Z = ıωL

(L = ρ/(AL)), and in apure compliancemodelZ = dp/q = dV/(qC) = − ı/(ωC).
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Table 6.4. Coefficients used for 0DM, resistances are given in mmHg s/ml, in-
ductances in mmHg s2/ml, capacitances in ml/mmHg (labels refer to Fig. 6.4;
from [495]).

Body part Labels R L C

Arteries s1 3.751 × 10−3 0.6
s21 5.47 × 10−4 3.057 × 10−3 0.2454
s22 0.059 1.943-3 0.3546
s3 0.05 0.6 0.1 × 10−2

Capillaries cap 0.83
veins vs 0.11 82.5

3 3.751 × 10−3 20
Lungs 5 3.751 × 10−3 - 9 × 10−2

6 3.376 × 10−2 7.5 × 10−4 2.67
7 0.1013 3.08 × 10−3 2.67
8 3.751 × 10−3

are complex quantities that are introduced in unsteady electrical analogues.
The vascular impedances expresses the relation of the time-dependent pres-
sure difference generating a flow to the resulting pulsatile blood convection.
The vascular impedances include three types, defined below in the case of a
sinusoidal input. The longitudinal impedance ZL of a vascular segment per
unit length is the pressure gradient-to-flow ratio15 ZL = −(dp/dz)/q. The
input impedance Zz at a given vessel cross-section is the pressure-to-flow ra-
tio Zz = (p/q)z, considered as input for the downstream vasculature. It is
also named the characteristic impedance Z0 for uniform vessels in the absence
of wave reflection. The magnitude of the characteristic impedance Z0 varies
directly with the elastic modulus of the vessel wall and inversely with the
cross-sectional area, other factors being equal (Z0 rises in stiffer vessels of
smaller bore). The higher the frequency parameter, the smaller Z0. According
to transmission line theory, Zz differs from Z0 in presence of wave reflection:
Zz/Z0 = (1 + Γ∗ exp{−2γL})/(1 − Γ∗ exp{−2γL}), where Γ∗ is the com-
plex reflection coefficient, γ = a + ıb the complex propagation constant, a
the attenuation constant (a = 0 for inviscid fluid), b the phase constant and
L the distance from the exploring station to the reflection site. The trans-
verse impedance Zt is the pressure-to-flow gradient ratio Zt = −p/(dq/dz).
The characteristic impedance Z0 = (ZLZt)1/2. The complex hemodynamic
impedance has a real part, the resistance R, and an imaginary part, the reac-
tance X, which is the product of the fluid inertance L and the frequency.

The impedance Zz has been determined by simultaneous flow and pres-
sure measurements (Z∗ = p∗/q∗), with their inherent errors, followed by a
signal processing based on frequency analysis, the impedance depending on
the frequency and not on time. For the harmonic k:

15 By analogy with the electrical impedance −(dV/dz)/i.



6.2 Blood Flow in Large Vessels 197

Z(ωk) =
pk(t)
qk(t)

=
Pk exp{ı(ωkt+ φk)}
Qk exp{ı(ωkt+ ψk)}

=
Pk

Qk
exp{ı(φk − ψk)} = Rk + ıXk . (6.16)

Pulmonary Circulation

One-dimensional model of unsteady flow in a four-compartment 40-generation
pulmonary vascular network has been developed using a finite difference
scheme based on the method of characteristics [496]. The dimensionless tube
law Ã = −p̃2/3 was used for p̃ < −1.5 and a third degree polynomial approxi-
mation for p̃ ≥ −1.5. Two-dimensional sheet flow model has been introduced
to describe the flow in the pulmonary capillaries [497]. The sheet (sheet thick-
ness of 10.5 µm) is composed of an aligned circular cross-sections (diameter
of ∼ 4µm) of posts, connected by a membrane (length of ∼ 8.5µm).

6.2.4.2 One-Dimensional Models (Wave Propagation)

When the fluid dynamics is coupled to the vessel wall mechanics, boundary
conditions such as stress free for the fluid and free edge for the solid introduce
numerical reflection artifacts [498]. The coupling of three- and one-dimensional
models, suitable for wave propagation, avoid spurious wave reflections at the
ends of the 3D model. However, such distributed parameter models assume
that vessels are made of infinitesimal slices without connections between them.
As in clinical practice, average data are used. Blood flow phenomena are ap-
proximated with 1D model if the streamwise component of the blood velocity
is much greater than the secondary flow component. Networks of 1D models
are suitable to describe pulse wave propagation along the main arteries and
their branches [499, 500].

Detailed 3D FSI models of small CVS regions, 1D wave-propagation mod-
els and 0D models of the major part of the circulatory circuit are thus cou-
pled by appropriate BCs. The theoretical analysis of the multiscale coupling
has been carried out, providing a local-in-time existence result for the solu-
tion [501]. The multiscale coupling must give a well-posed formulation, the
reduced models providing averaged values at the model interfaces, whereas
the 3D Navier-Stokes equations require pointwise quantities. Numerical ex-
periments show that the imposition of the continuity of all averaged quantities
at the interface may causes numerical instabilities, which can be overcome in
a straight cylindrical configuration by relaxing the continuity constraint on
the cross-sectional area.

The 1D model must a priori take into account heterogeneous velocity dis-
tribution in the cross-section. Correction terms are introduced in the energy
and momentum equations. The conductance G, momentum coefficient αm and
kinetic energy coefficient αk are hydraulic parameters deduced from the ve-
locity distribution in the cross-section:
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G = − 1
dpi/dx

∫
v dAi, [M−1.L4.T] (6.17)

αm =
∫
v2

V 2
q

dAi

Ai
, αk =

∫
v3

V 3
q

dAi

Ai
, (6.18)

(Vq = q/A: cross-sectional average velocity). An uniform straight tube is very
crude model for a branching bend of varying geometry and rheology along its
length. Nevertheless, it is used to represent the bulk properties of the vessels
immediately upstream and downstream form the explored segment. Besides,
the hydraulic parameters are generally assumed to be equal to one (uniform
velocity distribution or plug flow).

6.3 Fluid–Structure Interaction

Fluid–structure interaction deals with the coupling between the 3D Navier-
Stokes equations and the possibly thin16 3D vessel wall, which undergoes
large displacement (Table 6.5). The blood vessel walls are deformable. The
wall compliance has many physiological consequences, blood storage, mainly
in veins, wave propagation with a finite speed, flow distribution, etc. Increase
in artery wall stiffness induces an overload to the left ventricle. Moreover,
arterial wall diseases are susceptible to fissure and rupture, such as stenoses
and aneurisms. Interaction between the blood flow and the vessel wall must
be taken into account to know whether the high-pressure zones induced by the
blood dynamics are correlated to the high-stress concentration areae within
the diseased wall. Last, the presence of red blood cells, which are able to
agregate and form rouleaux, is responsible of the non-Newtonian behavior of
the blood in stagnant blood regions, and particle flow in small vessels. Direct
simulations of particule flows consider the flowing RBCs as moving, individual
particles, around which the plasma flow is computed [503, 504].

Let Ωf et Ωs the fluid and wall domains. The problem must solve an equa-
tion set corresponding to: (1) wall mechanics, with its constitutive law and
suitable boundary and initial conditions; (2) fluid dynamics, with its consti-
tutive law and appropriate boundary and initial conditions; and (3) coupling
conditions, stress and velocity equality at the moving interface.

ρsu,tt −∇ · Cs = f(x, t) in Ωs × [0, T ],

ρf [v,t + (v · ∇)v) = −∇pi + µ∆v in Ωf × [0, T ],

16 The ratio between the wall thickness hw and the hydraulic radius of the blood
vessel Rh is usually lower than 0.2 (0.07 ≤ hw/Rh ≤ 0.20 according to the
literature data on various arteries, under different pressures). It decreases in
peripheral arteries and it is lower in veins than arteries. The most often proposed
value is about 0.1. The blood vessel can thus be represented by a thin-walled
duct. Whereas 1D model can be used in cylindrical straight pipes, detailed 3D
modeling resort to non-linear shell model.
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u,t(x, t) = v(x, t) on ΓI × [0, T ],

Cf
ijnj = Cs

ijnj .

Theoretical aspects of fluid–structure interaction (stability and precision
analysis of the coupling scheme, etc.) have been studied [505–507]. The cou-
pling between the Navier-Stokes equations and elasticity ones has been found
to be energetically stable, if the convection term in the Navier-Stokes equa-
tions is not neglected [508]. In some situations, existence of strong [507, 509]
or weak [510–512] solutions has been proved.

Numerical simulations of peculiar features of blood flows must then take
into account the wall deformability. The numerical simulations of the fluid–
wall interaction raise many issues: (1) the wall displacement being large (artery
deformation associated with the radial mode of wave propagation of about
10%, vein collapse), the flow problem must be solved in a moving domain;
(2) the densities of the artery wall and the blood, both living tissues full of
water, being close, the coupling is strong and must be carefully tackled, using
implicit approximations to avoid numerical instabilities [513]; and (3) the
boundary conditions on the inlet and outlet(s) of the explored vessel segment
must avoid spurious reflections [498]. Certain standard boundary conditions
which suit in fixed geometries do not even give rise to a well-posed problems
in deformable domains [514, 515]. Suitable boundary conditions for the fluid–
structure problem can be provided by the coupling of the detailed model with a
simplified 1D hyperbolic system. The results were promising on axisymmetric
flows. However, the method is difficult to extend to general flow problems.

6.3.1 Coupling Strategy

The usual strategy splits the entire equation set into FE approximations
for each fluid and solid problems. The fluid and solid equations are dis-
cretized in time by model-suited methods and to solve the approximated
equations [516–518]. Three solvers are then necessary: a fluid, a solid solvers
and a coupling one that allows for signaling and mesh updating. Computa-
tional cost of the numerical simulations of unsteady flows in compliant vessels

Table 6.5. Current governing principles of blood–vessel wall interactions.

blood vessel wall

Momentum conservation
Constitutive law

Newtonian fluid or Fiber-reinforced
generalized Newtonian model hyperelastic material

Interface continuity
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must be reduced. Two strategies can be used, parallel computing [519] and
developments of new solving algorithms [520]. Coupled problems with nu-
merical complexities can also be solved using both geometric and algebraic
multigrid techniques [521]. Several scenarii and algorithms are thus possible,
but research is still active to develop fast solvers based on robust and efficient
fluid–structure coupling algorithms. In blood flow modeling, the weak coupling
introduced parasite energy and have accuracy and stability problems [522].
Strong implicit coupling needs subiterations and are thus computationally
costly [523]. New acceleration techniques for classical fixed-point iteration
based on transpiration boundary conditions have been proposed [524]. Newton
algorithms based on the exact continuous Jacobian [525] or on approximated
Jacobian [526] have been developed. Compared with the common coupling
strategies, the computational time has been reduced by one order of mag-
nitude with these new methods. Nevertheless, simulations with a reasonable
computational time must use more efficient algorithms.

6.3.2 Wall Models

In addition to shell models, simplified wall modeling deals with the wall radial
displacement17 ur and approximations of the Cauchy stress tensor C. The
independent-ring model, which neglects the longitudinal deformation is widely
used to provide the constitutive equation of the vessel wall:

ρwur,tt = p− κ(E, h)ur. (6.19)

The generalized string model has also been employed:

ρwhur,tt − κTGhur,zz + Eh/((1 − ν2
P )R2

0)ur − ηur,tzz = f , (6.20)

where κT is the Timoschenko shear correction factor, G the shear modu-
lus [498]. The 2D numerical simulation of the left ventricle has been carried
out, more to study the numerical aspect of the fluid–wall interaction than to
investigate the physiological behavior of the left ventricle [527].

6.3.3 Arbitrary Eulerian-Lagrangian Formulation

The Lagrangian approach is inefficient in complex flows and the Eulerian for-
mulation can not accurately describe the fluid behavior near the moving wall.
In the arbitrary Eulerian-Lagrangian formulation (ALE) method, the refer-
ence is neither the fluid particle nor the overall flow reference frame, but the
moving mesh of the fluid domain surrounded by a deforming wall, with the
grid velocity vg. The time derivative is then defined neither considering a given

17 Both radial and axial wall displacement are produced during wave propagation,
but the latter is neglected.
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point x (Eulerian derivative), nor following a fluid particle (Lagrangian deriva-
tive), but according to the fluid domain deformation u(x, t) = u(ϕ(x0, t), t),
where ϕ is the deformation mapping of the reference configuration Ω0 to the
deformed domain Ω(t).18 The Navier-Stokes equation are then reformulated,
the convection term including the grid velocity [528–533].

Let Ωt be the 3D time-dependent computational model of a vessel seg-
ment and ∂Ωt its boundaries, which are partioned into a vessel inlet Γi

t, a
vessel outlet Γo

t and a wall Γw
t .19 Navier-Stokes equations are derived using

Eulerian formulation {x, t}. Dealing with deformable vessels, the Lagrangian
formulation is used. The configuration at any time Ωt is mapped from the
initial configuration Ω0. to keep fixed Γi

t and Γo
t , ∀t, the ALE is used. The

Navier-Stokes equations becomes:

∇ · v = 0,

ρ
(
v,t + [(v − vg) · ∇]v

)
= −∇p�

i + µ∇2v.
(6.21)

6.3.4 Immersed Boundary Method

The immersed boundary method (IBM) dealts with interactions between a pos-
sibly active elastic incompressible flexible solid (fibers and valves) immersed
in a Newtonian incompressible fluid, when the equations of the body me-
chanics ressemble those of the fluid dynamics. The unified description of the
composite biofluid–biosolid system is then treated by IBM, the recoil forces
differentiating the solid from the fluid [534–536]. The Navier-Stokes equations
are solved at the Cartesian grid points. IBM uses a set of control points to
represent the fluid–solid interface. The force densities are computed at the
control points and spread to the Cartesian grid points by a discrete represen-
tation of the delta function. The velocity field is used to update the position
of the interface.

The IBM principle is thus to treat, in a fixed uniform cubic lattice, the
elastic material as a part of the fluid in which additional forces arising from
the elastic stresses are applied. The fluid dynamics is governed by the Navier-
Stokes equations, the body mechanics by the 3D linearized elasticity equa-
tions [537]. The configuration Ω(t), at any time t, of a solid body made of an
incompressible elastic material is usually described by a Lagrangian variable
X(x0, t), which gives the position of the solid particle labeled by its posi-
tion x0 in the reference configuration Ω0. The deformation state of the elastic
body is described by a 3 × 3 matrix ∂X/∂x0.20 Given the potential Ep(t)
18 If the domain deformation is superimposed to the fluid particles trajectories,

then the ALE derivative is equal to the Lagrangian derivative.
19 Both vessel entry and exit, boundaries with upstream (proximal with respect to

the heart) and downstream parts of the vasculature, are considered fixed.
20 Because the material is incompressible, det(∂X/∂x0) is time independent. The

matrix determines the density of the system potential, which depends on a ma-
terial function E(∂X/∂x0,x0, t) when the material is heterogeneous and active.
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and kinetic Ek(t) energy, the action S =
∫ T

0
(Ek(t) − Ep(t)) dt is introduced.

X(x0, t) minimizes S with the incompressibility constraint and with given
initial (and final) configuration(s). The conversion between Eulerian and La-
grangian variables is expressed in terms of the 3D Dirac delta function, the
kernel δ3(x − X(x0, t), as well as the mass and force densities, introducing
added mass and external force. The kernel δ3 is replaced for implementation
by a discrete kernel δ3h associated with each node of the biosolid, where:

δh(xi) =

{
(1/4h)(1 + cos(πx/(2h))) if |x| ≤ 2h
0 otherwise.

The mesh size must be small enough to track the solid, scouting being led by
the recoil forces. The two components of this Eulerian-Lagrangian scheme are
thus linked by a smoothed approximation of the Dirac delta function, which
is used to apply elastic forces to the fluid, and interpolate the fluid velocity
at the representative material points of the elastic tissue.

The immersed boundary method was first introduced to study the fluid
dynamics of the heart valves, employing a fiber–fluid representation of the
heart. The mathematical formulation of the equations of motion of a viscous
incompressible fluid containing an immersed network of elastic fibers forms
the foundation of IBM. The massless and volumeless fibers act as pure force
generators. The incompressible viscoelastic resulting material is highly an-
isotropic since the fiber stress points always in the fiber direction. In each
time step, forces are generated in elastic and possibly contractile fibers. These
forces are then allowed to act on a cubic lattice, on which the equations of
fluid dynamics are solved. Finally, the fibers move at the local fluid velocity,
updated under the influence of the elastic forces. Neither the fluid motion
nor the cardiac tissue motion is assumed known in advance. The first prob-
lem deals with the momentum- and mass-conservation equations for flow of
incompressible fluid, the body forces (e.g., gravity) being neglected:

ρf

(
∂v
∂t

+ (v · ∇)v
)

= fE −∇p + µ∇2v,

∇ · v = 0.

where the applied force density fE expresses the effect of the fibers acting in
the fluid. The second problem deals with the solid assumed to obey to the
linearized 3D elasticity equations:

ρs ∂
2u
∂t2

−∇ · Cs(u) = fs

Cs(u) = λ Tr(E(u))I + 2µE(u)

E(u) = 1
2 (∇u + ∇uT )

At the fluid–solid interface ΓI(t), the solid must have the same velocity as the
fluid and the solid stress must be equal to the force exerted on the solid from
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the fluid. ∀x ∈ ΓI(t),

v(t,x + u(t,x)) =
∂u
∂t

(t,x),

Cf (v, p)(t,x) · n̂f (t,x) = Cs(u)(t,x) · n̂s(t,x),

IBM has the following main features: (1) the solid and fluid are considered to
be a composite material, (2) the problem is solved on a steady regular mesh,
(3) forces from the solid are calculated in the mesh nodes, (4) the solid is
moved at a velocity equal to the local fluid velocity. The main stages of the
algorithm are: (1) given the set of the velocities of the wall nodes u̇ and X,
compute the local contributions to the wall traction fL, (2) from fL, compute
fE in every mesh node, (3) solve the Navier-Stokes equations, (4) find u̇ at
wall points by interpolation from v, and (5) move the boundary.

IBM suffers several drawbacks: (1) the physical process is not well mas-
tered, especially at the different involved length scales; (2) the Reynolds num-
ber must be small enough for appropriate treatment of fluid–solid interface
displacement; (3) wall leakage occurs if the wall points are not placed suffi-
ciently close; (4) under large deformations, the distance between wall point
can become too large; (5) mass balance must be calculated for each cell; and
last (6) IBM has stability problems.

The immersed interface method (IIM), which deals with an interface be-
tween the nodes of an uniform Cartesian mesh, is similar to the immersed
boundary method, based on a finite difference scheme, but with a better ac-
curacy near the boundary [538]. The method, developed for Stokes flows, has
been afterward extended to Navier-Stokes equations [539].

6.3.5 Image-Based Fluid–Structure Interaction

Due to the role played by the geometry on the flow behavior, the actual vessel
shape is of paramount importance for the numerical flow simulation. Because
the wall of the large arteries is thin with respect to the vessel radius, shell
elements are used to model wall displacements associated with the wave prop-
agation. Quadrilateral shell elements, such as MITC element [540], are more
reliable to cope with biological problems than triangular elements, like the
DKT element [523]. Quadrilateral shell elements must then be coupled to
tetrahedral meshes of the complex geometries of the fluid domains, derived
from the facetization associated with the 3D reconstruction from medical im-
ages. Rather using interpolation or motar elements [541], the triangular sur-
face mesh, optimized for finite element computations from the facetization, is
converted into a quadrilateral mesh, using the INRIA software YAMS. Pairs of
triangle produce quadrangles with matched vertices. A Jacobian-free Newton-
Krylov algorithm is efficient and robust to tackle blood flows in deformable
arteries [542]. This technique was successfully applied to the saccular aneurism
(Sect. 7.5.1) used to illustrate a procedure used for image-based computations
(Fig. 6.6).
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6.4 Shape Optimization and Parameters Identification

Shape optimization and parameters identification belong to optimal control
problems of system governed by partial differential equations [543]. In shape
optimization [544], the control is on the boundary variations of the domain,
and in the inverse problem it is on the physical parameters of the problem.
Bypass surgery and mini-invasive stenting (Chap. 7) are commonly used to
treat a critically stenosed artery, different varieties of bypass and stent shapes
being available [545, 546]. Shape optimization is aimed at minimizing the
post-therapeutic complications. Inverse problems are aimed at inferring the
parameters, which cannot be measured (viscosity, elasticity, etc.) using mea-
surement techniques. Physiological signals can then be assessed by mathe-
matical models of the circulatory system, minimizing the gap between the
computed and measured data.

The problem solution must combine: (1) an efficient solver for the state
equations, (2) an efficient optimization algorithm, and (3) a fast calculation
of gradients of the cost function. Shape optimization has been studied for
optimal bypass design, using a Stokes problem as state equation [547]. Solution
of inverse problems are currently on lumped parameter or 1D models [548–
552]. Further studies are needed to involve the fluid–structure interaction.
A difficulty relies on the effective computation of the gradients of the cost
function. Some preliminary works have been performed [553, 554]. In addition,
hybrid optimization algorithms coupling stochastic and deterministic methods,
which have been successfully applied to complex aerodynamic problems, can

Figure 6.6. Propagation of a pressure wave in a cerebral aneurism (fluid–structure
interaction; from [542]).
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be used [555]. Genetic algorithms are well adapted ot the case of non-smooth
cost function and/or complicated evaluationprocedure.This technique has been
successfully applied to optimal positioning of electrodes of implanted artificial
pacemaker on the wetted surface of the ventricle with a left bundle-branch
block (Sect. 7.6.2.2). The cost function based on the depolarization time gives
a better criterion than the one defined from ECG features [556].

6.5 Transmural Transport

Three main stages are involved in material transport to and across the vessel
wall. The first stage (stage I) deals with transport in the vessel lumen. Once
conveyed at the possible site for transendothelial migration, the particle must
cross the near-wall fluid domain.21 Certain molecules circulate either more
or less freely in the plasma or linked to erythrocytes. Both transport modes
can be used by the same molecule, such as albumin. The partition coefficient
between plasma and RBC inner fluid depends on molecule diffusivity and
RBC membrane permeability. Such process is usually not taken into account
in literature models. Besides, the axial dispersion of the tracers in the ves-
sel lumen can be limited by the radial diffusion [557–559].22 The next stage
(stage II) corresponds to material uptake by the wall luminal surface and
transendothelial transport. Molecules must cross the glycocalyx and either
the endothelial cell or the cleft. Adsorption is shear-dependent and can re-
quire material conversion. Some lipoprotein conformations, which depend on
the wall shear stress, are more convenient for irreversible adsorption, which
affects the exchange rate at the interface. The final stage (stage III) focuses
on transmural transport.

Transport models are currently focused on inner wall layers, neglecting the
adventitia and its blood irrigation and drainage. Data on blood adventitial
convection to and from the vessel wall remain unknown. Moreover, the studied
part of the wall suppose that the wall is composed of a set of layers separated
by membranes. Transport through any wall layer is based on convection and
diffusion. Convection refers to solvent-guided solute motion under a given
transtunica pressure. The pressure distribution across the vessel wall remains
unknown as well as its dependence with luminal pressure. Increase in blood
pressure can induce permeability changes due to porous medium compaction.
Diffusion is associated with a concentration gradient. The vasomotor tone can
also affect the material transfer through the wall poroviscoelastic interstitial
21 Going from intraluminal blood to the vessel wall, the particle cross the diffusion

boundary layer. The thickness of the diffusion boundary δ ∝ (Dz/γ̇w)1/2 where
D is the species effective diffusion coefficient and z the distance downstream
from the inlet.

22 The longitudinal dispersion of a tracer slug with respect to the cross-sectional
average concentration is describable as diffusion in the longitudinal direction
with diffusivity D + R2V 2

q /(48D).
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matrix. Molecule transport through elastic laminae depends on their fenestrae
size, which can vary with applied stresses. In the media, elastic fenestrated
lamellae are also perpendicular to the flux axis. Main transport associated
phenomena are: (1) hindrance due to friction during solute displacement, (2)
solute reflection associated with local partial permeability of the medium to
be crossed, and (3) possible reactions.

The solvent (water, subscript w) and solute (subscript s) transport across
the vessel wall require transport variables, such as the hydrostatic ∆p and
osmotic ∆Π pressure difference across the wall layer, as well as physical con-
trol parameters such as the hydraulic conductivity Gh,

23 layer permeability
P, porosity Ψ ,24 diffusivity D, osmotic κo and solute drag κd reflection coef-
ficients,25 related to the solute selectivity of the wall tunica interfaces, hin-
drance coefficient κh

26 (Table 6.6). The wall-layer porosity Ψ is supposed to
be time-independent. An example of literature values is given in Table 6.7.

6.5.1 Literature Data

Wall absorption of substances and transport through the vessel wall have been
studied by several teams, either to study capillary exchanges or because inad-
equate efflux of accumulated substances through fenestrated internal elastic
lamina and the media to the adventitial blood and lymph vessels may ap-
pear. In the second framework, studies were carried out to determine whether
convection or diffusion is the major transmural mass transfer process. Dif-
fusion was found to be the dominant transport mechanism rather than con-
vection [564]; but transmural convection, which depends on the wall stress
field, influences the macromolecular transport within the arterial wall [565].
Another objective was to determine the most controlling step of the whole pro-
cess. Stage 1 does not provide a dominant resistance to material motions [566].
23 The hydraulic conductivity depends on the medium density and viscosity as well

as on pore size.
24 The wall-layer porosity is the ratio between the fluid volume and the fibrous

matrix volume. Let v̆D be the volume (V )-averaged filtration speed and v̆w be
the volume (Vw)-averaged solvent velocity, then the porosity Ψ = v̆D/v̆w (Dupuit-
Forchheimer relation). The continuity equation then states:

(Ψρw)t + ∇ · (ρwv̆D) = 0.

25 Reflection coefficients depend on membrane permeability for both the solvent
and solute.

26 Collisions between molecules and wall structures reduce the convection and slow
diffusion. Volume fraction available for a solute of given radius must thus be
taken into account. Hindrance coefficients κh are then introduced [560]:

ct + ∇ · (−D∇c + κhvc/Ψ) = 0.
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However, vessel curvature induces local variations in blood–wall mass transfer
rate [567]. The endothelium provide a priori a major transport resistance and
hence determine the transmural flux. The other wall layers affect the material
distribution. The wall porosity is layer-dependent due to layer composition
and structure. The layer influence depends on the molecule type. The media
that has a greater transport resistance for albumin than the adventitia, acts
as a barrier for this molecule [564]. A third goal is to know whether wall
ingress-controlled or wall egress-controlled mechanisms are disturbed in wall
lesions.

Four factors are involved in disturbed mass transport that leads to athero-
sclerosis: blood hypoxemia, leaky endothelial junctions, transient intercellular
junction remodeling, and convective clearance of the intima and media [568].
High LDL transport is found to be correlated to low O2 transfer to promote in-
timal thickening [569]. Proposed models generally do not take into account the
different biochemical processes involved in vessel lumen and wall mass trans-
port such as molecule binding, degradation, etc. Neglect of O2-hemoglobin
bonds have been found to lead to large errors in O2 transfer using a simple
one-layer wall model [570].

Table 6.6. Mass transport coefficients and relations. An effective porosity is intro-
duced because collisions between solid parts of the porous medium (length scale L�;
volume V , with solvent volume Vw) and solute slow the transport (Vweff : available
solvent volume for solute). Js: solute flux per unit surface area.

Parameter Relationship

Darcy filtration speed Jw ≡ v̆D(∆Π = 0) = −(PD/µD)/∇p = Gh∆p
v̆D [L.T−1] (Darcy law)
Hydraulic conductivity v̆D(κo = 0) = Gh(∆p − ∆Π)
Gh [M−1.L2.T] (Starling law)
Darcy permeability
PD [L2]
Drag reflection coefficient κd(∆c = 0) = 1 − Js/(Jwc̆)
Osmotic reflection coefficient κo(Jw = 0) = ∆p/∆Π

Porosity Ψ = Vw/V
Effective porosity Ψ = Vweff /V

Solute permeability P Js(Jw = 0) = P∆Π

Solute diffusivity D Js(v = 0) = D∇c (first Fick law)
κhv̆D · ∇c̆ −Deff∇2c̆ = 0 (second Fick law)

Slip transport
if Ψ > 0.8 and L� < P1/2

D ∇p = −(µD/PD)v̆D + µD∇2v̆D

(Brinkman equation)
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6.5.2 Transport Model

Dealing with mass transfer in the artery wall, literature models focus on solute
dynamics from the vessel lumen across the wall intima and media, separated
by internal elastic lamina.27 The computational domain is divided into three
main compartments: (1) the vessel lumen, (2) the subendothelial part of in-
tima and (3) the media. The endothelium and internal elastic lamina define
the interfaces between these subdomains. Solute transport between the dif-
ferent subdomains is coupled by mass flux across the interfaces (Table 6.8).
Transport models aimed at describing solute transport across the different
layers of the artery wall must handle suitable quantitative data for the whole
set of physical involved parameters. The advection–diffusion equation (ADE)
describes the solute transport in the vessel lumen, the convection term being
provided by the local blood velocity field obtained by solving the Navier-Stokes
equations:

ct + v · ∇c+ ∇ · (D∇c) = 0, (6.22)

where c is the studied species concentration. Endothelium is usually assumed
to be a semipermeable membrane with pores corresponding to junctions and
leaky cells. Normal junctions are represented by circular sections around nor-

Table 6.7. Values of wall transport coefficients for albumin (diffusivity of 9 ×
10−11 m2/s and inlet concentration of 572 nmol/cm3) in a 2D model of an artery
(caliber of 6 mm and length of 12 cm) [561]. The inlet velocity profile is parabolic
and the lumen, intima, and media Pe are respectively equal to 1.2, 1.7, and 7.1. The
wall layers are supposed to be homogeneous. The endothelium and internal elastic
lamina are modeled by continuous semipermeable membrane crossed by convective
and diffusive fluxes. Permeability coefficients are derived from a pore model [562].
Transport coefficients in the subendothelial space of the intima and the media are
based on a fibrous matrix model [563].

Endothelium Intima IEL Media

Porous media

h (µm) 10 300
PD (m2) 9 × 10−17 5 × 10−20

Deff (m2/s) 6 × 10−11 2 × 10−12

κh 1.12 3.08

Membranes

Gh (m/Pa/s) 3.6 × 10−12 3 × 10−10

P (m/s) 5.5 × 10−10 6.4 × 10−9

κo 0.75 2 × 10−3

κd 0.75 2 × 10−3

27 The role of EEL and adventitia with its vessels is currently neglected.
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mal endothelial cells with a pore set in its central region; leaky junctions are
modeled by rings around leaky cells [572].

Blood flows are currently assumed to be laminar, either steady fully-
developed in a straight rigid stented28 artery [561, 573, 574], or unsteady
3D29 [575], but with questionable parameter values [573]. Mass transport
across the subendothelial layer of the intima and the media is modeled by
the convection–diffusion–reaction equation. Fluxes J across the endothelium
and the internal elastic lamina are computed using Kedem-Katchalsky equa-
tions: {

Jw = Gh(∆p− κo∆Π),
Js = P∆c+ Jw(1 − κd)c̆∗

(6.23)

(c̆∗ = ∆c/ ln(c2/c1): averaged concentration at interface). The subendothelial
space of the intima is assumed to be homogeneous porous media composed of
a fibrous matrix with proteoglycans and collagen fibers. In porous media, the
pressure and velocity are averaged in representative elementary volume greater
than the pore size and smaller than the domain size. The volume-averaged
filtration velocity v̆D across any wall layer is computed using the Darcy law
(Re 
 1) and a Darcy permeability coefficient PD, a tensor that is reduced
to a scalar in isotropic homogeneous media. The two intima constituents,
proteoglycans and collagen fibers, with their respective volume fraction VPoG

and VCn, are supposed to be in series: P−1
D = P−1

D,PoG + P−1
D,Cn [574]. The

permeabilities for proteoglycans and collagen fibers are computed using the
Karman-Kozeny equation which needs the values of the fiber radius, porosity

Table 6.8. Transluminal and transmural transport (Source : [571]).

Transport layer Layer thickness Governing equations
(µm)

Vessel lumen Variable Advection–diffusion equation (c)
Navier-Stokes equation (v)

Endothelium 0.5–2 Kedem-Katchalsky equation (J)
Glycolyx 0.1–0.25 Non-modeled

Subendothelium 5–10 Darcy equation (v̆D)
(intima) Advection–diffusion–reaction equation(c̆)

IEL 2–5 Kedem-Katchalsky equation (J)
Media 300–1000 Darcy equation (v̆D)

Advection–diffusion–reaction equation(c̆)
EEL Usually non-modeled

Adventitia Uptake by blood and lymph
Non-modeled

28 A coated stent, which provides drug reservoirs, is implanted in the artery.
29 The finite element formulation of the Navier-Stokes equations is based on

an operator-splitting method and implicit time discretization. The streamline
upwind/Petrov-Galerkin (SUPG) method is applied for stabilization.
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Table 6.9. Transport in porous media.

Scale Model Equation

Macroscopic Darcy −∇p = (µ/P)v̆
Mesoscopic Brinkman −∇p = (µ/P)v̆ − µ∇2v̆
Microscopic Navier-Stokes −∇p = ρ Dv/Dt − µ∇2v

of the fiber matrix, and Kozeny constant. Diffusion transport in porous media
obeys to Fick law, the diffusion being caused by a concentration gradient in a
moving solvent. The effective diffusivity depends mainly on proteoglycans [40].
The internal elastic lamina is supposed to be a thin semipermeable membrane.
The internal elastic lamina is composed of fenestrae of given radius, given den-
sity and consequently, given relative surface area. Gh,IEL is derived from the
geometry variables of IEL and its fenestrae, as well as PD,IEL [562]. κo and
κd may also be given by literature data [562, 576]. The media assumed to be
homogeneous porous media composed of a fibrous matrix and smooth muscle
cells. Effective coefficients can be obtained from the literature [562, 577, 578]
The advection–diffusion–reaction provides the volume-averaged concentration
c̆. The concentration decrease in the vessel wall is mainly due to the endothe-
lium (82% [561], 68% [575]).

A substance transport model in the microvasculature has been devel-
oped [579]. The model is based on basic hexagonal network units composed
of a set of parallel capillaries that are periodically arranged in the plane, with
cross connections to sources in arteriolar zones and sinks in venular regions.
The arteriolar and venular zones belongs also to a periodic structure in the
direction normal to the cross-section of the capillary set, the centers of mass
of adjacent zones being separated by a distance of 500 µm. Tracer transport
based on the convection–diffusion equation is coupled to the flow distribution.

6.5.3 Simulation of the Chemical Coupling

The arterial wall has a selective permeability for blood solutes. Its trans-
fer depends strongly to the local flow behavior. The Navier-Stokes equations
provides the velocity and pressure fields, then the convection term for the
solute transport. The Navier-Stokes equations are coupled to the convection–
diffusion equation for the solute concentration in the vessel lumen. Not only
the solute transport within the vessel lumen depends on the velocity field, but
also the boundary conditions of the solute transfer on the endothelium are re-
lated to wall velocity gradient. The near-wall solute diffusion is associated
with a diffusivity tensor, which depends on wall shear stress. The mathemat-
ical and numerical modeling of the coupling problem of the lumen transport
and the transfer across the rigid endothelium has been analyzed [580].

ADE is coupled to transport equation to model wall mass transfer. The
Beavers-Joseph-Saffman condition can be used at the interface between the
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vessel flow and the porous medium [581]. Inside the arterial wall, a pure diffu-
sive dynamics is commonly considered. The coupling problem has been solved
in an axisymmetric stenosis, using the Brinkman model (extension of the
Navier-Stokes equations for porous media; Table 6.9), assuming a wall made
of a single homogeneous layer [582]. Splitting in the lumen advection–diffusion
equation in the wall diffusion equation has been associated with an efficient
iterative method based on a Steklov-Poincaré interface equation [583]. Nu-
merical techniques for transport in large artery lumen and wall are presented
in [584]. Multi-layered wall models require determination of numerous physical
parameters. The parameter set can be obtained from measurement fitting us-
ing electric analogues [560]. Numerical results depend on values of transport
coefficients in membranes and porous media, which are roughly estimated,
generally from in vitro experiments and associated modelings.
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Cardiovascular Diseases

Cardiovascular diseases are the leading cause of death in rich countries.1 Heart
failure is due to leakage or narrowing heart valves, heart insufficiency, dis-
turbed electrical activation of the myocardium, etc. Two major arterial pa-
thologies are aneurisms2 and atherosclerosis, which have been targeted by
physical and mathematical modeling. Genetic and environmental risk factors
contribute to the variability in disease susceptibility for cardiovascular dis-
eases. Cardiac pathologies remain the number one cause of death from con-
genital malformations in infancy (45–50% of postnatal deaths due to congen-
ital anomalies). The majority of congenital heart defects arise from abnormal
development of the valvuloseptal compartment.

7.1 Risk Factors

The occurrence of cardiovascular diseases depends on the subject pathophysio-
logical ground and habits. Major cardiovascular risk factors include diabetes,
hypertension, hypercholesterolemia, obesity (App. B),3 the familial context
(family members with heart diseases), and smoking. Minor cardiovascular risk

1 Cardiovascular diseases cause about 12 million deaths per year world-wide. They
account for more than half of all deaths in Europe of people over 65 years old.
They are responsible for 33% of all deaths in France. In France, about four
people in every 10,000 die prematurely from heart disease, about thirteen in ev-
ery 100,000 from ischemic cardiopathies, and about seven in every 100,000 from
stroke. The rate can be increased by a factor six or more in other european coun-
tries (Sources: Cité de la Science in Paris and european health status publication
of the European Commission).

2 The primary spelling aneurism is here used rather than pedantic one aneurysm,
although υ was replaced by y in latin and a lot used in the Middle Ages.

3 The body mass index is the ratio between the weight (kg) and the square height
(m). The normal value range is [18.5 −−25]. A value between 25 and 30 means
moderate overweight; greater than 30, obesity.
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factors are age, high-stress job, sedentary habits, lack of daily consumption
of fruits and vegetables, and high resting heart rate (beating rate above 75
per minute). The two most important risk factors are cigarette smoking and
abnormal ratio of blood lipids (apolipoprotein-B/apolipoprotein-A1). Smok-
ing increases levels of tumor necrosis factor-α and endothelial intercellular
adhesion molecule-1, decreases adiponectin level, and enhances production of
reactive oxygen species.

Metabolic syndrome, i.e., the set of risk factors (hyperlipidemia, hyperten-
sion, and diabetes) of atherosclerosis, can be due to mutation in LRP6, which
encodes low-density lipoprotein receptor-related protein-6, a co-receptor in
the Wnt pathway, thus impairing Wnt signaling [585].

Obstructive sleep hypopnea–apnea syndrome is characterized by repetitive
partial or complete pharyngeal closure during sleep, due to transient collapse
of the soft pharyngeal walls.4 Pharyngeal obstruction leads to arterial oxygen
desaturation, persistent diurnal sympathetic activity, which increases during
sleep, hypertension, and cardiac tachyarrhythmias or bradyarrhythmias. Ob-
structive sleep hypopneas and apneas increase the occurrence probability of
defects in organ perfusion (angina, myocardial infarction, and stroke). Sleep
disordered breathing can elicit not only cardiac and vascular damages, but
also resistance to therapies. Obesity, high blood pressure, and aging the are
usual features of patients with sleep hypopneas–apneas, although they can
occur in patients who are not obese. Obstructive sleep hypopneas and apneas
can be associated with other risk factors of cardiovascular diseases, such as
insulin resistance syndrome.

7.2 Genetic Background

Many studies are aimed at determining the genetic background of cardiovas-
cular diseases. Increased arterial stiffness rises the cardiovascular morbidity
because of an elevation of afterload and altered coronary perfusion. Thirty-five
gene expressions5 are correlated with the pulse wave velocity (PWV), chosen
as an index of arterial stiffness in human aortic specimens [586]. Two distinct
groups of genes, associated either with cell signaling or with the cytoskeletal–
cell membrane–extracellular matrix6 interactions are involved.

4 The diagnosis of sleep hypopneas and apneas uses nocturnal polysomnography,
which records heart rate, respiratory rhythm, electroencephalogram, eye mo-
tions, muscle activity, and oxygen saturation. Continuous positive airway pres-
sure is the usual therapy.

5 Strong correlations are found with the catalytic subunit of the myosin light chain
phosphatase, Yotiao, an A-kinase anchoring protein, the regulatory subunit p85-
α of the phosphoinositide-3-kinase, protein kinase-Cβ1, and synaptojanin-1.

6 Integrins α2b, α6, β3, and β5 levels are different between stiff and distensible aor-
tas. Certain proteoglycans, decorin, osteomodulin, aggrecan-1, and chondroitin
sulfate proteoglycan-5 (neuroglycan-C), and related proteins, dermatopontin (a
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Most common forms of hypertension begin by repeated mild or intermit-
tent elevations in arterial pressure associated with vasoconstriction. As hyper-
tension progresses with age, blood vessels remodel. Hypertension can occur
without known cause. Essential hypertension is the most common cardiovas-
cular disease and is a major risk factor. Manifold approaches are used to
determine the genetic background of essential hypertension. Certain specific
mutations indeed lead to hypertension (others to hypotension), via defective
electrolyte transport in the nephron. Many genomic regions are implicated in
the regulation of blood pressure. Clusters of blood pressure-related traits are
mainly located on chromosomes-1 and -3 [587]. Blood pressure quantitative
trait loci can be colocated with those for renin activity and sodium excre-
tion. A cluster of metabolism-related traits, including indices of obesity, are
also mapped to chromosome-1. Once QTL regions identified, causal genetic
variants must be determined.

Family history is a risk factor for coronary artery disease. Susceptibil-
ity genes have been identified, such as Apo gene cluster, gene encoding for
myocyte enhancer factor-2A (MEF2A), for 5-lipoxygenase activation protein
(ALOX5AP), for leukotriene-A4 hydrolase,7 for lymphotoxin-α(LTA) gene
associated with tumor necrosis factor ligands [588]. Variants of the gene
ALOX5AP8 are risk factors of myocardial infarction, characterized by higher
production in leukotriene B4 [589].9 TNFSF4 genes are markers of the risk
of myocardial infarction in humans [590]. The myocardium infarction risk
rises in coffee consumers with allele CYP1A2-1F. Susceptibility to stroke
has been mapped to chromosome-5q12, in particular to the gene encoding
phosphodiesterase-4D [591]. Variants in VAMP810 and HNRPUL111 genes
are associated with early-onset myocardial infarction [592].

Mutations in several Z-disc proteins of the cardiomyocyte sarcomere, which
lead to disruption and dysfunction of the contractile apparatus, cause car-
diomyopathies [593]. Mutations in SLC2A10 gene, which encodes glucose
transporter GLUT10, associated with upregulation of the TGFβ pathway
in the arterial wall, cause aortic aneurisms and arterial tortuosity [594].12

decorin–binding proteoglycan) have different amounts between stiff and disten-
sible aortas.

7 Leukotriene A4 hydrolase catalyzes the rate-limiting step in LTB4 synthesis.
8 Gene ALOX5AP on chromosome 13q12-13 is also known as FLAP, coding

for arachidonate 5-lipoxygenase (ALOx5) activating protein for synthesis of
leukotriene LTA4.

9 Leukotriene B4 is involved in the 5-lipoxygenase pathway. Leukotriene-B4, which
is synthesized from LTA4, activates monocytes, which migrate across the arterial
endothelium and differentiate into macrophages, becoming foam cells.

10 VAMP8 gene is involved in platelet degranulation.
11 HNRPUL1 gene encodes a ribonuclear protein.
12 Arterial tortuosity syndrome is an autosomal recessive disorder characterized

by tortuosity, elongation, stenosis, and aneurism in the major arteries resulting
from disruption of medial elastic fibers in the arterial wall.
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Gene mutations of the mitogen-activated protein kinase pathway cause cardio–
facio–cutaneous syndrome with cardiac defects among other developmental
abnormalities [595]. Atrial septal defect can be associated with a mutation
of chromosome-14q12 [596]. The cardiac transcription factor TBX5 regulates
expression of the myosin heavy chain MYH6. Mutant forms of TBX5 leads to
congenital heart malformation.

Calcification of the aortic valve is one of the leading cause of heart dis-
ease in adults. Mutations in the sodium channel gene SCN5A cause cardiac
arrhythmia. Mutations in the signaling and transcriptional regulator Notch1
(Part I; App. A.2) cause a spectrum of aortic valve anomalies, from early
developmental defect in the aortic valve to later valve calcification [597]. En-
dothelial dysfunction is associated with hypoalphalipoproteinemia, a genetic
disorder with low plasma HDL-C and ApoA1 levels and high coronary heart
disease risk.

Heterozygous familial hypercholesterolaemia is due to monogenic disorder
associated with one defective allele coding for the low-density lipoprotein re-
ceptor. The homozygous disease is defined by both defective alleles, resulting
in non-functioning LDL receptors.

7.3 Oxidative stress

Oxidative stresses associated with excessive production of reactive oxygen and
nitrogen species lead to cardiovascular diseases. Reactive oxygen and nitro-
gen species are implicated in hypertension, intimal hyperplasia, and athero-
sclerosis [598]. Excess superoxide or superoxide-derived substances directly or
indirectly promote lipid peroxidation and low-density lipoprotein oxidation.
Superoxide inactivates endothelial nitric oxide, hence favoring: (1) vasocon-
striction and smooth muscle cell proliferation and migration, and (2) blood
cell adhesion. These reactive species can act on inflammatory signaling. Su-
peroxide is produced by NADPH oxidase in endothelial and smooth muscle
cells. Vascular NADPH oxidases are regulated by various compounds, such as
growth factors (platelet-derived growth factor) and cytokines (tumor necrosis
factor-α13 and interleukin-1), as well as thrombin and oxidized LDLs. Su-
peroxide is metabolized to hydrogen peroxide. These reactive oxygen species
serve as second messengers that activate multiple targets, including the epi-
dermal growth factor receptor, cSrc, p38 mitogen-activated protein kinase,
Ras, and protein kinase-B [599]. Vascular NADPH oxidase is stimulated by
angiotensin-2 via AT1 receptors, in association with EGF receptor, PI3K and
GTPase Rac [601]. Moreover, reactive species can activate transcription fac-
tor NFκB. Nitric oxide quickly reacts with superoxide to form peroxynitrite
(ONOO−). Also, nitric oxide hampers NADPH oxidase activity.
13 TNFα recruits subunits to plasmalemmal NADPH oxidase [600]. TNFα also

activates eNOS in the plasmalemma nanodomain. This dual activation locally
produces superoxide and nitric oxide.
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7.4 Dysregulation in MicroRNA Activity

Chronic maladaptive hypertrophic growth of cardiomyocytes due to valvular
dysfunction, hypertension, and myocardial infarction leads to heart failure.
Such a pathological cardiac remodeling is characterized by an increase in cell
size, protein synthesis, and sarcomere assembly, as well as reactivation of fetal
genes. During pathological cardiac hypertrophy, several specific microRNAs,
especially stress-inducible microRNAs, are dysregulated [602].14 Overexpres-
sion of these microRNAs in cardiomyocytes causes cardiac hypertrophy in
vitro.

7.5 Vessel Diseases

The frequency of atherosclerosis15 is especially high.16 Millions of patients
have dietary and drug treatments. Atherosclerosis is the leading cause of death
in developed countries (about half the yearly mortality), and soon in the
developing world.17

Aneurisms are widenings of the lumen in any artery, most commonly in
the aorta for fusiform types, and in the head for saccular types. The arte-
rial fusiform aneurisms and intrinsic stenoses are possible complications of
atheroma. Saccular aneurisms can occur as complications of arterial wall
trauma or infection. Congenital aneurisms do not have well-defined causes.
Intracranial aneurisms, rare in childhood and adolescence, are observed in 3%

14 The expression of miR195, miR23a, miR27a, and miR24.2 is upregulated. miR21,
which impedes apoptosis, is also overexpressed during cardiac hypertrophy.
miR133, which represses serum response factor, is underexpressed during car-
diac hypertrophy.

15 Atherosclerosis is characterized by endothelial dysfunction, wall inflammation,
and intimal plaque formation with deposition of lipids, calcium, and cellular de-
bris. Atherosclerosis is an intimal wall inflammatory plaque in large and medium-
sized arteries associated with wall remodeling and luminal obstruction, which
reduces oxygen supply to perfused organs and causes blockades after plaque fis-
suration either by clot at stenosis site or, most often, emboli downstream from
the stenosis.

16 Atherosclerosis begins in childhood; risk factors play a major role (western life
style). Due to disease long-term evolution, most cases of atherosclerosis become
patent in patients aged 40 to 70 years. The higher prevalence of atherosclerosis in
men is thought to be due to the protective effects of estrogens. After menopause,
the incidence of coronary heart diseases among women becomes similar to that
of men, but women exhibit an approximately 10-year delay in onset of clinical
manifestations.

17 The cost is assessed to be of on the order of hundred of billions of euros a year in
Europe or in the United States. Millions myocardial infarctions occur annually in
patients with coronary artery stenoses. Cerebrovascular strokes leads to several
hundred thousand deaths per year.
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to 5% of the population, with a gender ratio of 3 women for 2 men. Abdominal
aortic aneurisms most often affect men between 40 and 70 years old (5–7% of
people older than 60).

7.5.1 Aneurism

The aneurism (ανευρυσµα: arterial dilation) is the product of multifactorial
processes, which lead to a gradual plastic dilation of an arterial segment over a
period of years. Aneurism wall stretches and becomes thinner and weaker than
normal artery walls. Consequently, an untreated aneurism can rupture. The
plastic deformation of the arterial wall is associated with structural changes.
Connective tissue repair is deficient.

Unruptured aneurisms may be discovered when they cause symptoms,
which depend on the location and size of the aneurism. Aneurisms can also
yield symptoms secondary to compression of adjoining structures. Aneurisms
often burst. In the case of cerebral aneurisms, the hemorrhage within the skull,
less important than for aneurism rupture in any other soft part of the body,
is associated with a cerebral vasospasm,18 which can lead to cerebral ischemia
(insufficient blood supply to irrigated tissues), infarction (tissue destruction),
and death. Sometimes aneurisms are found when angiography is performed.
Within-wall stresses play an obvious role in aneurism rupture. They may also
be involved in aneurism development. Gene expression and inflammation in
the degenerating wall could be mediated by mechanotransduction. Both flow-
induced stresses at the wall and within-wall stress distribution must then be
investigated, in particular to estimate the rupture risk.

Two main kinds of aneurisms can occur: fusiform wall dilation and saccu-
lar bulging of the artery wall. Fusiform aneurisms are often complications of
atheroma. They can be located in any artery, but mostly in the aorta. Ab-
dominal aortic aneurisms (AAA) are enlargements of at least 1.5 times the
abdominal aorta size. Saccular aneurisms are balloon-like defects that pro-
trude from the artery wall. Certain infections of the blood and traumas of the
arterial wall can cause saccular aneurism. Congenital aneurisms are located at

18 When a cerebral aneurism ruptures, it bleeds either in the brain or, usually, into
the subarachnoid space surrounding the brain. Subarachnoid hemorrhages can
lead to vasospasms. Cerebral vasospasm after subarachnoid hemorrhage results
from contraction of depolarized vascular smooth muscle cells. The membrane
potential of vascular smooth muscle cells is modulated primarily by potassium
fluxes, especially those determined by inwardly rectifying potassium channels
in small resistance arteries as well as in large conductance arteries of the circle
of Willis [603]. Hyperpolarization of the smooth muscle cell membrane caused
by opening of K+ channels close L-type voltage-gated calcium channels, leading
to vasorelaxation. Conversely, closing of K+ channels generate vasoconstriction.
Cerebral vascular smooth muscle cells have four main classes of potassium chan-
nels: voltage-dependent, large conductance Ca++-activated, adenosine triphos-
phate sensitive, and inward rectifier channels.
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Figure 7.1. Schematic drawing with geometry definitions of a saccular aneurism at
the apex Ap of a branching segment of an artery. S: aneurism sac (or cavity C) of
width w and height h, Ne: aneurism neck of width w, D: aneurism dome, T: trunk of
hydraulic diameter d and cross-sectional area At, B: branch of cross-sectional area
Ab, TZ: transition zone, ow and iw: outer and inner bend, α, β, θ: branching angles,
Rc: local curvature radius. The aneurism sac is here composed of two compartments
or loculi lo1 and lo2. No: nose, Nu: nucha.

the branching sites of the brain arterial network, most often, at the branching
sites of the arteries afferent to and efferent from the Willis circle. Most of the
intracranial saccular aneurisms (ISA) are congenital. Aneurisms can develop
from a weakening in the structural layer of an artery, especially with struc-
tural discontinuity at branch apex. A mechanically-induced degeneration of
the wall internal elastic lamina has thus been proposed as the initiating cause
of congenital aneurisms with genetic predisposition (vessel-wall structure de-
ficiency in a frequent familial context), the rheology of the cerebral arteries
being different from that of other arteries.

Saccular aneurisms are located either on the vessel edge (side aneurism),
or at a branching region, and called lateral or terminal whether the vessel
trunk gives birth to a lateral branch or divides into two main daughter vessels.
The main region of a saccular aneurism is called the cavity (or pouch or sac,
Fig. 7.1). Opposite to the neck is the dome (or fundus) of the aneurism. The
cavity can be biloculated with a projecting end, which is called below the
nose. The sac wall situated in front of the nose is called hereafter the nucha.

CT and MRI provide aneurism geometry. Saccular aneurisms are classified
into three categories according to their largest width (small, large - 12 ≤
wa ≤ 25 - and giant). Other geometrical characteristics are given by the
neck size, pouch shape, and angle between the greatest aneurismal length
and the local main-flow direction. The geometrical features, especially sac
and orifice sizes, are important short-term prognosis factors, because they
affect treatment quality. The congenital saccular aneurism wall is fibrous. The
media and elastic lamina stop abruptly at the aneurism neck, whereas pads
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of intimal thickening can be observed in the transition zone of the arterial
branching [604].

7.5.1.1 Biochemical Framework

The extracellular matrix is involved in the integrity of the cardiovascular walls.
In normal conditions, synthesis and degradation of elastin and collagen fibers
balance each other.

Abdominal aortic aneurisms are stiffer than non-aneurismal aortas in
the first stage because they occur on atheromatous walls. Secondarily, they
become more compliant. Abdominal aortic aneurisms are characterized by
chronic wall inflammation, depletion of medial smooth muscle cells and de-
structive remodeling of elastic fibers. The amount of elastin in aneurisms
is significantly lower. In AAAs, the volume fraction of elastin and smooth
muscle cells decreases, whereas the combined content of collagen and ground
substance increases [605]. However, the ratio of collagen to ground substance
between aortas with and without AAA is not significantly different. Moreover,
the walls of human abdominal aortas and atherosclerotic aneurisms contain
similar amounts of collagen, but the collagen properties are found to differ in
AAAs from the normal wall. The total amount of glycosaminoglycans slightly
decreases compared with that of normal tissue, but the ratio of particular
compounds varies. The percentage of chondroitin sulfate increases and that
of heparan sulfate decreases [606].

Imbalance between matrix metalloproteinases19 and tissue inhibitors of
metalloproteinases, are involved in the evolution of abdominal aortic aneu-
risms. Degradation of interstitial fibers, which is not balanced by synthesis
modifies the wall rheology. The lysis of the fibrillar matrix (mainly colla-
gen) is due to an increase in production and/or activation rate of degra-
dation enzyme, like MMPs [607]. Inflammatory cell expression of MMP9
(gelatinase-B) plays a critical role in an experimental model of AAA [608].
The MMP9/TIMP1 ratio is inversely correlated to arterial compliance [609].
Besides, plasma MMP9 and TIMP1 do not differ significantly between AAA
and aortoiliac occlusive disease. MMP12 (macrophage elastase) cooperates
with MMP9, as mice lacking both proteinases have greater protection from
aneurism genesis. MMP2, MMP9, and MMP12 are abundantly expressed in
the aneurism wall [610]. The plasminogen system, including the tissue-type
(tPA), urokinase-type plasminogen activator (uPA), as well as the plasmino-
gen activator inhibitor PAI1 can be involved in aneurism formation. ProMMPs
are indeed activated by plasmin produced from plasminogen. Mice with a defi-
ciency of tPA or of uPA are protected against media destruction and aneurism
formation [611]. Abdominal aortic aneurisms are characterized by chronic in-
flammation, destructive remodeling of the extracellular matrix, and increased

19 Matrix metalloproteinases are secreted as zymogens (proMMPs), which must be
matured by activators and are neutralized by inhibitors (Part I).
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activity of MMPs [612]. Enhanced expression of MMP2 (gelatinase-A) is a
marker of aortic aneurisms, reflecting abnormal flow-induced vessel remod-
eling. The pathological wall remodeling also includes chronic inflammation
with cell recruitment (B and T cells, macrophages, etc.) and possible autoim-
munity, triggered by autoantigens such as artery-specific antigenic protein
(ASAP), particularly aneurism-associated antigenic protein (AAAP40).

Dipeptidyl peptidase-1 processes for activation granule-associated serine
proteases (neutrophil elastase, cathepsin-G, and proteinase-3). These pro-
teases are required for neutrophil recruitment, in particular during the devel-
opment of elastase-induced experimental abdominal aortic aneurisms [613].

Angiotensin-2 can also be involved in aneurism formation associated with
atherosclerosis. Its effect depends on the hyperlipidemic state. Angiotensin-2
promotes an inflammatory reaction in the vessel wall. It induces expression
of VCAM1 [614] and monocyte chemoattractant protein-1 by the endothe-
lial and smooth muscle cells. Deficiency in MCP1 receptor CCR2 reduces
atherosclerosis in the ApoE−/− mouse [615]. Angiotensin-2 reduces NO pro-
duction by endothelial cells. Administration of angiotensin-converting enzyme
inhibitors improves the endothelial function in patients with coronary artery
disease [616]. Angiotensin-2 also stimulates PAI1, which promote thrombo-
sis [617].

In abdominal aortic aneurisms, various stimuli activate c-Jun N-terminal
kinase,20 which stimulates activating protein-1 (AP1), increases the expression
of matrix metalloproteinases, and decreases the expression of matrix synthesis
enzymes, such as lysyl oxidase and prolyl 4-hydroxylase. Inhibition of c-Jun
N-terminal kinase might thereby induce aneurism regression [618].

7.5.1.2 Biomechanical Testing

In clinical practice, the rupture risk must be estimated. Stress distribution in
the aneurism is investigated to find regions subjected to high stresses and to
plan the treatment accordingly. The geometry of the aneurism can be recon-
structed from patient 3D images by manually-assisted automated operation.
The surface discretization is then improved to get a suitable mesh for finite-
element stress analysis. Although 3D reconstruction from medical imaging,
mathematical modeling, and computational techniques have been improved,
there is still a lack in suitable input data such as the actual in vivo rheolog-
ical parameters of the artery wall, both at normal and pathological states.
Experiments and numerical simulations have been mostly carried out in ab-
dominal aortic aneurisms and intracranial saccular aneurisms. The abdominal
aortic aneurism morphology affects wall deformation and stress distribution,
and hence possible rupture. The rupture risk of lateral asymmetric abdominal
aortic aneurisms is higher than for anterior-posterior asymmetric ones [619].

20 In AAAs, activated JNK upregulates MMP9 in both vascular smooth muscle
cells and macrophages.
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During the aneurism development, the risk of rupture must be estimated
for a vascular repair decision. Although any criterion to predict the rupture
risk does not exist, the wall material is assumed to be subjected to maximum
stresses that the wall can withstand. The stress–strain relationships obtained
from 1D extension tests exhibit the rheological changes due to wall depletion
in interstitial fibers [620]. The typical surgical procedure consists in stitch-
ing a vascular graft. However, since the surgery has significant mortality, the
surgeon needs to balance rupture risk with surgery risk. Experiments have
been carried out in rigid AAA models of various size, conveying a pulsatile
flow to study the evolution of the hemodynamic forces at progressive stages of
aneurism enlargement, using particle image velocimetry [621]. Even in large
AAA models, the flow remains fully attached to the walls during systole, but
detaches during diastole. Moreover, the formation of regions of flow stasis was
observed even in small AAA models.

Bifurcating stent-graft implantation is used in endovascular repair. How-
ever, this mini-invasive procedure has several drawbacks, such as blood seep-
age into the cavity (endoleaks), stent-graft migration and failure, among oth-
ers. Bifurcating stent-graft significantly reduces cavity pressure, mechanical
stresses, wall motion, and maximal bore change in a computational model of
abdominal aortic aneurism [622]. The drag force can exceed 5 N when the end
sections are wide, the iliac angle large, and the iliac arteries narrow. The con-
tact of self-expandable or balloon-expandable stent-grafts on the vessel wall
hence cannot withstand the blood forces and then requires additional fixa-
tion to avoid stent-graft migration and wall repressurization with potential
rupture.

7.5.1.3 Flow Simulations

Numerical simulations of flows in simplified geometries have been explored
to provide basic knowledge of flow behavior in disease-mimicking vessels with
the basic components of the vasculature, bends and branching sites. More-
over, such simulations allow one to easily test the effect of the therapeutics.
Nowadays, flow simulations are performed in image-based geometries.

Simplified geometries

“C’est une erreur de considérer l’analogie comme une
ressemblance imparfaite. La ressemblance n’a pas de va-
leur dans les sciences” (Alain) [623]

“Sauver les phénomènes, c’est-à-dire formuler une théo-
rie explicative du donné observable.” (Koyré) [624]

Pressure field have been explored in simple pedagogical models of saccular
aneurisms located either in lateral or terminal embranchments of the arterial
network. The numerical technique to solve classical fluid mechanics equations
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for incompressible fluids is the finite element method. It is based on a varia-
tional formulation of the Navier-Stokes equations on a domain Ω:

B(v,w) + T (v;v,w) + B′(w, p) = 〈l,w〉 , ∀w ∈ V ⊂ H1(Ω)3, (7.1)

B′(v, q) = 0 , ∀ q ∈ Q ⊂ L2(Ω) (7.2)

where B et B′ are bilinear forms, T a trilinear form, 〈l,w〉 the dual product
(the quantity l takes into account the non-homogeneous velocity and possible
pressure boundary conditions as well as the possible forcing term f), H1(Ω)
and L2(Ω) the Sobolev space of order 1 defined on Ω for vector-valued func-
tions and space of functions that are square integrable in the Lesbegue sense
with respect to Ω, respectively. The computational method is suitable for un-
steady flow, the time being used as an iterative parameter of the solution.
The finite element type is P1-P1 bubble element for pressure and velocity
approximation respectively [625, 626]. The convective term is approximated
by the method of characteristics [627]. The solution is obtained via a gen-
eralized Uzawa preconditioned-conjugate gradient method [628]. The initial
condition is given by a Stokes problem with the same boundary condition as
the unsteady one (period of 1 s).

The neck swirl, the dome slow flow and the branch flow separations define
the set of aneurism flow properties (Fig. 7.2). Two-dimensional simple models,
characterized by a well-defined geometry, give results in agreement with medi-
cal observations, in particular high-pressure zones susceptible to be sources of
future development of wall dilation and rupture. The rupture risk and failure
of endovascular treatment are associated much more with aneurism geometry
than local flow distribution. In every numerical test in the model of a terminal
embranchment aneurism, the aneurismal dome, which faces the straight trunk,
is subjected to very high pressure. Moreover, the pressure magnitude is much
higher than the wall shear stress. When the aneurism is obliterated after coil-
ing, the pressure reaches its highest values at the central part of the new wall,
as it does with a normal bifurcation apex. In the model of a lateral embranch-
ment aneurism, the pressure reaches its maximal values at the dowstream
aneurismal lip and at the outer stem wall, dowstream from the aneurismal
neck. The pressure magnitude, here again much higher than the wall shear
stress, is much lower than in the terminal aneurism. The downstream lip re-
ceives the fluid impact like any bifurcation apex. The highest pressure region
in the sac is observed at the aneurismal edge close to the upstream lip. This
region of the aneurism sac must be carefully filled during intravascular treat-
ment. When the aneurism is completely blocked, the pressure is maximum at
the downstream lip. In a partially filled cavity, the pressure, which remains
the highest at the dowstream lip, is greater in the fundus region close to the
branch with a local high-pressure zone at the boundary between the upstream
lip and the adjoining lateral wall. The shape of the post-therapeutic wall has
no significant effects on the local flow field.
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Figure 7.2. Streamlines and pressure field in 2D aneurisms. (Top) Terminal branch-
ing circular aneurism (aneurism radius to trunk radius ratio of 2, neck length to trunk
diameter ratio of 1.8) at the apex of a symmetrical bifurcation of a straight vessel
(area ratio of 0.72, curvature ratio at the bifurcation zone of 1/4) (Top row) Both
symmetric geometry and flow. (Bottom row, left) Re = 1000, flow ratio between
the left and the right branch Qlb/Qrb = 0.97; (right) Re = 500, Qlb/Qrb = 1.5).
(Bottom) Lateral branching elliptical aneurism (aneurism ellipticity of 1.2, semi-
major axis to trunk diameter ratio of 3.6, neck diameter to trunk diameter ratio
of 1.15, neck height to trunk diameter ratio of 0.2) at the apex of an asymmetric
branching of a curved trunk (90-degree bend, curvature ratio of 1/10). (Top row)
untreated aneurism; (bottom row) almost completely (left) and partially (right)
filled cavity (steady flow, Re = 500).
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Image-Based Aneurism Flow

The fluid domain is composed, at least, of a trunk (inward flow), a tran-
sition zone of the branching region, the branches (outward flows), and the
aneurism. The flow field usually exhibits persistent or transient vortices in
the aneurism cavity, which can also be observed during possible cineangiog-
raphy [629]. Branch aneurism cavities are commonly irrigated throughout the
cardiac cycle, whereas the side-aneurism pouch, especially when the aneurism
neck is narrow, can receive blood only during the peak flow period [120].

A terminal aneurism located at the apex of the bifurcation of a branch of
the middle cerebral artery has been explored. Its cavity is biloculated with
a very long loculus (the nose, on the left in Fig. 7.3). The aneurism cavity
is facing the curved stem; the blood thus impacts the aneurism wall. The
inlet section of the neck takes the place of both the bifurcation apex and the
entrance short segment of the upper edges (with respect to the front view,
depicted in Fig. 7.3) of both terminal branches. The neck is badly defined and
may be assumed to be axially short and transversally rather broad.

The facetization obtained after extraction of the vessel contour, element
reduction and smoothing, is transformed into a FEM-adapted geometrical
model to: (1) ensure uniform pressure at the vessel entry and exits, (2) limit
the disturbances induced by the boundary conditions (BC) on the flow, and
(3) keep upstream and downstream effects of vessel geometry changes on the
flow in vessel segments, which are afferent to and efferent from the compu-
tational domain. The local direction of the vessel axis is determined at each
end of the vessels by a least-squares method from the normal of each selected
facet, which belongs to the vessel wall and has an edge on the vessel end.
Short straight pipes (two times the local hydraulic diameter only to avoid in-
tersection of the branches, which is not too short when the Reynolds number
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Figure 7.3. Facetization (left) and mesh (right) of the explored domain with a
saccular terminal aneurism (front view)



226 7 Cardiovascular Diseases

is not too high and velocity boundary conditions are not applied) are added
to the trunk and its bifurcation branches.

The stem peak Reynolds number based on the peak cross-sectional average
velocity and trunk radius at the entrance cross-section is equal to about 160.
The Stokes number (frequency parameter) based on the trunk radius at the
entrance cross-section and the Strouhal number are equal to 1.6 and 0.02,
respectively.

Two main regions of high pressure are observed in this aneurism example
throughout the cardiac cycle (Fig. 7.4). The first region appears at the dome
part facing the neck and the second one at the front face of the neck. The
size of high pressure zones varies during the flow cycle. These two regions
merge at peak flow and during the beginning of the decelerating phase. The
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Figure 7.4. Pressure field in a terminal branching aneurism at four selected phases
of the cardiac cycle: (1) at about 2/3 of the time duration of the accelerating phase;
(2) slightly after peak flow; (3) at the beginning of the decelerating phase, when the
instantaneous flow rate is nearly the same as at (1); and (4) at about 3/4 of the
time duration of the decelerating phase. Front view.
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pressure in these regions rises during the same cycle phases with a relative
difference of about 6%. A third high-pressure region occurs at the nose end
at peak flow and quickly disappears during the decelerating phase. The dome
wall and front face are impacted by the blood flowing from the trunk core
region throughout the cycle with more or less strong magnitude.

The high-pressure zone in the neck argues in favor of surgical clipping
because the aneurism is superficial with easy surgical access. It is not possible,
indeed, to protect efficiently the neck with coiling because coils in this location
will always induce emboli. However, if the endovascular treatment is chosen
with respect to heavily invasive surgery, frequent angiography control must
be made because of the high risk of recanalization.

Stress fields in the wall of saccular and fusiform aneurism has also been
computed to point out the site of possible rupture and plan treatment ac-
cordingly21 [630]. However, the models are based on available but unreliable
values of the rheological parameters.

7.5.2 Atheroma

Arteriosclerosis refers to a disease family with less-elastic and thicker artery
walls. Among these diseases, atherosclerosis (αθηρωµα: fatty substance,
σκληρo: hard) is defined by a deposition of fatty materials and then fibrous
elements in the intima beneath the endothelium. The artery wall thickens,
mainly toward the exterior at the beginning. The lesion then protudes into
the lumen and occludes it. Atheroma may be scattered throughout large and
medium thick-walled systemic arteries, especially in branching regions.

Atherosclerosis is an inflammatory process characterized by proliferation,
migration from the media, and dedifferentiation of vascular smooth muscle
cells. The expression of both mitogenic factor PDGF-BB and its receptor in-
creases in smooth muscle cells. The inflammation is composed of four main
stages characterized by: (1) foam cells,22 (2) fatty streaks, (3) intermediate
lesions, and (4) uncomplicated, then complicated, plaques (atheroma). The
atheroma history can also be decomposed into three phases: initiation, pro-
gression, and complication.

In most cases, the initial phase of inflammation is silent with a long pre-
clinical period. Atherosclerosis produces symptoms when the artery is severely
narrowed or a sudden obstruction occurs, locally or downstream from the le-
sion site. At least 50% of stenotic lesions can lead to complications. The
rupture of atheromatous plaques triggers thrombus formation and create em-
bolisms. Emboli, rather than complete lumen obstruction, are responsible for
infarction.23

21 The surgical solution, AAA grafting, is risky, with significant mortality. The risk
of rupture must then be balanced with surgical risk.

22 Foam cells are characterized by lipid droplet saturation.
23 The rate of proliferation of cardiomyocytes after acute injury is too low for

adequate repair. In the absence of complete myocardial regeneration, fibrosis
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The composition of atheroma plaques is more important than the degree
of stenosis. Atheroma plaques with large lipid cores, thin fibrous caps and in-
flammatory cell infiltrates have high rupture and thrombosis risks. Unheralded
plaque rupture can occur in small unstable lesions which do not significantly
impinge on the arterial lumen and do not reduce the local blood flow rate.
Hence, vulnerable atherosclerotic lesions can induce infarction.

Consequently, the characteristics of plaques must be evaluated to identify
high-risk patients. Invasive (coronary angiography, intravascular ultrasound
imaging, and palpography) and non-invasive (MSSCT) imaging techniques
combined with measurements of concentrations of various biomarkers have
been proposed to determine subclinical lesions [632].

Prevention of cardiovascular events directly depends on the achieved re-
duction of LDL concentration down to the level of 2 mmol/l. For each 1 mmol/l
reduction in LDL cholesterol, there is a 12% reduction in mortality, 23% re-
duction in myocardial infarction risk, 24% reduction in need for coronary
revascularization, and 17% reduction in stroke rate [633].

7.5.2.1 Atheroma imaging

Nowadays, imaging techniques for atherosclerosis are aimed at improving
the diagnosis, enhancing disease characterization, and evaluating therapy ef-
fects. Several unconventional imaging techniques, optical coherence tomog-
raphy, near infra-red spectroscopy, Raman spectroscopy, plaque thermogra-
phy, and elastography have been recently proposed to study atherosclerotic
lesions [634].

High-resolution (< 0.4 mm axial) high-frequency (8-MHz) B-mode ultra-
sonography with Doppler flow imaging is a useful technique for large- and
medium-size peripheral and superficial arteries. Transoesophageal ultrasound
imaging is used to investigate carotid and aortic wall thickness and analyze
possible plaques. Hypoechoic heterogeneous plaques are associated with in-
ternal hemorrhage and lipid core, whereas hyperechoic homogeneous plaques
are mostly fibrous. Ultrasonic contrast agents, such as acoustic liposomes
with plaque-targeted antibodies, improve image resolution and specificity.
Catheter-based intravascular ultrasound (diameter 0.89–1.0 mm) yields di-
rect imaging of the arterial wall.

Magnetic resonance imaging with suitable operating mode, such as T1-,
T2-weighted and proton-density-weighted images, and multicontrast tech-
niques can determine plaque morphology and composition. Intravenous ad-
ministration of paramagnetic gadolinium-containing contrast agents can high-
light fibrous caps and lipid-rich areas. Platelet- or fibrin-ligands conjugated
to paramagnetic nanoparticles allow thrombus visualization. Gadolinium-
associated vitronectin antagonist has been proposed to assess angiogenesis

and scarring occur. FGF1 stimulation and p38 inhibition, which are involved
in cardiomyocyte proliferation and angiogenesis, enhance cardiac regeneration
[631].
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Figure 7.5. Atheroma plaque with migration of LDLs and cells from blood and
media into the intima.

in atherosclerotic plaques. Specific antibodies conjugated to paramagnetic li-
posomes can be used to explore the endothelium expression of adhesion mol-
ecules.

Because macrophages are specifically associated with atherosclerotic pla-
ques with high rupture potential, gadolinium-carrying micelles targeting
macrophage scavenger receptor can be used to detect in vivo high macrophage
content in atherosclerotic plaque using MRI [635]. Positron-emission tomog-
raphy carried out using labeled derivative of diadenosine-tetraphosphate, an
inhibitor of adenosine diphosphate-induced platelet aggregation that accumu-
lates selectively in atherosclerotic lesions, allows one to image macrophage-rich
atherosclerotic plaques [636].

7.5.2.2 Plaque Development

When the concentration24 of circulating low-density lipoproteins is too high,
LDLs can accumulate in the inner arterial wall. Endothelial cell injury is also a
major stimulus for development of atherosclerosis. Disruptions of the internal
elastic lamina are early features of intimal lesions in the apolipoprotein-E
knockout mouse (a model of atherosclerosis) [637].

When atherosclerosis begins, low-density lipoproteins, which have crossed
the endothelium, travel to the intimal connective layer. They can link to pro-
teoglycans of the extracellular matrix. In the intima, they are modified by
enzymes and oxygen radicals to form oxidized LDLs (oxLDL).25 These mod-
ified LDLs induce an inflammatory response.

24 LDL concentration must be less than 1 g/l. More than 1.3 g/l, especially if there
are two or more risk factors for cardiovascular disease, requires treatment.

25 The earliest detectable event in atherogenesis is the accumulation of oxidized
lipoproteins in focal areas of the arterial subendothelium. Lipoprotein aggrega-
tion and proteoglycan binding to the extracellular matrix increase particle size
and thus impede egress from the arterial wall. The lipoproteins retained in the
extracellular matrix trigger inflammation.
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Chemokines for monocytes and T lymphocytes are released by the acti-
vated endothelium. The endothelium also synthetizes adhesion molecules for
these flowing cells to bind to.26 These cells migrate from the bloodstream into
the artery wall. T lymphocytes also release cytokines. Migrated monocytes
multiply and differentiate into macrophages with plasmalemmal scavenger
receptors.27 Macrophages express not only scavenger receptors but also Toll-
like receptors.28 Oxidized LDLs are bound to scavenger receptors and then
ingested by macrophages. Ingestion of oxLDL is unsaturatable. Macrophages
then acquire a foamy appearance (foam cell formation). The foam cells secrete
inflammatory cytokines and matrix metalloproteinases. The foam cells also re-
lease procoagulants into the surrounding environment. They are also involved
in migration of smooth muscle cells and in the activity of T lymphocytes.

During the development of atherosclerosis, purinergic receptors P2Y2R
are upregulated. Activated P2Y2Rs in endothelial cells induces expression of
vascular cell adhesion molecule-1, and subsequent adherence of monocytes, as
well as release of pro-inflammatory chemokines.

Blood lipids other than low-density lipoproteins29 also contribute to
atherosclerosis, such as remnant lipoproteins.30 Remnant lipoproteins are
cholesterol-enriched particles derived from the lipolysis of intestinal chylomi-
crons and hepatic very-low-density lipoproteins. Chylomicrons (< 0.95 g/ml),

26 Endothelial cells express leukocyte adhesion molecules at the initial stage of
atherosclerosis. Leukocytes bind to these adhesion molecules and migrate into
the intima, stimulated by locally produced chemokines, such as CC-chemokine
ligand-2 [638]. Cells in the lesion at its initial step also produce the T-cell at-
tractant CCL5, the CXC-chemokine ligands CXCL10 and CXCL11, the mast-cell
attractant CCL11, the Janus molecule CXCL16, and the CX3-chemokine ligand-
1 (CCL5 is also designated as RANTES, CXCL10 as IP10, CXCL11 as ITAC,
CCL11 as eotaxin, and CX3CL1 as fractalkine).

27 Monocytes differentiate into macrophages in response to various stimuli, partic-
ularly macrophage colony-stimulating factor produced by endothelial cells and
smooth muscle cells [638]. Scavenger receptors includes CD36, CD68, CXCL16,
lectin-type oxidized low-density lipoprotein receptor-1 (LOX1), and scavenger re-
ceptors SR-A and SR-B1. These pattern-recognition receptors mediate internal-
ization and lysosomal degradation of modified lipoproteins, lipopolysaccharides,
and apoptotic bodies.

28 Many Toll-like receptors are expressed mainly by macrophages and endothe-
lial cells in atherosclerotic lesions. TLR2 and TLR4 are expressed by endothelial
cells in the normal artery wall. Toll-like receptors bind lipopolysaccharides, heat-
shock protein-60, oxLDLs and other ligands, which activate the production of
pro-inflammatory molecules by macrophages. After ligand binding, TLRs acti-
vate nuclear factor-κB and mitogen-activated protein kinase-activator protein-1
signaling pathways.

29 Most forms of oxidized LDL do not strongly transform cultured macrophages
into foam cells.

30 Remnant lipoproteins activate ACAT and modify cultured macrophages into
foam cells.
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synthesized by the small intestine, transport triglycerides and cholesterol from
the intestinal epithelium. In the blood circulation, the chylomicron triglyc-
erides are hydrolyzed by the lipoprotein lipase on the capillary endothelium,
especially in adipose tissue, heart, and skeletal muscle. Chylomicron rem-
nants are rapidly cleared from the plasma by the liver. Very-low-density
lipoproteins (d < 1.006 g/ml) are synthesized in the liver. VLDL triglyc-
erides are hydrolyzed by lipoprotein lipase in the plasma and liver, generating
intermediate-density lipoproteins (1.006–1.019 g/ml) and low-density lipopro-
teins (1.019–1.063 g/ml). Smaller VLDL and IDL are atherogenic VLDL rem-
nants. VLDL remnants are either cleared by the liver using ApoE or converted
to ApoB-100-containing LDL, a major cholesterol-transporting lipoprotein in
the plasma. LDL bound to the LDL receptor via ApoB-100 are degraded by
the liver. Remnant lipoproteins also bind to LDL receptor via ApoE and LDL
receptor-related protein (LRP) also via ApoE. Heparan sulfates, abundant in
the space of Disse, where processing by hepatic lipases can occur, participate
in the uptake of remnant lipoproteins by the liver [639].

Immune mechanisms are involved in the formation and activation of ath-
erosclerosis. Atherosclerotic plaque growth is regulated by multiple inflam-
matory cellular (monocytes, lymphocytes, platelets, and precursor cells) and
molecular (cytokines, chemokines, cell-adhesion molecules, proteases, and sig-
naling pathways)31 components, from fatty streaks to fibrosis. Atheroscle-
rotic plaques contain inflammatory and immune cells, mainly macrophages,32
CD3+ T lymphocytes,33 and also in lesser amounts, mast cells, dendritic cells,

31 Inflammatory cells are recruited at the endothelium by several kinds of inflam-
matory mediators, such as adhesion molecules and growth factors (especially IL8
and C-reactive protein). The endothelium production of these mediators is stim-
ulated by oxidized phospholipids, such as oxidized (1)palmitoyl(2)arachidonyl-
sn(3)glycerophosphorylcholine, which derive from lipoproteins trapped in the
intima. However, the human endothelium response to oxidized phospholipids is
characterized by genetic-based variability (individual susceptibility to athero-
sclerosis) [640]. Genes involved in the SREBP pathway or in the UPR pathway
are strongly involved in some cases but not others.

32 Monocytes strongly participate in atherogenesis. Monocytes accumulate continu-
ously during atheroma formation [641]. The monocyte recruitment increases with
lesion size and hypercholesterolemia. The expression of gap-junction connexin-37
disappears in the endothelium of advanced atherosclerotic plaques. Connexin-37
hemichannels in monocytes hinder excessive monocyte adhesion and recruit-
ment [642]. ATP-dependent monocyte extravasation is reduced due to ATP re-
lease into the extracellular space across connexin-37 hemichannels.

33 Most T lymphocytes are αβT cells, which coexist with a small proportion of
γδT cells [638]. CD4+ T cells react to oxLDLs. T cells interact with antigen-
presenting cells, such as macrophages or dendritic cells, to be activated. T-helper-
1 differentiation occurs. TH1 cells produce inflammatory cytokines including
interferon-γ and tumor-necrosis factor. TNF triggers inflammation via the NF-
κB pathway, inducing the production of reactive oxygen and nitrogen species,
proteolytic enzymes, and prothrombotic tissue factors by endothelial cells. They
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and B lymphocytes. Imbalances between regulatory and pathogenic immuni-
ties lead to plaque inflammation and development.

Estrogens attenuate the extravasation of circulating monocytes across the
endothelium. The increase of nitric oxide production34 by endothelial cells
induced by estrogens attenuate the cytokine-induced expression of vascular
cell adhesion molecule-1 and monocyte chemoattractant protein-1. In contrast,
estrogens protect the female brain from stroke by reducing post-ischemic iNOS
expression in infiltrating inflammatory cells and cerebral blood vessels within
the ischemic territory [645].35

Monocytes secrete growth factors for smooth muscle cells. Endothelial
cells, macrophages, and intimal smooth muscle cells attracted by cytokine
release deliver chemoattractants that stimulate the migration of smooth mus-
cle cells from the media to the intima.

The expression of Cav1.2α136 in smooth muscle cells in atherosclerotic
plaques is reduced with respect to SMCs in unaffected segments of the same
artery. Splice variants of the α1 binding subunit of Cav1.2 Ca++ channel
undergo molecular remodeling with subsequent alterations in electrical fea-
tures during atherosclerosis [646]. β-subunits can be another target of Cav1.2
remodeling. Cav1.2 isoform variations could correspond to a transcriptional
response to environmental changes associated with cytokine expression and
other inflammatory factors in atherosclerosis.

Agglomeration of foam cells, T lymphocytes, and smooth muscle cells,
after replication and extracellular matrix synthesis, as well as other intima

also secrete interleukins IL12, IL15, and IL18 (IL12 and IL18 are also produced
by macrophages and smooth muscle cells in atherosclerotic plaques). TH2 cy-
tokines inhibit TH1-cell responses. Few T helper-2 cells release IL5 and IL10,
which have anti-atherogenic effects, and IL4, which promotes atherosclerosis. IL4
stimulates scavenger-receptor expression and MMP12. CD1-mediated NKT cell
activation can occur in atherosclerotic plaques. Macrophages and T cells, like
endothelial cells, smooth muscle cells and platelets, express CD40 and CD40L,
which trigger inflammatory responses. At the opposite, IL10 and transforming
growth factor-β, produced by platelets, macrophages, endothelial cells, smooth
muscle cells and regulatory T cells, are anti-inflammatory cytokines; thus, they
have atheroprotective effects. CD4+CD25+ natural regulatory T cells, which
suppress both TH1 and TH2 immune responses against self or foreign antigens,
hamper atherosclerosis in several mouse models [643].

34 L-Arginine is metabolized into nitric oxide and citrulline. Citrulline is con-
verted to L-arginine by arginosuccinate synthetase and arginosuccinate lyase.
L-Arginine is also converted by arginase to ornithine, the single source of
polyamines putrescine, spermidine, and spermine, which regulate the cell cycle.
Arginase can then divert L-arginine metabolism away from nitric oxide synthesis
and favor cell proliferation. Estrogens reduce the expression of arginase-2 [644].

35 Toxicity is attributed to the large amounts of released nitric oxide, which induces
oxidative stresses.

36 Calcium influx, which triggers the contraction of smooth muscle cells, mainly
occurs through voltage-gated Cav1.2 channels.
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cells leads to fatty streak formation. As atherosclerosis progresses, the streaks
gradually become larger. Mature plaques (atheromas) have a more complex
structure than fatty streaks.

Intermediate lesions evolve into cholesterol-rich plaque characterized by a
fibrous cap formed by the smooth muscle cell-derived scar tissue. The fibrous
cap with smooth muscle cells and collagen fibers surrounds the core of the
atherosclerotic plaque. The core contains foam cells, extracellular lipids, and
debris from dead cells. Macrophages and T lymphocytes are abundant in the
interface between the cap and the core of atherosclerotic plaques. Atheroma
first induces an external patchy thickening.

Atheroma continues to grow, and the fibrous cap increases. Matrix met-
alloproteinases released by macrophages could break the fibrous cap leading
to plaque instability. Moreover, smooth muscle cell and macrophage apopto-
sis can lead to a necrotic core with possible plaque disruption.37 Macrophage
apoptosis can be caused by accumulation of free cholesterol associated with:
(1) dysfunctioning of proteins of the endoplasmic reticulum membrane, such
as endoplasmic reticulum calcium ATPase [648]; and (2) activation of the un-
folded protein response in the endoplasmic reticulum with expression of the
cell death effector CHOP [649].

The atherosclerotic plaque narrows the artery lumen and collects calcium
deposits. Episodic fibrous cap ruptures occurring during inflammation stages,
stimulated by inflammatory substance release, initiate thrombus formation.
Indeed, unstable plaques can cracks; the anticoagulant function of the interface
disappears once wall structures underneath the endothelium are exposed. The
thrombi are often lysed, but any residual thrombus may become a nidus for
future coagulation.

In certain cases, the rupture of thin fibrous cap atheroma occurs in the
center of the cap, and not at the plaque shoulders. Microcalcifications (bore
10µm) in the thin fibrous cap of vulnerable atheromatous plaques are very
rare with respect to the numerous calcified macrophages and smooth muscle
cells in the necrotic core (calcification size with an order of magnitude of a
millimeter, observed by imaging techniques). However, these minute mate-
rial heterogeneities can affect the rheological behavior of the atheromatous
plaques. Certain plaque ruptures could indeed be generated by local stress
concentration in cap microcalcifications [650].

37 The apoptosis of vascular smooth muscle cells favors inflammation and ves-
sel wall remodeling. Whereas SMC apoptosis does not cause inflammation in
normal arteries, it alone induces plaque vulnerability in atherosclerosis [647].
SMC apoptosis provokes the production of interleukins IL8 and IL19, as well
as monocyte-chemoattractant protein-1, leading to monocyte infiltration, with
subsequent release of IL6.
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7.5.2.3 Mediators

Major risk factors for atherosclerosis, which include acute (infection, immune
reaction) and permanent (dyslipemia, obesity, diabetes, hyperhomocysteine-
mia, hypertension and smoking38) factors, induce endothelial dysfunction, cell
injury, and an inflammatory environment [651].39 Artery wall inflammation
constitutes a major pathophysiological factor in plaque development, instabil-
ity, and disruption followed by local thrombosis. Mediators of immunity are
involved at various stages of atherosclerosis.

Apolipoprotein-E carries cholesterol to receptors of hepatocyte plasmalem-
ma and regulates cholesterol metabolism. ApoE is the primary ligand for two
receptors, the LDL receptor found in different tissues and the ApoE-specific
receptor of the liver. Apoε gene and ApoE polymorphism affects lipoprotein
metabolism mediated via hepatic binding, uptake, and catabolism of lipid
particles [652]. Defects in ApoE can lead to an increase in atherosclerosis risk.

Myeloperoxidase (Mpo) in atherosclerotic lesions generates inflamma-
tory chlorinated reactants that contribute to endothelial dysfunction. The
myeloperoxidase-hydrogen peroxide-chloride system of activated phagocytes,
associated with the localized inflammatory response in the vessel wall, leads
to atherogenic lipoproteins, which are internalized by endothelial cells. The
Mpo–H2O2 complex produces 2-chlorohexadecanal, a chlorinated fatty alde-
hyde, from HDL-associated plasmalogen, which inhibits the endothelial nitric
oxide synthase [653]. LDL oxidation is strongly involved in endothelial in-
jury. OxLDL causes expression of endothelial–leukocyte adhesion molecules
on endothelial plasmalemma for adhesion of monocytes and T lymphocytes.

Other adhesion molecules are expressed on the surface of endothelial cells,
such as selectins, VCAM1, and ICAM1 [654]. Selectins recognize leukocyte
cell surface glycoconjugates and substances that interact with leukocyte inte-
grins [655]. Pro-Inflammatory cytokines like TNF and IL1 regulate expression
of tissue factor in endothelial cells [656], of adhesion molecules, and induce
cell chemotaxis. Leukocyte adhesion is regulated by cytokines such as IL1βand
TNFα [657].

Platelets could participate in the initiation of the inflammatory response
of the vessel wall [658]. Once adherent, the leucocytes enter the artery wall
directed by macrophage chemoattractant protein (MCP), the level of which is
increased during plaque formation. In endothelial cells, at least three indepen-
dent pathways regulate MCP1 expression by nuclear factor-κB and activator

38 Smoking affects endothelium functions on the vasomotor tone.
39 Lifestyle changes thus are recommended for subjects of either sex who have

atherosclerosis, especially coronary heart disease: smoking cessation, increase in
physical activity, a heart-healthy diet, and weight reduction when necessary.
The blood pressure is regularly controlled. Optimum lipid or lipoprotein levels
include: LDL cholesterol lower than 100 mg/dl (< 2.59 mmol/l), HDL choles-
terol higher than 50 mg/dl (> 1.3 mmol/l), triglycerides lower than 150 mg/dl
(< 1.7 mmol/l), and non-HDL–cholesterol lower than 130 mg/dl (< 3.4 mmol/l).
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protein-1 [659]. The level of total tissue factor pathway inhibitor (TFPI) is
higher in hyperlipidemic patients than healthy subjects. TFPI2 has inhibitory
activity toward activated factor XI, plasma kallikrein, plasmin, certain matrix
metalloproteinases, and the tissue factor–activated factor VII complex. Ma-
trix metalloproteinases secreted by macrophages are elevated in patients with
unstable angina [660]. Combined determination of MMP9 and IL18 identifies
patients at very high risk. In atherosclerotic tissues, TFPI2 expression has
been assigned to macrophages, T lymphocytes, endothelial cells, and smooth
muscle cells [661].

The blood flow activates NFκB, leading to the production of target ad-
hesion molecules (E-selectin, ICAM1, and VCAM1). High plasma levels of
VLDL also activate NFκB, which is involved in inflammation regulation in
cultured human endothelial cells [662]. NFκB can then regulate monocyte re-
cruitment. However, the stresses applied by the flowing blood target not only
the wetted face of the endothelial cells, but also the abluminal face, via inte-
grin binding with ECM proteins. In normal arteries, these proteins comprise
mainly collagen-4 and laminin. In atherosclerosis-prone sites, fibronectin and
fibrinogen are deposited. Flow-induced NFκB activation depends on the com-
position of the extracellular matrix [663]. The binding of integrin on collagen
prevents NFκB activation via a p38-dependent pathway activated at adhesion
sites, whereas culture supports rich in fibronectin or fibrinogen enhance the
activation of NFκB.

The renin–angiotensin system can also contribute to atherosclerosis via
inflammation [664]. Angiotensin-2 is a regulator of the transcription factor
NFκB. It activates inflammatory pathways in monocytes. M-CSF could play
a role in monocyte differentiation into foam cells.

Ceramide is implicated in the genesis of atherosclerosis. Ceramide is pro-
duced from sphingomyelin by sphingomyelinase and serine palmitoyl CoA.
Excess ceramide is removed by ceramidase. Ceramide also exists in circulat-
ing LDL, and is upregulated during inflammation. Following uptake by the
endothelial cells, a part of the LDL-derived ceramide is converted into sphin-
gosine, whereas another part accumulates inside the cells, with an increased
rate of apoptosis [665].

Thrombin activates platelets and several coagulation factors, as well as
plaque smooth muscle growth. The release by smooth muscle cells stimulated
by thrombin of PDGF-AA (mitogen for fibroblasts and smooth muscle cells)
and FGF2 is increased [666].

Interleukins IL8 and IL6 produced by endothelial cells are also found in
plaques. IL10 limits atheroma plaque formation in mice [667]. In IL10-deficient
mice, microbial pathogens stimulate atheroma plaque formation (the size of
the plaque is multiplied by a factor of 10). Moreover, the rupture risk rises.
Inhibition of IL18 reduces lesion progression with a decrease of inflammatory
cells [668].

Cytokines trigger C-reactive protein in the liver, which is involved in the
pathogenesis of unstable angina as well as restenosis after intervention [669,
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670].40 Microbes may cause inflammatory plaque activation. Pathogens, such
as chlamydia pneumoniae, can act via Toll-like receptors to induce smooth
muscle cell proliferation and plaque activation [671]. TLR1, TLR2 and TLR4
are markedly increased in macrophages and endothelial cells of atherosclerotic
lesions. The hyperplasia suppressor gene blocks device-induced SMC prolifer-
ation and restenosis in rat carotid arteries, inhibiting ERK pathway [672].

Oxidative stress,41 a consequence of hypoxia, is implicated in atherosclero-
sis. Mitochondrial dysfunction in vascular smooth muscle cells can also trigger
the disease. Mitochondrial respiration indeed produces reactive oxygen species
(Part I). Oxidative stress can be characterized by increased ROS generation,
decreased NO availability, and smooth muscle expression of uncoupling pro-
tein UCP1. Uncoupling proteins (inner mitochondrial membrane anion trans-
porters) decrease ATP and ROS synthesis [673]. UCP1 in aortic smooth mus-
cle cells causes hypertension and atherosclerosis without affecting cholesterol
levels [674]. UCP1 increases superoxide production and decreases the avail-
ability of nitric oxide. Superoxide activates uncoupling proteins for a negative
feedback.

During hypoxia, the transcription factor hypoxia-inducible factor HIF1
promotes cell survival. Drugs that prevent HIF1 ubiquitination by the von
Hipple-Lindau ubiquitin ligase and subsequent hydroxylation could be use-
ful [675].

Molecular chaperone heat shock protein Hsp47, expressed within the endo-
plasmic reticulum, which secretes collagen-1 or -3, is synthesized in atheroscle-
rotic lesions [676]. Hsp47 can be involved in plaque stability. The fibrous cap
surrounding the lipid-rich core of advanced atherosclerotic plaques is rich in
collagen-1 and Hsp47. In cultured smooth muscle cells, Hsp47 is regulated
by the transforming growth factor-β, fibroblast growth factor, and oxidized
low-density lipoproteins. Increased Hsp70 levels can reduce infarction size,42
as well as arrhythmias [677]. Hsp70 can also improve postischemic recovery.
αB-crystallin and Hsp27 protect cardiomyocytes against ischemia [678].

Cultured human smooth muscle cells undergo phenotypic changes. They
convert into mesenchymal cells able to express markers of smooth muscle cells,
osteoblasts, chondrocytes and adipocytes. In atheroma and various other dis-
eases, smooth muscle cells also dedifferentiate, losing their contractile prop-
erties. Dysfunctional smooth muscle cells in vivo contribute to lipid accumu-
lation and calcification in atherosclerotic plaques. In the normal artery wall,
smooth muscle cells express inhibitors of calcification, such as matrix Gla
protein, osteonectin, osteoprotegerin, and aggrecan. In atherosclerotic calcifi-
cation, this expression of inhibitors is reduced, whereas alkaline phosphatase,
40 Restenosis after stenting is mainly due to accute SMC intimal invasion and

proliferation. A proliferation peak occurs 5 to 7 days after stent implantation.
41 Oxidative stress results from an increase in oxidant generation, a decrease in

antioxidant protection, or a failure to repair oxidative damage. Cell damage is
induced by reactive oxygen species.

42 The amount of tissue damage after an infarction determines the morbidity.
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bone sialoprotein, osteocalcin, and collagen-2 are expressed in the calcified
artery wall [679]. Moreover, smooth muscle cells differentiate into chondrocyte-
like cells, which surround the necrotic cores [680].

7.5.2.4 Treatment Targets

Several complementary strategies can be used to treat atheroma. Low-density
lipoproteins (∼ 70 % of total plasma content of cholesterol) are strongly cor-
related with coronary heart diseases, whereas high-density lipoproteins are in-
versely correlated with these pathologies. The rate-limiting enzyme in choles-
terol synthesis is hydroxy-methylglutaryl-coenzyme A reductase.

Inhibitors of HMG-CoA reductase, the statins belong to hypolipidemic
drugs used to lower LDL-cholesterol levels in patients at risk for cardiovascu-
lar disease because of hypercholesterolemia, but the inhibition of HMG-CoA
reductase reduces the sterol pool, which in turn upregulates enzymes of choles-
terol biosynthesis and LDL receptors. Statins increases LDL uptake via LDL
receptors. These drugs also decrease the liver production of ApoB-containing
lipoproteins. Statins also have antioxidant, anti-inflammatory, anticoagulant
effects. They inhibit cell proliferation. They regulate NO synthesis by en-
dothelial cells. Moreover, they prevent leukocyte rolling, adherence and trans-
migration and contribute to the repair capacity of endothelium [681]. However,
statins have significant toxicity at high doses. In addition, statins moderately
rise HDL concentrations.

High-density lipoproteins have a protective effect. Atherosclerosis treat-
ment can then benefit from increased HDL levels. HDL and its apolipopro-
teins acts on the efflux of cholesterol from the foam cells, and thus on possible
reversal of atherosclerosis. Moreover, inhibition of cholesterol ester transfer
protein,43 which acts on the transfer of cholesterol esters from HDL, increases
HDL and lowers LDL. HDL can also act by other mechanisms. HDL hinders
the production of cell-adhesion molecules by tumor necrosis factor-α in en-
dothelial cells (Part I), reducing inflammation. Furthermore, HDL binding to
scavenger receptor SR-BI activates endothelial nitric oxide synthase (NOS3),
inducing vasorelaxation. Components of HDL mediate its anti-inflammatory,
antioxidative, anticoagulant, antiaggregatory, and profibrinolytic properties.

Fibrates and nicotinic acid could have a greater effect on HDL levels than
statins [682]. Fibrates activate the peroxisome proliferative activated receptor
PPARα,44 and then increase the synthesis of ApoA-I by the liver. Fibrates
also downregulate hepatic SR-BI, decreasing HDL clearance. Nicotinic acid
43 A significant part of HDL-associated cholesteryl esters is transferred to

triglyceride-transporting lipoproteins (VLDL, chylomicrons) by CETP. The
triglyceride-transporting lipoproteins can be transformed to be partially used
to form LDL.

44 Peroxisome proliferative activated receptors are nuclear transcription factors
with three members: PPARα, PPARγ, and PPARδ (or PPARβ). Many PPAR-
regulated genes are involved in fatty-acid metabolism. PPARα and PPARγ are
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inhibits adipocyte lipolysis and hepatic synthesis of very-low-density lipopro-
teins. It acts via Gi-protein-coupled receptors. However, it induces secondary
effects. Its efficiency in hampering the progression of atherosclerosis of diverse
PPAR or LXR activators, CETP or lipase inhibitors, SR-BI modulators, and
cholesterol acceptors (apolipoproteins and synthetic HDLs) is currently being
studied.

Because platelets are implicated in thrombosis and in inflammation, an-
tiplatelet therapies are proposed. Aspirin inactivates cyclooxygenase COx2
and thus prevents the synthesis by activated platelets of thromboxane-A2,
which is involved in platelet aggregation. Thromboxane-A2 synthase inhibitors
and thromboxane-A2 receptor antagonists are more specific drugs. Nitric
oxide-releasing substances can also be used. Glycoprotein-IIb/IIIa inhibitors
have been administered to patients with acute syndroms. In addition to
their side and adverse effects, therapy efficiency depends on the administra-
tion (intravenous vs. oral) path. Adenosine-diphosphate receptor antagonists
can yield an efficient antiplatelet therapy, especially after stenting. CD40 in-
hibitors might hinder smooth muscle cell mitogenesis and reduce restenosis.

Diets rich in omega-3 fatty acids, such as docosahexaenoic acid and
eicosapentaenoic acid, attenuate atherosclerosis. Docosahexaenoate has anti-
inflammatory effects, reducing cytokine-stimulated expression of leukocyte ad-
hesion molecules by the vascular endothelium. It reduces IL1 activity and
COx2 expression in endothelial cells of saphenous veins subjected to inflam-
matory stimuli [683]. Docosahexaenoate, after its incorporation into mem-
brane lipids, impedes PKCε translocation to the plasmalemma, attenuates
NFκB transcriptional activation of COx2, decreases IL1-induced activation
of ERK1/2, and inhibits NADPH oxidase and ROS production,45 without
affecting COx1 expression.

7.5.2.5 Mechanical Background

Various investigations have been performed to discover which blood dynamic
factors participate in atherogenesis. Strong correlation has been found be-
tween low WSS region and atherosclerotic plaque localization [684]. Intimal
thickening occurs where the particule residence time in the near-wall re-
gion is long enough and adhesion to the endothelium is enhanced. Moreover,
atherosclerotic-prone regions are covered by polygonal endothelial cells, with
thinner glycocalix, whereas normal regions are lined with elongated endothe-
lial cells indicative of relatively high wall shear stress.

The stresses applied by blood flow on the vessel wall are involved in patho-
genesis as well as complications, such as damage to the fibrous cap and crack-

synthesized by macrophages, monocytes, smooth muscle cells, and vascular en-
dothelial cells. PPARα and PPARγ can inhibit NFκB and impede secretion of
pro-inflammatory cytokines. They can also hinder adhesion-molecule expression.
PPARα and PPARγ- but not PPARδ- activators protect against atherosclerosis.

45 NADPH oxidase is the main source of reactive oxygen species in the endothelium.
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ing of the plaque. The wall shear stress regulate gene transcription, in partic-
ular for adhesion molecules and chemoattractants. Intimal thickening can be
an adaptive response to imposed local time and space WSS variations. This
remodeling, associated with disturbed transmural fluxes of cells and lipopro-
teins, can secondarily lead to a lesion. Atherosclerosis mainly occurs not only
where the wall shear stress is low, but also where the wall shear stress strongly
changes both in time and space.

Investigations have been performed mostly in idealized geometry, assum-
ing rigid wall due to atheroma-induced hardening and passive homogeneous
plaques. However, evolving plaques are heterogeneous; they are susceptible
to break off (fissuring and ulceration), generationg clotting and subsequent
blockage of downstream branches.

An ABAQUS-based finite element model of an atherosclerotic plaque has
been carried out to find the impact of atherosclerotic plaque geometry on wall
stress distribution using an Ogden strain energy function [685]. Three ideal-
ized shapes have been explored: (1) an elliptical lumen inside a circular vessel
(asymmetrically diseased artery with an atheromatous edge and an opposite
normal edge); (2) a circular lumen inside an elliptical vessel (outward expan-
sion of atheroma at a vessel edge); and (3) a circular lumen inside a circular
vessel (circumferential expansion of atheroma). Three tissue components have
been considered: (1) the artery wall, (2) outer atheromatous plaque, and (3)
crescent-shaped lipid core. However, rheological data are questionable.

Other studies were aimed at determining criteria for early diagnosis of
plaques and stenosis. In particular, DUS was used to detect flow disturbances
distal to a constriction and correlate the perturbation degree to the lesion de-
velopment via signal processing. In any case, lipid accumulation, which char-
acterizes atherogenesis, is not only secondary to increased influx with changes
in endothelial permeability, but is also the consequence of decreased wall ef-
flux. Indeed, the wall transport of compounds is a second pathophysiological
factor, the main efflux of substances from the artery wall being provided by
the microcirculation of outer half of the vessel wall.

7.5.2.6 Stenosis

Stenoses usually reveal atherosclerotic plaques when lumen narrowing is
strong enough (Fig. 7.6). Four types of stenosis can be defined according to
the constriction degree (Table 7.1). It induces ischemia and a major accident,
tissue infarction (e.g., myocardium infarction and stroke).

The resistance to steady laminar flow through a stenosed artery is in-
creased by surface irregularities at high Reynolds numbers only, and may be
largely outweighed by the degree of stenosis asymmetry [686]. The pressure
variations through the stenosis can be decomposed into three parts: (1) varia-
tions associated with the kinetic energy changes, (2) viscous head losses, and
(3) Borda-Carnot term due to the flow separation.
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Figure 7.6. Schematic drawing of a stenosis. The usual configuration is asymmet-
ric. The geometry is characterized by the stenosis length, throat (or neck) bore, and
upstream and downstream slopes of the converging and diverging segments. Ac-
cording to the Bernoulli principle, the velocity increases at the stenosis throat and
the pressure decreases with respect to the values in the upstream convergent. The
pressure rises and the velocity decays in the downstream divergent. A strong lumen
narrowing induces a jet with flow separation downstream and possibly upstream
from it. The greater the divergent slope, the higher the probability of occurrence of
an adverse pressure gradient.

The maximal wall shear stress can be estimated by an interactive boundary
layer method in the vessel (radius R; conveying blood with cross-sectional av-
erage velocity Uq), from the stenosis geometry (convergent length Lc and neck
width R̃n = Rn/R) and an appropriate Re = UqR

2/(Lcν) by the following
formula: MWSS = 0.231/(1 − R̃n)3.311Re1/2 + 0.718/(1 − R̃n)2.982 [687].

7.5.2.7 Myocardial Infarction

Heart ischemia and reperfusion lead to important irreversible loss in cardiomy-
ocytes by both apoptosis and necrosis (Part I). Bnip3, a mitochondrial mem-
ber of BH3-only subset of proapoptotic Bcl2 family expressed in the adult my-
ocardium, contributes to autophagy in myocardial ischemia–reperfusion [688].
Hypoxia combined with acidosis can activate Bnip3 in mitochondria. Heart
fatty acid binding protein (hFABP), primarily expressed in the heart (but also
at low concentrations in other tissues), is released by the myocardium about
twenty minutes after the beginning of heart damage. Its detection in blood
samples hence allows for rapid diagnosis.

Muscle-specific ring-finger proteins (MuRF) function as ubiquitin ligases
in the sarcomere. MuRF3 processes its partners for suitable turnover, and

Table 7.1. Stenosis grades according to the degree of arterial lumen narrowing.

Reduction in vessel bore Grade

≤ 39% Mild
40–59% Moderate
60–79% Severe
≥ 80% Critical
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thereby contributes to the maintenance of ventricular integrity after myocar-
dial infarction, avoiding cardiac rupture [689].

Additionally, brief pre-infarction episodes protect the heart (and others
organs) from severe ischemia (ischemic preconditioning), with reduced infarct
size, improved ventricular function, and decreased number of cardiac arrhyth-
mias. Several compounds are involved in ischemic tolerance (Table 7.2).46

Table 7.2. Examples of mediators of ischemic tolerance, which enhance cell survival
and prevent apoptosis (BCL: B-cell leukaemia/lymphoma; Source: [690]).

Cell targets Cell survival Cell apoptosis

Plasmalemmal TNFα, adenosine, Death receptors,
receptors Peroxisome proliferator, Nox,

P2Y2 Fas ligand

Signaling Raf, MAPKs, PI3K/PKB, Caspases,
effectors JAK2, STAT5, PKCε, ASK1, GSK3β

Ceramide, eNOS, MLK3,
Growth factors,
Chaperones

Transcription HIF, NFκB, CREB, FOXO
factors Activator protein-1,

JNK, SRF, MEF2

Mitochondrial BCL2, Cytochrome-C, ROS,
molecules BCL2-like proteins-1/2, BCL2-associated protein X,

Thioredoxin, BCL-associated death promoter
Uncoupling protein-2

Nuclear DNA repair enzymes, Tumor suppressor p53,
compounds Survival genes, Pro-apoptotic genes,

Inhibitor of apoptosis proteins Poly(ADP-ribose)polymerase

46 The brain also resists to ischemic injury. The ischemic tolerance augments with
a non-deleterious preconditioning, such as hyperthermia, prolonged hypoperfu-
sion, oxidative stress, before the ischemic event. During such an adaptive reac-
tion, prosurvival genes can be activated to encode proteins that enhance brain
resistance to ischemia. Inflammation and cell apoptosis are reduced. Survival-
promoting mechanisms involve mitogen-activated protein kinase pathways, nitric
oxide, nuclear factor-κB, hypoxia-inducible factor, neurotrophins, etc. Trophic
factors (TGFβ, brain-derived neurotrophic factor, and glial-cell-derived neu-
rotrophic factor) and VEGF might also contribute to the glial and vascular
tolerance to ischemia. The primary adaptive response corresponds to a state of
low metabolism and perfusion, reduced ion fluxes for stabilization of membrane
functions, prevention of anoxic depolarization, efficient clearance of extracellular
glutamate, and important glycogen storage [690].
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Phosphoinositide 3-kinases are activated either by receptor tyrosine ki-
nases or by G-protein-coupled receptors. Phosphoinositide 3-kinases can have
a cell survival role during tissue ischemia, possibly PI3Kα and PI3Kβ iso-
forms. However, PI3Kγ and PI3Kδ isoforms contribute to reperfusion damag-
ing inflammation in response to mediators, such as vascular endothelial growth
factor, platelet-activating factor, cytokines, eicosanoids, histamine, thrombin,
and complement factors [691] (Fig. 7.7).

Cyclooxygenase COx2, which catalyzes the conversion of arachidonic acid
into prostaglandin-H2, is implicated in ischemia. Prostaglandin-E2 EP1 re-
ceptors, effectors of COx2, impair Na+-Ca++ exchanges and lead to neuro-
toxicity [692].

Hematopoietic precursors migrate into the border zone of the myocardial
infarction and differentiate into cardiomyocytes and endothelial cells. Bone
marrow-derived precursors give birth to smooth muscle cells, inflammatory
cells, and mast cells into the injured heart. Fibrotic ischemia–reperfusion car-
diomyopathy arises from daily, brief coronary occlusion. Fabrication and re-
modeling of connective tissue in the heart participate to cardiac repair. The
production of monocyte chemoattractant protein-1 is increased. Bone marrow-
derived fibroblast precursors and monocytes are then attracted [693]. Prolifer-
ative fibroblasts express collagen-1, α-smooth muscle actin, CD34, and CD45.

Postinfarct myocardial regeneration using stem cells still yields questions
concerning the cell types that produce beneficial effect, patient selection, op-
timal administration, cell number to deliver, and mechanisms of action of
transplanted cells (Part I).

ischemia − reperfusion
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VEGFR
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angiogenesis
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Figure 7.7. Myocardial ischemia–reperfusion injury. Two important mediators, vas-
cular endothelial growth factor (VEGF) and platelet-activating factor (PAF), are
produced by ischemic myocardium. Both act directly on endothelial cells to in-
crease the vascular permeability. VEGF via different PI3K isoforms has a proan-
giogenic (positive) effect and proedema (negative) activity in myocardial infarction.
PAF induces edema, promotes leukocyte adhesion to the hypoxic endothelium, ac-
tivates neutrophils and platelets, and has a negative inotropic effect (I−) via PI3Kγ

(Source: [691])
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PKB overexpression by mesenchymal stem cells restore the cardiac func-
tion after myocardial injury. Secreted frizzled related protein-2 is a major
stem cell paracrine factor that mediates myocardium repair after ischemic
injury [694].47

7.5.2.8 Flow Experiments and Simulations

Flow perturbations induced by a severe lumen narrowing (cross-sectional area
reduction > 50%) can be detected by USD techniques. Measurements of the
centerline velocity downstream from a 50% stenosis exhibit three types of un-
steady poststenotic flow disturbance [695]: (1) a coherent structure associated
with the cycle start up, (2) shear layer oscillation, and (3) random structures.
Studies have been performed on mild stenoses to find flow features useful for
early diagnosis.

The systolic jet through the stenosis is associated with recirculation zones.
Flow separations are produced, mainly during the diastole, downstream from
the stenosis and sometimes upstream from it, according to the stenosis shape
and values of the flow-governing parameters. Blood stagnation or, at least,
low-speed transport can more easily trigger clotting on the more or less dam-
aged endothelium of the constricted segment. The stenosis can then induce
hypoperfusion of the irrigated tissues by two mechanisms: (1) increased lu-
men narrowing, and (2) distal flow blockage by emboli. Another mechanical
consequence is caused by the jet generated by the stenosis, which can subject
the more or less curved vessel wall to additional stresses.

Localized more or less abrupt vessel constrictions and enlargments create
transient recirculation zones in pulsatile flows. Localization of the boundary
layer separation and reattachment points can be determined in well-defined,
usually symmetrical geometries. The stenosis shape of simple models is com-
monly define by an analytical function.48 The photochromic tracer method
(Sect. 3.4.1) has been used to visualize the velocity profiles in symmetrical
(area reduction of 45, 65 and 75%) and asymmetrical (area reduction of 38%)
stenoses (upstream and downstream slope angles of 30 and 45 degrees, straight
wall of length 1.5mm in the narrowest section). Flow separation regions are
observed with variable positions of separation and reattachment points ac-
cording to the stenosis degree for a given set of flow parameters,49 with vor-
tices in severe stenosis [192]. Vortices are generated in 50% stenosis a short
47 Secreted frizzled related proteins compete with frizzled receptor for Wnt ligands

by direct binding of Wnt, hence preventing activation of proapoptotoic Wnt
signaling. Secreted frizzled related protein-2 increases beta-catenin level within
the hypoxic cardiomyocyte, possibly activating antiapoptotic genes.

48 Either R(z)/R = 1 − hs/2R(1 + cos(πz/(Ls/2)))) where hs is the steno-
sis throat thickness, Ls the stenosis length [696, 697], or R(z)/R = 1 −
exp{−(2z/R)2}/2 [698].

49 The pulsatile flow is a nonzero-mean sinusoidal flow with Re = 575, Re∼ = 360
and Sto = 7.5.
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time after the peak flow, travel downstream, and decay as time proceeds [699].
The higher the Stokes number, the stronger the vortex. The experimental and
numerical tests on simple symmetrical model of arterial stenoses show that
the shorter the stenosis and the greater the lumen narrowing, the larger the
separation region. The higher the Reynolds number, the longer the distance
downstream from the stenosis over which the stenosis affects the flow [700].
This flow disturbance length downstream from the stenosis decreases when the
Stokes number rises. Strong differences exist between pulsatile flows in 30%
symmetrical and asymmetrical stenoses of the entry segment of the internal
carotid artery, the computations being validated by flow visualizations [701].

7.5.3 Chronic Venous Insufficiency

Chronic venous insufficiency (CVI) ranges from varicose veins50 to venous
ulceration and deep vein thrombosis, which prevents venous return. Venous
pathology, which can be deep, superficial, or mixed on the one hand and be
segmental or impair the whole limb on the other hand, is caused by: (1) inoper-
ative muscle pump; (2) venous obstruction, especially by thrombus formation
favored by the Virchow triad (venous stasis, hypercoagulability, and endothe-
lial trauma); or (3) damaged or congenitaly absent valves in the superficial
and perforating veins. Valve failure in the perforating veins is responsible for
a blood return from deep veins to superficial veins, causing local congestion
and secondary failure of superficial vein valves, which lead to varicose veins.
During pregnancy, varicose veins can develop due to a rise in progesterone.
Long time duration in a standing position is a risk factor (inoperative muscle
pump).

Wall thickening, dilatation, and tortuosity of varicose veins demonstrate
venous wall remodeling. The collagen content is significantly increased in
great saphenous varicose veins with respect to the normal great saphenous
veins [702]. Conversely, the elastin content is significantly reduced. Elastase
activity is found to be similar in normal and varicose veins. The same ob-
servations are made on venous segments of varicose veins without patent le-
sions. Connective tissue abnormalities occur before valvular insufficiency. In
patients with varicose veins, the synthesis of collagen-1 and -3 is dysregulated
in smooth muscle cells from varicose veins and similarly in dermal fibrob-
lasts [703, 704]. Collagen-1 level increases with a concomitant reduction in
collagen-3 concentration. The production of proMMP2 increases in both cell
types.

Sonography analyzes normal and incompetent valve in deep and superfi-
cial veins. In particular, abnormalities of ostial valves can be identified, such
as insertion defects, valve retraction, valve destruction, as well as the absence
of contact between leaflet free edges, valve rigidity and abnormal valve move-
ments, such as valve prolapse and paradoxal motions [705]. VCT (valve, cusp,
50 Varicose veins are swollen and tortuous veins due to loss of normal venous valve

function.
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and tributary) classification has been proposed from endoscopic images of
valvular lesions in the deep and superficial veins [706].

7.6 Heart Diseases

7.6.1 Cardiac Deficiency

Heart failure51 can be caused by either heart (ischemia, valvular diseases,
congenital defects, cardiomyopathies, myocarditis, chronic arrhythmias, etc.)
or external factors (hypertension, pulmonary embolism, shunt, etc.). Neu-
rohumoral responses (activation of sympathetic nerves and renin–angiotensin
system, increased release of antidiuretic hormone and natriuretic peptides) are
compensatory mechanisms, but they can aggravate heart failure by increasing
afterload. The heart responds to impairment by progressive hypertrophy52 to
preserve stroke volume at the expense of ejection fraction. Angiotensin and
aldosterone stimulate collagen formation and fibroblast proliferation in the
heart wall.

Cardiac deficiency has a biochemical background. Mutations in lamins-
A/C are associated with dilated cardiomyopathy. Nesprin-2 might be in-
volved in arrythmogenic right ventricular dystrophy53 (ARVD), both mapped
to chromosome-14q23. Pregnancy is associated with cardiac hypertrophy, but
peripartum and postpartum cardiomyopathies can occur late in pregnancy
and a few months after delivery. They are associated with insufficient levels
in cardiac manganese superoxide dismutase, hence with excessive levels of re-
active oxygen species and cardiac cathepsin-D. Cathepsin-D cleaves prolactin
into an anti-angiogenic and pro-apoptotic substance. Cardiomyocyte-specific
deletion in signal transducer and activator of transcription STAT3 generates
postpartum cardiomyopathy in mice [708].

Certain heart diseases can be linked to air pollution. Ozone and cholesterol
interact to form atheronals. Breathing air containing elevated levels of fine
particles and ozone can constrict arteries.

7.6.2 Conduction and Rhythm Disorders

Action potential transmission can be delayed at a point of the nodal tissue
(sinoatrial, atrioventricular, right or left branch block, of either incomplete
or complete type). Action potentials can arise from ectopic foci, in particular
51 Heart fails to supply adequate blood flow to organs, cardiac dysfunction decreas-

ing the cardiac output.
52 cMyc is not expressed in the adult heart under normal physiological conditions.

However, it can be quickly upregulated in the adult myocardium in response to
stress, leading to CMC hypertrophy but not myocardium hyperplasia [707].

53 ARVD is characterized by a substitution of the myocardium by an adipocyte-like
tissue.
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after ischemia, after toxic administration. The myocardium acquires a new
rhythm imposed by the conduction tissue downstream from the pathological
zone. Artificial pacemakers are implanted to treat severe block syndromes.

7.6.2.1 Arrhythmias

Heart rate disorders include both increase and decrease in beating frequency.
Tachycardia (ταχoσ: quickness, καρδια: heart) results from various causes,
in particular heart deficiency. Bradycardia (βραδoσ: slowness) corresponds to
a cardiac frequency lower than 1Hz. Several kinds of arrhythmias exist.

Heterogeneities in excitability and/or conduction velocities in the heart
wall can initiate arrhythmias. Furthermore, increased dispersion of recovery
and/or refractoriness (Part I) in nodal cells caused by tissue damage can
produce a conduction block. A premature impulse from an area with a short
refractory period can propagate and find a region with a longer refractory
period, leading to unidirectional propagation.

Electrocardiographic QT-intervals measure cardiac repolarization. Ex-
tremely long or short QT-intervals54 occur in various disorders (long/short-QT
syndromes [LQTS/SQTS]). NOS1AP gene for neuronal nitric oxide synthase
(NOS1) is associated with QT-interval variation [709].

Long-QT syndromes are caused by an abnormal cardiac excitability char-
acterized by prolonged repolarization and arrhythmias. Eight LQT pheno-
types have been identified associated with mutations of genes on chromosomes-
3, -4, -7, -11, and -21. LQT1–LQT3 and LQT5–LQT6 loci encode for cardiac
ion channels subunits (Table 7.3).

Alterations of the electric properties of cardiomyocytes in heart failure can
favor the occurrence of atrial and ventricular arrhythmias by inducing early
or delayed afterdepolarizations. Early afterdepolarizations can result from a
secondary activation of the L-type Ca++ channels during the plateau of the
action potential, as well as a decreased activity from rapid components of the
delayed rectifier K+ channels in damaged cardiomyocytes. Delayed afterdepo-
larizations, during phase 3 of the action potential, are caused by spontaneous
Ca++ release from the sarcoplasmic reticulum. Spontaneous Ca++ release
from the sarcoplasmic reticulum triggers a premature action potential in fail-
ing cardiomyocytes. This Ca++ release activates Na+-Ca++ exchangers. The
action potential in failing ventricular myocytes is longer than in normal ones.
The increased duration of the action potential is induced by enhanced activity
of Na+–Ca++ exchangers, slowed decay in Ca++ transient fluxes, and reduced
activity of inwardly rectifier K+ channels and Na+-K+ pumps.

Re-Entry requires a unidirectional block (the action potential travels in
the retrograde but not in the direct direction) within a conducting path,
54 QT-interval measured on the electrocardiogram is the distance from the be-

ginning of the Q-wave to the end of the T-wave. Owing to its sensitivity to
the cardiac frequency, this parameter is normalized by the cardiac period (RR-
interval).
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usually due to partial depolarization, and suitable timing. The action potential
traveling into the common distal path, finding the nodal tissue excitable,
runs across the block area in the reverse direction. Re-entry can occur either
between the atria and ventricles, involving an accessory conduction path, or
locally, within a small region of the atrium or the ventricle. Re-entry has been
studied by many investigators in 2D and 3D homogeneous, isotropic, excitable
media since the 1980s [710–713]. An electromechanical model of a contracting
excitable medium has been proposed recently, the non-linear excitation waves
yielding contraction and the ensuing deformations exerting a feedback effect
on the excitation properties of the medium55 [714].

MRI tagging can evaluate pacing protocols and locate ectopic sites. The
temporal evolution of 3D strain fields has been computed from MR tagging
of canine hearts for three different pacing sites, the base of the left ventricle
free wall, the right ventricular apex, and the right atrium [715]. Right atrium
pacing shows rapid synchronous shortening. Left ventricle base pacing exhibits
a slowly propagating wave front from the pacing site. RV apex pacing induces
regional variations in propagation, with rapid septal activation followed by
slower activation than usual. The propagation speed corresponds to the speed
of electrochemical propagation in the myocardium.

Table 7.3. Ventricular action potential and ionic currents genes. Locus LQT4 en-
codes adaptor ankyrin-B, an anchor to the plasmalemma for Na+, K+-ATPase, and
Na+/Ca++ exchanger. KCNQ1 (LQT1) and KCNE1 (LQT5) genes encode for α

(KvLQT1) and β (MinK) subunits of the slow delayed rectifier potassium channel
(IKs current), respectively. KCNH2 (LQT2) and KCNE2 (LQT6) genes encode for
α (HERG) and β (MiRP1) subunits of rapid delayed rectifier potassium channel
(IKr current).

Phase Ionic fluxes Genes LQT types

0 Rapid Na+ influx (INa) SCN5A LQT3
1 Transient K+ outflux (Ito)
2 Na+ influx

L-type Ca++ influx (ICa,L) CACNA1C LQT8
Delayed rectifiying K+ effluxes (IKr) KCNH2 (HERG) LQT2

KCNE2 (MiRP1) LQT6
Delayed rectifiying K+ effluxes (IKs) KCNQ1 (KvLQT1) LQT1

KCNE1 (minK) LQT5
Cl− currents

3 Rapid K+ current (IKr) KCNH2, KCNE2
Slow K+ current (IKs) KCNQ1, KCNE1
Rectifying K+ influx (IK1, Kir2.1) KCNJ2 LQT7

55 A three-variable FitzHugh-Nagumo-type excitation-tension finite difference
model is coupled to the hyperelasticity finite element model.



248 7 Cardiovascular Diseases

During catheterization, using either multi-electrode basket (contact map-
ping system) or wire mesh, twinned with a second radio-frequency emitting
catheter (non-contact mapping system), MR and mobile X-ray imaging can
be merged into a common coordinate system using tracking and registration
(XMR), to collect cardiac anatomy, motions and electrical activity [716]. In
vivo observations can then be combined to numerical simulations of the heart
pathological rhythms.

Atrial Arrhythmias

A sinus rhythm56 with normal, evenly spaced complexes and a rate lower
than 60/mn is called sinus bradycardia. A sinus rhythm with a rate higher
than 100/mn is termed sinus tachycardia. Irregular sinus rhythms with the
longest RR interval (exceeding the usual value by 160 ms) are called sinus
arrhythmias.

The origin of atrial contractions can be located elsewhere in the atria than
the sinusal node. If the ectopic pacemaker is located close to the atrioventricu-
lar node, the atrial depolarization occurs in the opposite direction with respect
to the normal one, with inversion of P-wave polarity. Any ectopic pacemaker
located in the junction between the atria and ventricles generates a junctional
rhythm with slow cardiac frequency (40–55/mn, i.e., 0.66–0.92 Hz), normal
QRS-complexes, and vanishing P-waves.

Paroxysmal atrial tachycardia, with a frequency of 160 to 220/mn (2.67–
3.67Hz), results from re-entrant activation. P-waves are immediately followed
by the QRS-complexes. Atrial flutter occurs when the atria contract two or
three times for each ventricular contraction. Atrial flutter is characterized by
TP interval disappearance.

Atrial fibrillation57 causes rapid (atrial cells fire at rates of 400–600 times
per minute - 6.7–10Hz) and irregular atrial activity. The atria quiver rather
than truly contract. The ventricular frequency is also high (typically of about
150 pulses per minute - 2.5Hz) and irregular with normal QRS-complexes.
The ventricular rate is dictated by the interactions between the atrial rate
and the filtering function of the atrioventricular node.

Atrial fibrillation can be caused by an ectopic focus58, a single small re-
entry circuit or multiple re-entries [717]. The refractory period depends on

56 Activations originate at the sinoatrial node.
57 Atrial fibrillations (AF) are classified into three main types: (1) paroxysmal, in-

termittent, usually self-terminating AF; (2) persistent AF; and (3) permanent
AF. Atrial fibrillation is associated with cardiac and pulmonary diseases. Sev-
eral cardiac disorders predispose to atrial fibrillations, such as coronary artery
diseases, pericarditis, mitral valve diseases, congenital heart diseases, conges-
tive heart failure, thyrotoxic heart disease, and hypertension. Idiopathic atrial
fibrillation can be associated with mutations in the gene encoding connexin-40.

58 Atrial fibrillation is mostly characterized by re-entrant loops in the atrial my-
ocardium initiated by the rapid discharge of ectopic foci, commonly in sleeves of
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the action potential duration. Smaller inward currents and higher outward
currents reduce the refractory period and promote atrial fibrillation. An addi-
tional cause of atrial fibrillation might deal with altered expression of connexin
and subsequent abnormal intercellular electrochemical communication. In-
creased levels of atrial extracellular signal-related kinase and angiotensin-
converting enzyme are observed in patients with atrial fibrillation. The
densities of angiotensin-2 receptors ATR1 and ATR2 decrease and increase,
respectively.

Ventricular Arrhythmias

Premature ventricular contractions have either a supraventricular (QRS du-
ration < 100ms) or ventricular (QRS duration > 100 ms) origin. Extrasys-
toles , or extra heart beats, correspond to premature ventricular contractions.
This type of arrhythmia can be benign, occurring without underlying disease.
Nonetheless, they can be associated with abnormalities in electrolyte blood
levels, ischemia, or consumption of certain susbstances (smoking, alcohol, caf-
feine, medications, etc.).

In ventricular arrhythmias, impulses originate from the conduction sys-
tem of the ventricles. Ventricular activation thus does not originate from the
atrioventricular node. QRS complexes are abnormal and last longer than 100
ms. Idioventricular rhythm is due to ventricular activation by a ventricular
focus with a frequency below 40/mn (< 0.66Hz). Accelerated idioventricular
rhythm is defined by short bursts (< 20 s) of ventricular activity at high rates
(40–120/mn, i.e., 0.66–2Hz). Ventricular tachycardias (rate> 2 Hz), with wide
QRS complexes, are the consequence of a slower conduction leading to re-
entries associated with ischemia and myocardial infarction. Focal transfer
using adenoviral vectors of a gene encoding a dominant-negative version of
the KCNH2 potassium channel (KCNH2-G628S) to the infarct scar border
eliminates ventricular tachyarrhythmias [718].

Ventricular fibrillation, due to multiple re-entry loops, is the most dan-
gerous arrhythmia. Ventricular fibrillation is characterized by irregular asyn-
chronous undulations without QRS complexes. A hereditary factor is involved
in the risk of primary ventricular fibrillation. Ventricular fibrillation has been
thought to be maintained by unstable re-entry with activation wavelets of
changing paths and conduction blocks associated with a heterogeneous dis-
persion of refractoriness. The multiple-wavelet hypothesis [719] predicts ac-
tivation patterns different from the observations [720, 721]. High-frequency
excitation sources can produce ventricular fibrillations. The spiral wave is a
possible mechanism leading to a ventricular fibrillation [431]. The spiral wave
can break, generating secondary wavelets (spiral breakup) [722, 723]. Rotors
are possible organizing centers of fibrillation. During ventricular fibrillation,

atrial tissue located within the pulmonary veins. Increased activity of Na+-Ca++

exchangers promotes afterdepolarization-related atrial ectopic firing.
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persistent rotor activity has been observed in the anterior left ventricular wall
of guinea pig hearts, the fastest activating region of the myocardium, with
the shortest refractory period [724]. Action potential duration and activation
rates differ between heart wall regions due to heterogeneous distribution of
ion carriers, especially repolarizing K+ channels (Ito, IKr, and IKs; Part I) in
the normal guinea pig heart [724, 725].

Ventricular arrrhythmias can be due to channelopathies, resulting from
impaired channel function, especially targeting voltage-gated channels. Mu-
tations in human ether-a-go-go-related gene (HERG) associated with hERG
potassium channels (Part I), responsible for the rapid delayed rectifier K+

current (IKr), cause long-QT syndrome, which can lead to arrhythmias, such
as torsade de pointes and ventricular fibrillation [726]. Mutations in KCNQ1,
the α-subunit for the potassium channel that conducts the slow delayed recti-
fier K+ current (IKs), or in KCNE1, the β-subunit, also lead to long-QT syn-
drome. Long-QT syndrome due to small, persistent inward Na+ current during
the plateau phase and membrane hyperexcitability, can be the consequence
of mutations in the cardiac sodium channel gene SCN5A that cause slow or
impair voltage-sensitive Na+ channel inactivation. Mutations in KCNJ2, the
gene of the inward rectifier K+ channel, induce ventricular arrhythmias result-
ing from a delay in the final stage of ventricular repolarization. Mutations in
gene CACNA1C for the cardiac L-type Ca++ channel prevent channel closure.

7.6.2.2 Conduction Alterations

When PR-interval is nearly constant but shorter than normal (< 120–200 ms),
either the origin of the action potential is closer to the ventricles or the atri-
oventricular conduction uses a bypass, such as in Wolff-Parkinson-White syn-
drome.

First-degree atrioventricular block is signed by P-waves always preced-
ing QRS complexes with a prolonged PR-interval (> 200 ms). In second-
degree atrioventricular block, QRS complexes sometimes do not follow the P-
wave.59 Complete lack of synchronism between P-waves and QRS complexes
depicts third-degree atrioventricular block (absence of atrioventricular conduc-
tion). First-degree and type I second-degree atrioventricular blocks are usually
caused by delayed conduction in the atrioventricular node. Type II second-
degree atrioventricular block usually is infranodal, especially when QRS com-
plexes are wide. Third-degree atrioventricular block corresponds to a blockage
of the two branches of the His bundle, which prevents the propagation front
from the atria to reach the ventricles. Third-degree atrioventricular blocks can
occur at several anatomical levels (upstream the bundle of His, in the bundle

59 Mobitz type I atrioventricular block is manifested by progressive prolongation of
the PR-interval with dropped QRS complex. Usually QRS complexes are narrow.
Mobitz type II atrioventricular block is characterized by a constant PR-interval
before a dropped QRS. Usually QRS complexes are wide.
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of His, or in the upper part of both bundle branches, or even in the right
bundle branch and the two fascicles of the left bundle branch).

Bundle-branch blocks denote conduction defects in one of the bundle
branches or any downstream fascicle of the left bundle branch. Left or right
bundle-branch blocks mean that ventricle activation is initiated by the op-
posite ventricle. Resulting QRS complexes have abnormal shapes and long
duration (> 120 ms). Right bundle-branch blocks are characterized by a broad
S-wave in leads I and V6, a double R-wave (RSR’-complex) in lead V1, and in-
versed T-wave in V1 and V2. ECG manifestations of left bundle-branch blocks
are broad and tall R-wave, with M-shape in leads I, aVL, V5, or V6, inversed
T-wave in left precordial leads and in leads I or aVL, deep and large S-wave
in right precordial leads.

Wolff-Parkinson-White syndrome is due to action potential passage di-
rectly from the atrium to the ventricle via the bundle of Kent, hence by-
passing the atrioventricular junctions. QRS complex initially exhibits an early
upstroke (δ-wave), which shortens the PQ-interval. Mutations affecting AMP-
activated protein kinase lead to Wolff-Parkinson-White syndrome [727]. Mu-
tations affecting MAP3K7 also cause cardiac conduction alterations [728].60

7.6.3 Valve Failure

Valvular diseases include two main pathologies: (1) stenosis, when narrowed
valves do not open sufficiently, and (2) valvular regurgitation, when leaky
valves do not close completely. Valvular diseases are mostly due to either
congenital abnormalities or inflammation. Primary valve failure occurs acutely
due to leaflet perforation or gradually from leaflet stiffening associated with
calcifications and/or thrombus formation.

The mitral cusps are dynamically related to the left ventricular wall via the
mitral annulus, chordae tendineae, and papillary muscles. Mitral regurgitation
is a complication of myocardium ischemia, which is detected by echocardio-
graphy. Defective systolic contraction of the papillary muscles due to acute
ischemia and regional dysfunction of the wall of the left ventricle leading to
abnormal displacements of the papillary muscles and incomplete leaflet coap-
tation causes mitral regurgitation.

When the mitral valve fails, LA partial emptying induces increased left pA

and reduced cardiac output. Pulmonary venous congestion and, ultimately,
pulmonary edema occur. Valvular regurgitation also leads to a ventricular
overload and can induce left ventricle hypertrophy. The compensatory mecha-
nism of increased sympathetic tone rises both heart rate and systemic vascular

60 MAP3K7 (or TGFβ-activated kinase-1), associated with JNK, p38, and IκB
kinaseβ, is involved in cytokine signaling and innate immunity. MAP3K7 itself
or an associated protein targets kinase LKB1, which phosphorylates (activates)
AMPK. MAP4K4 and MAP3K7 triggers AMPK activity; conversely, MAP3K7
is activated by stimulators of AMPK activity.
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resistance.61 Consequently, diastolic filling time decreases and left ventricular
flow is impeded. Acute failure of an aortic valve causes a rapidly progressive
left ventricular volume overload. Increased left ventricular diastolic pressure
engenders pulmonary congestion and edema. Cardiac output is substantially
reduced. Increased systolic wall tension causes a rise in myocardial oxygen
consumption.

7.6.4 Congenital Heart Defects

Congenital heart defects range from simple to severe malformations, such as
complete absence of one or more chambers or valves (7–8 out of 1000 births).
Reconstructive procedures for congenital heart defects can create new vessel
circuits and connections. For instance, the Fontan operation is performed to
treat complex congenital cardiac defects, the serial systemic and pulmonary
circulations being driven by the single available (anatomical or functional)
ventricle. The surgically created circuit must avoid areas of high stress gen-
erated by the fluid, which can damage the wall wetted surface, and provide
adequate blood supply. Blood flow models are thus very useful to optimize
the treatment [729, 730]. Adequate blood flow distribution into the lungs can
be provided by fitting hydraulic design of the cavopulmonary connection, as
demonstrated by a 3D finite element model coupled to a lumped-parameter
model of the pulmonary circulation [731].

61 Increased sympathetic tone with an increased heart rate and positive inotropic
state is aimed at partly maintaining cardiac output. This effect is hampered by
an increase in systemic vascular resistance.
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Treatments of Cardiovascular Diseases

Modeling and simulation of blood flows through reconstructed normal or dis-
eased vascular segments, arterial grafts, and vessel segments with implanted
medical devices have been carried out by many biomechanics teams to provide
knowledge of flow behavior and applied stress fields. Such investigations are
also aimed at optimizing surgical procedures or medical devices. Most of the
studies have been carried out in idealized geometries. However, since about 10
years ago, computational domains have been determined by three-dimensional
reconstruction of vessels and organs, the anatomy being assessed from medical
imaging.1

Surgical procedures become less invasive. Furthermore, interventional me-
dicine provides an alternative to surgery. Both techniques require unusual ges-
tures. Applied mathematics and computer sciences are involved in the devel-
opment of medicosurgical simulators. Image processing coupled to virtual re-
ality on the one hand, and numerical simulations of organ strains and stresses
and blood flows on the other hand lead to computer-aided medical diagnosis
and treatment planning, as well as improved navigation during image-guided
therapies. Finally, telemedicine and telesurgery require robotics and suitable
communication technologies.

Two main therapies may be applied to cardiovascular diseases. The first
treatment consists of surgical reconstruction to maintain blood flow to the
irrigated tissues, which todays attemps to be minimally invasive. The alter-
native to surgical operation is the image-guided endovascular procedure. This
treatment reduces the surgical risks, is less expensive, and can have the same

1 Medical image acquisition provides a model of the anatomy of the explored com-
ponent of the cardiovascular system. Image acquisition hence is the first model-
ing stage of a multimodeling investigation leading to numerical simulations (final
modeling stage) of the blood circulation. Moreover, the resulting reconstruction
of the vascular domain by image processing (second modeling stage) correspond
to a frozen state of a physiological system, which is characterized by a strongly
varying configuration for adaptation to environmental conditions.
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efficiency as surgery. Clinicians, either using catheter-based procedures for
implantation of medical devices or mini-invasive surgery, thus require: (1) ap-
propriate visualization of the diseased region and its surroundings; (2) deter-
mination of local flow indices and flow disturbances; (3) planning tools for
the treatment strategy to minimize the complication risks; (4) a check-up to
investigate the effect of the therapy on blood flow and help in prognosis; and
(5) simulators to train for these new techniques. Any treatment procedure
must limit flow disturbances such as flow stagnation regions, local increased
resistances to flow, and strong flow impacts on vascular walls with the risk of
wall damage.

8.1 Medical and Surgical Robotics

Interventional computerized tools can be coupled to precise robots. Robot-
supported medical and surgical systems (RSMCS) are aimed at placing ther-
apeutic devices, possibly from remote locations [732, 733]. To execute the
gesture with a robot, the system must accurately determine the position and
orientation of the target. Besides, the robot can use surgical manipulators
with many degrees of freedom to manipulate target organs on a smaller scale
than the current one. Small and tiny robots are aimed: (1) at exploring re-
mote location using vessels and hollow organs to target specific areas, and
(2) at controling pre- and post-operation therapeutic effects. Planification
of robotic surgery intervention is based on a patient-specific model of the
rigid and deformable organs involved in the surgical act, which is fused to
the mechanical model of the robotic system. Augmented reality allows the
real-time overlay of preoperative data with intraoperative situations, after
calibration and correspondence determination [734]. Moreover, the surgeon’s
motions can be reduced and smoothed to increase precision and avoid hand
tremor. Computerized analysis of heart wall motion is necessary during beat-
ing heart surgery [735], which is a less invasive method used for grafting in
particular. The description of the motions of the heart and coronary arteries
provides feeding data for robotic systems [736]. The fast movement of selected
points of the left anterior descending coronary artery can range from 0.22 to
0.81mm.

8.2 Surgery

The cardiovascular surgery: (1) at the heart level, deals with congenital heart
defect repairs,2 valve replacements, heart transplantation, pacemaker place-

2 The ductus arteriosus is a vessel that connects the pulmonary artery and aorta
in the fetus to shunt immature lungs, gas exchanges occurring in the placenta.
Shortly after birth, when the neonatal lungs carry out blood oxygenation, the
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ment,3 normal rhythm and/or conduction restoration (arrhythmia surgery,
i.e., Maze procedure for atrial fibrillation), coronary revascularization; and
(2) at the vessel level, with peripheral artery bypass grafting, endarterec-
tomy,4 with saccular aneurism clipping, fusiform aneurism repair grafting,
and mini-invasive stent grafting, etc.

Surgery now uses robotic and imaging systems [738]. Virtual reality-
assisted surgery planing (VRASP) has been developed to provide flexible
computational support pre- [739] and intraoperatively, which can control large
patient-specific datasets in real time.

8.2.1 Grafting

Modeling and simulations have been aimed at understanding possible postop-
erative complications like intimal hyperplasia (IH) and at optimizing anatom-
ical reconstruction. Two surgical procedures can be applied to stenosed arter-
ies: (1) endarterectomy, which removes the plaque once the artery is opened,
and (2) grafting. There are two grafting types: (1) vessel replacements, and
(2) bypasses (bypass grafting). Replacement or end-to-end anastomosis5 deals
with sutures between ends of both host and graft vessels. Surgical procedures
can also be based on end-to-side anastomosis or side-to-end anastomosis. By-
pass or side-to-side anastomosis provides an alternate route for the blood to
irrigate tissues by bypassing the narrowed or blocked arterial segment (e.g.,

ductus arteriosus closes. However, in about 1 in 2000 non-premature infants,
the ductus arteriosus remains open (patent ductus arteriosus), causing vascu-
lar diseases. There are many other types of heart malformations or congenital
heart diseases (ventricular and atrial septal defects, atrioventricular canal, arte-
rial stenosis, coarctation of the aorta, vessel transposition, heart valve atresia,
hypoplastic left heart syndrome, tetralogy of Fallot, etc.). Most defects are ef-
fectively treated by surgical and heart catheterization procedures.

3 Cardiac pacemakers are implanted into damaged hearts to correct defects in con-
duction of the action potential. Sleep apnea is current in adults with pacemak-
ers. Nearly two-thirds of patients with implanted pacemakers have obstructive
sleep hypopneas and apneas. Patients with pacemakers thus should be routinely
checked, because untreated sleep apnea contributes to cardiovascular deteriora-
tion [737].

4 Endarterectomy used to treat carotid stenosis by removing developed atheroscle-
rotic plaque has several complications, especially peroperative acute cerebral
ischemia due to clamping of the internal carotid artery and postoperative hyper-
perfusion owing to impaired regulatory capacity secondary to chronic ischemia
and arterial clamping. Hyperperfusion is defined by an increase in ipsilateral
cerebral blood flow above the necessary supply. It can induce cerebral edema
and hemorrhage. The risk factors include hypertension, severe stenosis, poor
collateral blood flow, and strong contralateral carotid stenosis.

5 An anastomosis is a natural connection between two vessels. It can refer to a
surgical connection.
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coronary artery bypass grafting [CABG]).6 Traditional CABG involves the
use of a heart–lung machine and may be required for multivessel grafting.
Beating-heart bypass uses a device that stabilizes the operating heart region.
Minimally invasive bypass is performed via a set of small incisions, using spe-
cially designed instruments.

Vascular grafts can be either: (1) a synthetic tube, made from polyeth-
yleneterphtalate (PET, dacron) with woven or knitted textile structure, or
expanded polytetrafluoroethylene (ePTFE);7 (2) homografts (autografts) us-
ing homologous (autologous) veins or arteries (e.g., saphenous vein for femoral
artery or internal mammary artery for coronary artery); or (3) heterologous
vessel (xenografts, e.g., bovine carotid).8 Synthetic grafts are porous rugous
materials suitable for flowing particule adhesion and transfer as well as pseudo-
intima creation. They have a small (< 6mm), an intermediate, or a large bore
(≥ 10mm). They are straight, branched, or bifurcated. Taylor patch has been
proposed: a vein patch is interposed between the synthetic graft and the artery.
Bioresorbable vascular grafts are based on tissue-engineering techniques. Re-
placement vessels are made from collagen matrices of tubular shapes that
have been seeded with autologous smooth muscle cells and endothelial cells.
Grafts seeded with bone marrow components, endothelial progenitor cells, or
genetically-engineered cells (pseudoendothelial cells) have also been studied
recently. Such artificial matrices, biodegradable or not, must: (1) facilitate en-
dothelialization and wall tissue growth, (2) provide mechanosensitive tissue,
and (3) have suitable rheological behavior. In particular, their compliance
must match vessel distensibility. Moreover, these scaffolding tubes must with-
stand physiological blood pressures during the initial implantation period.

Complications may arise (dilation, thrombus occlusion, intimal hyperplasia
at the artery–graft junction, pseudoaneurism formation at anastomosis, deteri-
oration, and kinking). Interface problems occur when endothelialization is par-
tial along graft lumen. Vascular grafts have specifications to minimize grafting

6 The left internal mammary artery is usually chosen for coronary artery bypass
due to better tolerance than the saphenous vein. Saphenous vein grafts develop
at a much greater extent intimal hyperplasia and accelerated atherosclerosis.
P2X4 receptor expression is elevated in neointimal proliferation, less in arterial
grafts than in veinous grafts.

7 The artificial graft must be made of biocompatible polymers with a coating
that provides a smooth wetted surface. Synthetic grafts have been used more or
less successfully for large vessels (bore > 6mm). Problems are encountered for
smaller vessels and autogenous saphenous veins are commonly used.

8 Antigen-presenting plasmacytoid dendritic cells acquire alloantigens in vascu-
larized allografts, then home to peripheral lymph nodes, where they stimulate
CCR4+CD4+CD25+Foxp3+ regulatory T cells for tolerance induction [740].
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complications.9 Standard in vitro measurements provide water permeability,10
usable length,11 relaxed and pressurized internal diameters, suture retention
length and other rheological data12. Longitudinal and transverse impedances
are measured to fit the lumped parameter models of the regional vascula-
ture.13 Flow disturbance intensity is computed from ensemble-average data
with triggered acquisitions.

Several experiments have investigated flow behavior in bypass grafting.
Flow patterns depend strongly on anastomosis configurations (parallel side-
to-side, diamond side-to-side, and end-to-side) and graft/host diameter ratio.
Optimization of surgical reconstruction of arterial stenoses (endarterectomy
or bypass) is based on numerical modeling of the blood flow to minimize flow
disturbances and treatment failures (thrombosis or restenosis) [741]. Different
geometries of a fluid domain focused on the graft-vessel anastomotic junc-
tion have been tested,14 without dealing with any shape optimization model.
Compliance mismatch can lead to increased intramural stresses.

MRI-based model of distal anastomosis after venous bypass surgery have
been used to classify bypass geometries [742]. Branching angles between
centerlines of each vessel are measured. The spectrum of anastomoses can
be reduced to a small subset of cases characterized by two angles: the angle

9 Graft specifications are the following: (1) no physical modification by exposure to
biofluids; (2) no foreign body effects (chemical inertness, non-allergenicity, non-
carcinogenicity, very low tissue reactivity, non-thrombogenicity, low infectability,
biocompatibility, minimal implantation porosity, but maximal tissue permeabil-
ity); (3) ease of mechanical handling with sutures; (4) good fit at anastomoses,
matching quality between graft and host vessel; (5) flexibility without collapsi-
bility and without kinking; (6) stability under continuous mechanical stress and
durability; and (7) ease of adequate sterilization and of fabrication with low cost.

10 Water permeability is associated with an index defined by water flow rate
through a given area of sample graft under a given pressure.

11 The usable length is the length under a prescribed load.
12 Graft rheological properties are determined from longitudinal and circumfer-

ential stress–strain relationships and from pressure-induced dilation. Among
rheological quantities, the crip elongation, tensile, circumferential and burst
strengths, wall thickness under loading, and compliance are determined.

13 The impedance Z = (ρ/A) PWV must match the biological values.
The pulse wave velocity (PWV) is calculated using the following formulae:
PWV = ((A/ρ)(∆p/∆A))1/2 and PWV = (Eh/2ρR)1/2 for the graft and the
host vessel, respectively, to give the host vessel impedance Zv and the prosthesis
impedance Zp. Local and global reflection coefficients, Γl = (Zv−Zp)/(Zv+Zp)
and Γg = (Zc −Zp)/(Zc + Zp) are estimated (Zc: characteristic impedance de-
termined from p/q ratio at a certain harmonic).

14 Several geometric variables of the connecting segment geometry can be tested:
the branching angle, toe and heel shape, junction curvature at both the toe and
the heel, graft-to-artery bore ratio, taper of the host artery, position of the suture
line, etc.
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between the graft and the plane of the host artery and the angle between the
graft and the proximal branch of the artery.

Shape optimisation methods have been applied to surgical planning [547].
Theoretical investigations based on perturbation analysis and linearized shape
design provide results on existence, uniqueness of solution, and well-posedness
of the problem [743]. Reduced-basis approximation used for pre-processing can
detect essential features of optimisation, like sensitivity analysis [744].

8.2.2 Aneurism Clipping

The surgical treatment of saccular aneurism consists of placing a small metallic
clip around the base of the aneurism whereas the normal artery wall is recon-
structed to maintain blood flow to the perfused tissues. Aneurism surgery is
performed on both ruptured and unruptured aneurisms. Several types of clips
exist.

Microsurgery of cerebral aneurisms, performed under microscopic guid-
ance, requires a small opening in the skull. Surgical treatment can lead to
partial clipping. Peroperative aneurism rupture can occur. Postoperative com-
plications include infection and damage of neighboring blood vessels. Surgical
clipping of unruptured cerebral aneurisms are associated with a higher rate
of complications (longer recovery period and persistent symptoms) than coil-
ing [745].

8.2.3 Ventricular Assist Pumps

Because the donor pool for cardiac transplantation is insufficient, ventricular
assist devices are used to improve the survival of patients suffering from heart
failure and extend the time to transplantation. Ventricular assist devices are
mechanical circulatory support systems aimed at unloading the heart and pro-
viding adequate body perfusion. They include both portable extracorporeal
and implantable pumps for patients with competent lung function. Extracor-
poreal membrane oxygenation is a short-term support when heart and lung
failures are combined. Device implantation can be associated with adjunctive
therapy to improve ventricular recovery.

The design of the device configuration and its wall surface must suit hemo-
dynamic and hematological criteria [746]. Left ventricular assist devices15 have
been designed with an optimal size to be permanently implanted in the heart
chamber, using minimally invasive procedures. Various cannula designs and
diameters are proposed to match patient anatomy. Left ventricular assist de-
vices must minimize hemolysis, thrombosis, as well as heat generation.

15 Left ventricular assist devices (LVAD) target patients with heart failure at a
terminal stage waiting for transplantation, individuals with myocarditis and car-
diomyopathy expecting complete cardiac recovery, and children in chronic stages
of congenital heart disease who develop ventricular failure.
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Artificial chambers are composed of two compartments, driving and blood
chambers, separated by a flexible membrane [747]. The blood cavity has
valved entry and exit orifices. Flow motion in the blood cavity is determined
by membrane displacement controlled by the pressure in the second cavity.
Numerical experiments have been performed in 2D models of such pumps
[748, 749]. Once proved the existence and uniqueness of solutions of an elas-
ticity problem in large displacement and small strain coupled to a viscous
fluid, numerical applications in an artificial heart ventricle used either a sim-
plified ALE method or the immersed boundary method. Diaphragme-type
ventricular assist devices have also been studied experimentally (LDV) and
numerically (using ADINA software) [750, 751].

Such a ventricular assist device is too big to be implanted in the circulatory
system. Consequently, micropumps have been devised that can be implanted
either in the left ventricle or between the left ventricle and the aorta. However,
small pumps designed to be implanted in the left ventricle do not produce
pulsatile flow (continuous-flow ventricular assist devices). Centrifugal pumps
and pneumatic pulsatile ventricular assist devices have been proposed to be
implanted in the body of both adults and children. Pump optimization and
design methodologies have been based on 3D numerical simulations combined
with design of experiments (DOE) [752], to develop a wholly implantable
pump. Scaling has been set for an operating point using the Cordier diagram.

Implantation across any cardiac chamber or vessel lumen of mechanical
devices, such as ventricular assist pumps, cardiac valves, filters, etc., induces
hemodynamic disturbances and damages flowing cells, causing in particular
hemolysis. The implanted devices thus must minimize hemolysis. Hemolysis
indices have been proposed, such as a hemolysis index (HI), which measures
the plasma-free hemoglobin (Hb) concentration [fHb], a normalized hemolysis
index (NHI) relative to total blood [Hb], assuming that the hemolysis rate is
small ([fHb]/[Hb] 
 1) and varies linearly with time (∆ • /∆t ≡ d • /dt),
HI ∝ d[fHb]/dt × Vplasma/q = (dfHb/dt)/q, NHI ∝ HI/[Hb] [753]. These
authors develop a prediction model derived from the Giersiepen-Wurzinger
blood damage relationship using numerical simulations of blood flow field in
the vasculature domain with the implanted device, introducing a pointwise
function D, the damaged RBC fraction which is supposed to depend on shear
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(cV M ) magnitude and linearly on exposure time:16 (D ∝ cαV M t): Dt + (v ·
∇)D = S, where S = κ1κ2c

α
V M (1 −D).17

8.2.4 Valve Prostheses

Malfunctioning valves can be removed and then replaced with prosthetic heart
valves. There are two main types of heart valves: (1) mechanical valves and
(2) bioprosthetic stentless and stented tissue valves. There are three main de-
signs of mechanical valves: (1) the caged ball valve (e.g., Starr-Edwards valve),
(2) the tilting disc valve (e.g., Medtronic Hall and Bjork-Shiley valves), and
(3) the bileaflet valve (e.g., St. Jude, CarboMedics, and ATS valves). Valved
grafts have also been proposed (e.g., St. Jude aortic valved graft and ATS
aortic valve graft prostheses). Bioprosthetic (xenograft) valves are made from
porcine valves (e.g., Carpentier-Edwards and Hancock valves) or bovine peri-
cardium (e.g., Ionescu-Shiley and Carpentier-Edwards valves). The prosthetic
valve must mimic the static and dynamic characteristics of the natural hu-
man valve and the mechanics of flow through it to be successfull. It should
not produce turbulences, flow stagnation, or excessive shear stress.

A collapsible trileaflet membrane valve has been developed [754]. It is
designed with two cylindrical muffs fixed together, a stiff and a thin flexible,
the latter having collapsible cusps. The mechanical behavior must minimize
regurgitation and pressure drop across the artificial heart valves.

Several teams have studied in pulsatile flow conditions the mechanical
features of the valve prostheses using rigid [755, 756] or deformable [757, 758]
test sections, which model either the local valvar region or the heart cavities,
possibly with models18 of existing vessels [759]. The gradual closure of the
natural valves during flow deceleration is, in general, not reproduced.

8.2.5 Electrical Stimulation

Electrical stimulation of cardiac tissue is used for cardiac pacing and de-
fibrillation to provide suitable blood flow for nutrient delivery to the tissues.

16 The shear stress is computed using the von Mises criterion:

cV M (x) =
(
1/2

(
(c1(x) − c2(x))2 + (c2(x) − c3(x))2 + (c3(x) − c1(x))2

))1/2

,

where ci (i = 1, . . . , 3) are the stress vector components computed from the
stress tensor components obtained from the Navier-Stokes solution in the pump
computational model.

17 The source term S = κ1D(1 − D)/t with the hemolysis model D = κ2c
α
V M t.

κ1 = 0 if cV M < cY and κ1 = 1 otherwise (cY : stress corresponding to the
hemolysis threshold).

18 The heart geometry used by this researcher team is inversed.
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Rate-responsive pacemakers can, indeed, be combined with implantable defib-
rillators. Any pacemaker is implanted after excluding or correcting electrolyte
abnormalities.

Current pacemakers treat bradyarrhythmias and tachyarrhythmias. Im-
plantation of an artificial pacemaker is mandatory in a case of symptomatic
bradycardia, such as sinoatrial node dysfunction (or sick sinus syndrome) with
very low atrial triggering rate, third-degree atrioventricular conduction block,
and certain fascicular blocks. Type II second-degree atrioventricular block can
be treated with a pacemaker even in an asymptomatic patient, because it can
be a precursor to complete atrioventricular block. Marked first-degree atri-
oventricular block (PR interval > 300 ms) can benefit from pacing. Pacemak-
ers also are used to treat advanced heart failure with major intraventricular
conduction disorders, mainly left bundle-branch block (biventricular pacing
for resynchronization).

Automatic calibration leads to adjustments of pacemaker response to nor-
mal changes in subject activity. Detection and dynamic analysis of nodal tissue
rhythm provide accurate discrimination between simple acceleration and ar-
rhythmias. Expert system associated with the pacemaker provides data for
follow-up. Miniaturization of implantable pacemakers allows slightly invasive
procedures. Safety features of pacemakers avoid the occurrence of induced
currents during magnetic resonance imaging. Transient malfunctions of pace-
makers during computed tomography can occur due to X-rays rather than
small alternating electrical field (∼ 150V/m) and alternating magnetic field
(∼ 15µT) [760].

8.3 Endovascular Therapy

Endovascular techniques are aimed at treating local wall damage in the heart
or blood vessels. Endovascular interventions are minimally invasive because
they use natural paths. The catheter is inserted into a superficial artery, such
as the femoral artery or subclavian artery, and then advanced under image
guidance into the diseased segment of the cardiovascular system.

8.3.1 Radiofrequency Ablation

Tachyarrhythmias can be treated by radiofrequency ablation (RFA). A se-
lected small patch (< 5 mm) of heart cells of the conduction paths responsible
for the abnormal heart rhythm is destroyed by a radiofrequency wave using
an image-guided catheter-based procedure. Cryoablation can also be used,
providing cold to freeze and destroy the cells.19

19 Small tumors can also be treated by therma ablation, either cryoablation (freez-
ing to at least −19.4 C using liquid nitrogen or argon) or radiofrequency ablation.
Damage limited to the local vasculature (without repercussion on the organ
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Ablation is proposed to treat re-entrant tachycardias due to an extrapath
in or adjacent to the atrioventricular node, junctional tachycardias, atria flut-
ter and fibrillation, ventricular fibrillation, and Wolff-Parkinson-White syn-
drome.

8.3.2 Atherectomy

Catheter-guided atherectomy is used to remove the intimal fatty deposits
that block the arterial lumen. Atherectomy uses either a laser catheter, which
photodissolves the tissues obstructing the arterial lumen (e.g., percutaneous
laser myocardial revascularization [LMR]), or a cutter catheter, which shaves
the plaque off. Different cutting devices exist. The first type works like a
shaver. The rotational atherectomy is used for hardened plaques and ostial
sites. An diamond burr rotates at extremely high speed, breaking up blockages
into very small fragments. Besides, ultrasound thrombolysis devices have been
used for acute thrombosis with or without infarction.

8.3.3 Intravascular Devices

Endoluminal catheter-based therapy can be aimed at implanting various effec-
tive and reliable medical devices. Biomechanical tests can be useful to optimize
medical device setting.

8.3.3.1 Stenting

Stents for Arterial Stenosis

Mini-invasive procedures have been developed to treat stenosed arteries.
Image-guided balloon angioplasty was introduced by Gruntzig in 1977 for
plaque compression and artery dilation. A balloon-tipped catheter is placed
from a superficial artery into the stenosed artery, when lumen narrowing is
at least equal to 70%. The deflated balloon is positioned across the obstruc-
tion and then inflated to the artery lumen physiological size. However, wall
dissection and thrombus formation frequently occurred quickly after interven-
tion. After 6 to 12 months, vessel remodeling with neointima characterized by
cell proliferation of fibroblasts and smooth muscle cells was often observed.20

perfusion) can lead to ischemic necrosis, thus contributing to treatment efficacy.
At few millimeters from the ice ball edge, the tissue temperature is warmer, thus
avoiding lethal tissue damage.

20 SMC concentration can be given by the reaction-diffusion formula:

∂cSMC = DSMC∇2cSMC + (rp − rd)cSMC ,

where rp and rd are SMC production and death rates, both depending on local
concentrations of influence factors, either mechanical (WSS) or chemical (NO,
ROS, etc.).
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Laser angioplasty was used to treat restenosis. The high restenosis rate leads
to the development of the permanently implanted stent in 1986 by Puel and
Sigwart.

Stents, metallic wire meshes of different configurations, hold the arterial
lumen open (thickness of stent strut 70–100 µm; strut height 150–350µm;
between-strut-axis spacing of 0.9–1.8mm; ratio of stent area to wall area
equal to about 0.2). It is squeezed onto a low-radius tube for catheteriza-
tion and insertion (stent is delivered while collapsed). Premounted balloon
stent device is advanced across the constriction and expanded by balloon in-
flation. Dilated stents undergo plastic deformation without significant recoil.
Stent deployment assigns a permanent altered shape to the stenosed arterial
segment.

Shape memory alloys can sustain deformations, recovering the initial shape
by heat (thermally induced shape recovery). Shape memory alloy stents are
inserted into constraining catheters and returned to their original configura-
tion when released from the catheter with body heat. (They are deployed from
the catheter end at destination inside the diseased vessel segment, without re-
quiring balloon inflation.) Shape memory alloy reinforced tubular stent-graft,
suitable for tapered and bifurcated anatomies, are proposed to treat fusiform
aneurisms.

The interface between stents and biological tissues is the focus of desir-
able and undesirable interactions. The restenosis rate remains significant, al-
though much smaller than for balloon angioplasty.21 Consequently, coated
metallic stents and biodegradable stents have been tested recently. Semicon-
ductor coating is used to reduce electron transfer from stent to circulatory
fibrinogen. Other antithrombotic or antiproliferative coatings have been pro-
posed. The administrated dose must be high enough for efficiency, but avoid
toxicity.

Several types of drug-eluting stents have been tested in clinical trials to
prevent, or at least to limit SMC migration and proliferation into the intima,
which lead to restenosis. There are two main types of drug-eluting stents: (1) a
coating by drug-polymer matrix, with a possible screen to reduce the transport
speed and loss in blood flow, and (2) a cubic (size < 100 µm) reservoir set in
the metallic structure. Rapamycin and taxol targets the cell division G1- and
M-phase, respectively. HSG (or mitofusin-2) has an antiproliferative effect by
inhibition of Ras–ERK signaling and subsequent cell-cycle arrest at the G0–
G1 transition [761]. SMC proliferation can also be hindered by the inhibition
of fibronectin matrix assembly [762].

21 The response to stent injury can lead to uncontrolled healing. Smooth muscle
cells migrate from the media and myofibroblasts from the adventitia across the
external elastic lamina to be transformed into smooth muscle cells. The smooth
muscle cells then secrete the extracellular matrix. The neointimal proliferation
(NIP) can be sufficient to heal the implanted stent site, leaving the lumen opened,
but can be extensive and yield vessel restenosis.
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Endothelium-like tissue coated stents are contrived to impede the conse-
quences of damaged endothelium during stent implantation. The endothelial
cells are fragile and do not adhere strongly to the stent material, which bears
very large deformations, in particular during stent implantation. Genetically
engineered chondrocytes, which have the main endothelial cell functions and
better adhesion properties than endothelial cells, can form a stent coating.

Several properties are assigned to any stent apart from its geometri-
cal properties.22 The implantable device shares the biological properties of
protheses. It must be biocompatible, without any toxicity and allergy. Al-
though associated with thromboresistant guide wires, antithrombogenicity is
not fully fullfilled because of endothelium damage during the procedure. Any
implantable device must be characterized by: (1) antiproliferative capability,
(2) corrosion resistance, and, if possible, (3) repair functionality (particularly
endothelial cell growth ability). Last but not least, it can be used for lo-
cal drug delivery to control wall remodeling, especially for cell-migration and
platelet-aggregation inhibitors. Stent mechanical properties23 include: (1) high
flexibility for safe and easy introduction (because of tortuous vessel anatomy);
(2) high expandibility (the stent must be deployable safely in various vessel
configurations avoiding strut twist); (3) plastic ductility (low elastic recoil af-
ter expansion); and (4) spatial stability in both axial and radial directions (ab-
sence of significant longitudinal shortening after expansion). It must sustain
vessel wall stresses. For a suitable implantation, the stent must be visible by
common imaging techniques to check: (1) advance to and across the stenosis,
and (2) immediate and future device behavior. However, stent buckling, kink-
ing, and migration have been observed. Optimal patient anatomy-dependent
stent design and stent anchoring are thus needed.

The mechanical properties (structure expansion, recoil, and long-term be-
havior) of a balloon-expandable stent have been evaluated using the finite el-
ement method to assess stress and strain fields in the dilated stent wall [763].
FEM-based design of medical devices also allows the reduction of fabrica-
tion costs. Mathematical models of coated stents, which are used to prevent
restenosis, have been used to study the effect of stent design on drug release
and transport in the diseased wall, in particular the strut number and the ra-
tio between the coated strut area and vessel area [764]. The delivered dose24

depends on both the strut number and the strut surface density. Dose spikes
are observed in front of the strut areas along the outer wall edge and dose

22 Geometrical properties include: (1) structure, (2) surface, (3) length and diame-
ter (a small outer diameter with a suitable profile is necessary for safe introduc-
tion in small arteries of diameter < 1 mm), and (4) strut thickness and spacing
(the strut-to-strut gap affects the local flow behavior).

23 Mechanical tests determine, in particular, expanded diameter for a selected pres-
sure range (0 ≤ p ≤ 800 kPa), recoil, radial stiffness (pressure exerted by the
vessel wall at which the intravascular device do not resist), fatigue, crimp (stent-
balloon adherence), bending stiffness, and shortening due to expansion.

24 The dose and not the drug concentration is the quantity of interest.
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drops in the between-strut regions for a given strut surface density. The dose
is smaller at both stent ends. The higher the strut number,25 the lower the
dose maximum, and the more uniform the dose distribution in the wall for a
given radial coordinate, the asymptotic stent delivering the lowest dose.

Valvate Stents for Heart Valve Replacements

Aortic valves can be percutaneously replaced by valve-containing stents in
the beating heart under image guidance, without strong damage of the aortic
vessel wall and obstruction of the coronary ostia. First percutaneous aor-
tic valvuloplasty was proposed using balloon-expandable stents [765, 766].
Catheterized implantation uses a valve prosthesis that can be sutured into
an expandable stent and keep its property after crimping and re-expansion.
Bovine jugular venous valves are sutured inside the stent [767]. The valve-
stent assembly is deployed by balloon inflation. Due to heavy periodic load-
ing, self-expanding stents are preferred to balloon-expandable stents [768].
A pulmonary metal stent with a valve was very recently implanted using a
catheter-based method in a child with a congenital heart defect26.

Stent Grafts for Abdominal Aortic Aneurisms

The risk of rupture of fusiform abdominal aortic aneurisms is currently as-
sessed by its maximum caliber. Simulations can be carried out to display the
stress field at the aneurism wall as well as within the aneurism wall to assist
the clinicians. When the aneurism transverse size exceeds the critical value of
5 cm, abdominal aortic aneurism repairs use either open surgery or an endovas-
cular graft technique (stent graft, such as bifurcated endografts, aortomonoil-
iac grafts). Endovascular aneurism repairs (EVAR) of large abdominal aortic
aneurisms is another example of mini-invasive treatment (MIT). EVARs lead
to a greater number of complications and reinterventions, but slightly increase
survival in comparison with open repairs. The benefit related to early mor-
tality is then limited by a costly strict follow-up and possible reintervention.
Hence, open repair can be recommended for patients with long life expectancy.
Besides, EVAR has a huge short-time operative mortality in patients already
unfit for open repair.

Deployment complications can occur. However, the major drawback of
endovascular techniques is stent-graft failure associated with stent-graft mi-
gration, endoleaks and aneurism redevelopment. Endoleaks are classified into
several types (Table 8.1; Fig. 8.1). Fixation defaults generate not only en-
doleak but also migration of the device, as well as any attachment cuff.

25 Tested strut numbers are equal to 24, 48, 96, 192, 384, and ∞.
26 20% of congenital heart defects involve the pulmonary valve. The mini-invasive

cardiac catheterization carried out in the Hospital for Sick Children in Toronto
takes 90 minutes and requires a single overnight stay.
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Variable-Mesh Stents for Branching Saccular Aneurisms

Special stents are designed to limit blood impact in branching aneurisms, with
little disturbance in branch flows27 (Fig. 8.2). Numerical experiments can be
carried out, an interface of variable permeability without any tangential ve-
locity component replacing the stent mesh of variable size. Usual stent effects

Table 8.1. Classification of endoleak types occurring in stent grafts according of
their origin (Fig. 8.1).

Grade Flow source

Type I Persistent perigraft flow due to
inadequate sealing of stent-graft ends
or suture breakage

Type II Retrograde flow from collateral branches
(i.e., from lumbar and inferior mesenteric arteries)

Type III Flow due to disconnection or degradation of components
(graft wall seam separation,
polyester tears,
metal frame fractures)

Type IV Flow through stretched graft
(with abnormal high porosity)

Figure 8.1. Stent graft can be used to treat fusiform aneurisms of the abdominal
aorta. The main complication of the procedure is endoleaks. There are several kinds
of endoleaks according to the source (sutures, branches of the dilated segments,
or degraded or permeable stent-graft wall; from A. Choong, St Mary’s Hospital,
Imperial College of London).

27 Such stents have dense mesh regions to obstruct the aneurism neck as much as
possible and stabilize the stent in the afferent vessel trunk on the one hand and
large free areas in front of the branches to allow downstream irrigation on the
other hand. A stent coating is necessary to limit, and possibly avoid, clotting
and hemolysis.
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Figure 8.2. Stent for saccular branching aneurisms (courtesy of Cardiatis com-
pany).

on flows in the aneurismal cavity have been studied in side aneurisms. Flow
disturbances depends on the stent type [769].28

8.3.3.2 Coiling

Closure of ruptured and unruptured aneurisms can be accomplished through
coiling using platinum detachable coils (caliber of ∼ 400µm). A catheter is
threaded from a peripheral artery up to the aneurism neck under image guid-
ance. From there a microcatheter is then advanced within the main catheter
until its tip lies within the aneurism. Very thin coils are then advanced into
the aneurism cavity, avoiding both rupture and embolism. After applying a
very low voltage electric current, the coil is detached. Several coils can be
sequentially used until the cavity is correctly filled with coils. Once coils are
released, the blood in the aneurism clots. In numerical simulations, coils are
represented by connected segments of overlapping spheres [770].

Endovascular treatment is necessary in aneurisms at high risk for surgery,
but coiling can be inefficient. Coils, which have a circular memory, do not
necessarily enter in the whole aneurismal cavity during coiling. Furthermore,
coil compaction occurs.29 Aneurism rupture and recanalization depends on
the aneurism type in relation to the local blood flow. Unsatisfactory thera-
peutic results occur when: (1) the aneurism volume is great, (2) the aneurism

28 Two stent models, helix and mesh, have been used in a model of a side aneurism
in a straight duct. Velocities were measured by PIV (Stokes number of 3.9, peak
duct Reynolds number of 425).

29 Coils are pushed toward the dome by the arterial flow.
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neck is large (important neck size-to-largest cavity length ratio), and (3) high
blood inflow due to favorable aneurism angulation with respect to the stem
axis [771]. Stents are also used in aneurism treatment in association with coil-
ing when the aneurism compresses the adjoining artery. Stents have also been
proposed to heal side saccular aneurisms.

8.3.3.3 Embolization

Catheter-based transarterial chemoembolization (TACE) is a catheter-based
procedure to cure cancers. TACE is similar to intra-arterial infusion of
chemotherapy but embolizing materials are added to block the small blood
vessels. This treatment is used to destroy liver tumors. However, such a pro-
cedure commonly induces regional side effects, the boli not being injected
very close to the target. Uterine fibroid embolization is a minimally invasive
image-guided technique aimed at blocking the arteries that supply blood to
the fibroids. A catheter is placed into the uterine artery branch that irrigates
the tumor and small particles are injected to cause fibroid degeneration.

A two fluid phase flow computational model has been carried out in a 3D
patient-specific model of the liver with a tumor and its arterial network [772].
The catheter length varies inside the artery to estimate the drug flow rate at
each arterial branch.

8.3.3.4 Vein Devices

Apart from postural advices and elastic stockings,30 superficial vein surgery
and injection sclerotherapy may be performed. Endovascular devices may also
be implanted in veins.

A vena cava filter is a device inserted into a major vein to prevent multiple
pulmonary embolisms (PE) due to migration of thrombi into the pulmonary
circulation. Since the majority of pulmonary emboli originate from the dam-
aged vein wall in the lower limbs or pelvis, filters to block passage of emboli
are mainly placed into the inferior vena cava, commonly in its infrarenal seg-
ment. Vena cava filters can be constructed from shape memory alloy, which,
once released, form an umbrella shape.

The usual elliptical cross-section shape insures both appropriate venous
return and valvular efficiency. These features are lost in dilated varicose veins.
V-shaped clips can be put into varicose veins to restore the usual vein lumen
configuration, which is defined by a preferential flattening according to its
cross major axis.

30 Elastic stockings induce redistribution of the venous flow toward the deep veins
embedded in muscles, which behave like stiffer thick-walled compliant vessels,
while superficial thin-walled diseased veins are collapsed by compression.
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8.3.3.5 Drawbacks of Medical Devices

Any implant device may induce several biological and mechanical disturbances
when device design is not appropriate and its rheology does not match the wall
properties. When a part of the device is located in the flow core, hemolysis may
be observed. It can, however, be supposed that the device material is selected
to avoid sentitization, cytotoxicity, and carcinogenicity. In any case, a medi-
cal device, like any implanted foreign body, provides a matrix for thrombus
formation, especially when endothelial cells are damaged or removed during
the intravascular implantation. A thrombogenic response occurs after platelet
deposition and clotting activation. Vessel wall damage also generates intimal
proliferative response and quick restenosis. Growth factors can be released
from platelets and fibroblasts. An inflammatory reaction due to interactions
between leukocytes and the device can occur once leukocytes and complement
have been activated. Finally, the medical device disturbs the blood flow. Lo-
cally, the added interface rugosity caused by the implanted device can generate
local flow separations. Moreover, the abrupt transition at junctions of native
vessel and stented segment disturbs the flow. The device very often induces a
compliance mismatch. By means of wave reflection, it can affect remotely the
flow.

8.3.3.6 Design of Medical Devices

Computer-aided manufacturing allows one to easily test different device ge-
ometry, structure, and material properties, with an important requirement:
the material matching of the mechanical properties of the biological tissues. It
needs to model accurately the physical processes at the interface, because the
interface between the implants and the biological tissues, blood and vascular
wall, is the focus of desirable and undesirable interactions. Moreover, it must
be adaptable to unsteady loading induced by cardiac contractions.

8.4 Nanotechnology-Based Therapy

Nanotechnology can be applied to lesion treatment. Biocompatible nanoparti-
cles filled with suitable drugs can target diseased cells. Once inside the lesion,
they can deliver their content. Such compounds can bind to asialoglycopro-
tein receptors on hepatocytes [773]. Certain macromolecular vectors, such as
dendrimers, are aimed at delivering their content into determined intracellular
compartments [774].31 Vectors can carry manifold substances, such as anti-
cancer drugs, imaging agents, and cell receptor ligand. Because cancer cells
need more folic acid than normal cells, and display a higher number of folate

31 Dendrimers have a tree-like structure with many branches on which can be at-
tached various molecules.
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receptors on their plasmalemma, folate can be added to dendrimers [775]. An-
other solution for homing to specific body sites, such as tumors, is to target
clotted plasma proteins. Tumor blood vessels are lined with a mesh of clotted
plasma proteins not found in other tissues. Tumor-homing peptides that bind
to this mesh can be fixed to nanoparticles to selectively target tumors. Tumor-
homing peptide accumulation in tumor vessels induces additional binding sites
for more particles, mimicking platelets [776]. These nanoparticles must avoid
fast clearance by the liver and spleen, except in the case of quick efficient
delivery from nanoparticles.

Another aspect of nanoparticles under investigation at the SCCS Labo-
ratory of the National Taiwan University is related to physical destruction
rather than chemical degradation of targeted cells. With selective ligands for
targeted cell receptors, these nanoparticles concentrate the energy delivered by
ultrasound to kill malignant cells. Lipid-coated perfluorocarbon nanodroplets
can be used for therapy and ultrasound imaging. Subjected to ultrasound
with acoustic energy at usual power levels, these nanoparticle enhance drug
delivery. The displacement of perfluorocarbon nanoparticles can be forced in
the direction of US propagation. Ultrasound (peak pressure on the order of
MPa, frequency on the order of MHz) produces a particle velocity proportional
to acoustic intensity, which also increases with rising center frequency [777].
Within a vessel (bore of hundreds of micrometers), a fluid motion is pro-
duced with a velocity of hundreds µm/s, which conveys the nanoparticles.
Furthermore, ultrasound generated by conventional ultrasound imaging de-
vices can enhance interactions between nanoparticle lipid layer and targeted
cell plasmalemma via appropriate integrins, thus enhancing lipophilic drug
delivery [778]. Ultrasound imaging can be combined with nanoparticle-based
chemotherapy. Mixtures of drug-loaded polymeric micelles and perfluoropen-
tane nanobubbles stabilized by the same biodegradable block copolymer are
transported selectively into tumor interstitium, where the nanobubbles coa-
lesce to produce microbubbles with ultrasound contrast [779]. Drugs in poly-
meric micelles are released under the effect of tumor-directed ultrasound. Such
nanoparticles have many functions: drug carriers, ultrasound contrast agents,
and enhancers of ultrasound-mediated drug delivery.

8.5 Medical and Surgical Simulators

Various minimally invasive vascular procedures exist. Mini-invasive techniques
are still being improved to limit complications and mortality. Minimally in-
vasive techniques are characterized by indirect visualization of the operation
field on video monitors. Mini-invasive techniques uses specially designed in-
struments that are manipulated either directly or via mechanical linkage. Di-
rect manipulations must be operated over the patient, whereas robot-assisted
surgery can be done from a remote location. In the operating room, video
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assistance can be based on the cheaper and lighter 3D ultrasound imaging,
the images being merged with preoperative data, such as MRI.

Minimally invasive procedures are also used to treat cancers. Percuta-
neous image-guided cryoablation and radiofrequency ablation32 are aimed at
destroying small tumors rather than surgically removing them. These less in-
vasive techniques must be carefully monitored using an imaging technique and
suitable navigation tools.

Mini-invasive therapies in medicine and surgery can be practiced with
much less risk after learning and training, using virtual-reality based simu-
lators. Any real-time medical simulator must be extensible, scalable, main-
tainable and flexible to be handled by multiple users. Any user must easily
interact with the simulator. The first element deals with detection of tool
contact and both mechanical (tissue deformation) and possible associated bi-
ological responses. Such contact generates haptic feedback useful for depth
sensation. The second element corresponds to action and its desired and un-
wanted consequences (tissue traction, cutting, bleeding, gaseous emboli, etc.).
Computer-generated scenes are then aimed at simulating in real time complex
therapy procedures and tissue reactions. Medical and surgical simulators are
associated with subject-specific images, virtual reality hardware, and haptic
devices. The training system for MIT is based on infographics and data banks
of recorded forces from actual tasks. Computed-aided training must, indeed,
reproduce visual and haptic senses experienced during a minimally invasive
procedure. Reaction forces, calculated with a frequency on the order of 1000
Hz, are sent to sensors to differentiate tissues and suitably navigate across the
working field (depth sensing particularly).

Thoracoscopy and laparoscopy consist of performing surgery by introduc-
ing an endoscope and different instruments into the patient body through
small incisions [781, 782]. MIT is beneficial because it reduces the surgical
trauma and hospital duration, and therefore, the care cost on the one hand,
and the morbidity for well-mastered procedures on the other hand. However,
it brings new constraints on surgical practice. First, it significantly limits
the surgeon’s access to the organs of interest. Furthermore, this technique
requires specific hand–eye coordination, which must be acquired after a train-
ing period. Training methods for medical and surgical interventions use either
“endotrainers”33 or living animals.34 Limitations of such procedures stimulate
development of computerized gesture-training systems. Much less sophisti-
cated techniques can also be learned with simulators. For example, ultrasound

32 Mobile phones in operation emit a radiofrequency electromagnetic field. The
wave energy is partially absorbed by head organs and affects the brain electrical
activity. It also induces a decrease in regional cerebral blood flow [780].

33 Endotrainers use mannequins, inside which are placed plastic organs. The whole
anatomy, organ interactions, and influence factors (cardiac pulsations and res-
piratory motions) are not taken into account. Consequently, these mechanical
devices are of limited interest.

34 Between-species anatomical differences are a limitation factor of animal testing.
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imaging, which is a cheap, quick, and noninvasive technology, is commonly
used for diagnosing many medical situations. Ultrasound-scan simulators are
developed for training on patients, not only for sonography education, but
also for evaluations of skills with a variety of normal and abnormal cases.

The development of MIT simulators raises important technical and sci-
entific issues: (1) the geometry and mechanical behavior of the anatomical
structures must be modeled and (2) the simulator must provide an advanced
user interface including visual and force feedback.35 Five main elements must
then be introduced in a medical simulator: (1) geometric modeling,36 (2) phys-
ical modeling,37 (3) instrument interaction,38 and (4) visual39 and haptic40

feedback [733].

35 This interface can be decomposed into three distinct modules. The first module
must model the interaction between surgical instruments and virtual organs. In
particular, this task includes the detection and processing of the contacts that
occur during the simulation. The second module aims at displaying the operating
field on a video monitor in the most realistic manner. The third module must
control a force-feedback device so the user can feel the applied forces that provide
a 3D sense to the operator.

36 Anatomical structures are now extracted from medical imaging. However, the
automatic delineation of structures is still considered an unsolved problem. Many
human interactions are required for 3DR.

37 The mechanical behavior of organs is defined by non-linearity, poroviscoelasticity,
plasticity, and fatigue phenomena. The usual constitutive laws must be simplified
and optimized for real-time computation before implementation in a surgical or
medical simulator.

38 The hardware interface driving the virtual instrument is essentially composed
of one or several force-feedback systems having the same degrees of freedom
and appearance than actual instruments used in minimally invasive therapy. In
general, these systems are force-controlled, sending the instrument position to
the simulation software and receiving force targets. Once the position of the
virtual instrument is known, contacts between two instruments or between an
instrument and an organ must be detected. When a contact is detected, a set
of constraints is applied to soft-tissue models. However, modeling the physics
of contacts can lead to complex algorithms and therefore purely geometric ap-
proaches are often preferred.

39 Visual feedback is important in video therapy because it gives a 3D perception
of the environment. In particular, the effects of shading, shadows, and textures
are important clues that must be reproduced in a simulator.

40 The touch experienced by an operator when manipulating an instrument gives
3D information. The coupling between visual feedback and force feedback pro-
duces the sense of immersion. Haptic feedback requires a greater bandwidth than
visual feedback. For simulating the contact with a soft object, a refresh rate of
300Hz should be sufficient, whereas for a hard object a refresh rate greater than
1000Hz should be used.
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“Il y a deux sortes d’esprits : l’une de pénétrer vi-
vement et profondément les conséquences des prin-
cipes, et c’est là l’esprit de justesse ; l’autre, de
comprendre un grand nombre de principes sans les
confondre et c’est là l’esprit de géométrie. L’un
est force et droiture d’esprit, l’autre est ampli-
tude d’esprit. Or, l’un peut bien être sans l’autre,
l’esprit pouvant être fort et étroit, et pouvant être
aussi ample et faible. [Because it is much better to
know something of everything than to know any-
thing of a thing.] ” (B. Pascal) [783]

“ To want to get on two mounts, poem and philoso-
phy, one runs the risk to ever become neither poet,
nor philosopher ” (G. Pico della Mirandola) [784].

The blood is pumped by the automatic heart, under the control of the
central nervous system through two serial networks, the high-pressure sys-
temic and low-pressure pulmonary circulations. Both circulatory circuits are
composed of an arterial tree, capillary set, and venous bed. Most studies are
performed in large blood vessels, either in normal or pathological conditions,
especially in arteries. Analysis of the blood flow in large vessels shows that:
(1) the vessel network is characterized by a succession of geometry singular-
ities; (2) the anchored vessel has a compliant, composite, multilayered, thin
(h/Rh ∼ 0.1) wall, a small length in general (entry flow), a curved axis in vari-
ous directions, and a possibly varying cross-section both in size and shape (en-
vironment prints); (3) the incompressible blood can have a non-Newtonian be-
havior in stagnant blood regions of diseased vessels. Consequently, the quasi-
periodic (due to choatic heart behavior), three-dimensional (characterized by
fluid-particle helical trajectories), most often laminar flow develops in vessels
(entry lengths). The blood flow is governed by a set of dimensionless parame-
ters, which vary along the vascular bed. Blood flow dynamics are more or less
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coupled to vessel wall mechanics according to the distance from the heart and
the vasculature environment.

Explored parts of the cardiovascular system are currently isolated. Numer-
ical simulations use artificial boundary conditions at vessel inlet and outlets
(generally several exits due to branchings). Model hierarchy is proposed to
take into account interactions with the bulk circulation. Different model scales
(different equation dimension orders) are considered for: (1) wave propagation
resulting from the coupling between the flowing blood and deformable vessel
wall; and (2) main segments of the vasculature. The former is associated with
a first order non-linear hyperbolic equation set for cross-sectional averaged
velocity and pressure with varying variables due to rheological changes along
the vessel length, and the latter with pointwise non-linear ordinary algebraic-
differential equations.

Simulations of blood flows in large vessels are based on Navier-Stokes equa-
tions for an unsteady, three-dimensional, laminar flow, which can be recast in
arbitrary Lagrangian-Eulerian formulation to model deformable vessel walls.
However, this computational technique is not suited for very large deforma-
tions undergone by immersed valves of the heart, veins, and lymph vessels, as
the valve cusps form a more or less broad contact region to prevent back flow.

Mathematical analysis and numerical simulations of the concentrated sus-
pension of flowing cells in the microcirculation are required to develop suitable
models of tissue perfusion. Modeling of the microvasculature must incorpo-
rate several features, such as trains of deformable erythrocytes surrounded by
a lubrification layer, which trap plasma boli, and plasma skimming, as the
vessel lumen and blood cells have the same order of size magnitude.

Blood circulation is aimed at conveying cells and various substances; there-
fore, blood flows need to be coupled to transport equations. Mass transfer
across the vascular wall is required not only for tissue nutrition but also for
inflammation, healing, and tissue growth and remodeling. Transported mate-
rials, after adhesion on and possible activation at the vascular endothelium,
migrate across the multilayered composite vessel wall, where they can react
with other substances and interact with biochemical pathways.

Rheological behavior of biological tissues and cells depends on their micro-
scopic features as well as interactions with the vicinity. Biorheology modeling
needs a complete description of the microstructure of the cell and tissues to
handle the influence factors. However, constitutive equations are derived using
the continuum concept. Therefore, most of the components characterized by
a small size are neglected, but their influence can be integrated using effective
rheology quantities and appropriate functions.

Mechanotransduction is investigated to clarify the manifold stress-induced
processes from sensing to processing. This research field is an example of coop-
eration between biochemists and biomechanicians. At the cell scale, modeling
on the continuum level may be questionable. However, it is used to estimate
stress distribution in wall layers and interactions among large cell components,
nucleus, cytosol and plasmalemma, as cytoplasmic organelles are neglected.
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Such interactions can affect the local flow and, consequently, mass transport
and cell responses. Genes involved in mechanotransduction, coding for ion
channels, receptors, or responsive substances, are targets for additional stud-
ies.

The computational domains as well as experimental test sections are con-
structed from imaging data. However, the time and space resolutions of the
imaging techniques most often are not good enough, and the data too noisy,
to get a perfect definition of the inner and outer wall of the vascular re-
gion of interest, as well as ossible connections with the surrounding organs.
Nevertheless, these connections yield important boundary conditions. Three-
dimensional reconstruction strongly depends on the quality of input images.
The fields of the hemodynamical variables is affected not only by the mesh
density1 but also by the investigated domain design [120]. Moreover, further
works remain to be done to reconstruct and to mesh the vessel domain and
to carry out numerical blood flow experiments in a suitable time for the med-
ical practice. The computer-aided diagnosis of vessel pathologies requires the
coupling between the blood flow and the vessel wall. The mathematical and
numerical processing of this coupling was very recently successful. However,
appropriate rheological data are still lacking.

Biomechanics also contribute to the development of new diagnosis meth-
ods; new measurement techniques, from signal acquisition to processing; new
surgical or medical implantable devices; and new therapeutic strategies. Nan-
otechnology is implicated in drug delivery and medical devices. Nanomateri-
als2 can be used in medicine for their ability to cross biological barriers and
target specific tissues. Nanomaterials can thus be used to develop new thera-
pies, such as nanoparticle-based ultrasound or magnetic hyperthermia for the
treatment of cancer.3

The next generation of medical tools is based upon experience in sen-
sor fusion, computer vision, robotics, virtual reality, and image and signal
processing. They include, in particular, navigation, guidance, and positioning
tools prior to and during the procedures. Navigation systems, indeed, allow
one to determine the optimal patient-specific location, and guide the operator
to achieve the desired placement. Integration of robotics, medical image pro-
cessing, and infographics give birth to cybermedicine with its computed-aided
procedures (CAP) and image-guided therapy (IGT). Telemedicine is based on
systems of electronically communicating data from one site to a distant site

1 Grid-convergent results (mesh independency) must be provided, numerical solu-
tions being given for a range of significantly different mesh resolutions.

2 Nanomaterials usually correspond to objects with dimensions in the range of 1
to 100 nm. In the medical field, they include objects up to 1 µm in size.

3 Nanoparticles coated with aminosilane are taken up faster by tumor cells than
by normal cells and subsequently heated by a magnetic field. Similarly, investiga-
tions are focused on nanoparticles used to concentrate the energy of ultrasound
beams in tumors to be destroyed by the heat. Moreover, the treatment can be
repeated, as nanoparticles form stable deposits within the tumor.
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with data fusion by superimposing patient-specific data. Telepresence oper-
ation procedures have two major components: (1) a remote site with a 3D
camera system and responsive manipulators with sensory input, and (2) an
operating work station with a 3D monitor and dexterous handles with force
feedback. A robot will thus be capable of executing the procedure at the ac-
tual site of the operation. Teletaction sensors will react depending on the
type of material with which the operator is dealing, and imitation tools at
the work station correspond to actual tools on the robotic arms at the site
of the operation. Thereby, cardiovascular diseases provide an opportunity for
multidisciplinary research aimed at developing computer-aided diagnosis and
therapy.



A

Anatomical, Biological, Medical Glossaries

A.1 Anatomy Terminology

Anterior : nearer to the front of the body (ventral).
Contralateral : on the opposite side of the structure.
Coronal Plane: (frontal plane) separates the structure into ventral (ante-

rior) and dorsal (posterior) regions.
Distal : farther from the entry.
Inferior : away from the head.
Ipsilateral : on the same side of the structure.
Lateral : farther from the midline of the body.
Medial : nearer to the midline of the body.
Posterior : nearer to or at the back of the body (dorsal).
Proximal : nearer to the face respiratory orifices.
Sagittal Plane: separates the structure into right and left compartments.
Superior : toward the head.
Transverse Plane: separates the structure into upper (cranial) and lower

(caudal) parts. The anatomical position of the human body is upright; the
transverse plane is horizontal. Lying on the bed of an imaging apparatus,
the plane is vertical.

A.2 Biochemistry Terminology

A-Kinase Anchoring Protein (AKAP): scaffold protein that regulates in
space and time signaling cascades. AKAPs interact with diverse enzymes.

Aaa Proteins: protein superfamily that uses ATP-dependent conforma-
tional changes to drive various cellular processes.

ABC Transporter : proteins coupled to ATP hydrolysis that transfer pep-
tides and small molecules across the cell membranes.
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Acetylcholine: a neurotransmitter and a hormone particularly involved in
contraction of smooth muscle cells and cardiomyocytes. Acetylcholine re-
ceptors include the nicotinic acetylcholine receptor, a transmitter-gated
ion channel, and the muscarinic acetylcholine receptor, a G-protein-cou-
pled receptor. Acetylcholine, once bound to cardiac muscarinic M2-recep-
tors, reduces the heart rate, activating Gi/o proteins and the related G-
protein-gated inward rectifier K+ channels.

Actin: a major constituent of the cytoskeleton of every cell and of the sar-
comere of myocytes. Three main actin types exist α, β, and γ. Monomeric
actin is a ATPase which interacts with one molecule of ATP or ADP.
It contains one high-affinity and several low-affinity binding sites for di-
valent cations. Globular actin (G-actin monomer) polymerizes with the
concomitant hydrolysis of ATP to form polarized filamentous actin (F-
actin polymer), a double-helical filament. The helical actin filament has
a barbed end and a pointed end. Actin stress fibers are bundles of actin
filaments that cross the cell and are linked to the extracellular matrix via
focal adhesions. In vitro, actin polymerizes from both ends, rapidly at the
plus end (barbed end) and slowly at the minus end (pointed end). Actin
polymerization depends on affinity filament ends (actin-monomer concen-
tration must be higher than a critical concentration, which depends on
ionic levels). During cell displacements, plus ends are often oriented to-
ward the motion direction (cell leading edge), as filamentous actin gives
rise to filopodia and lamellipodia. Actin interacts with manifold proteins,
actin-binding proteins (ABP), and actin-severing proteins (ASP). Actin
is involved in interactions between the cytoskeleton and plasmalemma,
in association with proteins, to determine the cell shape, stabilize the
cell membrane, and construct specialized membrane domains in partic-
ular (membrane–skeleton proteins of the erythrocyte particularly involve
spectrin, ankyrin, band-3, and protein-4.1). Dystrophin of the sarcolemma
links the membrane to actin filament bundles. Actin binds to ATP. When
actin hydrolyzes ATP (ADP bound actin), it is then able to bind to
myosin.

Actin-Binding Protein : associates with either actin monomers or actin fil-
aments in cells and subsequently modifies actin properties.

α-Actinin : actin cross-linking protein of the spectrin family. α-Actinin forms
homodimers in a rod-like structure with one actin-binding domain on each
side of the rod, thus cross-linking two actin filaments. α-Actinin also binds
various cytoskeletal proteins (titin, zyxin, vinculin, and α-catenin), hence
associating actin to focal adhesions. α-Actinin binds phosphatidylinositol
3-kinase, Rho kinase, plasmalemmal receptors, and β-integrins, thereby
bridging signaling molecules to the cytoskeleton. The α-actinin family
includes four members. α-Actinin-1 and α-actinin-4 are involved in the
organization of the actin cytoskeleton in non-muscle tissues. α-Actinin-2
and α-actinin-3 are specific isoforms of the striated muscle. α-Actinin-2 is
the single cardiac isoform.
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A Disintegrin and Metalloprotease (ADAM): molecule of the plasma-
lemma with cell adhesion and protease activities. A disintegrin and met-
alloprotease with thrombospondin motifs (ADAMTS) forms a family of
extracellular proteases. Certain members of the ADAMTS family are im-
plicated in embryonic development and angiogenesis.

Adaptor Protein (AP): is involved in molecular interactions of signaling
pathways. It is particularly required in the regulation of signal trans-
duction initiated by the commitment of plasmalemmal receptors. Certain
adapters are expressed in all cells, whereas others are restricted to specific
celles.
Growth factor receptor binding proteins (Grb) are adapters associated
with receptor tyrosine kinases for growth factors. Adaptor proteins (AP1–
AP4) are implicated in endocytosis, connecting transported molecules
with components of the vesicle coat. Adapters are heterotetramers formed
with two large subunits (a first subunit α, γ, δ, and ε, and a second subunit
β2, β1, β3, and β4 in AP2, AP1, AP3, and AP4, respectively), a medium-
sized subunit (µ1–µ4 in AP1–AP4, respectively) and a small subunit (σ1–
σ4 in AP1–AP4, respectively). AP2 is the main clathrin adapter in the
plasmalemma. AP2 is recruited by phosphatidylinositol(4,5)bisphosphate
or phosphatidylinositol(3,4,5)trisphosphate. AP1, AP3 and AP4 are lo-
cated in endosomes and the trans-Golgi network. AP1 binds to phos-
phatidylinositol(4,5)bisphosphate and ADP-ribosylation factor Arf1.

Adducin: belongs to a family of cytoskeletal proteins. α- and γ-adducins
are ubiquitously expressed, whereas β-adducin is expressed in brain and
hematopoietic tissues. Adducin binds to calcium–calmodulin. It serves as
a substrate for protein kinases-A and -C.

Adenosine Diphosphate (ADP): nucleotide produced by ATP hydrolysis
by ATPase. It regenerates ATP when phosphorylated particularly by ox-
idative phosphorylation.

Adenosine Monophosphate (AMP): one of the four nucleotides (i.e., nu-
cleosides, a purine or pyrimidine base linked to a ribose or deoxyribose
sugar, with at least one phosphate group; Table A.1) of RNA molecules.

AMP-activated Protein Kinase (AMPK): regulator of cellular metabo-
lism and cell structures activated by serine/threonine kinase LKB1 in
response to energy deprivation.

Adenosine Triphosphate (ATP): nucleoside provider of chemical energy
in cells. ATP synthase catalyzes the formation of ATP from ADP and
inorganic phosphate during oxidative phosphorylation. Mitochondria pro-
duce adenosine triphosphate by transferring electrons from organic sub-
strates through a set of respiratory enzyme complexes to molecular oxy-
gen. In energy-generating oxidative phosphorylation, proteic complexes
and cofactors are required in the chain of redox reactions. Protons (H+)
are transported across the mitochondrial inner membrane. The resulting
transmembrane proton gradient is used to generate ATP. ATP is con-
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sumed to generate cellular processes that require energy (molecule syn-
thesis and active transport of molecules across membranes).
ATP is not only the basic fuel molecule of the cell but also a messen-
ger (i.e., between endothelial cells, smooth muscle cells, and perivascular
nerves), particularly a paracrine messenger using gap junctions for adja-
cent cell communication.

Adenylyl Cyclase (or adenylate cyclase): a membrane-bound enzyme that
catalyzes the formation from ATP of cAMP, a second messenger control-
ling numerous intracellular activities.

Adipokines: produced by adipose tissue, have cytokine-like properties. Epi-
cardial adipose tissue manufactures chemokines such as monocyte chemo-
tactic protein-1 and cytokines, such interleukins IL1 and IL6, and tumor
necrosis factor-α.

Adiponectin: protects the heart from ischemia. Adiponectin overexpression
promotes insulin sensitivity and angiogenesis and hinders cardiac hyper-
trophy. Adiponectin inhibits apoptosis and TNFα production. Adiponec-
tin stimulates COx2-dependent synthesis of prostaglandin-E2 in CMCs
[785]. It also has antiapoptotic effects via AMP-activated protein kinase.

Adrenaline (or epinephrine; Ad): catecholamine secreted by chromaffin cells
in the adrenal medulla which serves as hormone and neurotransmitter.
Adrenaline acts in short-term stress reactions (vasoconstriction and pos-
itive chronotropy particularly). Each chromaffin cell contains 1 to 3 104

vesicles, each vesicle 3 to 5 106 adrenaline molecules.
Affinity : tendency of a molecule to bind to its biological target.
Agonist : substance that interacts with a receptor and initiates the receptor-

mediated response.
Amino Acid : building blocks of peptides (less than about 50 amino acids)

and proteins. They contain both amino (NH2) and carboxyl (COOH)
groups attached to the same carbon. Standard amino acids (alanine, argi-

Table A.1. Nomenclature of bases, nucleosides, and nucleotides. Deoxyribonu-
cleotides, DNA components, are obtained from the corresponding ribonucleotides
by reduction catalyzed by ribonucleotide reductase.

Bases Ribonucleosides Ribonucleotides
Adenine Adenosine Adenylate (AMP)
Guanine Guanosine Guanylate (GMP)
Uracil Uridine Uridylate (UMP)
Cytosine Cytidine Cytidylate (CMP)

Bases Deoxyribonucleosides Deoxyribonucleotides
Adenine Deoxyadenosine Deoxyadenylate (dAMP)
Guanine Deoxyguanosine Deoxyguanylate (dGMP)
Thymine Deoxythymidine Deoxythymidylate (dTMP)
Cytosine Deoxycytidine Deoxycytidylate (dCMP)
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nine, asparagine, aspartic acid, cysteine, glutamic acid, glutamine, glycine,
histidine, proline, serine, tyrosine, etc.) are encoded by the genetic code.
Non-standard amino acids (taurine, dopamine, etc.) are not incorporated
into proteins. Non-standard amino acids (ornithine and citrulline) often
act in metabolism of standard amino acids. In humans, essential amino
acids (isoleucine, leucine, lysine, methionine, phenylalanine, threonine,
tryptophan, and valine) are supplied by food.

Amphiphysin: implicated in T-tubule formation in muscle and clathrin-
coated vesicle formation. Amphiphysins recruit GTPase dynamin, which
is responsible for vesicle scission, and synaptojanin, which participates in
vesicle uncoating.

Anabolism: edification of new large compounds from simpler substances
(constructive metabolism).

Angiotensin-2 (ATn2): molecule that regulates the expression in vascular
endothelium of soluble epoxide hydrolase. The latter degrades antihyper-
tensive and antiatherosclerotic mediators epoxyeicosatrienoic acids. Once
bound to its receptor AT2R1, ATn2 activates sEH promoter via cJun,
which stimulates transcription factor AP1 [786].

Ankyrin: attaches the spectrin cytoskeleton to the erythrocyte membrane.
Antagonist : agent that, at the receptor level, opposes the receptor-associ-

ated responses induced by agonists.
Apoptosis: programmed cell death triggered by multiple agents (receptor

stimulation, mutations in mitochondrial DNA, production of reactive oxy-
gen species, mitochondrial release of cytochrome-C, etc.). Apoptosis is
generated by two main proteolytic pathways, the intrinsic and extrinsic
pathways, both involving initiator caspases and executioner caspases.

Apoptosome: molecular complex formed by cytochrome-C, Apaf1, and cas-
pase-9. Apaf1 binds both cytochrome-C and caspase-9 and contains an
ATPase region. In the absence of apoptotic signal, Apaf1 is an au-
toinhibited monomer. Autoinhibition loss is triggered by recruitment of
cytochrome-C released from mitochondria (other Apaf1 regions remain in
autoinhibited conformation). ATPase activity of Apaf1 leads to oligomer-
ization needed for apoptosome formation. Pro-caspase-9 are then re-
cruited, the apoptosome providing a platform for caspase-9 dimerization
(activation).

Arachidonic Acid : molecule derived from phospholipids of cellular mem-
branes involved in vascular inflammation. It can be converted to eicosa-
noids by cyclooxygenase, lipoxygenase, and CYP450 epoxygenase. En-
dothelial cells express both CYP2C and CYP2J.

Arf Protein: ADP-ribosylating factor of the GTPase family that regulates
both CoP1 coat and clathrin coat assembly at Golgi membranes.

ARP Complex : complex of proteins involved in actin filament growth from
the minus end.

β-Arrestin: specialized proteins which interact with a single type of mole-
cules. β-Arrestins stop GPCR signaling by binding to GPCRs, which are
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thereby not able to interact with G proteins. Moreover, β-arrestins, which
bind to both clathrins and receptors, bring GPCRs to clathrin-coated vesi-
cles for endocytosis.

Autocrine Signaling : secreted signal molecules act on the producing cell
after secretion (αυτo: in itself, or on other adjacent cells of the same
type).

Autophagy : degradation of defective and damaged cell components, pro-
teins, and organelles, which can injure the cell. This process can also oc-
cur in response to stresses (high temperature or microbial invasion) and
starvation. Proteins and organelles are transported in autophagosomes
through the cytoplasm to lysosomes, then catabolized in lysosomes to
provide cells with amino acids and energy during starvation and stress. In
opposition to apoptosis which leads to cell death, autophagy contributes
to cell survival. However, co-occurrence of autophagy and apoptosis gen-
erates more or less delayed cell death. In certain infections, autophagy is
required for the onset of apoptosis.

Bag Proteins: proteins (Bag1–Bag6) which bind and modulate the activity
of heat-shock proteins 70 (Hsp70 chaperones). Several Bag proteins control
cell apoptosis. Bag proteins are also involved in the transcriptional activity
of steroid hormone receptors. Bag1 forms a complex with both B-Raf and
PKB.

B-Raf : serine/threonine protein kinase of the Raf family. It can be activated
by GTPase Ras and Rap1. cAMP activates mitogen activated protein
kinase via B-Raf.

Bcr Protein: contains a serine/threonine protein kinase, a guanine nucleo-
tide-exchange factor, a GTPase-activating protein, and a ligand for a PDZ
domain. Therefore, Bcr is a negative regulator of the small GTPase Rac.
It blocks p21-activating kinase. It also negatively regulates the Ras–Raf–
MAPK–ERK signaling pathway as well as β-catenin, and thus the expres-
sion of proliferation-promoting genes [787].

Bone Morphogenetic Protein (BMP): member of the TGFβ family. It
binds complexes of BMP receptors BMPR1 and BMPR2. Once bound by
BMP, BMPR2 phosphorylates BMPR1. The BMPR complex phosphory-
lates a set of Smad proteins (Smad1, Smad5, and Smad8). The Smad set
then forms a complex with Smad4, which translocates to the nucleus to
regulate the transcription of specific target genes.

Bradykinin: molecule formed by action of proteases on kininogens. It stim-
ulates nitric oxide formation by the vascular endothelium (vasodilation),
as well as prostacyclin formation. Bradykinin also increases vascular per-
meability. It is a component of the kallikrein–kinin system.

C-Reactive Protein (CRP): acute-phase protein that binds to ligands ex-
posed in damaged tissue and activates complement. In particular, C-
reactive protein binds to phosphocholine in the presence of calcium. It
is produced by hepatocytes stimulated mainly by interleukins IL1β and
IL6, and by tumor necrosis factor-α.
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Cadherin: calcium-dependent adhesion protein implicated in tight cell–cell
contacts.

Calcineurin : Ca++-dependent serine/threonine protein phosphatase (PP2B
or PP3). It binds to a Ca++-sensititive transcriptional factor, the nuclear
factor of activated T cells (NFAT). Calcineurin dephosphorylates NFAT,
which translocates to the nucleus. A sustained rise in calcium level is
necessary for NFAT-dependent transcription. A decay in nuclear calcium
level, indeed, deactivates calcineurin and allows NFAT kinases to rephos-
phorylate NFAT, which then leaves the nucleus. Calmodulin transports
calcium ions to the nucleus.

Calcitonin Family of Peptides: a molecule set that includes calcitonin,
amylin, two calcitonin gene-related peptides (αCGRP and βCGRP), and
adrenomedullin.

Calmodulin (Cam): calcium-binding protein that binds to other proteins
according to the intracellular calcium concentration. The binding af-
fects the activity of many targets, such as enzymes and transport pro-
teins. Calcium–calmodulin-dependent protein kinase, once stimulated by
calcium-activated calmodulin, mediates the effects of calcium by phos-
phorylation of other proteins. Calmodulin bound to calcium can inacti-
vate voltage-gated calcium channels. Calmodulin can also facilitate the
ion motion across certain voltage-gated calcium channels. In the heart,
calcium–calmodulin interacts with plasma membrane Ca++ ATPase, L-
type Ca++ channel, and ryanodine channel-2. Calmodulin is the calcium
sensor for both small and intermediate conductance calcium-gated potas-
sium channels. Calmodulin affects the activity of voltage-gated sodium
channels. Calcium–calmodulin regulatory activities are mediated by Cam-
dependent kinases.

Calmodulin-Dependent Kinase (CamK): serine/threonine protein kinase
that has a calcium–calmodulin-dependent activity and by autophosphory-
lation, a calcium–calmodulin-independent function. CamKs are phospho-
rylated by Cam-binding or CamK kinase (CaM2K). Several CamK types
are multisubstrate kinases, such as multimeric CamK2, whereas others
are specific for a given protein, such as the myosin light chain kinase.
Monomeric skeletal and cardiac MLCKs regulate the light chain of cardiac
myosin-2, increasing sarcomere sensitivity to calcium (positive inotropy).
PKC also phosphorylates MLC.

Calponin: actin-binding protein, which composes a protein family, with Neu-
tral calponin-2, basic calponin-1, and acidic calponin-3. The two latter
members can inhibit actomyosin Mg++-ATPase.

Calsequestrin: protein of the region of the sarcoplasmic reticulum near the
sarcolemma.

CAP : adapter encoded by the SORBS1 gene, which has a sorbin peptide
homology (SoHo) domain. CAP regulates diverse cell processes (transport,
transcription activation, and ubiquitination).
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Caspase (Cys-dependent Asp-specific protease): intracellular protease with
a catalytic activity governed by a Cys side chain of the protease and
one or two proteic cleavages after Asp residues of substrates. Caspases are
involved in apoptosis (proteolytic cascade). The activator caspases include
initial caspase-8 and -10 (activated via receptors Fas, which recruit FADD
and RIP1, and TNFα receptors [plasmalemma receptor pathway]) and
caspase-9 (activated by the mitochondrial release of cytochrome-C and
interaction with Apaf1 [mitochondrion pathway]). The effector caspases,
caspase-3, -6 and -7 cleave various cell targets. Caspases particularly cut
components of the nuclear pore complex, then disturb nucleocytoplasmic
exchange of molecules. Caspase inhibitors bind to caspases.

Catabolism: reaction chains involved in degradation of complex substances
in simpler molecules, with possible release of catabolites and energy (de-
structive metabolism). The process can lead to excretion.

Catecholamines: adrenaline and noradrenaline, act on adrenergic recep-
tors. α1-Adrenergic receptors mediate catecholamine effects, particularly
on smooth muscle cell growth and contraction, myocardial function, and
synthesis of the atrial natriuretic factor.

Catenin: cytoplasmic protein involved in cell–cell adhesion, linking cad-
herins to the actin cytoskeleton. α-Catenins link cadherins to the actin
cytoskeleton. β-Catenin is an adherens junction protein. Zonula adherens,
or adherens junctions, serve for signal transmission between neighboring
cells and anchor the actin cytoskeleton.

Caveola: invagination of the plasmalemma that buds off internally to form
vesicles.

Caveolin: transmembrane protein. The family includes caveolin-1, caveolin-
2, and muscle-specific caveolin-3. Caveolins are constituents of caveolae.
They can associate with inactive signaling molecules, such as Src family
kinases and Ras family GTPases, acting as a scaffold for signaling complex
assembly. Caveolin-1 also binds integrins.

Cbl Protein: ubiquitin ligase and adapter involved in the regulation of signal
transduction in various cell types in response to different stimuli.

Cdc42 : Rho family GTPase activated by integrins and bradykinin. Cdc42
acts on actin by binding WASP, an activator of Arp2/3 and actin poly-
merization. During cell migration, Cdc42 is involved in cell polarization
and reorientation of the Golgi apparatus toward the leading edge. Cdc42
is also implicated in endocytosis.

(Molecular) Chaperone: a protein that controls the folding of nascent
polypeptides into the suitable 3D structure so that the targeted polypep-
tides become functional (it avoids misfolding, hence inactive polypep-
tides). It also maintains polypeptides in an inactive state until they have
been transported to their destinations to be assembled into functional
compounds. Molecular chaperones also participate in the assembly into
higher-order structures and disassembly of polypeptides, without being a
component of the final molecules. In addition, molecular chaperones are
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implicated in the repair of denatured proteins or their degradation af-
ter stress (denatured and misfolded proteins that cannot be refolded by
the molecular chaperones undergo proteolysis). They also prevent protein
aggregation, which is observed in many diseases, such as hypertrophic
cardiomyopathy. Molecular chaperones were originally identified as “heat-
shock proteins” (Hsp), because they have been observed in cells subjected
to thermal stresses. Members of the Hsp family are identified by their
molecular mass (Hsp70, Hsp90, etc.). Hsps have cytoprotective functions
when the cell undergoes different types of stresses, either environmental
or metabolic (not only heat, but also hypoxemia, toxic elements, oxida-
tive stress, etc.). They are then better defined as stress proteins. Many
molecular chaperones are expressed in all cell types, whereas other are
restricted to certain cell types.

Chemoattractant (cytotaxin, chemotaxin): induces a chemotactic response.
Chemokine: chemoattractant cytokine for leukocytes via interactions with

G-protein-coupled receptors. Chemokines intervene in the functioning of
the immune system, as well as on endothelial cells involved in angiogenesis.
Chemokines are big peptides (or small proteins) made of 60 to 100 amino
acids with 20 to 90% homology in sequences. Chemokines are divided
into four families: CXC, CC, C, and CX3C. CXC and CC chemokines
belong to the two major subsets. CXC chemokines attract neutrophils, T
lymphocytes, B lymphocytes and natural killer cells. CC chemokines at-
tract monocytes, macrophages, basophils, T lymphocytes and eosinophils.
Chemokine-receptor nomenclature follows that of chemokines: CXCR,
CCR, XCR, and CX3CR. Chemokines also act as communication mol-
ecules between neurons and glia, neurons and endothelial cells, and in
neuron–neuron interactions, leading to calcium influx. Chemokines might
also function as neurotransmitters and/or neuromodulators in the central
nervous system.

Cholesterol (Cs): component of cell membranes and precursor in the syn-
thesis of steroid hormones, vitamin-D, and bile acids. Cs metabolism is
tightly regulated to prevent abnormal deposition. A balance between cell
influx and efflux is necessary for Cs homeostasis. Cs flux is mediated
by receptors and involves lipoproteins. Endocellular Cs inhibits both Cs
synthesis and membrane receptors. Atherosclerosis risk markers include
ApoA-I and ApoB with respective concentrations - measured once the Cs
upper limit has been reached - less than 2.65 g/l and 1.2 g/l. Efflux from
plasma membrane involves several possible mechanisms: (1) simple des-
orption and diffusion to phospholipid-containing lipoproteins; (2) removal
by apolipoproteins to form HDL, involving cAMP; and (3) scavenger re-
ceptor SR-BI mediated exchange associated with calveolae (Part I), in
particular in macrophages and the liver [788]. Cholesterol acceptors used
for uni- or bidirectional flux include: (1) cyclodextrins, bidirectional shut-
tles between the cell membrane and extracellular Cs acceptors (blood
lipoproteins); (2) phospholipid vesicles, for unidirectional Cs motion from
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the cell; (3) Apos, which participates in cellular Cs and phospholipid ef-
flux; and (4) HDL responsible for efflux efficiency, and blood proteins,
such as LCAT, phospholipid transfer protein PLTP, and CETP. Multi-
ple membrane proteins are involved in cholesterol transport, MLN64 in
the endosome; NPC1, NPC2, STAR, at the mitochondrion; SCP2 in the
cytosol; and peroxisomes and oxysterol binding protein at the Golgi ap-
paratus [789].

Chromatin: complex of DNA, histones, and other proteins of the cell nucleus
of a eukaryotic cell, chromosome material. Heterochromatin corresponds
to regions of condensed chromatin. Both histones and DNA undergo mod-
ifications, especially during transcription. Direct modifications are due
to either a change in electrostatic charges or internucleosome contacts,
allowing opening or closing of DNA. Indirect modifications are related
to alterations in the nucleosome surface that promote the association of
chromatin-binding proteins.

Chromosome: single, long DNA macromolecule, that contains many genes,
regulatory elements, and other nucleotide sequences. The chromosome rep-
resents the largest unit of genome organization. Chromosomes are packed
by proteins, particularly histones, into chromatin. Each chromosome has a
centromere and arms projecting from the centromere. There is a network
of communications within and between chromosomes. The chromosome
territory is a unit of nuclear organization separated by an interchromatin
compartment between adjacent chromosomes. Within the nucleus, each
chromosome has its dynamic location (inner or outer nucleus, with possi-
ble relocation); and within the chromosome, each gene has its site (interior
or exterior of the chromosome territory, with possible relocation outside
of chromosome territory).

Clathrin: assembles on the cytosolic side of the plasmalemma to form a
clathrin-coated pit, which buds off to form a clathrin-coated vesicle con-
taining extracellular fluid and solutes dissolved in this solvent. Clathrin
is the predominant protein present in the coat of clathrin-coated vesicles.
A clathrin coat is a three-dimensional array of triskelia. Each triskelion is
made of three clathrin heavy chains and three clathrin light chains.

Clathrin Adaptors: bind directly to both the clathrin lattice and plas-
malemmal lipids and proteins, thus connecting the clathrin scaffold to
a membrane component. Interactions with clathrin are involved in vesicle
formation. Clathrin adaptors are required in assembling of clathrin triske-
lia. Identified clathrin adaptors are the protein-binding and phospholipid-
binding adaptor protein complexes AP1 and AP2, as well as AP180.

Claudin: binds to claudins on adjacent cells to form the primary seal of
the tight junction. Distinct species of claudins can interact within and
between tight junction strands, except in some combinations.

Clone: population of genetically identical cells produced from a common
ancestor.
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Coactivator : protein that regulates gene transcription, generally in a tissue-
specific fashion.

Coenzyme: substance participating in enzymatic reactions as acceptor or
donor of chemical groups or electrons, such as NAD+ and coenzyme-A.
The latter is used in the enzymatic transfer of acyl groups.

Cofilin : depolymerizes actin when phosphorylated by LIM-kinase.
Collagen: a major component of the extracellular matrix. Collagen fibrils

are formed by self-assembly of secreted fibrillar collagen subunits.
Colony-Stimulating Factor (CSF): signaling molecule that controls the

differentiation of blood cells in the bone marrow.
Complement System: set of serum proteins, once activated by antibody–

antigen complexes or microorganisms, implicated in biochemical cascades
of the innate and adaptive immunity, leading to phagocytosis, cytolysis,
chemotaxis, opsonization (opsonin coating of a particle), and inflamma-
tion. The proteins of the complement system are either involved in the
complement pathways or have regulatory functions. The pivotal compo-
nent C3 is activated in the three complement pathways (classical, lectin
and alternative). The complement system generates anaphylatoxins, such
as C3a, for chemotaxis and cell activation. The C3-convertase initiates the
membrane attack pathway, which results in the membrane attack complex
(MAC), consisting of C5b, C6, C7, C8, and polymeric C9. The classical
pathway is triggered by activation of the C1-complex (C1q, C1r, C1s) by
C1q binding to its target. The C1-complex splits C2 and C4 into C2b
and C4b, whichs bind together to form C3-convertase. In the alternative
pathway, C3 is split into C3a and C3b. C3b binds to factor-B, and C3b-fB
is cleaved by factor-D into Ba and the alternative pathway C3-convertase.
The lectin pathway is similar to the classical pathway, but the opsonin
mannan-binding lectin (MBL) replaces C1q (MBL complex is formed by
MBL and MBL associated serine protease MASP-1 and -2).

Connexon: plasmalemmal water-filled pore formed by a ring of six proteic
subunits. Connexons from two adjoining cells join to build a continuous
between-cell channel, the gap junction.

Cooperativity : process by which binding of a ligand to receptor or enzyme
influences binding at a second site.

Coronin: protein involved in cell cycle progression, signal transduction,
apoptosis, and gene regulation.

Cortactin: actin-binding protein implicated in endocytosis. Cortactin orga-
nizes the structure of the cytoskeleton and cell adhesions. It binds directly
to GTPase dynamin-2, which mediates the formation of vesicles from the
plasmalemma and Golgi stack.

Cotransmission: synthesis, storage, and release of at least two transmitters
by a single nerve.

Cell Cortex : cytoplasm actin-rich layer on the inner face of the plas-
malemma, responsible for motions of the cell surface.
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Chicken Tumor Virus Regulator of Kinase (Crk): adapter promoting
the assembly of signaling complexes. It recruits other adapters and tyro-
sine kinases. It activates Ras GTPases. Adapters Crks regulate transcrip-
tion and cytoskeletal organization during cell growth, proliferation, adhe-
sion, differentiation, apoptosis, and motility, by linking tyrosine kinases
to small GTPases. Crk1 and Crk2 are Crk splicing isoforms. Oncoprotein
Crks are involved in the localization and activation of several different ef-
fectors (guanine nucleotide-releasing proteins C3G, protein kinases of the
Abl and GCK families, and small GTPases such as Rap1 and Rac).

Cyclic Adenosine MonoPhosphate (cAMP): nucleotide generated from
ATP by adenylyl cyclase stimulated by ligand-bound plasmalemmal re-
ceptors. cAMP mediates intracellular signaling. It mainly acts via protein
kinase-A, which phosphorylates many intracellular enzymes. PKA can be
complexed with A-kinase anchoring proteins. It also activates certain ion
channels and guanine nucleotide-exchange factors. It is catalyzed by phos-
phodiesterases, such as PDE4D3. The cAMP level depends on the balance
between adenylyl cyclases and phosphodiesterases.

Cyclic Guanosine MonoPhosphate (cGMP): intracellular signaling mo-
lecule formed from GTP by guanylyl cyclase (or guanylate cyclase) in
response to receptor stimulation.

Cyclooxygenase (COx): forms a family of three isoforms of cyclooxygenases
(COx1, COx2, and COx3), which catalyzes the conversion of arachidonic
acid into prostaglandins.

Cytochrome: electron carrier that transfers an electron from an electron
donor (becoming oxidized) to an acceptor molecule during cellular res-
piration. Cytochromes are either monomeric proteins or components of
enzymatic complexes, with heme groups, generally bound to membrane
(mitochondrial inner membrane and endoplasmic reticulum). In many cy-
tochromes, the metal ion surrounded by the heme group is iron, which
evolves between reduced (Fe++) and oxidized (Fe+++) states.
There are several kinds of cytochromes, such as cytochromes-A, cytochro-
mes-B, cytochrome-C. Cytochrome-B-C1 complex is one of the three
electron-driven proton pumps of the respiratory chain, accepting electrons
from ubiquinone. Cytochrome oxidase complex, another electron-driven
proton pump of the respiratory chain, accepts electrons from cytochrome-
C and generates water using oxygen as an electron acceptor (NADH de-
hydrogenase complex is the third electron-driven proton pump). Electron-
transport chains of the inner mitochondrial membrane generate a proton
gradient across the membrane used for ATP synthesis. Cytochrome-C ox-
idase reduces oxygen to water to power the proton pump, generating only
a small quantity of damaging oxidation products (peroxide, superoxide).
Cytochrome-P450 (P450 refers to the "pigment at 450 nm," due to ab-
sorbance of light at wavelengths near 450 nm when heme iron is re-
duced) is a plasmalemmal oxidase of a multienzyme complex, which
also includes NADPH–cytochrome-P450 reductase and cytochrome-B5.
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Cytochrome-P450 targets (with oxygen and NADPH) cholesterol, vita-
mins, and steroids, among other substances. Certain cytochrome-P450
isoforms are specific, but many catalyze numerous chemical reactions.
Cytochrome-P450 particularly metabolizes arachidonic acid to active
products, thereby, determining a third pathway of arachidonic acid meta-
bolism, in addition to cyclooxygenases and lipoxygenases. Epoxygenases of
the arachidonic acid metabolism in the vasculature belong to cytochrome
P450-2B,-2C, and -2J. ω-Hydroxylases are members of the family of
cytochrome-P450-4A.

Cytokine: extracellular regulator of the innate and adaptive immune sys-
tems. Cytokines are pleiotropic, acting on different types of cells. Cy-
tokines are redundant, different cytokines performing the same function.
Cytokines are multifunctional, regulating different functions. Cytokines
such as interferons acts via the cytokine receptor and the JaK–STAT
pathway.

Cytoskeleton: dynamic structure of the cell that ensures cell stability and
motility. It is responsible for the internal organization of the cell. It allows
the cell to adapt to physical forces applied by its environment, transport
substance in its cytoplasma, give birth to daughter cells, and move.

Dalton: unit of molecular mass, approximately equal to the mass of a hy-
drogen atom (1.66 · 10−24 g).

Death Receptor : member the tumor necrosis factor receptor family. Ligand
binding provokes death receptor aggregation and initiates the signaling
cascade, leading to either inflammation or cell death.

Decorin: small cellular or pericellular matrix proteoglycan. It binds to
collagen-1.

Deoxyribonucleic Acid (DNA): polynucleotide formed from deoxyribonu-
cleotides, and made of four bases: adenine, cytosine, guanosine, and
thymine. DNA stores hereditary information.

DNA Operon: organization of linked genes intervening in the same pathway
for rapid temporal and spatial coordination of their expression (rare in
eukaryotic genomes).

Desmin: myocyte-specific intermediate filament. It connects myofibrils to
each other and to the plasmalemma.

Destrin: actin depolymerizing factor, which binds F-actin in a pH-dependent
manner. It also binds and sequesters G-actin, hindering actin polymeriza-
tion.

Diacylglycerol : signaling lipid produced by the cleavage of phosphoinosi-
tides, which activates protein kinase C.

Diacylglycerol Receptors: include protein kinase-C (PKC) and -D (PKD),
chimerins, Ras guanyl-releasing proteins (RasGRPs), Munc13, and DAG
kinases. PKCs are subdivided into isozymes: a first group, PKCα, PKCβI,
PKCβII and PKCγ (calcium, phospholipid, and DAG-activated); a sec-
ond one, PKCδ, PKCε, PKCη, PKCθ (calcium-insensitive, phospholipid-
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dependent, and DAG-responsive), and a third one PKCζ and PKCλ

(calcium-insensitive and DAG-unresponsive).
Dicer : ribonuclease that cleaves double-stranded RNAs (dsRNA) and RNA

hairpins into small inhibiting RNAs, either exogenous small interfer-
ing RNAs (siRNAs) associated with gene silencing triggered by foreign
dsRNA, or endogenous microRNAs (miRNAs).

Dimerization : chemical association of two molecules. Heterodimerization is
related to a substance interacting selectively with a non-identical protein
to form a heterodimer.

Docking protein: moorage protein responsible for attaching other sub-
stances to molecular complexes (protein–protein docking) for protein–
protein interactions, or membrane constituents involved in transport or
motion.

Dopamine: neurotransmitter and neurohormone released by the hypothala-
mus (inhibit prolactin release from the anterior pituitary). As a member
of the catecholamine family, dopamine is a precursor to adrenaline and no-
radrenaline. Dopamine is synthesized mainly by nervous cells and adrenal
medulla. Dopamine is involved in behavior, sociability, salience, motiva-
tion, cognition, sleep, and motor activity.

Dynamin: cytosolic GTPase implicated in budding of clathrin-coated vesi-
cles.

Dynein: large multimeric nanomotor protein that undergoes ATP-dependent
motions along microtubules. Dynein is approximately four times bigger
than myosin-2 and about 10 times larger than kinesin. Its motor domain
belongs to the heavy chain, which comprises a ring of six ATPases asso-
ciated with diverse cellular activities (Aaa) and two protruding domains,
the tail and the stalk.

Dystrobrevin: forms the dystrophin-associated protein complex at the sar-
colemma with dystrophin, dystroglycan, sarcoglycan, and syntrophin.
Dystrobrevin-α binds syntrophin, which recruits signaling proteins. Dys-
trobrevin-β could interact with syntrophin and the short form of dys-
trophin.

Dystroglycan: laminin-binding component of the dystrophin–glycoprotein
complex that bridges the subsarcolemmal cytoskeleton and extracellular
matrix. Dystroglycan also acts as a receptor for agrin and laminin-2.

Dystrophin: cytoskeletal protein at the inner surface of myocytes. Dys-
trophin belongs to the dystrophin–glycoprotein complex, which links the
F-actin cytoskeleton and extracellular matrix.

Eicosanoid : member of the family that includes the prostaglandins, throm-
boxanes, and leukotrienes. Eicosanoids are divided into two subgroups, the
prostanoids, including prostaglandins and thromboxanes, which are syn-
thesized by cyclooxygenase, and the leukotrienes by the lipooxygenase.
Numerous stimuli activate phospholipase-A2, which hydrolyzes arachi-
donic acid, from which derive the eicosanoids.

Elastin: protein that forms extracellular extensible fibers.
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Emilin : extracellular matrix glycoprotein acting in elastin deposition.
Endothelin (ET): a vasoconstrictor synthesized by the endothelial cell. ET

binds to specific G-protein-coupled receptors on the vascular smooth mus-
cle cell.

Enhanceosome: stable multimolecular protein–DNA complex including a
set of partner transcription factors. Each transcription factor of the en-
hanceosome binds to target sites in the genome during a more or less short
duration (transient or stable binding).

Enlargeosome: small cytoplasmic vesicle coated by annexin-2, which upon
stimulation undergoes calcium-dependent fast transport.

Enzyme: a molecule, usually a protein, that commonly catalyzes a single
reaction (reaction selectivity), operating on a single substance (substrate
selectivity). Selective enzymes facilitate specific reaction paths. Enzymes
are specialized proteins that drive specific chemical reactions. They con-
vert specific substrates to the corresponding products. Enzymes catalyze
chemical reactions by lowering the energy barriers between substrate and
product, acting on transient structures formed in rate-limiting steps of
chemical reactions, and thus increasing the rate of reaction.
Enzymes are able to change their conformation to properly function (the
enzyme can be more active [positive allosterism] or less active [negative
allosterism]). Each enzyme has a specific three-dimensional shape with an
active site where the biochemical transformation takes place. The active
site has two subsites, the binding site (enzyme reversibly binds to its sub-
strate and forms an enzyme–substrate complex) and the catalytic site. In
living cells, metalloproteins bind their metal enzymatic cofactors, such as
zinc, copper, iron, and manganese. Most metalloproteins appear to be flex-
ible. Decay in local concentration of specific metal or increase in level of
another metal that can bind to the metalloprotein leads to metabolic dis-
orders. Metal specificity is achieved via metallochaperone proteins [790].
Toxic Cu, a cofactor for mitochondrial, cytosolic, and vesicular (e.g., AT-
Pase cation transporter of secretory vesicles) enzymes, is available without
damage by Cu-handling protein Hah1.
The cell regulates the concentration of active enzyme by: (1) synthe-
sis and degradation according to the cell need, or (2) phosphoryla-
tion/dephosphorylation at a specific amino acid residue, switching the
enzyme activity on or off. Some enzymes are synthesized in an inactive
form, the zymogen, which must be processed by a protease to become
active. Isozymes are multiple types of an enzyme for the same catalytic
reaction with different properties (affinity or conversion rate). Enzymes
operate at an optimal temperature as well as at a tissue-dependent pH
optimum. Enzyme inhibitors interfere, either reversibly or irreversibly,
with the enzymatic reaction. In competitive inhibition, the inhibitor com-
petes with the substrate for the active site and forms an enzyme–inhibitor
complex (occupied active site). Non-competitive inhibition deals with re-
versible interactions between inhibitor and enzyme that do not occurs at
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the active site. Feedback inhibition from an effector (a downstream prod-
uct of a reaction chain) can downregulate the enzyme involved in a rate
limiting step (slowest part of the pathway) of the biochemical cascade.
There are many classes of enzymes. Oxidoreductases catalyze oxidation
or reduction reactions (aldehyde dehydrogenase converts acetaldehyde to
acetyl CoA). Oxidoreductases often require cofactors, such as NAD+,
which accept hydrogens released during oxidation. Oxidases use oxygen as
an acceptor molecule. Transferases move a functional group from a donor
to an acceptor. Hydrolases (lipases, phosphatases, acetylcholinesterase,
and proteases) break bonds and add water across the broken bond. Lig-
ases and lyases catalyze the formation and cleavage of C-C, C-O and C-N
bonds. Isomerases is involved in intramolecular rearrangements.
Enzymes are released during cell destruction. After myocardial infarc-
tions, creatine phosphokinase, lactate dehydrogenase, α-hydroxybutyrate
dehydrogenase and serum glutamic oxaloacetic transaminase are elevated.

Erythropoietin-Producing Hepatoma Receptors (Eph): form a family
of receptor tyrosine kinases that associate with their plasmalemmal lig-
ands, the ephrins. They mediate cell-to-cell signaling and regulate cell
adhesion and migration, especially in vasculogenesis.

Eph Receptor Interactor (ephrin): transmembrane signaling protein with
bidirectional role. Ephrins send forward signals via the activation of its
receptor on another cell. Reverse signals use several pathways such as
tyrosine phosphorylation of its cytoplasmic domain by Eph receptors,
FGF receptors, or Src kinases, and recruitment of adapter growth factor-
receptor-bound protein Grb4/Nck2, which increases focal adhesion kinase
activity, GTP exchange factor PDZ-RGS3, and scaffold Disheveled.

Epoxyeicosatrienoic Acids (EET): are generated by CyP450 epoxygenase
from arachidonic acid. Four types of epoxyeicosatrienoic acids exist:
(5,6)EET, (8,9)EET, (11,12)EET, (14,15)EET. They are hydrolyzed by
epoxide hydrolases (soluble epoxide hydrolase, mainly in the cytosol and
peroxisomes, and microsomal epoxide hydrolase, which binds to the in-
tracellular membranes) to dihydroxyeicosatrienoic acids. They exert au-
tocrine effects on vascular endothelial cells, as well as paracrine activ-
ities on neighboring cells, such as vascular smooth muscle cells. They
act on proliferation of endothelial cells, and thus on angiogenesis. These
endothelium-derived hyperpolarizing factors increase the intracellular cal-
cium concentration, subsequently activating Ca++-activated K+ channels
of the smooth muscle cells, inducing cell hyperpolarization and vasodila-
tion. They inhibit cytokine-induced inflammation by hindering leukocyte
adhesion to the vessel wall.

Extracellular Signal-Regulated Kinase (ERK): member of the mitogen-
activated protein kinase family of serine/threonine kinases. Effector of
the Ras signaling pathway. ERK regulates cell adhesion and cytoskeletal
dynamics. It is also involved in cell proliferation and differentiation.
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Ezrin Radixin Moesin (ERM): linkers of the plasmalemma to the actin
cytoskeleton. This scaffold proteic complex of adapters is involved in the
localization and coordinated activity of apical transporters. Cytokine-
induced adhesion molecules lead to the formation of the ezrin–radixin–
moesin complex.

Fascin: actin-bundling protein.
Fibroblast Growth Factor (FGF): growth factor involved in embryogene-

sis, cell growth, tissue repair, and angiogenesis.
Fibronectin: extracellular matrix protein involved in cell–matrix adhesion

(plasmalemmal integrins are receptors for fibronectin) and guidance of
migrating cells. This glycoprotein is present in a soluble dimeric form in
plasma.

Filamin: actin-binding protein that anchors membrane proteins for the actin
cytoskeleton.

Filopodium: thin protrusion with an actin filament core generated on the
leading edge of a migrating cell.

Flavin Adenine Dinucleotide (FAD): and reduced flavin adenine dinu-
cleotide (FADH2) are involved in the tricarboxylic acid cycle.

Focal Adhesion Kinase (FAK): cytoplasmic tyrosine kinase at focal adhe-
sions, which are associated with integrins.

Feline Yes Related Protein (Fyn): member of the Src family of protein
tyrosine kinases. Activated Fyn binds to and phosphorylates Shc, thereby
recruiting Grb2 and Sos for ERK activation.

Gap Junction: channels permeable to large hydrophilic solutes used for
between-cell communication. They are formed by end attachment of two
connexin hexamers (hemichannels or connexons) from each neighboring
cells.

Gelsolin: protein that affects actin structures in response to external stimuli,
in a calcium- and phosphoinositide-regulated manner.

Gene: specific sequences of bases (DNA segment linked to the chromosomes)
yielding the basic unit of heredity, which contains the information neces-
sary to produce RNA copy (transcription). It is made of a promoter, which
controls the gene activity, and a coding sequence (exon), as well as non-
coding regions (intron) that regulate gene expression. Introns and exons
are determined during splicing. The gene must be transcribed from DNA
to messenger RNA, then be translated from mRNA to protein (gene ex-
pression). A single gene can lead to the synthesis of various proteins by
alternative splicing (pre-mRNAs are arranged in alternative ways.). An
active gene forms a cluster with other active genes. A cis-regulatory el-
ement (cis-element; cis: on this side) is a region of DNA or RNA that
regulates the expression of genes located on that same strand. A trans-
regulatory element (trans-element; trans: across) regulates the expression
of genes distant from the gene which produces it.
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Growth Arrest-Specific Protein (Gas): component of the microfilament
network. Gas2 colocalizes with actin fibers at the cell cortex and along
the stress fibers.

Glycan: glycosylation provides a post-translational modification of proteins.
Protein glycans have multiple roles. The glycan function varies accord-
ing to its ligand and attachment site. Achievement of functions of certain
proteins requires glycans. Glycans also allows recognition by lectins (com-
plementary binding proteins), involved in homeostasis and body defense.
Glycans promote protein folding into suitable tertiary and quaternary
structures. Certain forms of glycans, such as glycolipids and proteogly-
cans, have structural roles.

Glycoprotein: composed of a protein and a carbohydrate (or glycan, such
as glucose, glucosamine, galactose, galactosamine, mannose, fucose, or
sialic acid). Carbohydrates are monosaccharides, disaccharides, linear or
branched oligosaccharides, polysaccharides, or sulfo- or phospho-derivati-
ves. A single, few, or many carbohydrate units can be covalently linked
to the protein. Proteoglycans are a subclass of glycoproteins in which car-
bohydrates are polysaccharides (glycosaminoglycans) that contain amino-
sugars.

Glycosaminoglycan (GAG): highly charged polysaccharide mainly linked
to a protein core of proteoglycans in the extracellular matrix.

Glycosylation: addition of saccharides to protein
Glycosylphosphatidylinositol Anchor (GPI): lipid linkage of membrane-

bound proteins.
Glypican: plasmalemmal heparan sulfate proteoglycan.
Graf : GTPase-activating protein associated with focal adhesion kinase. Graf

is located in focal adhesions and actin stress fibers. Graf targets Rho
GTPases.

Growth Factor (GF): extracellular signaling protein that stimulates cell
proliferation and other activities.

Growth Factor Receptor Binding Protein (Grb2): adapter that binds
to receptors and other adapters, such as Shc, Sos, Gab1, and Gab2. Grb2
activates Ras GTPases.

Guanosine DiPhosphate (GDP): nucleotide that produces guanosine tri-
phosphate by phosphorylation.

Guanosine TriPhosphate (GTP): nucleotide that releases free energy by
GTPase hydrolysis of GDP. GTP is involved in microtubule assembly,
protein synthesis, cell signaling.

G Protein: protein family of the intracellular portion of the plasma mem-
brane that binds to activated receptor complexes. After conformational
changes, binding, and hydrolysis of GTP, G proteins act in channel gating
and/or in receptor pathways. Among G proteins, there are either stimu-
latory G (Gs) or inhibitory G (Gi) proteins. G-protein-coupled receptors
mediate the cellular responses of signaling molecules (hormones, neuro-
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transmitters, and local mediators). These receptors send messages of the
extracellular ligands via their functional relationship to G proteins.
Gi protein regulates ion channels and inhibit adenylyl cyclase, whereas
Gs protein activates adenylyl cyclase. Gq is another type that activates
phospholipase-C and the phosphoinositide signaling pathway.

G-Protein-Coupled Receptor (GPCR): receptor coupled to an intracellu-
lar trimeric GTP-binding protein. Theses plasmalemmal receptors trans-
mit signals to the cell and are thus involved in many physiological pro-
cesses, after ligand binding and GPCR activation. Signaling is controlled
by the regulator of G-protein signaling (RGS) proteins, which act on
GPCRs to confer signaling specificity, a ligand being able to bind both
RGS and GPCR. Subtle changes in either the structure of the ligand or
receptor can switch the receptor on or off [791]. An amino acid component
has been identified in the receptor binding site that determines whether
a ligand behaves as an agonist or an antagonist.

GTP-Binding Proteins (Small GTPases): cycle between GTP-bound ac-
tive and GDP-bound inactive states. GTP/GDP exchange is modu-
lated by GTPase activating proteins (GAP; inactivation), by guanosine
nucleotide-exchange factors (GEF; activation), such as Ras-GRF and Ras-
GRP, and guanosine nucleotide dissociation inhibitors (GDI). Once acti-
vated for signal transduction, they interact with their downstream targets,
which include the protein kinase Raf and the lipid kinase phosphatidyli-
nositol kinase (PI3K).
Small GTPases include isoforms of Ras, Rap, Rho, Rab, Ral, Arf, and
Ran. There are three Ras species: H-, N-, and K-Ras. Ras GTPases are
activated by several guanine nucleotide exchange factors. Ras GTPases
then interact with several downstream targets, such as Raf kinase and
phosphoinositide 3-kinase. Rap GTPases are homologues of Ras. Rap1
interacts with the set of Ras effectors. Ras-related nuclear proteins Ran
regulate nucleo-cytoplasmic transport across nuclear pore complexes. Ran-
GTP is only generated in the nucleus. The Rho family has six different
classes: Rho (RhoA, RhoB, and RhoC), Rac (Rac1, Rac2, and Rac3, or
Rac1B or RhoG), Cdc42 (Cdc42Hs, Chp, G25K, and TC10), Rnd (Rnd1
or Rho6, Rnd2/Rho7, and Rnd3 or RhoE), RhoD, and TTF. Rho GT-
Pases, RhoA, RhoB, and RhoC, although playing distinct roles, regulate
the actin cytoskeleton, endocytosis, and transcription stimulated by ex-
tracellular signaling. Rnd proteins have antagonistic effects with respect
to Rho and Rac. Effectors of Rho, Rac, and Cdc42 are Ser/Thr kinases,
Rho kinases and p21-activated kinases, or function as scaffold proteins
(WASP). Rho is activated by extracellular ligands such as lysophospha-
tidic acid and bombesin, inducing formation of actin stress fibers. Rac ac-
tivated by growth factors and active Ras leads to formation of lamellipodia
and, afterward, actin stress fiber. Cdc42 stimulates formation of filopodia
(protrusions containing tight actin bundles along the lamellipodium). Rac
and Cdc42 together induce the assembly of focal complexes. Rho kinases
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link to myosin light-chain phosphatase. Phosphorylation of MLC induces a
conformational change in myosin increasing its affinity for actin filaments.
Rac and Cdc42 effectors include PI3K, MAPKs, and p21-activated ki-
nases. Phosphorylation of MLCK by p21-activated kinases inhibits MLCK
and reduces actin stress fiber content. p21-Activated kinases phosphory-
late (activate) LIM kinase. LIMKs phosphorylate and inactivate cofilin,
which depolymerizes actin.
The pathway from Ras through Raf, mitogen-activated protein kinase and
extracellular signal-regulated kinase regulates, together with: (1) many
scaffolding proteins (which stimulate the pathway, such as kinase sup-
pressor of Ras KSR1 and MAPK partner-1, or mediate crosstalk with
other pathways); (2) adapters (which drive effectors to suitable cell lo-
cations, such as connector enhancer of KSR) for signaling distribution;
and (3) inhibitors (e.g., Raf kinase inhibitor protein) is involved in many
fundamental cellular processes. The Ras–ERK cascade recruits Raf from
the cytosol to the plasmalemma to be activated. Downstream kinases and
scaffold proteins translocate to the cell membrane also for activation.
The Rnd family, a subgroup of the Rho family, consists of three proteins:
Rnd1 (Rho6), Rnd2 (Rho7), and Rnd3 (Rho8 or RhoE). Rnd proteins
are always bound to GTP. Rnd proteins are expressed in the brain, Rnd1
in the liver as well, and Rnd2 in the testis. Rnd3 is found ubiquitously.
In fibroblasts and epithelial cells, Rnd1 and Rnd3 proteins colocalize with
cadherins in adherens junctions. Rnd proteins, interacting with RhoGAPs,
inhibit Rho. Rnd1 inhibits the formation of stress fibers. Rnd3 can induce
cell migration.

GTPase-Activating Protein (GAP): binds to a GTP-binding protein and
stimulates its GTPase activity, hence inactivating it.

Guanine Nucleotide Exchange Factor (GEF): links a GTP-binding pro-
tein and allows it to bind GTP rather than GDP.

Harvey Rat Sarcoma Viral Oncogene Homologue (Hras): growth fac-
tor effector.

Heat-Shock Protein (Hsp): prevents irreversible protein aggregation. Once
formed, complexes between substrates and Hsps are very stable at phys-
iological temperatures. Release of proteins bound to Hsps requires ATP-
dependent chaperones. Many Hsp families are inactive or partially active
under physiological conditions [792]. They are specifically activated by
stresses, such as elevated temperatures, helping the cell to survive the
stress. Although members of the Hsp superfamily are diverse in composi-
tion and size, most share the same main features. Hsps assist the folding
of proteins in the cytosol, maintain protein conformation suitable for re-
folding, and can refold denatured proteins. Therefore, they counteract any
effect that can induce protein aggregation or instability.

Hedgehog (Hh): with its three human homologous compounds, SHh, Dhh,
Ihh, are plasmalemmal morphogens. Hh proteins serve as ligands for
Patched receptors (Ptc1 and Ptc2) of targeted cells which cause, via ac-
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tivation of transcription factors Gli1, Gli2, and Gli3, either short range
signaling when tethered to the signaling cell plasmalemma, or long range
signaling when released from the signaling cell. The release is regu-
lated by Dispatched protein. In the absence of Hh, Ptc1 inhibits effector
Smoothened. Protein kinase-A, glycogen synthase kinase-3, and casein
kinase-1 phosphorylate Gli, which becomes a repressor.

Hemojuvelin : molecule that belongs to the repulsive guidance molecule
(RGM) family, which also includes the bone morphogenetic protein core-
ceptors RGMA and RGMB. Hemojuvelin can act as a bone morphogenetic
protein coreceptor. The bone morphogenetic protein (BMP) upregulates
hepatocyte expression of hepcidin. Hemojuvelin mutations associated with
hemochromatosis lead to defective BMP signaling and decreased hepcidin
expression.

Heparan Sulfate Proteoglycans (HSPG): molecules composed of a pro-
tein and at least one heparan sulfate glycosaminoglycan chain. There are
three HSPG subsets: (1) the membrane-spanning proteoglycans (synde-
cans, β-glycan and CD44v3), (2) the glycophosphatidylinositol-linked pro-
teoglycans (glypicans), and (3) the proteoglycans secreted in the extracel-
lular matrix (agrin, collagen-18, and perlecan).
Heparan sulfate proteoglycans act as co-receptors for growth factor re-
ceptors. Heparan sulfates bind to multiple proteins, such as fibroblast
growth factors and their receptors, transforming growth factors, bone mor-
phogenetic proteins, Wnt proteins, chemokines and interleukins, lipases,
apolipoproteins, proteins of the extracellular matrix, and plasma proteins.
HSPGs favor cell adhesion to the extracellular matrix. They transport
chemokines across cells. HSPGs collaborate with integrins to modulate
cell adhesion.
In the circulatory network, HSPGs modulate lipid metabolism function-
ing as lipase anchors. Endothelial lipases hydrolyze triglycerides of circu-
lating chylomicrons and very-low-density lipoproteins. HSPGs cooperate
with LDL receptors. HSPGs of the smooth-muscle cells can transactivate
VEGF signaling in adjoining endothelial cells, enhancing the formation of
ligand–VEGFR2 complexes on endothelial cells.

High-Density Lipoprotein (HDL): a class of lipoproteins that have pro-
tective effects, removing cholesterol from the arterial wall. HDLs coun-
teract the effects of oxidized LDL. HDLs also inhibit blood cell adhesion
to vascular endothelium. HDLs reduce platelet aggregability and coagu-
lation.

Histamine: released by mast cells in response to inflammation and allergy
(after specific antigen binding to immunoglobulin IgE attached to plas-
malemma receptors on mast cells). It causes arteriolar vasodilation, venous
constriction in certain regions, and increased capillary permeability. His-
tamine induces phosphorylation of VE-cadherin, creating gaps between
the endothelial cells. It also causes the contraction of smooth muscles of
the airway walls.
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Hormone: substance produced by endocrine (ενδo-κρινω: inside secrete)
glands and released into the blood circulation to exert remote effects on
specific tissues.

Hydrolysis: cleavage of a molecular bond in association with water (a hy-
drogen atom H being added to one product and a hydroxyl group OH to
the other).

Hydrophilicity : tendency of a molecule to be solvated by water (antonym:
hydrophobicity).

Hypoxia-Inducible Transcription Factor (HIF): its two isoforms HIF1
and HIF2 adapt cells to hypoxia, increasing the gene expression for glu-
cose metabolism, angiogenesis, hematopoiesis, vascular tone and cell sur-
vival. HIF1 and HIF2 non-redundantly bind to both the transcriptional
coactivators CREB-binding protein and p300. CREB-binding protein and
p300 interact with transcriptional regulatory proteins. They have protein
and histone acetyltransferase activities. HIF also acts by another path-
way involving histone deacetylase inhibitor trichostatin A. An interaction
between coactivators CREB-binding protein and p300 and deacetylases is
required for full HIF response [793].

Immunoglobulin Superfamily : family of proteins that contain immuno-
globulin domains (a characteristic domain of a hundred amino acids) or
immunoglobulin-like domains. Most are involved in cell–cell interactions
or antigen recognition (five classes of immunoglobulin - IgA, IgD, IgE,
IgG, and IgM - are implicated in the immune response).

Inflammasome: cytosolic proteic complex, particularly formed by adapter
ASC and cryopyrin, which activate caspase-1 to process interleukins IL1β

and IL18.
Integrin: heterodimeric plasmalemmal molecules involved in both cell–cell

and cell–matrix interactions. This family of adhesion molecules is com-
posed of multiple classes. β1 Integrins bind to extracellular elements (col-
lagen, laminin, fibronectin, and VCAM1); β2 integrins to ICAMs, clotting
factors, and C3b; (αM), β3 integrins to clotting factors in particular, β4 in-
tegrins to laminin, β5 integrins to vitronectin, β6 integrins to fibronectin,
and β7 integrins to fibronectin and VCAM1. Cytoplasmic domains bind
protein tyrosine kinases (FAK and Syk) and cytoskeletal proteins (talin
and paxillin).

Integrin-Linked Kinase (ILK): serine/threonine kinase located in focal
adhesions. It binds LIM-domain protein PINCH, phosphatidylinositol-
(3,4,5)trisphosphate, paxillin, parvins, and β-integrins. ILK can phospho-
rylate glycogen synthase kinase-3, myosin light chain kinase, and protein
kinase-B.

Interferon: antiviral molecule. There are different classes of such cytokines.
The IFNs-I include IFNα (with subtypes, IFNα1, α2, α4, α5, α6, α7,
α8, α10, α13, α14, α16, α17 and α21), IFNβ, IFNε, IFNκ, and IFNω

in humans. IFN-I genes belong to chromosome-9. IFNs-I bind a common
IFN-I receptor. IFN-I receptor is composed of two subunits, IFNAR1, as-



A.2 Biochemistry Terminology 299

sociated with the Janus activated kinases (JAK), and IFNAR2, associated
with tyrosine kinase-2 (TyK2) and JAK1. Activation of JAKs associated
with IFN-I receptor results in phosphorylation of signal transducer and
activator of transcription STAT1 and STAT2, leading to the formation
of complexes with IFN-regulatory factor-9 (STAT1–STAT2–IRF9): the
IFN-stimulated gene (ISG) factor-3 complexes (ISGF3). These complexes
translocate to the nucleus and bind to IFN-stimulated response elements
(ISREs) in DNA to initiate gene transcription. STAT5 is associated with
TyK2 bound to IFNAR1. CrkL, a member of the Crk family of adapters
associated with the guanine nucleotide-exchange factor (GEF) C3G, is ac-
tivated by the engagement of IFN-I. The activated form of CrkL forms a
signaling complex with STAT5, which also undergoes a phosphorylation.
The CrkL–STAT5 complex translocates to the nucleus and binds to the
IFNγ-activated site (GAS) for gene transcription. The phosphorylation
of CrkL also stimulates C3G. C3G subsequently activates RAP1. RAP1
regulates the activation of p38 cascade.
There is a single type of IFN-II, IFNγ. The gene encoding IFN-II is located
on chromosome-12. IFNγ binds the IFN-II receptor. This receptor is com-
posed of two subunits, IFNGR1 and IFNGR2, which are associated with
JAK1 and JAK2, respectively. Activated JAK1 and JAK2 phosphorylate
STAT1. Both IFN-I and IFN-II induce the formation of STAT1–STAT1
homodimers which translocate to the nucleus and bind to IFNγ-activated
site (GAS), initiating the transcription of ISGs. The IFNγ-activated JAKs
also activate phosphatidylinositol 3-kinase. The activated PI3K activates
protein kinase-Cδ, which in turn regulates an additional phosphorylation
of STAT1, which is required for full transcriptional activation.
IFNλ1, IFNλ2 and IFNλ3 are also known as IL29, IL28A, and IL28B,
respectively. IFNλ bind a different receptor, which is composed of two
chains, IFNLR1 (IL28Rα) and IL10Rβ.

Interleukin (IL): cytokine expressed particularly by leukocytes, involved in
cell communication, immune system function, and hematopoiesis.

Intermediate-Density Lipoprotein (IDL): produced from VLDLs. A part
of its triglyceride content is hydrolyzed by hepatic lipase, producing LDLs.

Intracrin: compounds act on the producing cell without extracellular release
(intra: within).

Intron: noncoding component of genes that interrupt protein-coding se-
quences. Introns are removed from the pre-mRNA transcript by RNA
splicing.

JaK–STAT Signaling Pathway : biochemical reaction cascade that in-
volves plasmalemmal receptors, cytoplasmic Janus kinases (JaK) and ac-
tivators of transcription (STATs) to activate gene expression.

c-Jun N-Terminal Kinase (JNK): belongs to a subset of mitogen acti-
vated protein kinase family. There are three members, JNK1, JNK2,
and JNK3, with isoforms. JNK1 and JNK2 are ubiquitiously expressed,
whereas JNK3 is restricted to the brain, heart, and testis. JNK binds and
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phosphorylates the N-terminal activation domain of transcription factor
cJun. JNK can be activated by cytokines and environmental stresses.

Kaptin: ATP-sensitive actin-binding protein
Kinesin: motor protein that undergoes ATP-dependent motions along mi-

crotubules. It transports organelles within cells and moves chromosomes
during cell division.

Kinetochore: protein complex that connects the chromosome to the micro-
tubules of the spindle; it is used during chromosome segregation.

Lamellipodium: wide protrusion supported by a mesh of actin filaments at
the leading edge of a migrating cell.

Laminin: protein of basal laminae.
Leukotriene: lipid effector arising from oxidative metabolism of arachidonic

acid through the action of the lipoxygenase, leading to the unstable
leukotriene-A4 (LktA4). This intermediate is the substrate for leukotriene-
A4 hydrolase and leukotriene-C4 synthase, producing LktB4 and cys-
teinyl leukotrienes, respectively. The leukotrienes can then be divided
into two different classes: (1) the cysteinyl leukotrienes (CysLkt or pepti-
doleukotrienes), leukotriene-C4 (LktC4), -D4 (LktD4), and -E4 (LktE4);
and (2) leukotriene-B4 (LktB4). LktB4 is a chemotactic substance for
neutrophils. LktC4 is converted into LktD4, and then into LktE4. LktC4
and LktD4 are contracting agents of vascular smooth muscle cells. Cys-
Lkts promote plasmatic exudation in the microcirculation. CysLkts act
via receptors (CysLktR1 and CysLktR2) coupled to G proteins, inducing
calcium influx.

(Cell) Lipids: Triacylglycerols and cholesteryl esters are found in cytosolic
lipid droplets and traveling lipoproteins [789]. The main part of cellular
lipids serve as membrane materials. Glycerophospholipids include phos-
phatidylcholine (a major membrane constituent), phosphatidylethanol-
amine, phosphatidylserine, and phosphatidylinositol. Glycerophospholi-
pids are synthesized in the endoplasmic reticulum and Golgi complex.
Phosphatidylethanolamine is also manufactured in mitochondria. The en-
doplasmic reticulum and Golgi apparatus are nearly exclusively made of
glycerophospholipids. Sphingolipids, such as sphingomyelin, form a solid
gel phase at body temperature, which is fluidized by cholesterol, a third
type of membrane component. Glycosphingolipids are synthesized in the
Golgi complex. Glucosylceramide is produced on the cytosolic surface
and others on the lumenal part of the Golgi apparatus. The ceramide
transfer protein is required for sphingomyelin synthesis. Sphingolipids do
not translocate across the membrane, whereas cholesterol moves between
and across membranes. Cholesterol preferentially interacts with sphin-
golipids, especially sphingomyelin. The trans-Golgi network, its secretory
organelles, and endosomes contain sphingolipids and cholesterol. Late en-
dosomes and lysosomes are composed of lysobisphosphatidic acid. Cells
use lipids not only for its membrane structure and for carriers, but also for
relocation of membrane proteins during signal transduction. Specialized
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lipids include lysophosphatidic acid, lysobiphosphatidic acid, ceramide,
diacylglycerol, and sphingosine-1-phosphate. Phosphoinositides regulate
binding of cytosolic proteins to the membrane.

Lipid Translocators: such as ATP-binding cassette (ABC) transporters,
translocate lipids across the plasma membrane.

Lipophilicity : affinity of a molecule for a lipidic environment.
Lipopolysaccharides (LPS): molecule made of a lipid and a polysaccharide.

They are major components of the outer membrane of Gram-negative
bacteria. They promote the synthesis of pro-IL1β, IL1RA, IL6, TNFα,
COx2, NOS2, and matrix metaloprotease ADAMTS.

Low-Density Lipoprotein (LDL): large molecular complex, composed of a
single protein, many cholesterols, and other lipids, aimed at transporting
cholesterol through the blood to cells. This lipoprotein subfamily is richer
in cholesterol and its esters than IDL. About 75% of LDL is taken up by
the liver with its Apo B acting as the ligand to the receptor; 24% of LDL is
delivered to other tissues. About 1% of LDL with oxidized apolipoprotein
B is removed from the circulation by scavengers after spending abnormally
long time in the circulation.

Matrix Metalloproteases (matrixins, MMP): secreted and plasmalemmal
proteases involved in embryogenesis, tissue remodeling, wound healing,
and angiogenesis.

Membrane Raft: regional component of the plasmalemma. Differences in
lipidic composition of the plasmalemma can explain transport speci-
ficity [789]. Mixtures of sphingomyelin, phosphatidylcholine, and choles-
terol can spontaneously segregate either into a liquid-ordered or -disorde-
red phase. On the internal surface of the Golgi apparatus of polarized cells,
phosphatidylcholine domains serve in the retrograde pathway to the en-
doplasmic reticulum, phosphatidylcholine–cholesterol domains in the ba-
solateral route, and sphingolipid–cholesterol domains in an apical surface
destination in polarized cells or for different types of transport. Different
lipid environments can recruit a specific set of transport proteins. GPI-
anchored proteins are assigned to sphingolipid–cholesterol rafts.

Metabolism: chemical processes involved in the cell life to generate energy
and new molecules.

Microtubule: component of the cytoskeleton.
Microtubule-Associated Protein (MAP): protein that binds to micro-

tubules and modifies their properties.
Mixed Lineage Kinase (MLK): serine/threonine kinase that activates the

JNK and p38 pathways. It binds to Cdc42 and Rac GTPases.
Mitogen-Activated Protein Kinase (MAPK): set of dual-specificity ki-

nases, which relay signals from the plasma membrane to the nucleus.
MAPKs are classified into three main groups: (1) the extracellular signal-
regulated kinases, ERK1 and ERK2; (2) the p38 family, p38α, p38β, p38γ

and p38δ; (3) and the JUN amino-terminal kinases, JNK1, JNK2 and
JNK3. Additional MAPKs, such as ERK3, ERK5, ERK7 and ERK8, are
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not classified into these sets. The activation of the different MAPKs is reg-
ulated by MAPK kinases (MAP2K). They phosphorylate MAPKs on both
threonine and tyrosine sites which are specific for the distinct MAPK fam-
ilies. The activation of MAP2Ks is regulated by other upstream kinases,
MAP2K kinases (MAP3K). Activation of MAP3Ks or MAP2Ks usually
occurs downstream of small GTPases, which are regulated by guanine
nucleotide-exchange factors (GEF), which in turn are substrates for re-
ceptor or non-receptor tyrosine kinases.

Multivesicular Body : transport vesicles of the stage between endosome
and lysosome.

cMyc: oncogene encoding a transcription factor that is able to transform
cells and, with Trail, promotes apoptosis. Epithelial organization prevents
oncogenic transformation as well as apoptosis.

Myosin: motor protein family. Myosin-2, the sarcomeric myosin, have two
heavy chains, each with a globular domain characterized by an ATP bind-
ing site and an actin-interacting region. Light chains (MLC), calmodulin
or calmodulin-like proteins, wrap around the neck region of each heavy
chain (MyHC). Each myosin-2 monomer binds two distinct light chains,
essential and regulatory MLC. Tails of heavy chains associate in a helical
coiled-coil rod. Intertwining heavy chains determine two distinct regions:
(1) a pair of free parts (15 nm long and 9 nm wide) with globular heads (S1)
and rod-like necks (S2); and (2) a coiled-coil domain (∼ 150nm long, 2 nm
in bore). S1 has binding sites for ATP and Ca++, S2 for MLCs. Proteolytic
cleavage generates two fragments ∼ 80nm from the end (C terminus) of
MyHC: (1) the heavy meromyosin (HMM), which contains S1 motor do-
main and S2 neck associated with MLCs; and (2) the light meromyosin
(LMM), two-thirds of the coiled-coil domain, aggregation part of MyHC.
The tail domains can interact to form complexes of many myosins. Myosin
monomers assemble into parallel myosin dimers, which associate to form
a minifilament with an antiparallel arrangement.
Myosin-1 and -6 have only one heavy chain, with a tail ending in a globular
domain. Myosin-5 has two heavy chains like myosin-2, but with a longer
neck region, and a shorter coil region with a globular domain at the end of
each heavy chain tail. The neck domain binds three couples of two distinct
light chains.
The filament sliding during contraction requires a reaction cycle with
successive steps. In the absence of calcium ions, tropomyosin locks the
myosin binding site of actin. When calcium binds to troponin, troponin
and tropomyosin are moved on actin and free the mysosin binding site of
actin. The myosin head then binds to actin forming a cross-bridge. Af-
terward, the myosin binds ATP and unbinds. The myosin binding site of
actin is blocked. The myosin hydrolyzes ATP and undergoes a conforma-
tional change. ADP and inorganic phosphate dissociate from myosin. The
myosin head rotates and can then slide along the actin filament to bind
to a new actin site.
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Myosins-1, -5, and -6 bind to membranes or macromolecules via their glob-
ular tail domains, myosins-1 and -5 with membranes of Golgi apparatus
and Golgi-derived vesicles, myosin-6 with actin filaments. These myosin
types are involved in motions of organelles and plasmalemma.
Myosins can be regulated by: (1) Ca++ and calmodulin; (2) phosphoryla-
tion of myosin light chains by either Ca++–calmodulin-dependent myosin
light chain kinase or Rho kinase; and (3) caldesmon in smooth muscle
cells.
The Rho proteins regulate the actin cytoskeleton. Rac1 and Cdc42 activate
WASP, which in turn activates Arp2/3 acting on actin polymerization.
Rho promote formation of stress fibers.

Myosin Binding Protein-C (MBP-C): member of the family of immuno-
globulins expressed in isoforms specific for cardiac and skeletal muscle.
The cardiac isoform of myosin-binding protein-C can be phosphorylated
by protein kinase-A, but slow and fast skeletal muscle isoforms do not
depend on protein kinase-A. S2 segment of myosin of striated muscle binds
myosin-binding proteins-C.

Myosin Light Chain Kinase (MLCK): Ser/Thr kinase that phosphory-
lates the regulatory light chain of myosin for contraction or cell motility.
MLCK is stimulated by ERK and inhibited by PAK.

Natriuretic Peptides: include not only the cardiac hormones, the atrial
natriuretic peptide (ANP), and the brain natriuretic peptide (BNP; iso-
lated in the porcine brain and also synthesized by the heart), but also the
C-type natriuretic peptide (CNP; isolated in the porcine brain), which
is produced by the endothelial cells, and the urodilatin (renal natriuretic
peptide). ANP and BNP act on guanylyl cyclase-A (GCAR) and CNP on
guanylyl cyclase-B (GCBR) receptors.

Neuromodulator : substance that alone has no effect under basal condition,
but that modulates neuronal activity. A neuromodulator can convey infor-
mation to a neuron set. It either enhances or dampens the neuron activity.
Certain neuromodulators can remain during a noticeable period in the
cerebrospinal fluid; they then are able to modulate the activity of large
cerebral regions. Some neurotransmitters, such as acetylcholine and sero-
tonin, also are neuromodulators. Several neuropeptides and chemokines
act as neuromodulators. Certain neuropeptide and chemokine receptors
are located at non-synaptic sites. Neuromodulators can affect the induced
activity of neurons without disturbing their basal function.

Neuropeptide: peptide made of 3 to 40 amino acids that is synthesized in
the neuron of both the central and peripheral nervous system and trans-
ported through the axon. Neuropeptides serve as neurotransmitters with
excitatory or inhibitory effect or neuromodulators. Many neuropeptides
also operate as hormones. Neuropeptides are generally stored in large,
dense-core vesicles in all cell regions (soma, dendrites, axon, and nerve
endings). Some neurons can produce several types of neuropeptides. Neu-
ropeptides have multiple effects, modifying information transmission, gene
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expression, local blood flow, and glial cell activity. Generally, neuropep-
tides act as specific signals between one neuron population and another.
Neuropeptides can have prolonged actions. Neuropeptide receptors can
be located outside synapses. The neuropeptide family (about 100 mem-
bers) includes opioids (endorphins, enkephalins, dynorphins, substance-
P, and octopamine), secretins (secretin, motilin, glucagon, vasoactive in-
testinal peptide, and growth-hormone releasing hormone), gastrins (gas-
trin and cholecystokinin), somatostatin, and other neurohormones (i.e.,
neurophysin, vasopressin, oxytocin, and melanin-concentrating hormone),
galanin, ghrelin, agouti-related protein, cocaine and amphetamine reg-
ulated transcript, bradykinin, neuropeptide-Y, neurokinins, neurotensin,
neuromedin-U, etc. (Table A.2).

Neurotransmitter : substance that conveys and modulates signals either
between two neurons or between a neuron and another cell, such as a
muscular, glandular, and sensory receptor cell. Neurotransmitter has the
following features: (1) existence of precursors and synthesis enzymes in the
presynaptic neuron; (2) location in nerve terminals; (3) abundant storage
possibly with other neurotransmitters in nerve-terminal vesicles; (4) re-
lease or corelease after membrane depolarization; (5) electrophysiological
effects; (6) binding to cognate pre- and postsynaptic receptors; and (7) in-
activation after action. Classical neurotransmitters include acetylcholine,
biogenic amines (catecholamines such as adrenaline, noradrenaline, and
dopamine, indolamines, such as serotonin and melatonin), histamine,
amino acids (excitatory glutamate, inhibitory γ-aminobutyric acid, aspar-
tate, and glycine), purines (adenosine, ATP, GTP and their derivatives),
neuropeptides (vasopressin, somatostatin, neurotensin, etc.), nitric oxide,
and ions (zinc; Table A.3). Most neurons use a single molecule as neu-
rotransmitter. Some neurotransmitters (e.g., noradrenaline) also function
as hormones. Certain neurotransmitters, such as zinc, not only modu-
lates the sensitivity to other neurotransmitters, but also enters into the
post-synaptic cells by specific carriers. When action potential occurs, the
rapid depolarization primes calcium influx which provokes vesicle trans-
port to the synaptic membrane and release in the synaptic cleft. Neu-
rotransmitters then diffuse across the synaptic cleft to bind to cognate
receptor clusters. The receptors can be classified into ionotropic (ligand-
gated ion channels) and metabotropic receptors (signal transduction via
secondary messenger and effectors). Neurotransmitters generally affect the
excitability of postsynaptic neurons by depolarization or by hyperpolar-
ization (excitatory or inhibitory states). In the central nervous system,
combined input from several synapses usually initiate an action potential.
Neurotransmitters are removed from the synaptic cleft either by reuptake
or degradation into a catabolite by a cognate enzyme.

Nicotine Adenine Dinucleotide (NAD+): electron acceptor in oxidation–
reduction reaction, whereas NADH is an electron donor that carries elec-
trons for oxidative phosphorylation. NADH dehydrogenase complex, an
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electron-driven proton pump of the mitochondrial respiratory chain, ac-
cepts electrons from NADH.

Nicotine Adenine Dinucleotide Phosphate (NADP+): carrier involved,
with its reduced form NADPH, in biosynthesis.

NADPH Oxidase: enzyme made of plasmalemmal cytochrome-B558, which
contains gp91phox and p22phox, and cytosolic regulatory subunits p47-
phox and p67phox and Rac1 GTPase.

Netrin: member of a family of secreted proteins stored in the extracellular
matrix. Three netrins (netrin-1–netrin-3) are structurally related to the

Table A.2. Selected neuropeptides. The hypothalamus secretes several releasing
hormones (CRH, GHRH, GnRH, TRH, somatostatin, etc.), the hypophysis vari-
ous hormones (ACTH, MSH, GH, FSH, LH, TSH, prolactin, endorphin, oxytocin,
vasopressin). Other bioactive neuropeptides include gastrin, cholecystokinin, gas-
trin releasing peptide, motilin, tachykinins (substances-P and -K), natriuretic pep-
tides, calcitonin gene-related peptide, vasoactive intestinal peptide, glucagon, pan-
creatic polypeptide, calcitonin, insulin, secretin, parathyroid hormone, melanin-
concentrating hormone, etc.

Main functions

Angiotensin-2 Release of aldosterone
Vasoconstriction of arterioles

Bradykinin Nitric oxide-induced vasodilation
Increase of vascular permaeability

Cocaine- and amphetamine Modulation of activity of leptin
related transcript and neuropeptide-Y
Dynorphin Inhibition of oxytocin secretion
Endorphin Inhibition of substance-P

Control of body’s response to stress
Enkephalin Suppression of substance-P2 release
Galanin Regulation of neurotransmitter and hormone release

(inhibition of acetylcholine and glutamate release)
Ghrelin NOS3 activation
Neuromedin-B Smooth muscle contraction
Neuropeptide-Y Enhancement of effect of noradrenaline

Regulation of circadian rhythms
Regulation of peripheral vascular resistance
Regulation of heart contractility

Neurotensin Elevation in ileal blood flow
Nociceptin Pain transmission
Nocistatin Inhibition of nociceptin
Orexin Trigger eating
Substance-P Nitric oxide-induced vasodilation

Stimulation of intestine motility, saliva production
Urocortin Potent and long-lasting hypotensiion

Increase of coronary blood flow
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γ-chain of laminins, and netrin-4 to the β-chain of laminins. A subset of
netrins includes netrin-G1 and netrin-G2, with glycosylphosphatidylinos-
itol cell anchorage.

Nitric Oxide (NO): is produced by the endothelium by NO synthase (NOS)
in response to the wall shear stress and ligands of G-protein-coupled recep-
tors. NO activates the guanylyl cyclase in the vascular smooth muscle cells
and induces SMC relaxation. NO inhibits platelet aggregation, leukocyte
extravasation, and proliferation of endothelial and vascular smooth mus-
cles cells. In the heart, NO enhances both perfusion and electromechanical
coupling.
At low (nanomolar) concentrations, nitric oxide regulates iron-binding
proteins, particularly soluble guanylyl cyclase. sGC Activation generates
cGMP, which controls the expression of many processes such as vascu-

Table A.3. Selected neurotransmitters and their activity on blood circulation and
respiration.

Main functions

Acetylcholine Transmission of nervous cues
Decrease in heart frequency
Release of NO and vasodilation
Contraction of skeletal muscles
Bronchoconstriction, increase in bronchial secretion

Adenosine Vasodilation

Dopamine Regulation of muscle tone
Control of venous return

Gamma-aminobutyrate acid Inhibitory neurotransmitter

Glutamic Acid Stimulatory neurotransmitter
(Glutamate) Conversion into GABA

Precursor of proline, ornithine, arginine,
and polyamines

Glycine Inhibitory neurotransmitter
Synthesis of many compounds

Neuropeptide-Y Regulation of energy
Augmentation of noradrenaline-induced
vasoconstriction

Noradrenaline Smooth muscle contraction
Stimulation of cardiac activity

Serotonin Vasoconstriction
Temperature regulation
Sensory perception
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lar smooth muscle relaxation, angiogenesis, wound healing, inflammation,
and cancer. At higher (micromolar) concentrations, NO generates reac-
tive nitrogen species. NO and RNS target zinc ions, as well as cysteine
residues, particularly, leading to MMP activation.

Noradrenaline (NAd; or norepinephrine): catecholamine that acts as both
a neurotransmitter and a hormone released from the adrenal glands. It
acts on both α and β adrenoreceptors.

Notch Pathway : intercellular signaling cascade in which both ligand and re-
ceptor are plasmalemmal molecules. Signal transmission is thus restricted
to adjacent cells, requiring cell–cell contact via Notch receptors and their
DSL ligands. Notch pathway regulates cell differentiation. Four Notch
receptors (Notch1–Notch4) have been identified in mammals. Ligands in-
clude Jagged (Jag1 and Jag2), and delta-like (Dll1, Dll3, and Dll4). Delta-
like-4 is implicated in vasculogenesis/angiogenesis, Notch pathway regu-
lates sprouting and branching, influencing the formation of specialized
endothelial tip cells at the leading edge of vascular sprouts.

Nuclear Factor-κB (NFκB): transcription factor inactive in resting cells,
due to sequestration in the cytosol by its inhibitor IκB, is activated partic-
ularly by the tumor necrosis factor and interleukin-1. The nuclear factor-
κB cascade especially acts in inflammatory responses.

Nuclear Hormone Receptor : transcription factor mostly working as a
partner.

Nuclear Receptor : transcription factor that positively and negatively reg-
ulate development and homeostasis. Three classes can be identified ac-
cording to the binding properties: (1) the steroid- and thyroid-hormone
receptors, (2) the orphan receptors, and (3) the adopted orphan receptors,
with known ligands. Adopted orphan receptors, which are regulated by
paracrine or autocrine ligands, include peroxisome-proliferator-activated
receptors (PPARα, PPARβ, and PPARγ) and liver X receptors (LXRα

and LXRβ). Retinoic-acid receptors, PPARs and LXRs bind to DNA with
retinoid X receptor RXRα, RXRβ, or RXRγ. PPARs can be activated by
fatty-acid metabolites produced during inflammation (leukotriene B4 and
8S-hydroxyeicosatetraenoic acid bind PPARα, 15-hydroxyeicosatetraenoic
acid, 13-hydroxyoctadecadienoic acid bind PPARγ.) [795]. LXRs are
stimulated by oxysterols (24S-hydroxycholesterol, 22R-hydroxycholeste-
rol). PPARs are expressed by macrophages, B and T lymphocytes, den-
dritic cells, endothelial cells among others. LXRs work with the sterol-
regulatory-element-binding protein family of sterol-regulated transcrip-
tion factors to control the cellular cholesterol level. LXRs stimulate the
production of ATP-binding cassette transporters ABCA1 and ABCG1 for
efflux of cholesterol to extracellular apolipoprotein-A1 and high-density
lipoproteins. Peroxisome-proliferator-activated receptors and liver X re-
ceptors control in a combinatorial manner inflammatory programs of gene
expression in implicated leukocytes. LXRs control macrophage survival.
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Nuclear Reprogramming : four main strategies used for nuclear repro-
gramming include: (1) nuclear transfer (injection of a somatic nucleus
into an enucleated oocyte, which can lead to a reproductive cloning), (2)
cell fusion of differentiated cells with pluripotent embryonic stem cells,
(3) exposure of somatic cells or nuclei to cell extracts from oocytes or
embryonic stem cells, (4) explantation of germ cells in culture cells that
have regained pluripotency [796].

Nucleoside: glycosylamine made of a nucleobase, or base, and ribose. Nu-
cleosides include adenosine, cytidine, guanosine, thymidine, and uridine
in particular. Deoxynucleosides contain deoxyribose rather than ribose.

Nucleosome: package of DNA and histones. Histone modifications, such as
methylation, control DNA transcription, replication, and repair. During
transcription, the transit of RNA polymerase across the transcription unit
is preceded by histone post-translational modifications to open the chro-
matin by transient displacements of nucleosomes.

Nucleotide: modified nucleoside, which contains a base, a sugar, and one
or more phosphate groups (mono-, di-, or triphosphate compound). Nu-
cleosides are phosphorylated by specific kinases in the cell. The sugar is
deoxyribose or ribose.

Oligomer : small polymer composed of amino acids (oligopeptides), glucids
(oligosaccharides), or nucleotides (oligonucleotides).

Osteopontin (Opn): phosphoprotein implicated in bone resorption and ven-
tricular remodeling, regulating motility of various cells (osteoblasts, osteo-
clasts, fibroblasts, and macrophages), but also mediates TLR9-dependent
interferon synthesis by plasmacytoid dendritic cells and TH1 immune re-
sponses [797]. Osteopontin is either secreted as a cytokine or kept in the
synthesizing cells (T lymphocytes, dendritic cells, and macrophages) for
nuclear translocation and gene expression, in an intracellular location dif-
ferent from the secreted Opn one. Plasmacytoid dendritic cells, innate
immune system cells different from conventional dendritic cells accord-
ing to plasmalemmal markers, release interferon-1 under the control of
Toll-like receptors TLR7 and TLR9. The engagement of TLR9 on plas-
macytoid dendritic cells produces interferons that activate other cells. The
interferon synthesis by plasmacytoid dendritic cells particularly increases
cross-presentation by conventional dendritic cells. Although TLR9 is ex-
pressed in both plasmacytoid and conventional dendritic cells, upregula-
tion of osteopontin expression is only observed in plasmacytoid dendritic
cells.

Oxidation: loss of electrons from an atom, as during oxygen addition or
hydrogen removal.

Oxidative Phosphorylation: ATP formation in mitochondria driven by
the transfer of electrons from metabolites to oxygen.

p21-Activated Kinase (PAK): serine/threonine kinase that binds to and
is activated by Rho GTPases, leading to autophosphorylation and activa-
tion. PAK is involved in actin polymerization and cytoskeletal dynamics.
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Palmitoylation: attachment of palmitoleic acid to cysteine residues of mem-
brane proteins.

Paracrin: substances act on adjacent cells (παρα: close to). Hence, paracrin
signaling corresponds to a short-range cell–cell communication.

Pathway : reaction set, in which a stable form of a protein is activated to
become an enzyme, which then catalyzes the next reaction of the cascade.
The location of signaling effectors affects signaling magnitude and time
constant (Table A.4). A-kinase anchoring proteins form signaling com-
plexes for both spatial regulation at specific sites and temporal control by
uploading or downloading enzymes for signal transduction or termination.
Pathways leading to all-or-none responses impart qualitative information,
i.e., the presence or absence of a signal. Simple spatial and temporal na-
ture of the biochemical cascade is then required. At the opposite, signaling
pathways must be precisely tuned to encode information on quantitative
features of the stimulus which can occur over a wide range of magni-
tudes and time scales (both the dose and duration of a cue must lead to
the adapted cell response). The pathway architecture must then be char-
acterized by different spatial and temporal patterns, possibly associated
with several branches of biochemical cascades. Also, the plasmalemmal
concentration of cognate signaling effectors organized in nanodomains in
association with scaffold proteins increase the efficiency and specificity of
signaling. The higher the ligand concentration, the larger the number of
transient effector clusters (linear relationship). The regulated motion of
scaffold proteins can control the extent of clusters and hence modulate
signaling magnitude.1

Pathway Specificity : cell strategy to prevent unwanted cross-talks between
a set of signaling pathways that share common components (especially
mitogen-activated protein kinase modules) in the cytosol and prime dis-
tinct cellular responses. Cross-activation followed by downstream mutual
inhibition (cross-inhibition), between-pathway insulation by different pro-
teic complexes, sequestration by scaffold proteins, feedback loops, and

Table A.4. Signal sensitivity and subcellular location of effector module (Source:
[799]). Raf-MAP2K-ERK cascade serves as pathway hub that governs cell fate.

Plasmalemma Cytosol

Activation threshold Low High
Complex lifetime Long Short

1 Ras GTPase activation in association with scaffold proteins (galectins) triggers
the formation of signaling clusters that activate Raf kinase and the MAP2K–
ERK module [798]. The regulated motion of scaffold proteins and signaling effec-
tors can control the extent of Ras clusters and hence modulate MAPK signaling
magnitude.
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localization of signaling effectors (such as plasmalemmal nanodomains of
Ras GTPases) allow pathway specificity. Dynamical behavior, i.e., signal-
ing activation and deactivation rates and signaling duration downstream
from common components, can also achieve signal specificity.

Pattern-Recognition Receptor (PRR): microbial sensor. The family of
pattern-recognition receptors includes plasmalemmal and cytosolic recep-
tors. Components of bacteria and viruses can enter into the cytoplasm.
They are recognized by cytosolic receptors. The cytosolic receptors are
classified into two main families: the nucleotide-binding oligomerization
domain-like receptor family (NLR; with NALP, IPAF, and NOD proteins)
and the RIG-I-like receptor family (RLR; with retinoic acid-inducible
gene RIG-I and melanoma differentiation-associated gene MDA5). Plas-
malemmal receptors include the set of Toll-like receptors, lectin-like family
molecules (mannose receptors and β-glucan receptors), immunoreceptor
tyrosine-based activation motif-associated receptors, Fc receptors (FcR),
triggering receptors expressed on myeloid cells (TREM), and osteoclast-
associated receptors (OSCAR). Immune response are efficiently triggered
when sets of pattern-recognition receptors made of Toll-like receptors and
other receptor types are stimulated [800]. The combined activation of dif-
ferent receptors leads to complementary responses that modulate innate
and adaptive immunity.

Paxillin: protein of focal adhesions. It binds β-integrin, protein tyrosine ki-
nases (Src and FAK), structural proteins (vinculin and actopaxin), reg-
ulators of actin organization (PIX and PKL), and, once phosphorylated,
adapter Crk.

Paxillin Kinase Linker (PKL): (G-Protein-Coupled Receptor Kinase In-
teracting Protein [GIT]) member of a set of Arf GTPase activating pro-
teins. It binds to paxillin and G-protein-coupled receptor kinase. It also
can bind focal adhesion kinase.

Paxillin Kinase Linker-Interactive Exchange Factor (PIX): (Cloned-
Out Of Library [COOL]) guanine nucleotide exchange factor of focal ad-
hesions.

Perlecan: heparan sulfate proteoglycan of the basement membrane involved
in blood vessel growth.

Peroxisome: membrane-bounded intracellular organelle that carries out ox-
idative reactions in lipid metabolism.

Phosphatidylinositol 3-Kinase (PI3K): enzyme involved in intracellular
signaling pathways that phosphorylates phosphoinositides.

Phosphodiesterase (PDE): enzyme family that hydrolyzes second messen-
gers cAMP and cGMP. Twenty-one PDE genes are classified into eleven
families.

Phosphoinositides (PI; inositol phospholipids): contain phosphorylated in-
ositol derivatives. Phosphoinositides are implicated in cell signaling. They
also serve as labels to define organelle identity, as recruiters and regula-
tors of cytoskeletal and membrane dynamics. Phosphoinositides are thus
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involved in cell transport, cell adhesion, and motility. Phosphoinositide
metabolites, inositolpolyphosphate 3 (IP3), diacylglycerol (DAG), and
arachidonic acid, which derive from degradation of phosphatidylinosi-
tol(4,5)biphosphate by phospholipase-C and phospholipase-A2, respec-
tively, are second messengers. IP3 acts on Ca++ dynamics. PI(4)P and
PI(4,5)P2 are the most abundant phosphoinositides [801]. PI(4)P is the
predominant phosphoinositide in membranes of the Golgi complex and
its secreted vesicles. PI(3)P and PI(3,5)P2 are selectively concentrated
on early and late endosomes respectively. PI(4,5)P2 and PI(3,4,5)P3 are
located in the plasma membrane. PI(4,5)P2 and DAG are involved in
exocytosis. Phosphoinositides bind to endocytic proteins, like clathrin
adapters of the plasma membrane AP2 and AP180, epsin, Hip1/Hip1R
and ARH/Dab. Clathrin adapters that do not function at the plasma
membrane bind other phosphoinositides. AP1 binds PI(4)P on Golgi mem-
branes. Dynamin also binds to PI(4,5)P2. Furthermore, phosphoinositides,
particularly PI(4,5)P2 and PI(3,4,5)P3, regulate actin polymerization.

Phospholamban: protein of cardiomyocytes and, at lower levels, of slow-
twitch skeletal muscle and smooth muscle cells. Its phosphorylation by
different PKs might be responsible for lusitropic and inotropic effects
of β-agonists. Phospholamban prevents SERCA2 functioning. It is phos-
phorylated by protein kinase-A, which is regulated by G-protein-coupled
receptors, and calcium–calmodulin-dependent kinase-2. Its inhibition of
SERCA2 is subsequently released.

PhosphoLipase A2 (PLA2): hydrolyzes membrane phospholipids and then
produces several phospholipid metabolites such as lysophospholipids, ara-
chidonic acid, eicosanoids, and platelet-activating factor.

PhosphoLipase C (PLC): enzyme bound to the cytoplasmic edge of the
plasmalemma that forms inositol(1,4,5)trisphosphate (IP3) and diacyl-
glycerol (DAG) from plasmalemmal phosphatidylinositol(4,5)bisphospha-
te.

Phospholipids: formed from four components, fatty acids, a negatively char-
ged phosphate group, alcohol and either glycerol (glycerophospholipid or
phosphoglyceride), or sphingosine (sphingomyelin).

Plakoglobin: protein of desmosomes and intermediate junctions. It forms
complexes with cadherins.

Plasmerosome: plasmalemma microdomains and the adjoining junctional
endoplasmic reticulum, separated by a tiny junctional space, form plas-
merosomes, which communicate by Ca++ signals. Ion concentrations in
the junctional space can transiently differ from those in the remaining
cytosol. The plasmerosomes facilitate Ca++ transfer between the stores
and cytosol. In cardiomyocytes, sarcolemmal microdomains contain dihy-
dropyridine receptors and the adjacent sarcoplasmic reticulum ryanodine
receptors, which interact for excitation–contraction coupling. Structural
and functional relationships between plasmalemma and junctional endo-
plasmic reticulum exist in other cell types, such as arterial smooth muscle
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cells. These buffer barriers control the release of Ca++ from endoplas-
mic reticulum stores, as well as the refilling of stores via plasmalemmal
store-operated Ca++ channels. The plasmerosome serves to carry Ca++

between the extracellular fluid and endoplasmic reticulum. It can regulate
Ca++ concentration in the stores, Na+/Ca++ exchange modulating the
process.

Pleckstrin Homology Domain (PH domain): allows intracellular signal-
ing proteins to bind to phosphoinositides phosphorylated by PI3K.

Plexins: have intracellular domains homologous to Ras GTPase-activating
proteins. There are four plexin types (A–D), which include four A-type,
three B-type, one C-type, and one D-type.

Porin: the most abundant protein of the outer mitochondrial membrane.
Porins are transmembrane proteins that allow passive diffusion, forming
non-selective pores through the outer membrane.

Profilin: actin monomer-binding protein. Profilin binds to numerous profilin
binding proteins. It can interact with phosphoinositides, such as phos-
phatidylinositol bisphosphate (PIP2). It can thus also be involved in the
cell signaling cascade.

Prostacyclin (PGI2): an endothelium-derived vasodilator that binds to IP
receptors (Gs-coupled prostaglandin receptors for prostacyclin) on the vas-
cular smooth muscle cells to induce SMC relaxation. PGI2 is synthesized
from arachidonic acid by cyclooxygenase (COx), which has different iso-
forms, a c COx1 and an inducible COx2. PGI2 inhibits platelet aggrega-
tion.

Prostaglandin (PG): member of the eicosanoid family. Their formation
from arachidonic acid is catalyzed by cyclooxygenase (PGG/H synthase
and COx). There are several isoforms of COxs. Constitutive COx1 is ex-
pressed in almost all tissues. Inducible COx2 is produced in response to
cytokines, growth factors, etc., at inflammation sites, and in monocytes,
macrophages, neutrophils, and endothelial cells. Prostaglandins were first
discovered in seminal fluid and assumed to be produced in the prostate
(hence the name). They are generally quickly degraded. Prostaglandins
have various functions. Prostaglandins are mediators of inflammation and
thrombosis. PGD2, PGE2, and PGI2 induce vasodilation, whereas PGF2,
PGH2 (a precursor to thromboxanes A2 and B2), TXA2, and TXB2 gen-
erate smooth muscle contraction. PGE2, PGH2, and TXA2 induce and
PGD2 inhibits platelet aggregation. The four Gs-coupled prostaglandin
receptors (EP2, EP4, IP for prostacyclin, DP for PGD2) and the four
Gq/Gi-coupled receptors (EP1, EP3, FP for PGF2, and TP for TXA2)
are homologous.

Protein: polymers made of amino acids. The number of amino acids can
range from two to about 50 (peptides), or more, up to several thousands.
Proteins are characterized by their structure and configuration. The pri-
mary protein structure is defined by the sequence of amino acids. The
secondary structure is built by hydrogen bonding, usually leading to α
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helix and β sheet. The tertiary structure corresponds to molecule folding.
Is is stabilized by hydrogen and disulfide bonds. The quartenary struc-
ture is observed in multi-subunit compounds by the stable association of
two or more folded polypeptides. Proteins act as structural components,
molecular motors, enzymes, carriers, receptors, messengers, transcription
factors, antibodies (immunoglobulines), growth factors, clotting factors,
etc.

Protein Kinase: adds phosphate groups to target proteins, leading to a
functional change of the proteic substrate associated with modifications
in enzyme activity, cellular location, or association with other proteins,
especially during signal transmission. Such phosphorylation occurs by re-
moving a phosphate group from ATP, which is converted to ADP. Their
activity is regulated, being switched on by phosphorylation, either by the
kinase itself (autophosphorylation) or by activators. Most kinases act on
both serine and threonine, others act on tyrosine, and some on the three
residues. Protein kinases are thus divided into three families: protein ty-
rosine (Tyr) kinases (PTK), protein serine/threonine (Ser/Thr) kinases
(PSTK), and dual-specificity protein kinases (TTK), located in centro-
somes and kinetochores, which phosphorylate all three amino acids. (TTK
is required for mitosis arrest in response to spindle defects and kinetochore
defects [794].) MAP2K is a mixed Ser/Thr and Tyr kinase.
Serine/threonine protein kinases phosphorylate proteins. They can be reg-
ulated by numerous signals, such as cAMP, cGMP, diacylglycerol, and
calcium–calmodulin. The Ser/Thr protein kinase family includes phos-
phorylase kinase, protein kinase-A, protein kinase-B,2 protein kinase-C,
calcium–calmodulin-dependent protein kinases, mitogen-activated protein
kinases, and Raf kinases.

Protein Kinase A (PKA): cAMP-dependent protein kinase that phospho-
rylates target proteins in response to a rising level in intracellular cAMP.

Protein Kinase B (PKB): a serine/threonine kinase that has three iso-
forms: PKB1, PKB2, and PKB3. PKB is activated by growth factor re-
ceptor. PKB is involved in cell survival and proliferation signaling via
a phosphatidylinositol 3-kinase pathway. PKB blocks the activity of the
nuclear factor of activated T cells (NFAT), promoting its ubiquitination.
PKB suppresses cell motility, especially tumor cell migration.

Protein kinase C (PKC): calcium-dependent protein kinase activated by
diacylglycerol that phosphorylates target proteins on specific serine and
threonine residues.

Proteoglycan: element of the extracellular matrix composed of a core protein
and one or more (up to about 100) glycosaminoglycans. The glycosamino-
glycans of the proteoglycans are linear polymers of repeating disaccha-
ride units (up to about 200). Proteoglycans can also contain one or more
oligosaccharides. Proteoglycans are either extracellular matrix proteins or

2 Protein kinase-B is also known as AKT kinase.



314 A Anatomical, Biological, Medical Glossaries

integral transmembrane proteins. The proteoglycans include chondroitin
sulfates, dermatan sulfate, heparin, heparan sulfate, and keratan sulfate.
Members of the three families of heparan sulfate proteoglycans - synde-
can, perlecan, and glypican - can serve as storage of growth factors in the
basement membrane.

Proteolysis: process executed by proteases that cuts peptide bonds, hence
creating irreversible protein modifications. Proteolytic cascades occur dur-
ing blood coagulation, fibrinolysis, gastrulation, and apoptosis. At each
stages, an activated protease stimulates the zymogen of the next protease
acting in series. Such a set of serial reactions can amplify the triggering
signal and add regulatory nodes throughout the pathway.

Purinergic (Nucleotide) Receptor : ubiquitously expressed receptors for
either adenosine (P1 receptor) or adenosine and adenosine/uridine di/tri-
phosphate (P2 receptor).

Rab: small GTPase of the plasmalemma and organelle membranes involved
in specific vesicle docking. Rab GTPases control transport fluxes. They
can be regulated by guanine-exchange factor complex TRAPP.

Rac: small GTPase of the Ras family. Guanine nucleotide exchange factors,
GTPase activating proteins, and guanine nucleotide dissociation inhibitors
determine its activity by regulating of the ratio of GTP/GDP bound form.

Raf : mitogen-activated protein kinase kinase kinase (MAP3K) that acts
downstream from Ras GTPases. Raf1 kinase phosphorylates (activates)
MAP2K1 and MAP2K2, which in turn phosphorylate (activate) ERK1
and ERK2.

Free Radical : an unstable reactive molecule having unpaired electrons. Free
radicals can be endogenous, from the mitochondrial respiratory chain
(oxygen forming superoxide) or exogenous. Free radicals react with lipids,
proteins, and DNA.

Ral : small GTPase that is activated by the guanine nucleotide-exchange fac-
tor RalGEF and interacts with filamin. Ral regulates vesicle transport.

Ran: GTPase of the cytosol and nucleus required for transport through nu-
clear pores.

Rap: small GTPase activated by the calcium and cAMP pathway.
Ras: GTPase relaying signals from plasmalemmal receptors to the nucleus.

The family is composed of N-Ras, K-Ras, and H-Ras. Ras is anchored at
the plasma membrane. Ras is activated by Son-of-sevenless or Ras GDP
releasing factor. It binds to phosphoinositide 3-kinase.
R-Ras subset of the Ras family includes R-Ras1, R-Ras2, and R-Ras3.
R-Ras are attached to the plasmalemma and stimulated by the acti-
vated integrin–FAK–p130Cas–Crk pathway, which recruits R-Ras guanine
nucleotide-exchange factors. R-Ras modulates JNK.

Reactive Oxygen Species (ROS): radicals (superoxide) and nonradical re-
active oxygen derivatives. Some are highly toxic. Reactive oxygen species
are major regulators of cell senescence. Many of the reactive oxidative
species are formed during normal metabolic activity, but their concentra-
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tions rise under oxidative stress. An oxidative stress occurs when ROS
cannot be eliminated. The overproduction of ROS leads to the oxidation
of cellular macromolecules, leading to lipid peroxidation, protein damage,
and DNA lesions (mutations). Oxidative stresses induce degenerative dis-
eases. Antioxidants regulate oxidative reactions. Preventive antioxidant
proteins (albumin, transferrin, myoglobin, ferritin, etc.) hamper ROS for-
mation. Scavenger lipid-soluble and water-soluble antioxidants (vitamin
C, E, α- and β-carotene, superoxide dismutase, hydrogen peroxide, and
glutathione peroxidase) remove ROS.

Reactive Nitrogen Species (RNS): radical nitrogen-based molecules fa-
cilitating nitrosylation reactions. Non-neutralized RNSs induce nitrative
stresses.

Receptor : molecule on the cell surface that specifically binds a ligand (first
messenger).

Receptor Interacting Protein Kinase (RIP): regulator of cell survival
and death that constitutes a family of seven members (RIP1–RIP7). They
are serine/threonine kinases. RIP1 has a death domain and RIP2 a caspase
recruitment domain. RIP3 interacts with RIP1.

Receptor Tyrosine Kinase (RTK): transmembrane protein acting as re-
ceptor for growth factors and hormone (insulin). Ligand binding leads
to multimerization and autophosphorylation (activation). RTKs bind
enzymes (phosphoinositide 3-kinase and phospholipase-Cγ) or adapters
(Shc, Grb2, IRS1, and GAB1), which recruit enzymes involved in signal
transduction.

Reduction: electron addition to an atom, as during hydrogen addition or
oxygen removal.

Regulator of G-Protein Signaling (RGS): protein that accelerates GTP
hydrolysis (inactivating G proteins and GPCR-induced signaling). Nega-
tive regulators of G-protein signaling form a family of proteins, which have
different structures (but share a RGS domain or RGS-like domain, with
GTPase activity), expression, and function [802]. Certain RhoGEFs con-
tain a RGS-like domain. Many different RGSs are expressed by cardiomy-
ocytes. RGS4 have antihypertrophic effects. RGS4 regulates G-protein-
gated inward rectifier K+ channels. RGS4 also inhibits angiogenesis. RGS5
is expressed in vascular endothelial cells. RGSs are substrates of different
protein kinases for fine-tuned signaling. Certain RGSs inhibit endothelin-
1-stimulated PLC activity via Gq- and Gq/11-mediated contractile ef-
fects. Phosphatidylinositol(1,4,5)trisphosphate inhibits RGS. PIP3 binds
to RGS4 and RGS16 and inhibits their GAP activity at low [Ca++]i,
whereas Ca++–calmodulin, which binds to the same site on RGS4 as PIP3,
restores its GAP activity.

Remnant Lipoproteins: are produced by the catabolism of triglyceride-
rich lipoproteins made by enterocytes and hepatocytes, with subsequent
relative cholesterol enrichment by the loss of triglycerides.
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Renin–Angiotensin–Aldosterone System (RAAS): regulates blood vo-
lume and, subsequently, arterial pressure. Sympathetic stimulation, acting
via β1-receptors, decreased renal arterial pressure, and reduced sodium de-
livery to the distal tubules, stimulates renin release by the kidney. Renin
acts on angiotensinogen to form angiotensin-1. The vascular endothelium,
particularly in the lungs, has the angiotensin converting enzyme, which
yields angiotensin-2. Angiotensin-2 is a vasoconstricor via specific recep-
tors. It releases aldosterone from the adrenal cortex, which in turn acts
upon the kidneys to increase sodium and fluid retention. It stimulates the
release of vasopressin from the posterior pituitary, which increases fluid
retention in the kidneys. It facilitates noradrenaline release from sympa-
thetic nerve endings and inhibits NAd reuptake by nerve endings.

Residue: unit of a polymer
Respiration: cellular oxidative process that produces CO2 and H2O. The

respiratory electron-transport chain of the inner mitochondrial membrane
with its respiratory enzyme complex receives electrons from the Krebs
cycle and generates the proton gradient across the membrane for ATP
synthesis.

Rho: small GTPase. The family includes Rho, Cdc42, and Rac1. Rho GTPase
regulates actin cytoskeleton organization and assembly, in particular actin
stress fibers and focal adhesion formation.

Rho Kinase (RoK): serine/threonine kinase. Its activation, which depends
on integrins, induces interaction with Rho and translocation of Rho kinase
to the plasmalemma. Rho kinase enhances the formation of focal adhe-
sions and the assembly of actin stress fiber. Rho kinase binds with and
phosphorylates (inhibits) myosin phosphatase.

Ribonucleic Acid (RNA): polymer made of ribonucleotides, composed of
four bases, adenine, cytosine, guanine, and uracil. RNA is the DNA pre-
cursor during evolution. RNAs can be single-stranded molecule with a
much shorter chain of nucleotides than DNA. However, most biologically
active RNAs (transfer RNA, ribosomal RNA, small nuclear RNA, and
other non-coding RNAs) are not single-stranded. These structured mol-
ecules then achieve chemical catalysis. RNA can catalyze its replication
and the synthesis of other RNAs. Riboenzyme is a RNA-enzyme. Hairpin
loops of large RNAs can be sources of RNA folding and be used as binding
sites for interactions with other nucleic acids and proteins. Furthermore,
hairpin loops confer stability to RNA.

RNA-Binding Proteins (RNABP): co-regulators of mRNA splicing, ex-
port, stability, location, and translation.

RNA Interference: gene activity reduction or suppression due to the pro-
cessing of double-stranded RNA. RNA interference also stabilizes the
genome by keeping transposons (mobile elements of the genome) silent.
This RNA-dependent gene silencing process is initiated by short double-
stranded RNAs which form RNA-induced silencing complex (RISC).
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RNA Regulon: (RNA operon) coordinator of mRNA post-transcriptional
events.

RNA Splicing : factor of gene regulation that removes introns from coding
mRNA sequences. RNA splicing is either favored or impeded by spliceo-
some components when the cell is subjected to stress.

Double-Stranded RNA (dsRNA): RNA with two complementary strands.
Trimmed into double-stranded small interfering RNAs, it initiates RNA
interference.

Guide RNA (gRNA): RNA that guides mRNA modifications via RNA–
protein complex.

Messenger RNA (mRNA): RNA synthesized from a gene sequence that
contains the information on amino acid sequence for protein synthesis.
Messenger RNAs carry the information to the ribosome. Each codon of
three bases encodes for a specific amino acid, except the stop codon, which
terminates protein synthesis. Coding regions begin with the start codon
and end with the stop codon. Segments of pre-mRNA coding regions can
serve as enhancers or silencers of exon splicing. Untranslated regions of a
given transcript are RNA sequences located upstream from the start codon
and downstream from the stop codon for mRNA stability and location.
Moreover, proteins that bind to untranslated regions affect translation
by interfering with the ribosome binding to mRNA or modifying mRNA
structure.

MicroRNA (miRNA): small inhibitory RNA (single-stranded) that under-
goes post-transcriptional modification from single-stranded precursor pre-
miRNA to regulate gene expression by base-pairing to mRNA, leading to
either mRNA degradation or suppression of translation.

Non-Coding RNA (ncRNA): RNA that is not translated into a protein,
such as transfer RNA (tRNA) and ribosomal RNA (rRNA).

Ribosomal RNA (rRNA): constituent of ribosomes, synthesized in the nu-
cleolus, which participates in protein synthesis. There are two mitochon-
drial rRNAs (16S and 23S) and four cytoplasmic rRNAs (5S, 5.8S, 18S,
and 28S). rRNA decodes mRNA into amino acids in small ribosomal sub-
unit and interacts with tRNAs. Ribosomal RNA catalyzes the formation
of peptide bonds during translation.

Small Interfering RNA (siRNA): exogenous double-stranded RNA pro-
duced by trimming of double-stranded RNA.

Small Nuclear RNA (snRNA): short RNA of the nucleus transcribed by
RNA polymerase-2 or -3. They are associated with specific proteins to
form the so-called small nuclear ribonucleoproteins (snRNP), for RNA
processing, such as splicing and polyadenylation (addition of adenines).
Polyadenylation, addition of pre-mRNA tail, and protein binding protect
mRNA from degradation by exonucleases. Polyadenylation is also used for
transcription termination, mRNA export from the nucleus, and transla-
tion. snRNAs are also involved in the regulation of transcription factors
or RNA polymerase-2, and the maintenance of telomeres.
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Small Nucleolar RNA (snoRNA): RNA synthesized by RNA polymerase-
2. They form with specific proteins small nucleolar ribonucleoproteins
(snoRNP). snoRNPs modify various types of RNAs, such as rRNAs and
spliceosome snRNAs.

Transfer RNA (tRNA): RNA that transports amino acids toward ribo-
somes for protein assembling on ribosomal RNA sites in an order de-
termined by the messenger RNA. tRNA thus reads the code and transfers
the appropriate amino acid to be incorporated into a growing polypeptide
chain.

S100 Protein: members of a protein family that have manifold tissue-
specific intra- and extracellular functions. They are involved in contrac-
tion, motility, growth, differentiation, cell cycle, transcription, and secre-
tion.

Sarcomere: contractile unit with special arrangement. It is composed of
(1) A band (length between free ends of adjacent myosins), with M line
(attachment of adjacent myosins), with H zone (myosin structure, absence
of actin), and with a region of intercalated actin and myosin filaments,
and (2) I band (actin lattice), with Z disc (sarcomere ends).

Scaffold Proteins: bind and organize proteins in a signaling pathway. Scaf-
fold (or scaffolding) proteins not only function as an assembly element,
but also can serve as regulatory nodes, tuning pathway fluxes.

Scavenger Receptor-B1 : HDL receptor both for cell uptake of cholesteryl
esters from HDL and cellular cholesterol efflux to HDL. SR-B1 can bind
both apolipoproteins and, with a greater affinity, HDLs.

Second Messenger : intracellular macromolecule activated by ligand-bound
receptor.

Serotonin (or 5-HydroxyTryptamine [5HT]): has multiple effects. It affects,
in particular, the cardiac frequency. Released by platelets, it triggers vaso-
constriction (its name comes from its discovery as serum agent affecting
vascular tone). Serotonin has several receptors (5HTR) [803].
5HT1 Gi/Go-coupled receptors, with different subtypes (5HTR1A, 1D,
1E and 1F), when they are linked to 5HT, activate G protein, which in-
duces K+ channel opening and hinders the synthesis of cyclic adenosine
monophosphate. Conversely, complexes 5HT–5HTR2 and 5HT–5HTR4
yield K+ channel closure. Ligand-stimulated 5HT2 Gq/G11-coupled re-
ceptors, with three subtypes (5HT2A, 5HT2B, and 5HT2C) promotes
the formation of inositol trisphosphate and diacylglycerol. 5HT–5HTR2
do not interact with cAMP. 5HT3 is a ligand-gated Na+ and K+ cation
channel. 5HT4 and 5HT7 Gs-coupled receptor augments cAMP produc-
tion after ligand binding.
Serotonin acts distantly from its production sites. It is released from al-
most all brain regions, especially by serotonergic neurons of the raphe nu-
cleus in the brainstem. Extracellular 5HT is inactivated mainly by carriage
across the cell membrane of presynaptic axons by serotonin transporter
SERT.
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Serum Amyloid-A (SAA): cardiovascular risk factor weaker than C-reac-
tive protein. Serum amyloid-A belongs to a family of apolipoproteins of
high-density lipoprotein. The synthesis of certain SAA members of the
family strongly rises during inflammation.

Src-Homologous and Collagen-like Substrate (Shc): compound requi-
red in signaling pathways that connects to certain activated receptors for
Tyr-phosphorylation. Activated adapter Shc binds Grb2 and stimulates
Ras GTPase and phosphoinositide 3-kinase.

Signalosome: proteic complex that comprises activated receptor.
Gene Silencing : inhibition of the expression of homologous sequences by

RNAs, either at the transcriptional level (transcriptional gene silencing),
or the post-transcriptional level (post-transcriptional gene silencing or
RNA interference).

Sirtuin: nicotinamide adenine dinucleotide (NAD+)-dependent deacetylase
silent information regulator (SIR) enzymes.

SNAP Receptor (SNARE): protein of organelle membranes and derived
vesicles guiding the vesicles to their correct destinations. They work
in pairs, a vSNARE of the vesicle membrane specifically binding to a
tSNARE of the target membrane.

Son-of-Sevenless (Sos): guanine-exchange factor that stimulates GDP re-
lease from Ras and GTP binding (Ras activation). Sos binds to Grb2.
Activated (phosphorylated) receptors or adapters recruit Grb2–Sos com-
plex to the plasmalemma at Ras loci.

Spectrin: forms a rigid network that supports the plasmalemma of the ery-
throcyte. It thus determines the plasmalemma features (shape and de-
formability). This heterodimer, composed of subunits α and β, forms
tetramers or polymers linked by actin and protein-4.1.

Splicing : pre-mRNA removal of non-coding introns, keeping protein-coding
exons. Pre-mRNA can be spliced by the spliceosome, an RNA-protein
complex, or by ribozyme in different ways. Therefore, protein isoforms are
encoded from a single gene (alternative splicing). There are several splic-
ing modes: (1) alternative selection of promoters in the case of different
promoters, (2) alternative selection of cleavage and polyadenylation sites,
(3) intron retaining in the case of coding intron, and (4) exon cassette by
splicing out exon to alter the sequence of amino acids.

Schmidt-Ruppin viral oncogene homologue (Src): cytoplasmic tyrosine
kinase activated by Gαi/o, which particularly phosphorylates STAT3.
Cytosolic c-Src is often self-restrained to an inactive conformation. In
the plasmalemma, c-Src phosphorylates a truncated, relocalized estrogen
receptor-α, leading to NOS3 activation.
The Src family of non-receptor tyrosine kinases are signaling proteins as-
sociated with cell adhesion, differentiation, survival, migration, and pro-
liferation, especially during angiogenesis. The Src family includes at least
eight members, which are reversibly coupled to the inner leaflet of the
plasmalemma: c-Src, Yes, Fgr, Fyn, Lck, Lyn, Blk, and Hck. c-Src, Fyn,
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and Yes are ubiquitously expressed. Blk, Hck, Fgr, Lck, and Lyn have a
restricted expression pattern.

Store-Operated Calcium Channel (SOC): channel that functions during
several cell processes, such as cell transport, cell displacement, and gene
expression. The Ca++ release-activated Ca++ channel belongs to the set of
store-operated calcium channels. Activated phospholipase-C produces in-
ositol(1,4,5)trisphosphate, which opens IP3 receptors of the endoplasmic
reticulum and produces an initial transient rise in intracellular calcium
concentration resulting from the release of calcium from its intracellu-
lar stores. A subsequent sustained calcium entry across the plasmalemma
from extracellular sources is carried out by Ca++ release-activated Ca++

channels of the cell membrane which are activated by the reduction in
calcium ions in the endoplasmic reticulum. In cells with repleted calcium
stores, calcium sensor of the endoplasmic reticulum, the stromal interac-
tion molecule STIM1 and Ca++ release-activated Ca++ channel of the
plasmalemma Orai1/CRACM1 are dispersed along the membrane of the
endoplasmic reticulum and the cell, respectively. STIM1 and Orai1 mi-
grate independently to closely apposed sites of interaction, separated by a
narrow gap of cytosol. Store depletion induces (1) STIM1 accumulation at
junctional endoplasmic reticulum, STIM1 then forming multimers; and (2)
Orai1 displacement in regions of the plasmalemma opposite to the STIM1
clusters. Orai1 slowly transports calcium ions when the concentration of
extracellular calcium is high enough and inactivated when intracellular
calcium level rises.

Stress Fiber : contractile actomyosin bundle that forms when the cell in-
teracts with its environment. These bundles assemble either in adherent
patches at focal adhesions or in arcs. They undergo continuous remodeling
during cell motion.

Sumoylation: post-translational modification involved in various cellular
processes (protein stability, molecular transport, transcriptional regula-
tion [mainly transcription repression], apoptosis, stress response, and cell
cycle progression). Small ubiquitin-related modifier (SUMO), indeed, at-
taches to and detaches from targeted proteins to modify their function.
There are four known human isoforms: SUMO1, SUMO2, SUMO3, and
SUMO4. Sumoylation can increase protein lifetime and can change pro-
tein location. Attachment of a small ubiquitin-like modifier is reversible;
several SUMO-specific proteases remove SUMO from proteic substrates.

Antisense Suppression of Gene Expression: due to fragments of single-
stranded RNA bound to mRNA which block translation without mRNA
degradation.

Syk : protein tyrosine kinase that phosphorylates scaffolding proteins to re-
cruit signaling effectors and factors, such as phosphatidylinositol 3-kinase,
phospholipase-Cγ, adapter Grb, guanine nucleotide-exchange factor Sos,
etc.



A.2 Biochemistry Terminology 321

Syndecan: plasmalemmal heparan sulfate proteoglycan. Syndecans interact
with cytoskeletal proteins, kinases (Src, calcium–calmodulin-dependent
serine protein kinase CASK), and phosphatidylinositol(4,5)bisphosphate.

Talin: component of the integrin adhesion complex. This actin-binding pro-
tein is located in focal adhesions. It interacts with F-actin, vinculin, β-
integrins, phospholipids, and focal adhesion kinases. This scaffolding pro-
tein thus connects β-integrins to the actin cytoskeleton. Talin is required
for focal adhesion assembly. Talin also regulates transcription.

Telomere: chromosome end used during replication to prevent chromosome
shortening.

Tenascin: extracellular matrix glycoprotein. The tenascin family includes
tenascin-C, -R, -X, and -W. Tenascin-C is found in developing tendons,
bone, and cartilage; tenascin-R in the nervous system; tenascin-X in con-
nective tissues; tenascin-W in the kidney and developing bone.

Tensin: protein of the focal adhesions. It cross-links actin filaments. The
titin features, especially elasticity, vary among its I-band, M-line and Z-
disc regions.

Tetraspanin: plasmalemmal protein that forms complexes with integrins,
EGF receptor, and PKC. Tetraspanins are found at the edges of lamel-
lipodia.

Thrombospondin: extracellular protein that participates in cell-to-cell and
cell-to-matrix communications. Thrombospondin-1 binds to fibrinogen
bound to a GPIIb/IIIa receptor. Platelets are thus linked via several fib-
rinogens bound by thrombospondin-1.

Thyroid Hormone: hormone family that affects growth, metabolism, and
function of nearly all organs. Thyroid hormones activate nuclear hormone
receptors, which modulate the expression of target genes. In particular,
they lower the concentration of atherogenic lipoproteins.

Thyroid Hormone Receptors: set of four different isoforms (α1, α2, β1,
and β2) with differential expression among anatomical tissues. Thyroid
hormone receptors α and β are predominant in the heart and in the liver,
respectively.

Titin: protein with kinase activity that spans the hemisarcomere. This scaf-
fold protein binds to myofibrils and other sarcomeric proteins.

Titin-Cap/Telethonin (T-Cap): protein of the sarcomere of both striated
and cardiac myocytes. It is a substrate of titin kinase.

Toll-Like receptor (TLR): receptor expressed on immune cells (dendritic
cells and macrophages), which sense pathogen associated molecular pat-
terns produced by bacteria, viruses, fungi, and protozoa. Toll-like recep-
tors recognize lipids, carbohydrates, peptides, and nucleic acids expressed
by microorganisms. Many pathogens yield ligands for several TLRs. Toll-
like receptors have homology with Toll, a molecule that stimulates the
production of antimicrobial proteins in Drosophila melanogaster. The fam-
ily of Toll-like receptors includes 12 known plasmalemmal proteins that
trigger innate immune responses. Toll-like receptors can activate NFκB
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(except TLR3), interferon-regulatory factor, phosphatidylinositol 3-kinase
and MAPK pathways. Toll-like receptors need adapters. Toll-like recep-
tors, interleukin receptors IL1R and IL18R induce cytokine production
via NFκB, using adapter myeloid differentiation primary-response gene
88 (MyD88). TLR3 and TLR4 require adapter TRIF; TLR2 and TLR4
adapter TIRAP; and TLR4 adapter TRAM.
Signaling by Toll-like receptors involves several adapters [804]. Myeloid
differentiation primary-response gene MyD88, MyD88-like protein (MAL,
associated with TLR2 and TLR4), TIR domain-containing adapter pro-
tein inducing interferon-β (TRIF, associated with TLR3), TRIF-related
adapter molecule (TRAM, associated with TLR4) are recruited to initi-
ate signaling. Sterile α- and armadillo motif-containing protein (SARM)
inhibits TRIF.

Transcription Factor : protein that binds to corresponding promoter on
DNA to regulate the gene activity. It either suppresses or triggers gene
transcription into mRNA, promoting the binding of RNA polymerase to
DNA. A given transcription factor often regulates multiple genes. Con-
versely, the expression of a given gene can be regulated by different tran-
scription factors.

Transcriptome: set of messenger RNA produced in a cell at a given time
in a given context.

Transduction (signaling pathway): process that conveys received informa-
tions from the cell environment to the nucleus. Transduction is triggered
by signaling ligand binding to its plasmalemmal receptor, which under-
goes a subsequent conformational change and possible phosphorylation to
recruit cytoplasmic signaling components. The latter initiates a cascade
of events, the signal being transferred from the membrane through the
cytoplasm and into the nucleus, to express various genes involved in the
cell response.

Transforming Growth Factor-β (TGFβ): a family of proteins that in-
cludes bone morphogenetic proteins, growth factors, inhibins, and ac-
tivins. They are involved in cell proliferation and differentiation. They
bind to receptors-1 (seven known types) and -2 (five known types).

Transient Receptor Potential Cation Channels (TRP): carriers of cell
membrane responsible for calcium influx into non-excitable cells. They
include seven families: canonical (TRPC), vanilloid (TRPV), melastatin
(TRPM), no mechanoreceptor potential-C (TRPN), ankyrin-like (TRPA),
mucolipin (TRPML), and polycystin (TRPP).

Translocation: molecule transit within the cell or ion transfer across its
membrane carrier.

Translocon: membrane-embedded proteic assembly used for protein trans-
port into and across cell membranes.

(Active) Transport : carriage of a solute across a biological membrane
against the concentration gradient associated with energy dissipation.
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Tricarboxylic Acid Cycle (TCA, Krebs cycle, citric acid cycle): closed lo-
op of biochemical reactions involved in the metabolic aerobic pathway
which oxidizes acetyl groups of metabolites to CO2 and H2O in the mito-
chondria.

Tropomyosin (TMy): protein associated with actin, which yields structural
stability and modulates filament function. Various isoforms exist (TMy1,
TMy2, TMy3, and TMy4), which can be filament specific. In myocytes,
tropomyosin moves its position on actin during contraction, which is reg-
ulated by calcium.

Troponin (TN): proteic complex formed by troponin-C, -T, and -I. Tropo-
nin-C expression is restricted to skeletal and cardiac muscles, where it
regulates contraction. After calcium binding to troponin-C, actin under-
goes changes that allow ATP hydrolysis and its interaction with myosin.
Troponin-I is the inhibitory subunit of troponin. Troponin-T binds the
complex to tropomyosin.

Tubulin: globular protein. The tubulin is a stable heterodimer of α and β

subunits, which bind guanine nucleotides and make up microtubules. The
intradimer interface contains a non-exchangeable GTP, whereas the inter-
dimer interface contains GDP. GTP favors polymerization and GDP de-
polymerization. γ-Tubulin, another member of the tubulin family, is in-
volved in the nucleation (onset of a state transition) of microtubule as-
sembly and polar orientation of microtubules.

Tumor Necrosis Factor (TNF): cytokine involved in inflammation. TNF
major role is the regulation of immune cells. TNFα signaling activates
NFκB and MAPK either for cell survival or apoptosis. The soluble ho-
motrimeric cytokine is released from transmembrane homotrimeric pro-
teins cleaved by the metalloprotease TNFα-converting enzyme. TNF is
mainly produced by macrophages, but also by lymphoid cells, mast cells,
endothelial cells, fibroblasts, and cells of the nervous system.

Ubiquitin (Ub): the ubiquitin-proteasome set is used for protein degrada-
tion. Attachment of ubiquitins to a target protein (ubiquitination) tags
for degradation by the 26S proteasome (non-lysosomal intracellular pro-
teolysis). The ubiquitin–proteasome system is responsible for the lysis of
short-lived proteins, like those having a regulatory function, and proteins
with abnormal composition or structure. The ubiquitination is a three-
step process involving Ub-activating (E1), Ub-conjugating (E2), and Ub-
ligating (E3) enzymes. Ubiquitin is activated by a ubiquitin-activating
enzyme E1. E1 hydrolyzes ATP and forms a complex with the resulting
ubiquitin adenylate. The attachment of ubiquitin, as a single molecule or
as a multi-ubiquitin chain, to the substrate protein is then catalyzed by
an ubiquitin-conjugating enzyme E2. Finally, the ubiquitinated protein
is transported to the proteasome. Ubiquitination of certain proteins can
require an ubiquitin-protein ligase or recognin E3. Attachment of Ub to
a target protein is not only a cue for protein destruction but also a local-
ization signal. Ubiquitination also control DNA repair and replication, in
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embryogenesis, gene transcription regulation, the cell cycle (targeting cy-
clin during the G1 phase), apoptosis, and intracellular trafficking. Attach-
ment of: (1) a single Ub molecule to a single lysine (Lys) residue leads to
protein monoubiquitination; (2) several single Ub to different Lys residues
to multiple monoubiquitination; and (3) a chain of Ub molecules to one or
more Lys residues to polyubiquitination. Many cytoplasmic and nuclear
proteins become ubiquitinated after phosphorylation. More precisely, the
addition of a single ubiquitin to target proteins is involved in transcrip-
tion control, receptor internalization, and endosome sorting. Monoubiq-
uitination might be implicated in protein location, conformation, and in-
teractions. The addition of multiple ubiquitins is implicated in protea-
some degradation, DNA repair, ribosome function, and signal transduc-
tion. Several Ub-like proteins are conjugated to target proteins, using the
same conjugation chemistry. The small Ub-related modifier (SUMO) mod-
ulates protein activity. The interferon stimulated gene product-15 (ISG15)
is attached to proteins in response to interferon and lipopolysaccharides,
among others. Ubiquitin corresponds to an inducible and reversible signal.
Deubiquitinating enzymes rapidly remove ubiquitin and Ub-like proteins
from proteins (regulation tuning of vesicular transport, cellular signaling,
DNA repair, etc.).

E3 Ubiquitin Ligase: component of the ubiquitin proteasome system for
the degradation of proteins. There are three groups: ring-finger, HECT-
domain (homologous to E6AP carboxyl terminus), and SCF-complex
(Skp1–Cul1–F-box protein) E3 ligases. The ring-finger E3 ubiquitin ligases
include muscle-specific ring-finger proteins (MuRF1, MuRF2, MuRF3) ex-
pressed specifically in cardiac and skeletal muscle. MuRF1 targets titin
and troponin-I. MuRF2 binds to titin. MuRF3 interacts with Four-and-
a-half LIM domain protein (FHL2) and γ-filamin.

Vascular Endothelial Growth Factor (VEGF): regulates the growth of
blood vessels and the vascular permeability. It regulates cell proliferation
via JNK and transcriptional factor AP1. Ligand-bound receptor dimer-
ization causes autophosphorylation and triggers the signaling cascade.
The VEGF family includes VEGF-A, -B, -C and -D. VEGF binds to its
cell-surface receptors VEGFR1 (or Flt1), VEGFR2 (or Flk1/KDR) and
neuropilin-1/2 (NP1/NP2). VEGFR2 is associated with vascular endothe-
lial cadherins and certain integrins αv at between-cell junctions. VEGF-A
is also a vascular permeability factor, inducing vascular leaks. VEGF-
mediated vascular permeability normally leads to a fibrin impenetrable
barrier. However, in cancer and ischemic tissues, VEGF-A induces edema,
tumor cell extravasation, etc. It indeed deletes junctions between endothe-
lial cells. VEGF alters gap junction by connexin-43 phosphorylation via
VEGFR2 and Src kinase activation [805]. VEGF disrupts tight junctions
via Src-dependent phosphorylation of zonula occludens-1 and occludin.
VEGF acts via Src on adherens junction proteins (VE-cadherin, β-catenin,
γ-catenin–plakoglobin and p120-catenin), inducing tyrosine phosphoryla-
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tion. Plasma VEGF released from circulating cells acts on the luminal
surface of the vascular endothelium, whereas VEGF secreted from peri-
cytes or other cells plays on the abluminal surface. VEGF signaling uses
PI3K–PKB, Ras–Raf–ERK, Src, and PLCγ–NOS.

VAV : protein of the Dbl family of guanine nucleotide-exchange factors for
the Rho GTPase family. It is involved in hematopoiesis, angiogenesis, and
T- and B-lymphocyte development and activation

Very-Low-Density Lipoprotein (VLDL): transport triglycerides from the
intestine and liver to other tissues, particularly adipose and muscle tis-
sues. Nascent VLDLs synthesized and secreted by hepatocytes contain
triglycerides, apolipoprotein-B, and cholesterol esters. Mature functional
VLDLs acquire apolipoproteins-E and -C2 from HDLs. VLDLs are cleaved
by endothelial lipoprotein lipase, which is activated by apolipoprotein-C2.
VLDLs then lose apolipoproteins and transfer triglycerides and give birth
to intermediate-density lipoproteins.

Villin: actin regulatory protein of the gelsolin/villin family, which cap, nu-
cleate, and/or sever actin filaments. Supervillin associates actin filaments
to the plasmalemma.

Vimentin : protein that can recept protein kinase, synapsin, glycogen syn-
thase, myosin light-chains, and microtubule-associated τ-protein.

Vinculin : protein of focal adhesions, which binds talin, α-actinin, actin, pax-
illin, and VASP. Vinculin stabilizes interactions between talin and actin
and recruits profilin–G-actin to actin polymerization sites.

Vitronectin: protein of the pexin family, in plasma and tissues. It promotes
cell adhesion and spreading.

von Hippel-Lindau Protein (vHL): degrades the transcription factor hy-
poxia-inducible factor (HIF), after oxygen-dependent hydroxylation by
prolyl hydroxylases and cosubstrate 2-oxoglutarate, generating succinate.
Reduction in fumarate hydratase or succinate dehydrogenase, both be-
longing to the tricarboxylic acid cycle, lead to activation of HIF. Con-
versely, during hypoxemia, increased fumarate concentrations and aug-
mented levels of succinate inhibiting prolyl hydroxylases, HIF is stabilized
and modifies the gene expression for tissue adaptation. In particular, HIF
upregulates vascular endothelial growth factor (VEGF) to improve vascu-
larization and oxygen supply. Activated HIF also increases glucose uptake
and glycolysis.

von Willebrand Factor (vWF): mediator between platelets and blood ves-
sel wall during blood coagulation.

Wiskott-Aldrich Syndrome Protein (WASP): form a set with WASP-
family verprolin-homologous protein (WAVE). This protein set includes
five known members: WASP, Neural WASP (N-WASP), WAVE1, WAVE2,
and WAVE3. These scaffolds lead to a burst of actin polymerization via
WASP-activated ARP2/3 complexes [806]. WASP and N-WASP bind to
several adapters, such as Grb2, Nck, and Crk. WASPs also interact with
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phosphoinositides and small GTPases Cdc42. WASP and N-WASP are
phosphorylated by Src.

Neural Wiskott-Aldrich Syndrome Protein (N-WASP): protein of cell
leading edges, whereas WAVE, another set of the WASP family (WAVE
is also known as SCARs) is implicated at the front of migrating cells. These
proteins use the Arp2/3 complex to stimulate actin polymerization. New
actin filaments are initiated at the membrane by filament branching cat-
alyzed by the N-WASP or WAVE–Arp2/3 complexes, which are activated
by Cdc42 and Rac, respectively. N-WASP acts on actin-based vesicular
transport. WAVE generates Rac-dependent lamellipodial protrusions dur-
ing cell migration and macropinocytosis, Abi1 acting downstream from
Rac.

Wnt Signaling (Wingless in drosophila): a signaling pathway that acts dur-
ing embryogenesis as well as in adult development. Wnt proteins control
cell proliferation, morphology, motility, and cell fate, as well as stem cell
maintenance. Aberrant Wnt signaling is implicated in developmental dis-
orders, degenerative diseases, and cancers. The Wnt signaling pathway
activates transcription of genes via β-catenin. β-Catenin acts as a tran-
scriptional coactivator with members of the LEF–TCF family. Without
stimulation, β-catenin is phosphorylated by a protein complex, which in-
cludes Apc, axin, and GSK3. Wnt signal activates two membrane recep-
tors, Frizzled and LRP6, which form a complex and trigger signaling,
stopping the degradation of β-catenin.
LDL receptor-related proteins-5 and -6 are required for transmission of
Wnt/β-catenin signaling. These Wnt signaling receptors are phosphory-
lated by the membrane-bound casein kinase-1γ to be tranduced [807].
Activated LDLR-related protein-6 then promotes the recruitment of the
scaffold protein axin.
Wnt signaling is also done via various factors, such as RhoA, JNK, PP3,
PKC, and casein kinase-2. Bcr is a negative regulator of Wnt signaling.

Zonula occludens proteins (ZO): interact with occludin. ZOs serve as
recognition proteins for tight junctional placement, and support structure
for signal transduction proteins. ZOs belong to the membrane associated
guanylate kinase-like proteins (MAGUK) family of proteins.

Zymogen: proenzyme (inactive precursor) of enzyme.

A.3 Physiology/Pathophysiology Terminology

Action Potential : electrochemical wave that quickly and transiently prop-
agates in the plasmalemma of a neuron or a myocyte. It results from ion
fluxes across the plasmalemma.

Actuator : a type of transducer that converts energy into mechanical force
(motion). Actuators and sensors are hardware elements of instrumentation
used in computer-aided medicine and surgery and medical simulators.
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Adipocyte: cell of adipose tissues and component of the endocrine system
and the immune system by its secreted molecules: adipokines, cytokines
(tumor-necrosis factor, interleukin-1, interleukin-6), CC-chemokine ligand-
2, clotting substances (plasminogen-activator inhibitor-1), and certain
complement factors.

Afterload : load to be overcome by the left ventricle to eject a blood volume
during every heart beat.

Aging : process that involves numerous pathways, as well as genetic and envi-
ronmental factors. The genetic control of longevity is associated with sur-
vival processes (maintenance and repair of damaged DNA). DNA damage
accumulates with aging.

Anastomosis: direct connection between arteries or veins.
Anatomic Atlas: data set used to differentiate tissues of similar composi-

tion, then of similar image intensity.
Aneurism: localized dilation of the wall of a blood vessel.
Angiogenesis: blood vessels development from existing capillaries by sprout-

ing, pruning, and/or splitting (intussusception). Primitive plexi of capil-
laries remodel and grow by angiogenesis. Angiogenesis occurs in adults,
particularly during wound healing (physiological angiogenesis). Abnormal
angiogenesis appears in certain chronic diseases and tumors.
Angiogenesis is regulated by endothelial growth factors (vascular en-
dothelial growth factor, fibroblast growth factor, platelet-derived growth
factor, etc.) and angiogenesis inhibitors (angiostatin, endostatin, and
thrombospondin-1). The angiogenic factors activate vascular and circu-
lating endothelial cells, as well as endothelial progenitor cells from the
bone marrow. Activated endothelial cells, as well as local stromal cells,
secrete matrix metalloproteinases so that endothelial cells can invade and
proliferate. The process is mediated by plasmin generated by the urokinase
plasminogen activator in association with its receptor and the tissue-type
plasminogen activator inhibitor-1. The migration of endothelial cells is
regulated by adhesion molecules, such as integrins αvβ3 and αvβ5.
The expression of the vascular endothelial growth factor is regulated by
several factors, such as hypoxia, oxidative and mechanical stresses, glucose
deprivation, acidosis, mutation of oncogenes and tumor suppressor genes,
and cytokines. In normal conditions, hypoxia inducible factor-1α is de-
graded by the ubiquitin-proteasome complex in coordination with the von
Hippel-Lindau protein. When hypoxia occurs, hypoxia inducible factor-1α

forms a complex with hypoxia inducible factor-1β, which translocates to
the nucleus and binds to the VEGF promoter. The VEGF pathway up-
regulates integrin expression, stimulates urokinase plasminogen activator
(uPA) and uPA-receptor, activates phosphatidylinositol 3-kinase and ma-
trix metalloproteinases, enhances the production of nitric oxide. VEGF
release hence facilitates the invasion of endothelial cells using matrix met-
alloproteinases, urokinase plasminogen activators, and tissue-type plas-
minogen activator inhibitor-1. VEGF leads to migration of endothelial



328 A Anatomical, Biological, Medical Glossaries

cells by activation of p38 mitogen-activated protein kinase, nitric oxide,
and focal adhesion kinase. It favors survival of endothelial cells by ac-
tion of phosphatidylinositol 3-kinase and protein kinase-B, by inhibition
of caspases, and upregulation of the apoptosis inhibitors. VEGF increases
the endothelium permeability and proliferation by activation of extracellu-
lar signaling-regulated kinase-1 and -2, c-Jun-NH2-terminal kinase–stress-
activated protein kinases, and protein kinase-C.

Atherosclerosis: inflammatory process of large artery walls characterized by
proliferation, migration from the media, and dedifferentiation of vascular
smooth muscle cells. Atherosclerosis is characterized by progressive lipid
accumulation inflammation, fissuration, thrombosis, calcification, and lu-
men stenosis.

Autonomic Nervous System: part of the nervous system composed of
the sympathetic and parasympathetic systems. It modulates physiolog-
ical functions, without conscious control. The sympathetic and parasym-
pathetic systems function in opposition to each other (sympathetic ac-
celerator and parasympathetic brake). Moreover, the sympathetic system
is involved when quick responses are required, whereas the parasympa-
thetic system intervenes when immediate reactions are not needed. The
autonomic nervous system also causes the release of hormones, especially
those involved in blood circulation functions (renin, vasopressin). The co-
ordinated activity of the sympathetic and parasympathetic systems par-
ticularly regulates the blood flow (Table A.5), acting on heart functioning,
vasculature resistances, breathing frequency (venous return), micturition
(blood volume), etc. (the sympathetic system quickly adjusts the cardio-
vascular system to the body needs, increasing heart rate and cardiomy-
ocyte contractility, and inducing vasoconstriction.) In addition to its in-
voluntary actions, the autonomic nervous system can cooperate with the
consciousness.
Both sympathetic and parasympathetic systems include afferent and ef-
ferent fibers. The sensory fibers lead signal to the nervous centers. The
area postrema serves as a chemosensory center. The nucleus of the solitary
tract integrates visceral information. Leaving these centers, efferent fibers
can relay in ganglia. Preganglionc neurons belong to the central nervous
system. Preganglionc sympathetic neurons originates in the spinal chord
(lateral horns of thoracic and lumbar segments of the spinal cord), pregan-

Table A.5. Predominance of sympathetic and parasympathetic tone at effector
sites of blood circulation

Site Predominant tone

Heart Parasympathetic (cholinergic)
Arteries Sympathetic (adrenergic)
Veins Sympathetic (adrenergic)
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glionic parasympathetic neurons in the medulla oblongata and the sacral
spinal chord. The preganglionic neurons modulate the activity of auto-
nomic ganglionic neurons.3 The sympathetic ganglia are located near the
spine column (close to the spinal chord), the parasympathetic ganglia close
to organs. The sympathetic ganglia is subdivided into two groups, paraver-
tebral4 and prevertebral (or preaortic) ganglia, forming the plexi of the
digestive tract. The preganglionic neurotransmitter for both sympathetic
and parasympathetic systems is acetycholine (cholinergic neurons). Post-
ganglionic neurons, traveling with blood vessels, belong to the peripheral
nervous system. Most postganglionic sympathetic neurons release nora-
drenaline, most often with cotransmittors (ATP, neuropeptide-Y, nitric
oxide, etc.), which in most cases acts on adrenergic receptors. Postgan-
glionic parasympathetic neurons release acetylcholine to stimulate either
muscarinic (peripheral tissues) or nicotinic (sympathetic and parasympa-
thetic postganglionic neurons, and adrenal chromaffin cells) receptors.

Autoregulation: intrinsic ability of an organ to maintain a constant blood
flow despite changes in perfusion pressure.

Bathmotropy : refers to the exitability of the myocardium.
Blood-Brain Barrier (BBB): is formed by the endothelial cells of the cere-

bral microvasculature. It maintains a suitable environment for neuronal
signaling.

Body Surface Area (BSA): estimated for adults as BSA = ([height(cm) +
weight(kg)] − 60)/100.

Bradycardia: fc < 1Hz.
Cancer : a population of malignant cells, either clustered as tumors or dis-

persed, as in leukemias.
Although mutations occur in differentiated cells, cancers contain stem
cells. Cancers can thus be derived from stem cells. Stem cell alterations
explain, at least partially (dedifferentiated cells mimic stem cell behavior),
heterogeneity of most tumors, with different degrees of cell transforma-
tion. Cancer growth depend on the activity of these stem cells, which are
targeted by effective therapy.
Six main alterations in cell physiology characterize a tumor cell: (1) self-
sufficiency in growth signals, (2) insensitivity to growth-inhibition, (3) re-
sistance to apoptosis, (4) limitless replicative potential, (5) sustained an-
giogenesis, and (6) tissue invasion and metastasis.
Carcinogenesis can be divided into three phases: (1) initiation, with sta-
ble genomic alterations (DNA is mutated by chemical or physical car-
cinogens, with subsequent activation of oncogenes and/or inactivation of

3 Axons of sympathetic neurons make synapse on either sympathetic ganglion cells
or chromaffin cells in the adrenal gland.

4 21 to 22 pairs of sympathetic ganglia exist: 3 cervical (superior, middle, and
stellate ganglia), 10 to 11 thoracic, 4 lumbar, 4 sacral, and a single ganglion in
front of the coccyx. Paravertebral ganglia provide sympathetic innervation to
blood vessels.
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tumor-suppressor genes and proteins), (2) promotion, with proliferation
of genetically altered cells, and (3) progression, with tumor spreading.
During the progression stage, additional mutations can be acquired.
Many biological processes are involved in tumorigenesis. Inflammation
and innate immunity could exert pro-tumorigenic effects, whereas adap-
tive immunity could have antitumorigenic effects. Inflammation acts via
leukocytes (macrophages, tumor-associated macrophages,dendritic cells,
neutrophils, mast cells, and T lymphocytes), which are recruited to the tu-
mor microenvironment. These leukocytes produce cytokines, growth and
angiogenic factors (tumor-necrosis factor, interleukin-6, and vascular en-
dothelial growth factor), as well as matrix metalloproteinases and their in-
hibitors. Necrosis of cancer cells in the hypoxic tumor core leads to the ac-
tivation of tumor-associated macrophages. Interferons, interleukin-4, IL12,
IL13, and granulocyte/macrophage colony stimulating factor might in-
crease tumor rejection, inducing maturation of dendritic cells and promot-
ing initiation of an adaptive immune response. Colony stimulating factor-1
(M-CSF) and interleukin-6, produced by tumor-associated macrophages,
can inhibit maturation of dendritic cells. In association with IL1 and
tumor-necrosis factor, M-CSF and IL6 can promote tumor progression.
Viral and bacterial infection (human papillomaviruses, hepatitis B and
hepatitis C viruses, and Epstein-Barr virus are risk factors for malignan-
cies), subsequent inflammation and cancer can be connected. Inflamma-
tion can induce tumor growth by the activation of nuclear factor-κB [808].
Tumors are hypoxic at some stages because of high oxygen consumption
and inadequate blood supply. The transcription factor hypoxia-inducible
factor (HIF) is activated for angiogenic signaling and glycolysis. A decay
in tumoral HIF activity can then reduce tumor growth.

Cardiac Index : CI = CO/BSA (l/mn/m2).
Cardiac Output (CO): blood amount pumped by the heart in one minute.

This hemodynamic variable is continuously regulated by the nervous sys-
tem.

Central Venous Pressure (CVP): pressure measured in the right atrium.
Central Nervous System: part of the nervous system, including the brain

and spinal cord, which analyzes sensory data and emits nerve impulses.
Chronotropy : refers to the cardiac frequency (positive chronotrope effect

(C+): increase, negative (C−): decrease in heart rate).
Coagulation: transformation from a liquid to a solid form, generally applied

to the clotting of blood.
Compliance: usually in physiology dV/dp, the reverse of the elastance

(dp/dV). Total peripheral compliance is a hemodynamic index currently
estimated using a windkessel model. The vessel compliance depends on
the geometry and rheology of the blood vessel for a given pressure range.
A bulk quantity does not have any mechanical meaning. However, it is
used in medical practice.
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Composite Material : material composed of more or less stiff fibers sur-
rounded by a matrix.

Computer-Aided Therapy : integration of computer technologies into care,
procedures being planned and guided by a computer model.

Conductance: refers to the rate of the ion flux across ion channel or to the
flow rate for a given pressure drop.

Correlation: measures the interdependence between two variables, most of-
ten assuming a linear relationship between them and the absence of dis-
continuity.

Datum Fusion : merged informations from multiple sources.
Diastole: the period of cardiac relaxation (in opposition to systole).
Display Device: small, high-resolution CCD cameras introduced in the

body to display target images on a video-monitor. Consequently, more
people in the operating room follow the performance of the operation and
can anticipate the needs.

Distal : further away (in opposition to proximal).
Dromotropy : refers to the conduction velocity of the nodal system.
Edema: manifestation of a strong imbalance between hydrostatic and os-

motic pressures at the capillary wall, with excess accumulation of water
in the interstitium without reabsorption into the capillaries or filtration
into the lymphatics. Edema can be caused by lymphatic or venous obstruc-
tion, permeability changes, such as in inflammation, reduction in plasma
protein concentration, such as in liver dysfunction.

Efferent : away from (in opposition to afferent).
Ejection Fraction (EF): ratio of the stroke volume to the end-diastolic ven-

tricular volume (EDV), used as index of contractility.
Electrocardiogram (ECG): the electrical signal caused by depolarization

and repolarization of the myocardium during the cardiac cycle. The elec-
trical activity of the heart reflects the time- and voltage-dependent behav-
ior of ion channels of the cardiac wall (nodal cells and cardiomyocytes)
and the resulting transmembrane ionic gradients.

Embolus: air bubble, fat particle, or blood clot conveyed in the blood.
Endocrine: pertaining to glands excreting hormones.
Endothelium: monolayer of cells lining blood vessels.
Epigenetics: study of heritable changes in gene expression without alter-

ation in the nucleotide sequence due to chemical modifications of nucleic
acids or of histones (DNA methylation and chromatin remodeling). Epi-
genetics thus describes interactions of genes with their environment, es-
pecially the effects of chromatin.

Extravasation: process during which cell leaves a blood vessel and migrates
within the vessel wall.

Fascia: sheet of connective tissue, largely collagen, surrounding or separating
muscle fibers.

Fatty Streak : subendothelial accumulation of foam cells (cholesterol-engor-
ged macrophages).
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Fibrillation: atrial or ventricular rate greater than 5 Hz.
Field of View (FOV): selected area for acquisition and display.
Flutter : rapid but regular contractions of atrial or ventricular myocardium

caused by re-entry (fc > 4Hz).
Focal : occurring at specific locations.
Force Feedback (FFB): virtual force simulation, which requires a device

generating the reaction to the action, for example, haptic feedback in sur-
gical simulator. Haptic devices must retrieve both the applied force and
the tactile quality of the biological tissues (texture and shape [smoothness
or sharpness]) back to the fingers.

Gating : opening and closure processes of ion channels. Voltage-gated ion
channels open and close according to the electrical potential of the plas-
malemma. Ligand-gated ion channels respond to binding of either extra-
cellular or intracellular molecules. Gating also refers to image acquisitions
and measurements triggered by ECG.

Gene Expression: process by which a gene DNA sequence is converted into
the structures and functions of a cell.

Glycocalyx : small covering on a cell surface.
Haptic Feedback : interface that gives the sense of touch (απτo: to touch,

to come into contact; αϕη: sense of touch) to the user via applied forces
and/or displacements. Haptic devices5 assess forces exerted by the user.
Haptic interfaces are required for medical simulators aimed at training for
minimally invasive and/or remote procedures.

Heart Failure: results from defects in myocardial metabolism, especially in
calcium handling, alterations in myosin isoforms, abnormalities in car-
diomyocyte cytoskeleton, and excessive cardiomyocyte apoptosis.

Homeostasis: maintenance of the internal equilibrium. The body continu-
ously experiences modifications of its environment and must keep a inter-
nal stability, the physiological data evolving within given ranges. Home-
ostasis disturbances occur following diverse kinds of stresses, which trigger
adaptive responses of the body. The response type depends on the stress
duration. The body response is based on various systems, including the
hypothalamus–pituitary–adrenal axis, the autonomic (vegetative) nervous
system with its parasympathetic and sympathetic components, the limbic
system, and the immune system.
The biophysical and biochemical quantities, which described the internal
equilibrium, evolve in a given range centered around an average. The aver-
aged quantities are mathematical data which serve as indices to measure
the bulk activity of the physiological systems. The precise aspects of the
activity are usually much more difficult to predict.

5 Haptic devices were also called dactylokinesthetic because they are related to
both tactile (δακτυλoς: finger) and kinesthetic (kinestesic) representations, sens-
ing contact with a targeted organ or another tool in association with tool posi-
tioning.
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Humoral : related to body fluids, particularly serum.
Image Acquisition : Process of measuring, reconstructing (for quick visual-

ization), and storing image data. Images are collected with a given acqui-
sition time, and afterwards (after required reconstruction time) display on
a screen.

Image-Guided Therapy : spatial informations (target volume and localiza-
tion) in relation to the surrounding structures used to plan access trajec-
tories and approach the target using suitable instruments with minimal
risks. The peroperative imaging is combined to the preoperative geomet-
rical model of the target organ with periodic updating to guide the ther-
apeutic gesture. The peroperative image guidance must provide the accu-
rate definition of the target margins for full efficiency of the procedure.
Several sensors (optical, electromagnetic, ultrasonic, etc.) can be attached
to the instruments to provide a continuous spatial localization during the
intervention (instrument tracking).

Image Registration: transformation of different image sets acquired at dif-
ferent times and from different perspectives, and hence in different co-
ordinate systems, into a single coordinate system. Registration allows to
compare and integrate patient images obtained from different acquisition
techniques. Elastic registration copes with deformations of body’s organs.
Non-rigid registration of medical images are also used to register patient’s
images to anatomical atlases.

Image Segmentation: separation of mutually exclusive regions of an image
to retrieve the organ contours.

Adaptive Immunity : immune reponses created by foreign body invasion.
Adaptive immune responses to a previously experienced stimulus are en-
hanced with respect to the first encounter. The main cells of adaptive
immune responses are lymphocytes, which express a large repertoire of
antigen-specific receptors. The adaptive response indeed is characterized
by its diversity due to the random recombination of antigen receptor gene
segments during lymphocyte development, which gives rise to numerous
T and B lymphocytes, each with a unique antigenic specificity. MHC
class II molecules on the surface of antigen-presenting cells are displayed
for recognition by CD4+ T helper cells and adaptive immune responses.
Naive T lymphocytes are targeted for a given antigen after interaction
with specialized antigen-presenting cells in secondary lymphoid organs,
which triggers effector T-lymphocyte proliferation. Effector T lympho-
cytes give rise to long-lived memory T lymphocytes that protect against
reinfection.
Innate immune responses can determine both the type and intensity of
adaptive immune responses. The recognition phase of innate responses
depends on receptors, such as Toll-like receptors expressed by dendritic
cells, which detect molecules carried by bacteria and viruses. Toll-like
receptors prime the synthesis of interferons that regulate the development
of both innate and adaptive immunity.
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Innate Immunity : pre-existing, antigen-independent immune mechanism
that defends against infection and cellular transformation. Innate immune
responses involve both soluble and plasmalemmal molecules that recog-
nize a finite set of substances associated with tissue damage and certain
pathogens. Repeated exposure to the same stimulus does not substantially
alter the nature of the immune response. Innate immunity involves natural
killer cells, γδT lymphocytes, phagocytes, epithelial cells, and dendritic
cells. These cells are activated by plasmalemmal sensors.

Impedance: opposite of admittance, determines the pressure to be generated
by the heart pump to create the blood flow.

Incidence: number of individuals who have newly contracted a given disease
during a specified period in a given population.

Inflammation: response of the immune system to irritation, injury, or in-
fection.

Inotropy : refers to the myocardial contractility.
Interface Technology : deals with interactions between a person and an

electromechanical device, with inputs, outputs, and the interaction envi-
ronment, which can be partially real, partially virtual (from images of the
operating field).

Intimal Hyperplasia: cell proliferation in intima associated with abnormal
hemodynamic stresses, oxidative stresses, and endothelial injury, observed
in atherosclerosis, stented vessel restenosis, and grafting.

Kinesthesia: sense that detects position and motion of body’s parts (κινησι:
to generate a motion; αισθησις: sensation). Afferent information comes
from skin, bones, tendons, joints, and muscles. The sense of the position
of the components of the locomotor system become automatic by train-
ing (paramount importance of medical simulators). Kinesthesia-associated
haptic perception strongly relies on fine sensation of pressure experienced
during touch. In addition, kinesthesia is involved in hand-eye coordination
used in particular during therapeutic procedures.

Kinesthetic Feedback : device that prevents forbidden trajectories.
Lesion: localized abnormality in tissue organization.
Limbic System: nervous system involved in emotion formation and process-

ing, motivation, learning, and memory. The limbic system (limbus: edge,
boundary, margin) contains many brain structures, such as the amygdala,
hippocampus, hypothalamus, mammillary bodies, fornix (which connects
the hippocampus to the hypothalamus), fornicate gyrus (which consists
of cingulate and parahippocampal gyri), dentate gyrus (a part of the hip-
pocampal region), thalamus, and basal ganglia (caudate nucleus, puta-
men, globus pallidus, and substantia nigra). The limbic system is con-
nected with the cerebral cortex. The orbitofrontal cortex plays a role in
decision making. The sense of smell is related to all parts of the limbic
system, especially to the olfactory cortex. The limbic system acts on both
the autonomic nervous system and the endocrine system.
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The amygdala is involved in signaling related to emotional responses (ag-
gression and fear). The hippocampus and the parahippocampal gyrus are
required for storage of short-term memory, formation of long-term mem-
ory,6 and spatial orientation. The mammillary bodies are implicated in
emotion, sexual arousal, and memory processing. The cingulate gyrus reg-
ulates the blood flow and cognition. It coordinates sensory inputs associ-
ated with emotions. It is also involved in memories related to odors and
pain. The dentate gyrus plays a role in formation of new memories. The
nucleus accumbens acts in various processes, such as pleasure and addic-
tion. The thalamus is implicated in motor control. It relays sensory signals
to the cerebral cortex. The hypothalamus controls organ functioning by
hormone release, especially the blood circulation. The basal ganglia are
responsible for repetitive behaviors, reward experiences, and attention.

(Vessel) Lumen: space inside any blood vessel in which blood flows. The
lumen (lumen, lumina: light, shine, glow) is bound by the wetted surface
of the endothelium with the glycocalyx, which senses the stresses applied
to it by the moving blood (mechanotransduction).

Lusitropy : ability of cardiomyocytes to relax.
Extracellular Matrix : ground substance of connective tissue.
Mean Arterial Pressure (mAP): time-mean pressure during the cardiac

cycle (virtual pressure that would exist without arterial pulsations). Its ap-
proximate value is mAP = (systolic AP− diastolic AP)/3 + diastolic AP.

Metadata: collection of physio/pathophysiological process data. A knowl-
edge of the methodology used to compile datasets is important for as-
sessing and interpreting data. Data quality depends on geographical cov-
erage, sampled population, and size of data collection. Data collected
a long time ago can be no longer relevant due to changed situations.
Data collection is also affected by exploration times (physiological cy-
cles) and possible breaks in collecting observations. Data representativity
depends on the selection technique for sampling of the population. Com-
pilation method is worth knowing, because definitions of concepts and
physio/pathophysiological parameters can vary, as well as, in the case of
diseases, incidence and prevalence of factors can be not very clearly de-
fined.

Metabolic Syndrome: collection of risk factors of atherosclerosis, including
hyperlipidemia, hypertension, and diabete.

Microelectromechanical Systems (MEMS): microelectronics-based devi-
ces used to sense, to act and to compute.

Minimally Invasive Therapy : minimal access to the target organ that im-
plies limited field of view and depth perception. The usual straight hand-
eye axis disappears. The instruments are remote manipulators, needing
sensory output back to the hand to feel the organs and sense the depth.

6 The hippocampus is not involved in procedural memory, i.e. learning by repeti-
tion.
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Mitochondrium: organelle in the cytoplasm of cells containing genetic ma-
terial and many enzymes important for cell metabolism, including those
responsible for the conversion of nutrient to usable energy.

Mucosa: tissue containing an epithelium and excretory cells.
Myofiber : small set of myocytes.
Necrosis: process characterized by disruption of the plasmalemma and re-

lease of intracellular components into the surrounding tissue, which then
yield an inflammatory response and can damage neighboring cells.

Nervous System: body command system divided into central and periph-
eral nervous systems.

Ostium: opening or passage.
Pacemaker : collection of specialist myocytes in the sinoatrial node (the

so-called natural pacemaker, because of its highest emission frequency,
although reduced by the parasympathetic system, among nodal tissue),
which oscillate electrically to initiate the cardiac cycle.

Parasympathetic: part of the autonomic nervous system generally respon-
sible for conserving energy and reducing metabolism (in opposition to
sympathetic).

Perfusion Pressure: arterial pressure minus venous pressure.
Peripheral Nervous System: part of the nervous system, which carries

nerve impulses from (afferents) and to (efferents) the body organs. It
includes cranial and spinal nerves with centers in the brain stem and
the spinal cord, respectively. It is made of sensory (afferent) and motor
(efferent) limbs; neurons form reflex arcs. Certain sensory neurons monitor
the concentrations in blood gases (chemosensors for carbon dioxide and
oxygen), the arterial pressure (baroreceptors), etc.

Pitch: angular displacement according to the anterior-posterior direction. In
MSSCT, slice thickness-to-table translation ratio.

Preload : load undergone by the left ventricle associated with diastolic filling.
Preload involves stored mechanical energy.

Prevalence: number of cases of a given disease in a specified population at a
peculiar time interval (small or large), regardless of the date of contraction.
Prevalence is distinct from incidence, which is a measure of the number
of new cases.

Prognosis: expected course of a disease, either without therapy (natural
prognosis) or after treatment (clinical prognosis). Any prognosis is de-
fined by certain criteria, such as the absence of pain or recurrence in case
of malignancies. Prognosis results from clinical studies, statistical evalua-
tions and, last but not least clinician experience.

Prolapse: abnormal protrusion of a part of an organ, in particular the move-
ment of a cardiac valve into its upstream chamber.

Proprioception: sense (proprius: which belongs to me; perceptio: to gather,
to collect) of the relative position and possible motion of neighboring
body’s parts. Proprioception corresponds to the sensory information im-
parted from the locomotor system (bones, muscles, ligaments) and skin to
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know the position of body’s elements and motion amplitude. Propriocep-
tion is then a sensory modality, which differs from the six exteroceptive
senses (exteroception: sight, hearing, balance, smell, taste, and touch; ex-
teroceptors are the eyes, ears, nose, mouth, and skin) and interoceptive
perceptions of the state of body’s organ (interoceptors send information
from stressed organs). The proprioceptive information comes from sensory
neurons connected to the inner ear (motion and orientation) and stretch
receptors of muscles and ligaments. During the exploration of objects, the
force information is more important than proprioception.

Proximal : closer (in opposition to distal).
Pulsatility Index : peak flow-to-mean flow ratio (q̂/q̄).
Three-Dimensional Reconstruction: generation of a volumetric repre-

sentation of the region of interest. The 3D reconstruction can combine
the anatomy (size, shape, and possibly color, texture, etc.) to functional
data (organ segmentation, vascularization, etc.), physical characteristics
(flow rate, rheology), and biochemical activity.

Re-Entry : electrical impulse return into a recently activated myocardium
area.

Remodeling : long-term changes in cell proliferation, differentiation, migra-
tion and apoptosis occuring in hypertension, atherosclerosis, ischemia, and
restenosis.

Biological Rhythm: functional process variable in time. A circadian rhythm
is a cycle endogenously generated of about (circa: around) one day, then
including both diurnal and nocturnal variations. The circadian rhythm
can be modulated by external factors (light and temperature). Circadian
rhythms are defined by three criteria: persistancy in constant conditions,
resetting by light/darkness exposure, and temperature compensation with
the same rate within a temperature range. The governing circadian clock
in mammals is located in the suprachiasmatic nucleus of the hypothala-
mus. The suprachiasmatic nucleus secretes melatonin in response to cues
from the retina. Melatonin release rises during night and falls during day.
However, the circadian rhythm is also found in many body cell types.
Ultradian and infradian rhythms designate short (i.e., heart and respi-
ration rates) and long cycle periods. The latter include circaseptan or
weekly rhythm (immunity), circavigintan (about 20 days; production of
certain hormones), circatrigintan (about 30 days; menstrual cycle and
seasonal variations with winter/summer differences in lipid levels and in
thyroid functions), and circannual rhythm (organ sensitivity to environ-
mental stimuli). In opposition to homeostasis that supposes a relatively
constant internal state, chronobiology explores periodic processes in liv-
ing organisms and exhibits predictable temporal variability. Chronomics
refers to molecular mechanisms involved in chronobiology.

Sarcoplasm: cytoplasm of striated myocytes.
Sarcoplasmic Reticulum: set of convoluted tubules and flattened sacs

throughout the sarcoplasm of cardiomyocytes.
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Sensor : a type of transducer. Biological sensors are sensitive to: (1) mechan-
ical contact stresses such as those generated by blood motion (pressure
and shear), as well as body forces such as gravity and magnetic and elec-
trical fields; (2) physical factors (light, temperature, humidity, etc.); (3)
internal body’s state (position and motion, i.e. proprioception); (4) chem-
ical environment (levels of oxygen, nutrients and possibly toxins); and (5)
signaling molecules such as hormones, neurotransmitters, and cytokines.

Septum: partition of an organ. In the heart, the myocardium dividing the
left chambers from the right ones.

Serous Membrane: tissue composed of epithelium and underlying loose
connective tissue, particularly the lining of the pericardial, pleural, and
peritoneal cavities.

Signal Averaging : signal processing method for improving the signal-to-
noise ratio by taking the average of several samples of a given signal
acquired under similar conditions.

Spindle: cell structure made of chromosomes, microtubules and associated
proteins, which segregates the duplicated chromosomes during mitosis, a
part of the cell cycle.

Standard Deviation: square root of the sample variance.
Stem Cell : Certain stem cell descendants produce new stem cells, keeping

the stem cell properties (self-renewal). Others differentiate, entering into
a division set to give birth to functional cells and leading to a loss of
stem cells. Stem cells can be labeled according to descendant function
or development stage (adult or embryonic). Totipotent stem cells have
unlimited differentiation potential, whereas pluri- (zygote), multi-, and
bipotent (adult) stem cells give rise to a limited number of differentiated
descendant types.
Stem cells with their potential to develop into specialized cells can serve
in regenerating failing organs, avoiding the creation of tumors or aber-
rant tissues. Stem cells can, indeed, become malignant, especially when
they move away from their niche. Adult stem cells are multipotent, giving
birth to cell types that belong to the lineage of their embryonic layer,
rather than pluripotent like embryonic stem cells, which come from very
early-stage embryos and produce cell types of all three embryonic lineages
(ectoderm, endoderm, and mesoderm). Stem cells derived from amniotic
fluid are pluripotent, being able to differentiate into various tissue cells,
representing each embryonic germ layer (adipogenic, osteogenic, myogenic,
endothelial, neuronal, and hepatic lineages) [809].7 Stem cells exist in tis-
sues, especially those with high cell turnover (skin, gut, and blood). The
liver can regenerate more than 50% of its initial mass within weeks.
The pool of hematopoietic stem cells represents less than 10−4 of bone
marrow cells in adults, but each of these cells gives birth to a large pop-
ulation of intermediately differentiated progenitor cells. These progenitor

7 Amniotic fluid contains multiple cell types derived from the fetus.



A.3 Physiology/Pathophysiology Terminology 339

cells divide and differentiate after several stages to form mature cells. The
stem cells simultaneously self-renew and remain undifferentiated, whereas
progenitor cells lose this property. Stem cell fate and function are con-
trolled by signaling pathways that involve Notch, sonic hedgehog, and
Wnt genes. The identity of molecules that confers the ability to self-renew
is not fully known, but the stem cell environment, the so-called stem cell
niche, plays a fundamental role. However, hematopoietic stem cells can
migrate to distant body regions. Progenitor cells move away from the
niche.

Smooth Muscle Cell : non-striated, involuntary myocyte in vessel walls.
Stasis: unchanging state.
Stenosis: constriction or narrowing of a vessel.
Stent : short narrow tube, often in the form of a mesh, which is inserted into

the lumen of a anatomical conduit such as an artery, bronchus, or bile
duct to keep a previously blocked passageway open.

Stroke Index (SI): blood volume expelled by the left ventricle per heart
beat indexed by BSA.

Stroke Systemic Vascular Resistance Index (SSVRI): per-beat measu-
rement of afterload.

Stroke Volume (SV): amount of blood ejected by the left ventricle into the
vasculature per heart beat.

Suprachiasmatic Nucleus: anatomical center of the circadian clock in the
anterior hypothalamus.

Synapse: junction (συν: together; απτo: to attach) usually between a neu-
ron and its target cell. It consists of axon transmitting ending (terminal),
tiny synaptic cleft between the cells, and dendrite (receiving ending) of
the downstream neuron or the effector cell. In particular, synapses lead to
neural circuits and neuromuscular junctions. The enlarged tip of the pre-
synaptic nerve terminal (synaptic button, bouton, or knob) is separated
from the post-synaptic target cell surface (a dendrite or a cell body) by the
synaptic cleft (width 20 nm). Plasmalemmas of the two adjacent cells are
connected by cellular adhesions. Proteins of the postsynaptic membrane
anchor and convey neurotransmitter receptors, as well as modulators of
receptor activity.

Immunological Synapse: interface between an antigen-presenting cell and
a responding T lymphocyte that is similar to synapses of the nervous
system. Both antibody-mediated (humoral immunity; antibodies in body
fluids bind cognate antigens and trigger a response) and cell-mediated
(T lymphocytes bind to the surface of antigen-presenting cells and trig-
ger a response, which can involve other types of leukocytes) immune
processes indeed involve close contact between a T lymphocyte and an
antigen-presenting cell (i.e., helper T lymphocyte Th1 with dendritic cell
or macrophage; helper T lymphocyte Th2 with B lymphocyte; cytotoxic T
lymphocyte with cell infected by virus, bacterial components, or parasites,
allograft, and tumor cell; NK lymphocyte with virus-infected or cancer-
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ous cell). Several types of molecules intervene: (1) T-cell receptors and
the major histocompatibility complex on the antigen-presenting cell; (2)
adhesion molecules; and (3) cytokines (such as interleukins and perforin)
and clusters of cytokine receptors.

Ventricular Stroke Work : work applied to the blood at each ejection by
the ventricle.

Left Stroke Work Index : normalized amount of work the heart expends
over one heart beat interval.

Sympathetic: part of the autonomic nervous system that is generally re-
sponsible for elevating metabolism and increasing alertness (in opposition
to parasympathetic).

Systemic: pertaining to the cardiovascular system with the exception of ves-
sels perfusing the lungs (in opposition to pulmonary).

Systole: period of cardiac contraction (in opposition to diastole).
Tachycardia: fc > 1.6Hz.
Telepresence: remote manipulation of instruments via controlled communi-

cations and robotic arms.
Test Sensitivity : ratio between the number of true positive and total num-

ber of abnormals (sum of true positive and false negative) TP/(TP +
FN).

Test Specificity : ratio between the number of true negative and total num-
ber of normals TN/(TN + FP).

Thermoablation: therapeutic technique, either based on heat, created at a
targeted zone by electromagnetic wave (radiofrequency ablation) or pres-
sure wave (ultrasound destruction), or cold (cryoablation), aimed at re-
moving dysfunctional cells or added to partial resection of tumors.

Thrombus: blood clot.
Tip Cell : specialized endothelial cell at the leading edge of vascular sprouts

that make filopodia for guiding vascular sprout growth according to VEGF
concentrations. VEGF-A induces endothelial tip cells. Delta-like ligand-
4/Notch signaling, which occurs downstream from VEGF, decreases the
number of tip cells and vessel branchings.

Total Peripheral Resistance: determinant of the cardiac load controlled
by the nervous system, which is commonly estimated either by the aortic
flow-to-pressure ratio or using a windkessel model.

Variance: average value of the square of the difference between the random
variable and its mean.

Vasoconstriction: reduction in bore of blood vessels, particularly the arte-
rioles, which control the distribution of blood in the body (in opposition
to vasodilation).

Vasculogenesis: development of blood vessels that involves the differentia-
tion of angioblasts into endothelial cells and their assembly into primary
vascular plexi. Vasculogenesis is regulated by interactions of growth fac-
tors such as vascular endothelial growth factor, fibroblast growth factor,
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transforming growth factor-β, and platelet-derived growth factor. The ves-
sel growth direction is driven by leading endothelial tip cells in response to
guidance molecules, whereas the lagging endothelial cells form vascular lu-
mens. During maturation, pericytes and smooth muscle cells are recruited
to capillaries and large blood vessels, respectively. The vascular network
remodels with body’s growth by pruning and branching in response to
growth factors, hypoxia, and blood flow to form a structure of arteries,
capillaries, and veins.

Vasodilation: increase in caliber of blood vessels, particularly the arterioles
(in opposition to vasoconstriction).

Venous Pump: local external forces acting on valvular veins that improve
venous return.

Venous Return: blood flow reaching the right atrium.
Virtual Reality : computer modeling associated with real-time simulations.
Windkessel effect : arteries swell and shrink during each heart beat, espe-

cially elastic arteries near the heart, during blood ejection by myocardium
contraction and the absence of cardiac output during myocardium relax-
ation, respectively. The phase lag of the artery wall displacement with
respect to the beginning of myocardium contraction/relaxation depends
on pressure wave propagation, which is finite in deformable arteries. The
arterial buffer, with this windkessel effect, allows the transformation of
input pressure, which varies from almost zero to its maximum, into a
pressure changing from a diastolic minimum (much greater than in the
left ventricle) to a systolic maximum. The starting-stopping flow at the
cardiac outlet is transformed into a pulsatile flow (time-dependent but
continuous throughout the cardiac cycle) in the arteries.
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Adipocyte

Adipocytes (the latin root adeps means fat) store lipids for restriction periods.
Adipose tissues have an important growth potential, then requiring angiogen-
esis (part I). However, excess inputs develop adipose tissues, increasing cell
size and number, and augment the occurrence of cardiovascular diseases. Lipid
accumulation in adipocytes disturbs the adipokine secretion (Table B.1), im-
pairs insulin signaling, and dysregulates the cell functioning.

The adipokines (or adipocytokines) belong to a group of cytokines (betwe-
en-cell communication, i.e., paracrine function) secreted by adipose tissues
and other organs. They can also function as hormones (endocrine function).
The adipokine family include leptin, adiponectin, resistin, visfatin, and retinol
binding protein-4. Adipokines reduce fatty acids in non-adipose tissue cells.

Table B.1. Adipocyte production. Adipokins regulate food intake, and thereby
energy homeostasis.

Adipokines Leptin, adiponectin, resistin

Cytokines Tumor necrosis factor-α, interleukin-6

Inflammatory Serum amyloid A, pentraxin, lipocalin,
reactants ceruloplasmin, macrophage migration inhibitory factor

Angiogenic Vascular endothelium growth factor,
factors monobutyrin

Lipogenic Acylation-stimulating protein
factors

Matrix Collagen-4
components

Proteases Adipsin

Miscellaneous Osteonectin, stromolysin
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Adipocytes also secrete angiotensinogen, adipocyte differentiation factor,
interleukin-6, tumor necrosis factor-α, and plasminogen activator inhibitor-1,
as well as others mediators, such as nitric oxide, prostaglandins, acylation-
stimulating protein, and adipsin (complement-D). Visceral adipose tissues
seem to have up to five times the number of PAI1-producing stromal cells
compared with subcutaneous adipose tissues [810].1 Circulating PAI1 level is
correlated with an accumulation of visceral fat.

Adipocytes and resident macrophages synergistically secrete TNFα and
IL6, particularly in obesity. Obesity and insulin resistance increase cardiovas-
cular risk by dyslipidemia, hypertension, glucose dysmetabolism, and mecha-
nisms that implicate adipokines, cytokines, and hypofibrinolytic factors [811].
Adipocytes release certain compouds that alter glucose and lipid metabolism,
blood pressure, coagulation, and fibrinolysis, and lead to inflammation.

Dyslipidemia in obesity is characterized by increased concentrations of
VLDLs and of LDLs, and decreased levels of HDLs. Hepatic overproduction
of VLDL is a consequence of hepatic steatosis. In insulin-resistant states of
obesity,2 the dyslipidemia is characterized by an increased concentration of
smaller, denser LDLs, after increased lipolysis by hepatic lipase [811]. These
LDLs are more exposed to oxidation. They are mostly targeted by macrophage
scavenger receptors rather than the normal LDL receptor.

B.1 Adiponectin

Adiponectin (necto: to bind) is synthesized mainly by adipocytes. It is
also expressed by skeletal myocytes, cardiomyocytes, and endothelial cells.

1 Plasminogen activator inhibitor-1 is a marker of hypofibrinolysis.
2 Insulin resistance leads to: (1) impaired glucose uptake, particularly in my-

ocytes, in hepatocytes, and in adipocytes, (2) impaired LDL receptor activ-
ity, with delayed VLDL clearance, and (3) inability to suppress hepatic glu-
cose production and release of non-esterified fatty acids from hypertrophic
adipocytes. The level of non-esterified fatty acids increases owing to decreased
lipolysis, fatty acid oxidation and low levels of adiponectin (the latter favor-
ing fatty acid oxidation), stress-induced adrenergic stimulation, and to inflam-
mation. Increased levels of non-esterified fatty acids cause lipotoxicity, impair
endothelium-dependent regulation of the vasomotor tone, increase oxidative
stress and have cardiotoxic effects. Reduced lipoprotein lipase activity decays the
clearance of triacylglycerol-rich lipoproteins. Impaired lipolysis of triacylglycerol-
rich lipoproteins decreases the transfer of apolipoproteins and phospholipids from
triacylglycerol-rich lipoproteins to HDL, thus reducing HDL concentration. Fur-
thermore, delayed clearance of triacylglycerol-rich lipoproteins facilitates CETP-
mediated exchange between cholesterol esters in HDL and triacylglycerols in
VLDL. Also, the degradation rate of ApoB100, which regulates VLDL secretion,
is decreased in insulin resistance. In the cardiovascular system, insulin resistance
is associated with inhibition of the PI3K pathway and overstimulation of the
growth factor-like pathway.
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Adiponectin circulates in blood at high concentrations (5–10 mg/ml). Adipo-
nectins exist as a low-molecular-weight full-length trimers and globular cleav-
age fragments. The full-length trimer can dimerize to form a middle-molecular-
weight hexamer, which can oligomerize to form a polymer. Full-length adipo-
nectin stimulates AMPK phosphorylation (activation) in the liver, whereas
globular adiponectin yields this effect in skeletal myocytes, in cardiomyocytes,
and hepatocytes.

Adiponectin binds to its G-protein-coupled receptors, adipoR1 and adi-
poR2 (Table B.2). T-cadherin could act as a co-receptor for the middle/high-
molecular-weight adiponectin on endothelial cells and smooth muscle cells, but
not for the low-molecular-weight trimeric and globular forms [812, 813]. Ac-
tivation of adipoR1 and adipoR2 by adiponectin stimulates the activation of
peroxisome-proliferator-activated receptor-α (PPARα), AMP-activated pro-
tein kinase (AMPK) and p38 mitogen-activated protein kinase. Stimulation
of AMP-activated protein kinase in the liver and skeletal muscle strongly af-
fects fatty acid oxidation and insulin sensitivity.

Adiponectin affects gluconeogenesis and lipid catabolism. Adiponectin hin-
ders atherosclerosis. Adiponectin favors insulin activity in the muscles and
liver via activated AMPKs (Table B.3). PPARγ upregulates adiponectin ex-
pression and reduces the plasmatic TNFα concentration. TNFα, produced in
adipose tissues, prevents adiponectin synthesis. TNFα phosphorylates insulin
receptors, and hence desensitizes insulin signaling.

Adiponectin has dominant anti-inflammatory features, and thus anti-
atherogenic and antidiabetic properties (Table B.4). Adiponectin regulates
the expression of both pro- and anti-inflammatory cytokines. It suppresses the
synthesis of tumor-necrosis factor-α and interferon-γ and favors the produc-
tion of anti-inflammatory cytokines, such as interleukin IL10 and IL1-receptor
antagonist by monocytes, macrophages, and dendritic cells. Adiponectin

Table B.2. Receptors of adipocyte hormones and their main transducers.
Adiponectin avoids G-protein (Source: [814])

Type Main transducer Ligand

AdipoR1 AMPK, MAPK Adiponectin
AdipoR2 AMPK, MAPK

Table B.3. Effects of adipokines on glucose level.

Decrease Increase

Adiponectin Resistin
Leptin RBP4
Omentin TNFα, IL6
Visfatin
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increases the synthesis of tissue inhibitor of metalloproteinase in macrophages
via IL10 [815].

Adiponectin inhibits the expression of adhesion molecules via inhibition of
TNF and NFκB. Adiponectin thus also impedes endothelial-cell proliferation
and migration [813]. Adiponectin suppresses endothelial cell apoptosis [816].
Adiponectin also hampers foam cell formation.

B.2 Leptin

Leptin (λεπτoσ: thin), mainly produced by adipocytes in response to high
lipid levels, regulates satiety. Leptin, indeed, represses food intake and pro-
motes energy consumption.3 Leptin can be co-expressed with growth hormone
in somatotropes of the anterior pituitary.4 Leptin circulates in the blood (at

Table B.4. Adipocytokines and their activity in inflammation and immunity
(Source: [813]).

Adipokin Inflammatory and immune effects

Adiponectin Anti-inflammatory
(↓ endothelial adhesion molecules,
↓ phagocytosis, T-cell responses,
↓ B-cell lymphopoiesis,
↓ NFκB, TNFα, IL6, IFNγ,
↑ IL1RA, IL10)
Pro-inflammatory
(↑ CXCL8 in presence of lipopolysaccharide)

Leptin Pro-inflammatory
(↑ TNFα, ROS, IL6, IL12,
chemotaxis, neutrophil activation, thymocyte survival,
lymphopoiesis, T-cell proliferation, NK-cell function,
↑ TH1 response, ↓ TH2 activity)

Resistin Pro-inflammatory
(↑ endothelial adhesion molecules,
↑ NFκB, TNFα, IL1β, IL6, IL12)

3 Adipose tissues are aimed at storing energy. Adipocytes saturated with lipids
can lead to lipid accumulation in other tissues, reducing their functioning. Adi-
pose tissues act as endocrine organs, secreting adipokines. Leptin is detected by
the arcuate nucleus in the hypothalamus. Increased arcuate nucleus activity in-
hibits the production of neuropeptide-Y in the paraventricular nucleus, thereby
reducing feeding.

4 Somatotropes have leptin receptors. Leptin can thus be an autocrine or paracrine
regulator.
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a concentration of a few ng/ml) and in the cerebrospinal fluid, crossing the
blood–brain barrier in order to regulate food intake by the hypothalamus.

Leptin interacts with six types of receptors (LepRa–LepRf). LepRb is
found in the hypothalamus, especially in the satiety center.5 Leptin ham-
pers the activity of neurons expressing neuropeptide-Y and agouti-related
peptide (AgRP), and favors the activity of neurons expressing α-melanocyte-
stimulating hormone.

Leptin receptors are widely distributed on endothelial cells and vascular
smooth muscle cells. Leptin stimulates mitogen-activated protein kinases and
phosphatidylinositol 3-kinase. Leptin induces SMC proliferation and migra-
tion [817]. Leptin also favors platelet aggregation and promotes angiogene-
sis [818]. Leptin intervenes not only in angiogenesis but also in hematopoiesis,
upregulating the expression of vascular endothelial growth factor via activa-
tion of NFκB and PI3K [812]. Leptin also favors the production of nitric oxide
synthase-2, and thereby of reactive oxygen species.

Leptin stimulates AMP-activated protein kinase which decreases ATP-
consuming anabolism and increases ATP-manufacturing catabolism. Leptin
decreases insulin levels by inhibition of proinsulin synthesis and reduction
of secretion. In myocytes, leptin improves insulin sensitivity and reduces in-
tracellular lipid levels by direct activation of AMP-activated protein kinase
combined with indirect inputs to the central nervous system. In the liver,
leptin also enhances insulin sensitivity.

Leptin has dominant pro-inflammatory effects (Table B.4). Leptin binds
to its receptor OBRb and activates: (1) the mitogen-activated protein kinase
pathway (p38 and ERK) and (2) signal transducer and activator of tran-
scription STAT3, thus producing pro-inflammatory cytokines TNFα and in-
terleukins IL6 and IL12 in monocytes and macrophages. Leptin favors the
activities of monocytes, macrophages, and natural killer cells [813]. Leptin
stimulates neutrophil chemotaxis and the production by neutrophils of reac-
tive oxygen species. Leptin stimulates the production of IgG2a by B lympho-
cytes. Leptin increases IL2 secretion by T lymphocytes.

B.3 Resistin

Resistin is synthesized by adipocytes and other cells of adipose tissues, as
well as by myocytes, pancreatic cells, and macrophages. Resistin circulates in
high-molecular-weight hexamers and low-molecular-weight complexes [813].
The resistin synthesis is affected by pituitary, steroid and thyroid hormones;

5 Leptin receptor is expressed at low levels in manifold tissues and at high levels in
the mediobasal hypothalamus, particularly in the arcuate nucleus, ventromedial
nucleus, and dorsomedial nucleus. Activation of leptin receptors in the hypothala-
mus represses orexigenic pathways involving neuropeptide Y and agouti-related
peptide and stimulates anorexigenic pathways involving pro-opiomelanocortin
and cocaine and amphetamine-regulated transcript [812].
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adrenaline; endothelin-1; and insulin. Resistin could reduce glucose uptake by
muscles, adipose tissues, and the liver, affecting insulin sensitivity.

Resistin activates phosphatidylinositol 3-kinase and members of the mito-
gen-activated protein kinase family, p38 and ERK. Resistin has dominant
pro-inflammatory features. Resistin increases the production of tumor-necrosis
factor and interleukins IL1β, IL6, and IL12 by various cell types via NFκB-
dependent process. IL1, IL6, and TNF upregulate the resistin expression. Re-
sistin upregulates the expression of adhesion molecules, such as vascular cell
adhesion molecule-1 and intercellular adhesion molecule-1, as well as CCL2
by endothelial cells. It also favors the release of endothelin-1 by endothelial
cells.

B.4 Other Adipokines

Visfatin has an insulin-like activity because it binds to and activates insulin
receptor at binding site different from that of insulin [819]. It thus favors
glucose uptake. Also, visfatin inhibits neutrophil apoptosis.

Visceral adipose tissue-derived serine protease inhibitor (vaspin) suppres-
ses the production of tumor-necrosis factor, leptin, and resistin [813].

Omentin, an insulin sensitizer made by stromal-vascular cells within the
fat pads, enhances glucose uptake [812].

Retinol-binding protein-4 (RBP4) impairs insulin action on the liver and
muscles [812]. Retinol binding protein-4 contributes to insulin resistance.

Insulin resistance is also associated with lipolysis and release of non-
esterified fatty acids into the circulation [812]. Circulating non-esterified fatty
acids reduce glucose uptake by adipocytes and myocytes, and promote glucose
release by hepatocytes. Transient increases in non-esterified fatty acid levels,
such as acute changes after a meal, enhance insulin secretion, whereas chronic
elevations associated with insulin resistance reduce insulin secretion by the
pancreas.



C

Basic Aspects in Mechanics

C.1 Dimensionless Parameters

Dimensional analysis groups together the influence factors in dimensionless
ratios. The formulation of the dimensionless equations depends on the choice
of variable scale (·�). The dimensionless equations exhibit a set of govern-
ing dimensionless parameters, which have a suitable physical meaning for the
problem (Table C.1). The phenomenological analysis gives the order of mag-
nitude of the different terms of dimensionless equations. Scaling takes place
in dimensionless coefficients allocated to the corresponding terms. Models are
devised using geometrical and dynamical similarity.

In a vessel cross-section that is not circular, the hydraulic diameter is
introduced: dh = 4A/χ where A is the cross-sectional area and χ the wetted
perimeter. Different types of forces act on every fluid particle (ρ: fluid density,
µ: fluid dynamic viscosity). (1) Remote body forces generated by a potential
like the gravity (ρg) or an electromagnetic field such as in MRI, are currently
neglected. The other forces are fluid-particle surface forces. (2) Pressure forces
(p) result from the pressure gradient in the streamwise direction (downstream
(D) and upstream (U) directions, then applied to the D and U faces of the
hexahedral infinitesimal control element taken as the fluid particle). Adjacent
north and south (N/S) and west and east (W/E) particles in the two other
directions normal to the local flow direction induce pressure forces on the fluid
particle, which prevent particle rotation, although torque results from particle

Table C.1. Examples of flow dimensionless ratios.

Length ratios L/dh, R/Rc, δ/R, Vq/(Rω), V̂q

2
/(RcRω2),

u∗/(Rω), u2
∗/(ων), R/λ,. . .

Time ratios Rω/Vq, δω/V̂q,. . .
Velocity ratios V̂q/Vq, Vq(t)/c(p(t)),. . .
Force ratios Re, De, St, Sto, L(dVc/dt)/V 2

c , µL/(a2
0(Kρ)1/2),. . .
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Table C.2. Dimensionless parameter values in the arteries at rest with f = 1 Hz.

Radius Vq (cm/s) Re St Sto

Blood vessel (mm) Mean Peak Min Mean Peak Min Mean Peak Min

Ascending aorta 10 20 70 −20 500 1750 500 0.31 0.09 0.31 12.5

Descending aorta 10 20 60 −10 500 1500 250 0.31 0.10 0.62 12.5

3 10 50 75 375 0.19 0.04 3.8

2 7 30 35 150 0.18 0.04 2.5

1 7 20 18 50 0.09 0.03 1.3

shearing, which provides vorticity. (3) Shear forces (∝ µV �/L�2
are caused by

the friction between adjacent particles and the wall for the particle close to it,
acting in the flow opposite directions when they are caused by slower moving
particles. (4) Inertia forces, with their temporal (∝ ρU�ω) and convective
(∝ ρV �2

/L�) components are reactions to the fluid motion. The values of the
main dimensionless parameters in the arteries are given in Table C.2.

C.1.1 List of Main Dimensionless Flow Parameters

Amplitude Ratio (or modulation rate): γv = V̂q/Vq. The pulsatile flow is
less unsteady when the modulation rate is lower.

Archimedes Number : determines the motion of fluids due to density dif-
ferences gL3ρ(ρb−ρ)/µ (g: gravity acceleration (9.81 m/s2), ρb: body den-
sity).

Courant Number (CFL number): provides the discretization step used in
numerical solution of PDEs to fet a stable scheme. There are the prop-
agation Courant number c∆t/h (c: wave speed, ∆t: time step, h: mesh
element size) and the convection Courant number v∆t/h (v: fluid veloc-
ity).

Dean Number : De = (Rh/Rc)1/2Re in laminar flow through curved vessels
is the product of the square root of the vessel curvature ratio κc = Rh/Rc

by the Reynolds number (Rh: hydraulic radius, Rc: curvature radius). De
is then proportional to the ratio of the square root of the product of con-
vection inertia by centrifugal forces to viscous forces. The dynamical simi-
larity of a steady laminar motion of an incompressible fluid through a rigid
smooth bend, with a small uniform planar curvature, is found to depend
upon De, introduced by Dean (1927, 1928). For fully developed turbulent
flow, the friction factor depends on the Ito number Ito = (Rh/Rc)2Re
(Ito, 1959). The Dean number De usually cannot be calculated because of
the complex curvature of the vessel axis, which varies continually in the
three spatial directions.
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Deborah Number : ratio of the polymer characteristic relaxation time and
the flow time scale. The smaller the Deborah number, the less gel-like
structure there is in the material.

Froude Number : V �/(gL�)1/2 quantifies the relative influence of gravity.
The reduced Froude number, or densimetric Froude number, is a Froude
number in which gravity g is replaced by Archimedes thrust.

Grashof Number : combination of Reynolds and reduced Froude numbers
Gr = (Re/Fr)2.

Kàrmán Number : dimensionless parameter used to specify the non-zero
mean sinusoidal flow (dp/dz)R3/(ρν2).1 In turbulent flow, it is also defined
as δu∗/ν (u∗: friction velocity), which is a Reynolds number representing
the ratio of the large eddy scale (δ: boundary layer thickness) to the small
motion scale ν/u∗

Knudsen Number : ratio of the mean free path of molecules to the length
scale.

Mach Number : ratio of the fluid speed to the propagation speed Ma =
Vq/c. The wave speed c depends on the involved deformable parts, fluid
compressibility χ and vessel distensibility D (χ 
 D even for inhaled
air). The usual speed is the speed of sound. In blood circulation, Ma is
related to the propagation speed of pressure waves. The Mach number de-
fines convection regimes associated with the vessel compliance (collapsible
vessels).

Nusselt Number : Nu = hL∗/lgT is involved in heat transfer between a
solid or a fluid and a moving mono- ou polyphasic fluid (h: convection
coefficient, λT : thermal conductivity).

Péclet Number (Pe): involved in convection exchanges, is the ratio of the
convection mass transport to diffusion mass transport Pe = L∗V ∗/D =
ReSc = L∗V ∗/αT = Re × Pr (D: molecular diffusivity, αT : thermal dif-
fusivity). Pe is a Reynolds-like number based on molecular or thermal
diffusivity rather than momentum diffusivity.

Prandtl Number : ratio of kinematic viscosity to thermal diffusivity ν/αT .
Reynolds Number : Re = V �L�/ν (ν = µ/ρ, V � ≡ Vq: cross-sectional aver-

age velocity, L� ≡ R: vessel radius) is the ratio between convective inertia
and viscous effects applied on a unit of fluid volume. Re is also the ratio
between the momentum diffusion time scale and the convection character-
istic time Re = (R2/ν)/(R/U). In pulsatile flows, both mean Re = Re(Vq)
and peak Reynolds numbers R̂e = Re(V̂q), proportional to the mean and
the peak cross-sectional average velocity, respectively, can be calculated.
Re controls flow pattern transition. Reδ = Re/Sto is used for flow sta-
bility study (δ: boundary layer thickness). Branching pulsatile flows are
currently based on stem peak Reynolds number R̂e calculated from V̂q, on

1 Ka∼ = R3/(ρν2)Gp∼ (Gp∼ = (dp/dz)∼ ∝ ρωV∼) can be expressed as
Ka∼ = Re∼ × Sto. Ka = R3/(ρν2)Gp (Gp = (dp/dz) ∝ µV /R2) is the
Reynolds number: Ka ≡ Re.
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the trunk radius R and on the blood kinematic viscosity.2 In bend flows, a
secondary motion-associated Reynolds number can be introduced, using
the velocity scale V �

2 , when centrifugal forces ρV 2/Rc are balanced by
local inertia effects ρωV �

2 ) Re2 = V 2R/(ωνRc) = V 2/(ων) × κc = Re/St.
The wall shear Reynolds number is defined by u∗δ/ν

Schmidt Number : ratio of the kinematic viscosity to the molecular diffu-
sivity of the specy Sc = ν/D. It provides the ratio of the viscous boundary
layer to the concentration boundary layer.

Stokes Number : Sto = R(ω/ν)1/2 (also called Witzig-Womersley number)
is the frequency parameter of pulsatile flows (ω: pulsation of flow oscilla-
tion). Sto is the square root of the ratio between time inertia and viscous
effects. The Stokes number is a Reynolds-like number for periodic flow
(local acceleration replaces convective acceleration). The Stokes number
is proportional to the ratio between the vessel hydraulic radius and the
Stokes boundary layer thickness (Sto ∝ Rh/δS) and the ratio between
momentum diffusion time and the cycle period (Sto ∝ ((R2/ν)/(1/ω)) ≡
(Tdiff/T )1/2).

Strouhal Number : St = ωL�/V � is the ratio between time inertia and
convective inertia (St = Sto2/Re). In quasi-periodic flow in a branch-
ing vessel region, the peak Strouhal number is based on the trunk peak
cross-sectional average velocity: St = ωR/V̂q. The Strouhal number is pro-
portional to the ratio between the steady and the Stokes boundary layer
thicknesses (St = δ/δS). The dimensionless stroke length (V̂q/(Rhω)),
which is also the ratio of the length scale of the axial displacement of
a fluid particle to the vessel radius or the ratio between the flow cycle
and the convection time scale, is the inverse of the Strouhal number. In
the aorta at rest, V̂q/Rhω = 11.1 with the following value set: f = 1Hz,
Rh = 10mm, Ûq = 0.7m/s. Bend flows depend, for small values of the
frequency parameter, on the Strouhal number for the secondary motion
(5elocity scale V �

2 ), when centrifugal forces ρV 2/Rc are balanced by lo-
cal inertia effects ρωV �

2 , St2 = (ω2RRc)/V 2. In turbulent periodic flows,
St = Rω/u′ is the ratio of the time scale of turbulent fluctuations R/u′ (u′:
turbulent intensity) to the flow period. The turbulent Strouhal number
St = ωR/u∗ can also be defined by the time mean friction velocity u∗.
The Helmholtz Number He = ωL�/c, used to estimate whether or not the
fluid compressibility must be taken into account (He 
 1: the compress-
ibility is ignored), is a Strouhal-type number.

Taylor Number : based on the Stokes boundary-layer thickness δS ,

Ta = V 2δ3S/(Rcν
2) = V 2/(ω3/2ν1/2Rc)

is used as a stability parameter in bends. Ta is also equal to V/(Rcω)2 ×
Rc(ω/ν)1/2 = Sto × St−1

2 or to Re2
δ × δS/Rc.

2 The blood kinematic viscosity ν = 4 × 10−6 m2/s when it is assumed to be
Newtonian.
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Weissenberg Number : dimensionless number for viscoelastic flows, defined
as the product of relaxation time and shear rate.

Complex flows have been analyzed by flow decomposition into an inviscid
core and a viscous boundary layer considered to be the Stokes type in peri-
odic flows. The parameter L(dṼ∞/dt)/Ṽ 2

∞ (L: distance from vessel entry, Ṽ∞:
dimensionless free-stream velocity) must be introduced when the flow rate is
close to zero, time inertia forces being greater than convection inertia forces.
The quasi-steadiness assumption is only valid when L� ˜̈V �/Ṽ �2 
 1 [820].

C.1.2 Scaling of Time-Dependent Flow in Planar Uniform Bends

The bend is the basic simple model of anatomical ducts. Phenomenologic
analysis of time-dependent flows leads to the following classification of flows
in curved pipes, from which the velocity scale of the virtual secondary motion
can be determined [821].

• Unsteady inertia dominated secondary motion
– time inertia is greater than centrifugal forces,

V 2

Rc
∼ V2ω =⇒ V2 ∼ V 2

ωRc
;

– time inertia is greater than convective inertia:

V2ω � V V2

L
=⇒ St � 1 , V2ω � V 2

2

R
=⇒ St2 � 1 ;

– time inertia is greater than viscosity:

V2ω � νV2

R2
=⇒ Sto � 1 .

• The dominant term of the secondary motion is the viscosity:

V 2

Rc
∼ νV2

R2
=⇒ V2 ∼ V 2 R

2

νRc
= Sto2V

2ω

Rc
,

νV2

R2
� V 2

R
=⇒ V2R

ν
= Re2 
 1 ,

νV2

R2
� V V2

L
=⇒ V R2

νL

 1 ,

νV2

R2
� ωV2 =⇒ Sto2 
 1 .

• The dominant term of the secondary motion is the convective inertia:
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V 2

Rc
∼ V 2

2

R
=⇒ V 2

2 ∼ V 2κc ,

νV2

R2
c


 V 2
2

R
=⇒ Re2 � 1 ,

ωV2 
 V 2
2

R
=⇒ St2 
 1 .

C.2 Poiseuille Flow

Poiseuille flow is used as a reference for comparison as well as a simplification
in many models dealing with relationships between the flow rate and the pres-
sure drop in a network composed of several vessel generations. This flow type
cannot be observed in physiological vessels because it corresponds to a fully-
developed, steady, laminar flow of a homogeneous, incompressible, Newtonian
fluid in a long, straight, cylindrical, pipe with a rigid, smooth wall and a uni-
form circular cross-section [822]. The fluid particle flows with straight paths
in concentric layers parallel to the pipe wall. The velocity profile is invariant.
The pressure drop, balanced by the viscous effects, varies linearly with the
distance along the duct. This conditions allows an analytical solutions of the
Navier-Stokes equation.

u =
1
4µ

∆p
l

(r2 −R2) = uM

(
1 −

(
r

R

)2)
= 2, Vq(1 − r̃2) ,

q = − π

8µ
∆p
l
R4 , Vq = q/(πR2) =

1
8µ

∆p
l
R2, uM = 2Vq ,

du

dr
= −2uMr/R

2 = −∆p
2µl
r , ∆p = Rq ,

R =
8µl
πR4

G =
∆p
l

=
32µ
d2
Vq , Λ =

64
Re

,

τw = −µ
(
du

dr

)∣∣∣∣
r=R

= −µ
(

∆p
2µl
r

)∣∣∣∣
r=R

= −R∆p
2l

, τw = −4µ
Vq

R
,

τw = Cfρ
V 2

q

2
, Cf = Λ

l

d
=
Λ

4
=

16
Re

.

For an elliptical cross-section,

q = − π

4µ
∆p
l

a3b3

a2 + b2
.

C.3 Womersley Flow

Consider a fully developed laminar flow of a homogeneous incompressible
Newtonian fluid in a horizontal, cylindrical, uniform, straight pipe of circular
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cross-section, of smooth rigid wall [823]. The pulsatile flow is composed of
a steady component (Vq) and a sinusoidal modulation, with a given circular
frequency (ω) and amplitude (Vq∼): i.e., a nonzero-mean sinusoidal flow (V̂q =
Vq + Vq∼ = Vq(1 + γu), γu = Vq∼/Vq: amplitude ratio or modulation rate).
This an example of analytical solution of the Navier-Stokes equation.

The velocity field is v = v(r, t) (v ≡ vz).

v,t = −1
ρ
p,z + ν

1
r
∂r(ru,r)

let Gp = −p,z be the constant pressure gradient,

Gp = Gp +Gp∼ exp{ıωt} .

With the dimensionless quantities ṽ = v/V (V = R/T ), r̃ = r/R and p̃ =
p/(ρV 2), the equation becomes:

ṽ,t̃ =
V

R
G̃p +

ν

R2

(
ũ,r̃r̃ +

1
r̃
ũ,r̃

)
.

The decomposition of the equation in a real steady part and an imaginary
unsteady part leads to the following system (V/(Rω) = 1):

ṽ,t̃ =
V

R
G̃p +

ν

R2

(
ũ,r̃r̃ +

1
r̃
ũ,r̃

)
,

ıṽ∼,t̃ = G̃p∼ + Sto−2

(
ũ∼,r̃r̃ +

1
r̃
ũ∼,r̃

)
.

With the variable change w = ˆ̃v+ı̂̃Gp, the equation of imaginary part becomes:

w,r̃r̃ +
1
r̃
w,r̃ − ıSto2w = 0.

The term (−ıSto2)1/2r̃ represents a new variable, a Bessel equation is ob-
tained, which leads to the solution3:

ṽ∼ = ı̂̃Gp∼

(
J0(ı3/2r̃(ω/ν)1/2)
J0(ı3/2Sto)

− 1
)
.

The higher the frequency parameter, the greater the distorsion of the velocity
profile (Fig. C.1).

3 J0(ı
3/2r̃(ω/ν)1/2) = 1+(ı/22)(r̃2ω/ν)−1/(2242)(r̃2ω/ν)2+ı/(224262)(r̃2ω/ν)3+

O[(r̃2ω/ν)4].
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Figure C.1. Velocity profiles of the Womersley solution for different values of the
Stokes number. The phase lag rises and the amplitude decays when the frequency
increases (from [374]).

C.4 Entry Steady Flow in a Straight Pipe

The entry, or entrance, length Le has been first defined, for a steady laminar
flow in a long straight cylindrical conduit of circular cross-section and smooth
rigid impermeable wall, with uniform injection velocity, for instance, as the
pipe length from which the deviation of the velocity distribution from the
Poiseuille (subscript P) distribution4 is less than 1% [824]. The viscous effects
have then pervaded the whole tube lumen. The inlet length has also been
defined, for an easier record, as the distance through which the developing
maximum velocity, which is the centerline velocity in a long straight tube,
reaches 99%5 of the peak velocity of the fully developed flow: vmax/vPmax =
0.99 (vPmax = 2Vq: maximum of the Poiseuille velocity distribution). There is
a huge between-author variability in the value of the entry length for a single
and simple flow that leads to the Poiseuille flow.

Boussinesq (1891) provided the following value of the dimensionless length
L̃e through which the velocity is redistributed approximately into a parabolic

4 uP(r) = 2Vq(1 − (r/R)2) (Vq: cross-sectional average velocity, r: radial distance
from the tube axis, R: tube radius).

5 The same threshold is used to define the boundary layer thickness δ, as the
distance from the wall where u(z, δ) = 0.99 V∞.
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profile:6

L̃e =
Le
dRe

= 0.065, (C.1)

where Re is the Reynolds number based on the tube hydraulic diameter d.
However, this value is overestimated, and the following value is proposed:7

L̃e = 0.015 , (C.2)

when 200 < Re < 2500. When Re < 200, Le+ = Le/d = 1.2.8
Equations are also proposed, as the following ones:

Le+ = κ1Re +
κ2

κ3 Re + 1
, (C.3)

where κ1, κ2, κ3 are constant (e.g., [840, 841]),9

Le+ = κ1 + κ2 Re , (C.4)

where κ1, κ2 are constant (e.g., [842]).10

C.5 Rheology Glossary

Let us consider a body elementary particle11 that undergoes a displacement u.
This position change of material points can induce a configuration variation

6 An approximate analysis from the estimation of the boundary layer thickness
gives a similar result: δ ∼ 2(νz/Vq)

1/2 (ν: fluid kinematic viscosity); therefore,
Le/(dRe) = 0.0625. A value of 0.06 is given in many textbooks (e.g., [825–
827]). Normalization quantities RRed (Red = Vqd/ν) and RReR (ReR = VqR/ν)
rather than dRed have also been used. Besides, the boundary layer thickness is
estimated by a function of the characteristic length RReR. The boundary layer
is the flow region where the friction forces ∝ µV∞/δ2 are balanced by the inertia
forces ∝ ρV 2

∞/R (ρ: fluid density). The balance yields the approximative formula
for the boundary layer thickness δ ∼ RRe

−1/2
R .

7 The fluid mechanics literature shows a great between-author data variability,
e.g., 0.01 [374], 0.028–0.030 [828–834] and 0.04 [835, 836]. The last value is equal
to the inlet length in a straight channel with flat parallel walls of width w:
Le/(wRew) = 0.04 [837, 838]. A range is sometimes provided to take into account
between-author variability of the dimensionless entry length (e.g., [839]: L̃e ∈
[0.03–0.06], 100 < Re < 2000).

8 The Reynolds number threshold of 200 is author-dependent, a value of 100 is
often found.

9 [840] gives the following values: κ1 = 0.056, κ2 = 0.6, κ3 = 0.035 and [841] - for
Le and not Le+ - κ1 = 0.061, κ2 = 0.72, κ3 = 0.04.

10 κ1 = 0.59, κ2 = 0.056.
11 This infinitesimal volume element of the continuum is assimilated to a material

point, which is also called a control volume, the smallest analysis volume, which
contains a large number of material molecules. There is a one-to-one relation
between the material point and its spatial position.
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measured by the strain tensor12 E, which expresses translations and rota-
tions. The displacement u is generated by forces, the effects (compression,
elongation, and shear) of which are measured by the stress tensor13 C.

For a given loading distribution, one can define: (1) five variables (1a) the
displacement vector u, of components {ui}3

1, (1b) the stress vector c (ci =
Cij n̂j , fi = ci dA), of components {ci}3

1 and the stress tensor C, of compo-
nents {Cij}3

i,j=1 (Cij = Cji), (1c) the strain vector e, of components {ei}3
1

and the strain tensor E, of components {Eij}3
i,j=1 (Eij = Eji), Eii repre-

senting the elongations (extensions) or normal strain, Eij , i �= j, the angular
displacements or shear strains; and (2) three relations (2a) the deformation-
displacement relation E(u), (2b) the stress-strain relation C(E), (2c) the equi-
librium and motion equations.

Breaking strength: load corresponding to a maximum extension required
to produce material rupture (1D test framework).

Bulk modulus: parameter that quantifies the reaction of a material to a
volume change when it is subjected to a given load (B = p/(dV/V )). Its
physical magnitude is homogeneous to a pressure.

Complex viscoelastic moduli : parameter related to a sinusoidal shear ap-
plied on a material:

e∗ = ê exp{ı(ωt)} = C∗(ω)c∗(t) ,
c∗ = ĉ exp{ı(ωt+ ϕ)} = G∗(ω)e∗(t) ,

G∗(ω) = �[G(ω)] + ı�m[G(ω))] = G′(ω) + ıG′′(ω) ,

where G∗(ω) is the complex shear modulus, G′(ω) the storage modulus
and G′′(ω) the loss modulus.
In the case of 1D sinusoidal traction tests, the analysis is based on a Voigt
phenomenological model, E(ω) = Edyn + ıωη, where Edyn is the dynamic

12 The deformation is a measure of change in size, shape, and volume. The elas-
tic and plastic deformations are reversible and irreversible, respectively. There
are: (1) lineic deformation, change in length per unit length; (2) shear deforma-
tion, angular shift with shape change due to tangential stresses; and (3) volumic
deformation, volume change per unit volume. A loading applied at time t on
an unstressed body produces either instantaneous or delayed deformation. The
residual deformation is a deformation that persists after loading withdrawal. The
permanent deformation is a limit toward which the residual deformation tends
when t → ∞.

13 The stress is a measure of forces resulting from internal reactions between body
elementary particles due to sliding, separation, and compaction induced by exter-
nal promptings. The internal resistance forces to the deformation are resultants
of normal and tangential forces, continuously distributed, with variable magni-
tude and directions, which act on elementary surfaces across the entire material.
When the loading is quickly applied, it can affect the process via stress and strain
wave propagation.
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elastic modulus and ωη the loss modulus. A complex incremental elastic
modulus can be defined:

E∗
dyn = Einc(Re) exp{ıϕ} ,

where ϕ is the phase lag between the imposed sinusoidal pressure of ampli-
tude ∆p and the resulting radial excursions of magnitude ∆Re. Therefore,
Edyn = Einc(Re) cosϕ and ωη = Einc(Re) sinϕ.

Compliance: refers to cross sectional area variations due to pressure changes
at a given vessel station C = (∂A/∂p).

Constitutive Law : relation between stress and strain tensors. It must agree
with experimental data for a large loading range. It must contain a mini-
mal number of independent constants, which have a physical meaning and
can be easily calculated.

Creep at constant stress: when a stress is suddenly applied and maintained
constant for a long time (step function), the strain gradually increases.
When the stress is removed, the strain either does not come back to or
goes back slowly to its original value.

Displacement Decomposition : Any displacement at any time can be de-
composed into a uniform translation, rigid rotation and deformation, with
respect to the reference frame (Cauchy-Stokes theorem):

uP2 = uP1 + du = uP1 + Ω × dr + E · dr.

Distensibility (specific compliance): refers to cross-section deformation

D = (∂A/∂p)/A = C/A.

Elasticity : property that enables the material to resist deformation by the
development of a resisting force.

Elastic Modulus: ratio of the applied stress, or reacting stress, to the re-
sulting deformation. A material is linearly elastic in a given loading range
if the elastic modulus remains constant, the stress being proportional to
the strain (“ut tenso, sic vis”, Hooke law: E = Cii/Eii).

Extensibility : refers to 1D loading.
Generalized Newtonian Model : in shear-thinning fluid flows, the extra-

stress tensor, characterized by T = 2µ(T,
•
γ)D (D = (∇v + ∇vT )/2) is

given by T = 2µ(T, ı2(D))D (ı2(D) = (tr(D)2 − tr(D2))/2).
Hysteresis: successive loading-unloading cycles show a loop, with ascending

and descending branches not superimposed. Sinusoidal inputs are cur-
rently used ε(t) = ε̄ + ε∼ sinωt, c(t) = c + c∼ sin(ωt + ϕ). The loop
shape depends on: (1) the mean loading value ε̄, (2) loading amplitude
∆ε, (3) loading rate ε̇, and (4) loading history H(ε):

∫ t

−∞ ε(t − τ) dτ
(E = E(ε̄,∆ε, ε̇,H(ε)).

Incremental Elastic Modulus: the elastic modulus is considered constant
in small loading range, as the non-linear stress-strain relationship is de-
composed into small intervals (piecewise constant elastic modulus). For
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a point of the outer surface of the vessel wall, which is easy to observed
experimentally, Bergel (1961) proposed the following formula:

Einc(Ri) =
2(1 − νP )R2

iRe

R2
e −R2

i

∆p
∆Re

,

and for a point of the wetted surface, easy to target by medical imaging,

Einc(Re) =
(1 + νP )Ri

R2
e −R2

i

(
(1 − 2νP )R2

i +R2
e

) ∆p
∆Re

.

Isotropic Material : the material properties are independent of direction.

E = 2G(1 + νP ) , νP = (3B − 2G)/
(
2(3B +G)

)
,

B = E/(3(1 − 2νP )) , G = E/(2(1 + νP )) .

Memory Effect: the behavior of certain material depends not only on load-
ing applied at the observation time t, but also on the previously imposed
stresses. The history of a physical variable g is the set of values taken by g

during previous times: g(t)t
−∞ →

∫ t

−∞ g dτ . An influence function can be
introduced (H). Soft biological materials undergo at any instant stresses
(deformations) that depend on the stress (strain) magnitude at that time,
on the loading rate and on the loading history.

Orthotropic Material : a material which has at least two orthogonal planes
of symmetry, within which material properties are independent of direc-
tion.

Poisson Ratio: ratio of the relative contraction in the transverse direc-
tion j to the relative deformation in the direction i of the applied
load νP = Ejj/Eii (i �= j). 1D extension is characterized by: (1) a
longitudinal lengthening e� = ∆L/L and (2) a transverse shortening
et = ∆d/d = −(νP /E)c (transverse strain-to-axial strain ratio).

Preconditioning : initial period of adjustment to loading. The cyclic load-
ing response reaches a quasi-steady state after several succeeding cycles
(adaptation period), probably due to matrix reorganization.

Prestress: biological tissues in the physiological state are not unstressed.
Once excised, they shrink (tethering effect of the surrounding tissues).
Once axially cut, blood vessels widen.

Pseudoelasticity : an approximative splitting description of the stress–strain
relationship associated with cyclic loadings.

Relaxation Function: incorporates the response to stress history. Y.C.
Fung proposed decomposition into a reduced relaxation function, a nor-
malized function of time, and an elastic response that depends on the
strain.

Reference State: state that is commonly determined according to the phys-
iological requirements. Consequently, it does not correspond to an un-
stressed state. For an artery, it is defined by pi = 13.3 kPa, knowing that
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in an artery deconnected from the vessel network L/Lin vivo ∼ 0.9, and in
an excised artery L/Lin vivo ∼ 0.6–0.7.

Shear Modulus: quantifies the resistance of a material to a shape change
caused by a shear, keeping a constant volume (shear stress-to-shear strain
ratio G = Cij/Eij , i �= j). Application of equal and opposite tangential
surface stresses c at opposite faces of a control volume induces sliding with
an angle α, without rotation due to normal stresses applied by adjacent
particles (G = |c|/ tanα).

Strain: There are several definitions of strains. The stretch ratio in the di-
rection of the applied 1D stress is the relative displacement, i.e., the ra-
tio of the length change to the unstressed length λ = L/L0. The en-
gineering strain for an uniaxial loading is the stretch ratio minus one
ε = ∆L/L0 = λ − 1. Another strain measure refers to the deformed
configuration ε′ = ∆L/L = 1 − λ−1. Quadratic strains can be easily
incorporated in strain energy densities. The Green-St Venant strain is de-
fined by εG = (L2 − L2

0)/(2L
2
0) = (λ2 − 1)/2 and the Almansi-Hamel

strain by εA = L2 − L2
0/(2L

2) = (1 − λ−2)/2. The natural strain
ε = lnλ allows the easily handling of successive loadings because the
resulting strain is the sum of the constitutive strain measures.
The static deformation of cylindrical orthotropic vessels generated by in-
ternal pressure and uniform axial extension is described by λz = L/L0,
λr = R/R0, λθ = χ/χ0 = λr

14 (perimeter associated with the wall
neutral line).
Let F = ∂x/∂x0 be the deformation gradient tensor (ı1, ı2, ı3 = detF2).
Using the polar decomposition theorem, F can be expressed by the prod-
uct of the right U, or left V, stretch tensor and the rotation tensor R
(RT R = RRT = I): F = RU = VR.
The right and left Cauchy-Green deformation tensors are associated with
dilation/compression and shearing actions: Sr = FT F = UT U
and Sl = FFT = VVT , respectively. The Biot-Finger strain tensor
B = S−1

l = FT−1
F−1. The Green-Lagrange strain tensor and Almansi

strain tensor are given by: G = (Sr−I)/2 = FT DF and A = (I−B)/2.
Strain Energy Density (elastic potential): a function of the strain invari-

ants if the elastic material is homogeneous and isotropic.
Stress: force per unit surface area producing a deformation. The stress tensor

components Cij are conveniently expressed in an orthogonal basis {êi}3
i=1.

In any material point P ∈ Ω, a second order stress tensor C(P ) exist (com-
bination of the stresses acting on the faces of the infinitesimal control vol-
ume), such that the local force per unit surface area c(P, n̂) = C(P )n̂

14 λθ can be defined as: λθ = (π/(π − θ))λr when the opening angle θ is
known [249].
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[Cauchy theorem, 1822].15 The diagonal elements (Cii) represent nor-
mal (tensile) stresses, and others (Cij (i �= j)) the tangential (shearing)
stresses.

c = C · n̂ , ci = Cijnj ∀i,∀j, i, j = 1, 2, 3. (Cauchy formula)

Stress is defined with respect to either the reference (Lagrange-Piola stress
CLii = fi/A0) or the deformed (Cauchy-Euler stress CCii = fi/A) con-
figuration. Kirchhoff stress is defined by CKii = CLii/λi or CKii =
(ρ0/ρ)CCii/λ

2
i .

Stress Relaxation at constant strain: when a strain is suddenly applied
and maintained constant for a long time (step function), the induced stress
decreases after reaching its maximum.

Tensile Strength (yield point): tension at which a stretched material can-
not go back to its original configuration and undergoes an irreversible
plastic deformation (the material yields, with breaking of links between
its constituents).

Tensor Decomposition: The velocity gradient tensor L = ∇v (
•
F= LF,

(∇v)ij = ∂vi/∂xj) can be decomposed into a symmetrical tensor D, the
deformation rate tensor, and a antisymmetrical tensor W, the rotation
rate tensor or the vorticity tensor :

∇u = D + W = 1/2(∇u + ∇uT ) + 1/2(∇u − ∇uT ).

Thixotropy : the response of a thixotropic material depends on body struc-
ture changes, and consequently on the loading rate, duration of the un-
stressed period, and loading duration with respect to the body-kinetic
time scale.

Viscocity : material property dealing with resistance to deformation and mo-
tion.

Relative Viscocity of a suspension: ration of the suspension viscocity ot
the suspending fluid (plasma) viscocity.

Volume Dilation: dV/V = ∇ · u = Eii

C.6 Phenomenological Models in Rheology

Rheology models are made by the assembling of elementary elements, springs
and dashpots, which are associated:

• either in parallel with the following rules:
– the imposed net stress is the sum of the stresses (c =

∑
cb) applied to

each branch (subscript b),
15⎛⎝c1

c2

c3

⎞⎠ =

⎛⎝C11 C12 C13

C21 C22 C23

C31 C32 C33

⎞⎠⎛⎝n̂1

n̂2

n̂3

⎞⎠ .
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Table C.3. Basic rheology tests on viscoelastic materials (c: stress , e: strain, G:
shear modulus).

Static tests Sinusoidal loading

Creep Relaxation Harmonic shear

Input c = cst. e = cst. c = ĉ exp{ıωt}
function φ(t) = e(t)/c ψ(t) = c(t)/e e =

(
G′(ω) − ıG′′(ω)

)
ĉ exp{ıωt}

– the undergone deformation is identical in each branch and equal to the
net deformation (e = eb);

• or in series with the following rules:
– the imposed net stress is wholly borne by each element i: (c = ci),
– the net deformation is the sum of the deformation undergone by each

element (e =
∑

ei).

The rheological features of the viscoelastic models are obtained using well-
defined procedures (Table C.3).

Maxwell Model : is constituted by the association in series of a spring (sub-
script S) and a dashpot (subscript D):

u̇ = u̇S + u̇D = Cċ + c/µ ,

cc = cS = cD .

Viscoelastic materials are often assumed to behave like simple Maxwell
models, with their material constants E and µ (associated with the spring
and the dashpot, respectively; C = 1/E: elastic compliance), and the
following rheological law:

(µ/E)ċ + c = µu̇ .

Constitutive laws of three-dimensional bodies are derived from the phe-
nomenological one-dimensional model:

(µ/E)
�
C +C = 2µD

where the upper convected time derivative of the stress tensor C is given
by:

�
C= DC/Dt− (∇v)C − C(∇v)T ,

D ·/Dt and ∇v being the substantive derivative and the tensor of velocity
derivatives, respectively.16

16 The lower convected time derivative is:
�
C= Ċ + C(∇v) + (∇v)T C .
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Voigt or Kelvin-Voigt Model : is constituted by the association in parallel
of a spring and a dashpot:

uS = uD = u ,

c = cS + cD = (1/C)u + µu̇ .

Standard Linear Model (Boltzmann model): is constituted by the associ-
ation in parallel of a spring and a Maxwell model (subscript M):

uS = cS/E,

u̇M = cM/µ+ ċM/EM

Rheological data of these simple models are summarized in Tables C.4, C.5
and C.6.

Table C.4. Constitutive laws of the simplest rheology models for a stress step
(c(t) = c0h(t)).

Model Relation c(e) Viscosity Creep Stress relaxation

Hooke c = Eu − − −
Newton c = µu̇ + + −
Maxwell

c

µ
+

ċ

E
= u̇ − + −

Voigt c = Eu + µu̇ + − −

Table C.5. Creep function for a unit stress step f(t) in simple rheology models (·M:
Maxwell model component of the Boltzmann model; Source: [249]).

Maxwell
(
C +

t

µ

)
f(t)

Voigt C(1 − exp{−t/µC})f(t)
Boltzmann C

(
1 −

(
1 − µCM

µC(1 + CM/C)

)
exp{−t/(µC(1 + CM/C))}

)
f(t)

Table C.6. Relaxation function for a unit strain step u(t) in simple rheology models
(·M: Maxwell model component of the Boltzmann model; Source: [249]).

Maxwell exp{−t/µC}u(t)/C
Voigt µδ(t) + u(t)/C

Boltzmann C−1

(
1 −

(
1 − µC(1+CM/C)

µCM

)
exp{−t/(µC(1 + CM/C))}

)
u(t)
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C.7 Wave Speed

The speed of the elastodynamic coupling wave is tightly linked to the vessel
law, which relates the transmural pressure p to the cross-sectional area A. It
is calculated by:

c2 =
A

ρ∂p/∂A
= (ρD)−1.

Radial Propagation Mode (Young mode): In an elastic cylindrical tube of
circular cross-section conveying an incompressible fluid, the “ideal” wave
speed c0 was given by T. Young in 1809 by:17

c20 =
Eh

2ρR
=
Eh

ρd
,

with the following conditions:
• incompressible inviscid fluid,
• infinitesimal wave amplitude and great wavelength,
• h/R
 1,
• purely elastic tube with small impedance,
• absence of wave reflection.
For a compressible fluid,18 the wave speed is expressed by the Moens-
Korteweg formula:

c2 = (
ρ

K
+

2ρR
Eh

)−1 .

When E is equal to 106 Pa and h/R = 0, 1, c0 ∼ 7m/s.
In axially tethered cylindrical vessels (without axial displacement) of cir-
cular cross-section, of isotropic purely elastic wall which has a small thick-
ness (h
 R):

c2 =
Eh

2(1 − ν2
P )ρR̄

.

Other expression can be found in the literature as the one provided by
O. Frank (1899), for a cylindrical vessel of circular cross-section:

c2 =
R

ρ

∆p

∆R
=
V

ρ

∆p

∆V
.

Bergel proposed the following formula for a tube with thick incompressible
wall, filled with an inviscid fluid:

c2 =
E(R2

e −R2
i )

3ρR2
e

.

17 The formula can be easily obtained, starting from c2
0 = (A/ρ)dp/dA =

(R/2ρ)dp/dR, with p = cθh/R and cθ = E ∆R/R
18 Most often the gas compressibility K is much lower than the respiratory conduit

distensibility D.
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Axial Propagation Mode (Lamb mode): The speed of axial waves of small
frequencies has been given by H. Lamb (1898):

c2L =
E

ρw(1 − ν2
P )
.

With the values used to calculate c0, cL ∼ 36m/s (cL/c0 ∼ 5).
Torsional Wave: The speed of torsional wave is given by:

c2tors =
G

ρw
∼ 1
ρw

E

2(1 + ν2
P )
.

With the values used to calculate c0, ctors ∼ 20m/s (ctors/c0 ∼ 3).

Wave Speed in Collapsible Tubes: The speed of the elasto-hydrodyna-
mics coupling wave is computed from the tube law A(p). The speed c
of propagation of small pressure wave in a collapsible tube is indeed given
by:

c2 = (Ai/ρ)(∂p/∂Ai) . (C.5)

The pressure wave of small amplitude, which propagates with the speed c,
depends thus on fluid inertia and wall compliance (transverse propagation
mode). This simple relationship is valid under the following additional
assumptions:
1. incompressible fluid of mass density ρ,
2. long straight collapsible tube,
3. constant geometry along the whole tube length of the reference con-

figuration,
4. thin wall (h0/R0 
 1),
5. purely elastic wall,
6. uniform mechanical properties of the tube wall throughout the entire

length in the unstressed configuration,
7. negligible wall inertia,
8. negligible viscous dissipation,
9. wavelet (infinitesimal amplitude),

10. one-dimensional motion of the fluid.
Experimental observations have shown that the wave speed reaches its
minimum when contact occurs between the opposite walls [365]. In the
slightly negative range of transmural pressures, both the tube cross-
sectional area and high compliance entail a low wave speed, associated
with a high fluid velocity. Critical conditions (superscript ∗) are reached
when the local cross-sectional average fluid velocity Vq(x) becomes equal
to the wave speed c, as in trans-sonic air flows through rigid nozzles and
open-channel flows at critical Froude number characterized by a hydraulic
jump (Table C.7).
At each cross-section can be associated a critical flow rate q∗, which is
related to the luminal area by q∗ = Aic. Due to the discontinuity induced
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Figure C.2. ln(Ãi) vs. ln(q̃∗) relationships for different tube ellipticities k0 = 1.005
(continuous line), 2.8 (dotted line) and 10 (dashed line), with the characteristic
values (Ãi0: unstressed elliptical; Ãip: oval-shaped cross-section; Ãic: point contact,
Ãi�: line contact). When p ≤ p�, both the value and the sign of the slope of the
relationship are affected by the tube ellipticity.

by the wall contact, the critical conditions must be different on the right
(q∗c+) and on the left (q∗c−) side of the discontinuity (Fig. C.2). The slope
of the q∗ vs Ai curves depends on the tube law parameter M:

dq∗/dAi = (M/2)(q∗/Ai), (C.6)

with M = 3 + Ãi(∂2Ãi/∂p̃
2)/(∂Ãi/∂p̃).

In the pressure range p ≤ p�, for thin-walled collapsible tubes of unstressed
elliptical cross-section, M[n(k0, h0)] = 2 − n, i.e. M[n(1, 0)] = 1/2,
M[n(2.8, 0)] = 0 and M[n(10, 0)] = −1/4. The slope of the relation-
ship between p and q∗ is positive when M > 0 and is negative when
M < 0 [366].

Table C.7. Physical analogues. Flow subjected to small amplitude perturbations
of large wavelength.

Wave type Physical variable State law Wave speed

Elasto-hydrodynamics A(x, t) A = A(p) c2 = (A/ρ)(dp/dA)
coupling wave
Sound wave ρ(x, t) ρ = ρ(pi) c2 = dp/dρ
(adiabatic conditions)

Gravity wave h(x, t) h =
(pi − patm)

ρg
c2 = gh
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In the pressure range p ≤ p�, the similarity law gives:

(c̃/c̃�)2 = (Ãi/Ãi�)−n , (q̃∗/q̃∗� )2 = (Ãi/Ãi�)M . (C.7)

C.8 Static Equilibrium of an Elastic Tube

Force equilibrium in the radial direction gives:

(pi − pe)R = pR = τth =
Eh

1 − ν2
P

∆R

R0
. (C.8)

Therefore,

p =
Eh

1 − ν2
P

(
1
R0

− 1
R

)
. (C.9)

When (h/h0)(R/R0) ∼ 1, then

p =
Eh0

1 − ν2
P

∆R

R2
. (C.10)

C.9 Tube Deformation

C.9.1 Stresses and Strains

ei =
1
E

(ci − νP (cj + ck)) , i �= j �= k, i, j, k = r, θ, x. (C.11)

cθ =
1

R2
e −R2

i

(
piR

2
i − peR

2
e + p

(
ReRi

R

)2)
(C.12)

cr =
1

R2
e −R2

i

(
piR

2
i − peR

2
e − p

(
ReRi

R

)2)
(C.13)

When pi or pe = 0, with h/R
 1, then |cr| 
 cθ.
Generally (pi et pe �= 0), |cr| 
 cθ if pi 
 pe or pi � pe.

C.9.2 State Law

Free-End Tube

From (C.11) and (C.12),

p = Eh
(

1
R0

− 1
R

)
. (C.14)
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Clamped-End Tube

p =
Eh

1 − ν2
P

(
1
R0

− 1
R

)
=

E

1 − ν2
P

h0

R0

(
R0

R
−
(
R0

R

)2)
. (C.15)

Clamped-End Tube with Small Pretension

p =
E

1 − ν2
P

h0

λlR0

(
R0

R
−
(
R0

R

)2

(1 − νP (λl − 1))
)
. (C.16)

Stress–Strain Relations

ci − cj = G(λ2
i − λ2

j ) , i �= j, i, j = r, θ, x, (C.17)

with G = E/(2(1 + νP )) and λk = Lk/Lk0 (λl = L/L0, λr = R/R0, λθ =
h/h0).

When the thin-walled tube (h/R
 1) has fixed ends,

cθ = pR/h = G(λ2
θ − λ2

r) .

Therefore,

p =
G

λl

h0

R0

(
1 − 1

λ2
l λ

4
r

)
, (C.18)

An empirical correction factor κe has been proposed to take into account the
wall thickness [843]:

κe =
1 + h0/(2Ri0)
(1 + h0/Ri0)2

.

Distensible Tube

The cross-section is circular with unstressed radius R0; the pressure force are
balanced by tangential stresses. The deformed cross-section remains circular.
Let {λk}3

k=1 be the tension coefficients associated to the principal axes of the
tube (λ1 = L/L0, λ2 = R/R0, λ3 = h/h0). The non-linear elastic behavior of
the tube can be given by the following expression [844]:

p = Gκe[h0/(a0λ3
1)](λ

2
1 − (Ai0/Ai)2) . (C.19)
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C.10 Collapsible Tubes

C.10.1 Tube Law

The pipe in its reference configuration is supposed to be stress free, in par-
ticular p = 0, i.e., unstressed configuration (subscript 0). The collapse is
characterized by large variations in Ai under small variations of p before the
contact configuration, when the opposite edges of the wetted perimeter touch
(Fig. C.3). Consequently, the tube law exhibits a sigmoidal shape. Addition-
ally, these huge changes in tube transverse configuration for slightly negative
transmural pressure are observed in any compliant pipe, whether the un-
stressed cross-section is elliptical (e.g., [364]) or circular (e.g., [367]), whether
the vessel has uniform homogeneous walls or is a composite material of non-
uniform geometry [269], in vitro as well as in vivo [96].

Physiological vessels, susceptible to collapse, present noncircular unstressed
cross-section. The unstressed cross-sectional shape is commonly assumed to be
elliptic.19 The tube collapse has been theoretically investigated in an infinitely
long straight tube with a thin homogeneous isotropic and purely elastic wall
and with uniform geometry and rheology [362, 364, 366, 845]. The transmural
pressure is supposed to be uniformly distributed in every tube section and
bending effects are assumed to be predominant. The floppy duct is subjected
to a uniform transmural pressure p. The wall thickness, small relative to the
wall mid-line curvature, is assumed to remain constant during the collapse.
The neutral mid-surface is deformed without circumferential extension. The
tube collapses then according to a bilobal collapsing mode (Fig. C.4).

When the unstressed cross-section is circular and p is slightly negative, the
compliant tube keeps a circular cross-section down to the buckling pressure pb.
From this mechanical state, a small decrease in p produces a large change in
Ai. Different modes of collapse can then be observed according to the number
N of lobes, the lobes being the open part of the collapsed tube lumen which
are associated with symmetry axes. Using computational thin-shell models of
deformation in flexible tubes of infinite length and with a purely elastic wall,
the buckling pressure is shown to be proportional to N2 − 1 [362, 368]. Ex-
perimental evidence of such collapsing modes was obtained, the cross-section
shape displaying usually four, three or two lobes either in tubes subjected to
longitudinal bending effects [369] or in short and thin-walled pipes [367].

The tube law A(p), i.e., A vs. p relationship, depends on various factors:
(1) tube geometry, (2) tube rheology, (3) prestresses, (4) vicinity loadings,
(5) end effects, and (6) stresses developed (tension, bending).

Four characteristic transmural pressures are, at least, of interest in the
collapse:

19 The tube ellipticity k0 is the ratio between the major semi-axis a0 and the minor
semi-axis of the neutral mid-line in the unstressed tube configuration.
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Figure C.3. Relation between the transmural pressure p (Pa) and the tube cross-
sectional area Ai (cm2). Comparison between simulations, using either the condition
z(0) = 0 at contact (dashed line), or the condition z(0) = h0/2 at contact (dotted
line), and experimental results (�) on a flexible pipe (a0 = 9.52 mm, k0 = 1.337,
h0 = 0.43mm, K = 24.47 N/m2).

1. Ovalization pressure pp, for which the radius of curvature at mid-face
becomes locally infinite (oval-shaped cross-section with parallel opposite
edges).

2. Stream division pressure pt, the greatest pressure associated with two
lateral peak velocities within the cross-section.

3. Point-contact pressure pc, at which the opposite faces touch for the first
time.

4. Line-contact pressure p�, when the radius of curvature at the contact point
becomes infinite.

Let s be the local curvilinear coordinate along the neutral line of any
cross-section of the tube wall, with the origin at the material point at the
mid-face (0, a0/k0). The neutral line is oriented clockwise. A unit tangent t
and a unit normal n are defined at each point M of the neutral line. The
dimensionless local curvature κ̃ vs. dimensionless arclength s̃ relationships for
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Figure C.4. Computational wall displacement during the collapse of a tube (k0 =
1.005, h0 = 0) with the following set of dimensionless quantities (p̃, Ãi): (0, 1),
(−1.60, 0.89), (−1.70, 0.79), (−1.85, 0.67), (−2.00, 0.57), (−2.15, 0.48), (−2.35, 0.38),
(pc = −2.64, 0.27), (p� = −5.20, 0.21)

the investigated configurations are shown in Fig. C.5. In the unstressed cross-
section XS0, κ̃ is constant and equal to −1. The curvature is indeed defined
at the point of the wall mid-line from the angle gradient dθ/ds̃, where θ is
the angle between êx and the clockwise oriented unit tangent.20 At mid-face
(s̃ = 0), the curvature is negative in XSq, equal to zero in XS�, and positive
in XSt and XSc. The curvature minimum is observed at the edge whatever
XS; the maximum is located at the mid-face, except in XS�.

Three modes of collapse can be defined. (1) Mode 1 corresponds to the
collapse before contact (pc < p ≤ 0), characterized by a high tube compli-
ance. The transversal density of the distributed external force f induced by
the pressure load is given by f = pn. The stress resultant acting from one
part of the wall to the other c(s) is continuous everywhere. (2) Mode 2 is
characterized by a contact at a single point (p� < p ≤ pc). The curvature
at the contact point decreases from a finite value down to zero. A contact
reaction appears (see below) and the resultant stress is discontinuous at the
contact point (s = 0). The contact generates a local reaction rc at the con-
tact point (s = 0), which increases when p decreases from pc (rc = rc0(pc))
down to p� (rc = rc0(p�)) (Fig. C.6). As soon as p undergoes an infinitesimal
decrease, say p = p�−, the reaction initiates its splitting into two components
r�(p�−) = 1

2rc0(p�). When p < p�, the reaction is distributed along the contact
segment of length 2 sc, with maxima r�(p) located at both ends of the contact
segment (s = ± sc). These points associated to concentrated force migrate
laterally when p continues to decrease, whereas the reaction amplitude exerted
on the line of contact, which spreads out, decreases. (3) Mode 3 is defined by a
contact on a line segment (p ≤ p�). The contact segment appears and length-

20 Along the selected quarter of the wall, (x̃ ≥ 0 and ỹ ≥ 0), θ decreases from zero
to −π/2, whereas s̃ rises from zero to π/2; θ = −s̃; therefore, dθ/ds̃ = −1. The
unit normal points toward the tube outside (and not toward the tube lumen as
in direct Frenet basis, i.e., not toward the curvature center, because of negative
applied resulting pressure).
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Figure C.5. Relationships between κ̃ and s̃ for the unstressed XS0 (solid line)
and four collapsed bidimensional configurations: XSq (+), XSt (×), XSc (∗), and
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ens, while the transmural pressure continue to decrease. Besides, the contact
phenomenon at p = p� is displayed by a slight change in direction of the A(p)

modes of collapse

mode 3

mode 2

mode 1

p
e

p
i

R0

Rc
r

Figure C.6. The three collapse modes in the case k0 = 1.6 and h0/a0 = 0.1: (top)
pc < p ≤ 0, (mid) p� ≤ p ≤ pc and (bottom) p < p�. Reaction loading at contact
between opposite walls of the flexible pipe (R0 ≡ rc0, Rc ≡ r�, r ≡ rd):

rc0(pc) −→ rc0(p�)
p<p�−−−→

{
r�(p) s = sc

rd(s, p) 0 ≤ s < sc
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Figure C.7. Numerical p̃(Ãi) laws for three ellipticities k0 = 1.005 (continuous
line), 2.8 (dashed line), and 10 (dotted line), with the characteristic values (�) cor-
responding to the displayed characteristic shapes (unstressed elliptical, oval-shaped,
point- and line-contact).

curve. The contact reaction splits into two concentrated reactions applied at
both ends of the contact segment (s = ±sc), where c is discontinuous. The
transversal force density f is thus given by either f = pn along the open part
of the cross-section or f = (rd(s) + p)n on the contact line (rd(s): normal
reaction distribution).

The contact reactions induce discontinuities in first and second derivatives
of A(p) at point- and line-contact pressures ((∂Ai/∂p)|pc

, (∂2Ai/∂p
2)|p�

) [363,
365]. Such discontinuities affect probably the mechanical behavior of the fluid-
tube couple. The discontinuity in the first derivative at pc is exhibited by a
break in the slope of the tube law [364].

The tube law depends strongly on both tube geometry and rheology in
the unstressed state (Fig. C.7). The main geometrical factors are the tube
ellipticity k0 [364], and the wall thickness h0 [366] (Fig. C.3).
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C.10.2 Normalization and Dimensionless Tube Law

The tube deformation, from rest to the line-contact pressure p�, is illustrated
in Fig. C.7, using the dimensionless quantities p̃ = p/K and Ãi = Ai/Ai0 . The
bending stiffness K, used as the pressure scale, depends on the tube geometry
and is proportional to the flexural rigidity D = Eh3

0/(12(1−ν2)): K = 2D/a30,
where E and ν are the Young modulus and the Poisson coefficient, respectively.
Fig. C.7 demonstrates that the tube law is affected by the unstressed elliticity.
The speed scale (K/ρ)1/2 is used to normalize the derived quantity c.

In the pressure range p� ≤ p ≤ 0, any analytical expressions are very
helpful in collapsible tube flow computations or experimental post-processings.
Several expressions have been proposed, but they do not take into account the
discontinuity of the tube law and its related physical phenomena. Analytical
expressions must insure the continuity of the functions c(p) and q�(p), except
at the contact condition p = pc, the q�(p) curve being piecewise fitted from
numerical data. Algebraic expressions based on integration of the critical flow
curve use nine coefficients ({κk}9

k=1) [846]. Relationships p̃(Ã) have been given
for the description of the tube law in the first three pressure intervals:

p̃ = κ2
1 ln Ãi − 2κ1κ2/Ãi − κ2

2/(2Ã
2
i + κ3) , p̃� ≤ p̃ ≤ p̃c

p̃ = exp{2κ4}Ã2(κ5−1)
i /2(κ5 − 1) + κ6 , p̃c < p̃ ≤ p̃p

p̃ = exp{2κ7}Ã2(κ8−1)
i /2(κ8 − 1) + κ9 , p̃p < p̃ ≤ 0

(C.20)

Variations with the tube ellipticity of the coefficients κi (i = 1, . . . , 3 for the
pressure range [p̃�, p̃c] (collapse mode 2), i = 4, . . . , 6 for [p̃c, p̃p] (collapse mode
1), and i = 7, . . . , 9 for [p̃p, 0] (collapse mode 1) of the analytical generalized
tube law (C.20) are given in [361].

In the pressure range p̃ ≤ p̃�, the similarity law can be used down
to ∼ −30p̃�, when the tube shape remains self-similar with the twin-lobed
characteristic configuration (for p̃ = p̃�). A specific mapping can always be
determined between any collapsed cross-section of the investigated pipe, of
unstressed ellipticity k0, under transmural pressure p̃ < p̃� (p� = p�(k0))
and a reference collapsed cross-section of another tube of known properties,
unstressed ellipticity kref.0, having the same shape at its own line-contact
transmural pressure pref.� = p�(kref.0).

The similarity has been used since 1972 for unstressed circular cross-section
[362]. The pressure–area relationship for p ≤ p� is generally expressed by the
following equation, as verified by curve fittings:

p̃ = −B(k0, h0)Ã
−n(k0,h0)
i (C.21)

where B(k0, h0) = −p̃�/Ãi� [366]. The similarity law exponent n increases with
k0 for a given h0. For instance for h0 = 0, n rises from 3/2 for k0 = 1 up to a
value of 9/4 for k0 = 10, being equal to 2 for k0 = 2.8.
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C.10.3 One-Dimensional Model of Flow in Collapsible Tubes

The one-dimensionality neglects the cross-distribution of physical quantities.
It is thus assumed that: (1) the longitudinal area gradient is sufficiently small,
(2) the tube axis remains straight during the test, (3) the velocity is uniformly
distributed in the cross-section, and (4) the wall inertia and the fluid motion
due to the collapsing process are negligible. Tube wall material is usually
assumed to be homogeneous and purely elastic. The tube is subjected to an
uniform and constant external pressure. The flowing fluid is assumed to be
incompressible; the wave speed depends mainly on the tube compliance.

Mass and momentum conservation in the case of the one-dimensional un-
steady flow give the following system of equations:

∂Ai

∂t
+
∂AiU

∂x
= 0 ,

∂AiU

∂t
+
∂AiU

2

∂x
= −Ai

ρ

(
∂p

∂x
+ fv(x, q)

)
.

(C.22)

The 1D model predicts not only the occurrence of a critical section but
also the existence of critical uniform pipe segments (dAi/dx = 0 and S = 1).
The critical conditions are reached at once either in the upstream uniform
segment or at the downstream end, whether the inlet cross-sectional area Ai1

is greater than Ai2 or not and whether M is positive or not.

C.10.3.1 Similarity conditions

The similarity conditions between two tests are given by dimensionless gov-
erning parameters. The tube law must be of the same type, i.e., same k0;
the flow regime is either laminar or turbulent. A set of dimensionless param-
eters21 can be actually defined: (1) an aspect ratio π1 = L/a0, which can
also be considered as an axial viscous effect parameter; (2) a viscous effect
parameter π2 = a0(ρK)1/2/µ, which is a combination of elastic, inertial, and
viscous forces;22 and (3) for gravity-friction flows, a hydrostatic effect param-
eter π3 = ρgL/K. A flow-pattern dependent group of the two first quantities
π1/π

m
2 (m = 1 or m = 1/4 whether the regime is laminar or turbulent) has

been found to give a suitable similarity parameter in the description of ∆p−q
curves. High values of π1/π2 indicate that, for given tube properties, the vis-
cous forces affect flow significantly. When gravity and friction are combined,
the hydrostatic similarity parameter π3 sinβ must be added. This parameter
is needed to adjust the tube inclination angle to the space available to the
set-up.

21 Using the unstressed perimeter χ0/4 as the transverse characteristic length, the
tube’s aspect ratio is expressed by π1 = 4 L/χ0 and π1/π2 = 16µL/χ2

0(ρK)1/2.
22 π2 is the ratio between the square root of the product of inertia, elastic forces,

and viscous forces.
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C.10.3.2 Reynolds number

The Reynolds number Re can be expressed in dimensionless form by:23

Re = 4ππ2k
−1
0 χ̃−1

i q̃, (C.23)

In the range p ≤ p�, the fluid domain can be deconstructed into two
fluid regions: (1) an area of very small velocity magnitude near the contact
point, where the viscous effects are predominant; and (2) an outer zone. One
may suppose that the flow regime is mainly affected by this second region.
Consequently, the usual cross-length scale, i.e., the hydraulic perimeter dh =
4Ai/χi, and the inertial effects might be underestimated. Each lobe of the line-
contact cross-section can be modeled by a fluid domain of same area and same
wetted perimeter, which includes an inner rectangular zone, of large aspect
ratio, and an outer circular region. The radius of the latter is calculated such
that the head loss through the equivalent cross-section is equal to the head
loss through the actual one. The ratio between the Reynolds numbers in the
actual and circular domains is found to be proportional to the ratio between
the model radius and actual wetted perimeter. Assuming a critical Reynolds
number of 2000 in the circular duct, a critical value in the collapsed tube is
proposed to be equal to 1200 for the whole range p ≤ p�, when k0 = 1.005 [847].
Only experiments should determine the transition regime, hence the critical
Reynolds number.24

C.10.3.3 Head Losses and Shape Factor

The viscous head losses per unit length fv(q) in smooth-walled uniformly
collapsed tubes are given by25

fv =
Λ

dh

ρV 2

2
, (C.24)

where Λ is the friction head loss coefficient : Λ = flam/Re and Λ = fturb/Re1/4

(flam and fturb: laminar and turbulent shape factors).26 The shape factors
depend on the transmural pressure p and on ellipticity k0.
23 The Reynolds number is expressed by Re = 4π2q̃/χ̃i when χ0/4 is used as the

transverse length scale, and π2 = χ0(ρK)1/2/4µ.
In a given tube conveying a given fluid at a given flow rate, when the tube

wetted perimeter remains constant, i.e., for p ≥ p�, Re is constant along the whole
collapsed tube length, but when the opposite walls are in contact over a line segment,
the hydraulic perimeter and consequently Re vary along the tube length.
24 The critical Reynolds number for laminar-turbulent transition was found exper-

imentally to be equal to about 2800 for the approximately point-contact–shaped
duct [847, Fig 9].

25 Another usage gives the friction coefficient Cf , related to the wall shear stress
τw by the formula τw = CfρU2/2. Here, fv = (χi/Ai)τw, which means that the
dimensionless hydraulic loss factor Λ = 4 Cf for uniformly collapsed conduits.

26 It is well known that the stronger the flow resistance induced by a given cross-
section shape, the higher the shape factor: flam increases with the width to
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Table C.8. Values of the laminar shape factor in the characteristic tube shapes for
different ellipticities.

k0 1 2 3 10
fL0 64 67 71 77
fLp 71 75 79 86
fLc 50 49 48 47
fL� 37 36 35 33

Laminar Pattern

The analytical solution is known for p̃ = 0:

flam0 = 128π2(1 + k−2
0 )χ̃−2

0 . (C.25)

Besides, the laminar shape factor flam is computed for the following charac-
teristic values of the transmural pressures p̃p, p̃c, p̃� [847] (Table C.8).

In the range p̃ ≤ p̃�:

flam = 39.0731 − 2.0929k0/A2 + 0.2484(k0/A2)2 − 0.0101(k0/A2)3 , (C.26)

where A2 = (p̃/p̃�)(2n−3)/5n = (Ãi/Ãi�)(3−2n)/5. The theoretical values are
close to experimental data in a tube of ellipticity k0 = 1.6 in the range [p̃p, 0]
(difference of about 2%); they are slightly overestimated in the range [p̃�, p̃p]
(difference of about 10%).

Turbulent Pattern

The value of the turbulent shape factor fturb = 0.26 in the transmural pressure
range p̃ ≤ p̃c was deduced from experimental data particularly in inclined
collapsed tube in an uniform state [846]. During collapse mode 1, the classical
value fturb = 0.316 is used.

C.10.3.4 Inclined Collapsible Tube

Mass conservation gives:

d

dt
(ρAv) =

∂

∂t
(Av) +

∂

∂x
(Av) = 0 .

When the flow is steady:

∂A

∂t
+
∂q

∂x
= 0 . (C.27)

height ratio for a rigid duct of rectangular cross-section, with the ellipticity of
rigid pipes of elliptical cross-section and with the internal to external diameter
ratio of annuli between two rigid concentric cylinders.
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Table C.9. Configurations of an inclined collapsible tube with respect to the re-
spective values of hydrostatic and viscous forces on the one hand and flow regime
on the other hand.

ρg sin β < fv ρg sin β = fv ρg sin β > fv

Subcritical dp/dx < 0 dp/dx = 0 dp/dx > 0
Ma < 1 Convergent tube Uniform tube Divergent tube

Transcritical dp/dx → −∞ 0/0 dp/dx → +∞
Ma = 1 Throat Jump

Supercritical dp/dx > 0 dp/dx = 0 dp/dx < 0
Ma > 1 Divergent tube Uniform tube Convergent tube

This principle can also be written as:

q(x, t) = A(x, t)v(x, t) = cst. =⇒ dq = Adv + v dA = 0

=⇒ dA

A
+
dv

v
= 0 . (C.28)

Momentum conservation gives:

ρAdx v
dv

dx
= pA− (p+ dp)(A+ dA) − χi dx τw + ρAdx g sinβ

where β is the tube inclination angle, χi = 4A/dh the tube wetted perimeter
(dh: hydraulic diameter) and τw = −µ(dv/dn)|r=R (n: wall local normal):

ρv
dv

dx
= −dp

dx
− χi

A
τw + ρg sinβ = −dp

dx
− fv + ρg sinβ .

Introducing the wave speed in the left hand side of the equation,

(1 −Ma2)dp
dx

= ρg sinβ − fv . (C.29)

Replacing p by A,

(1 −Ma2)dA
dx

=
A

ρc2
(ρg sinβ − fv) . (C.30)

The 1D model relates the tube shape to the existing forces and flow regime
(Table C.9).

C.10.3.5 Collapsible Tube Connected to a Finite Reservoir,
Subjected to a Pressure Ramp

The momentum conservation states that:
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∂v

∂t
+ v

∂v

∂x
= −1

ρ

(
∂pi

∂x
+ fv

)
. (C.31)

Multiplying by A and applying the mass conservation:

∂q

∂t
= −

(
2v
∂q

∂x
+
A

ρ

(
(1 −Ma2)∂p

∂x
+ fv

)
. (C.32)

Such an equation gives the sign of ∂q/∂t with respect to the signs and
relative magnitudes of the terms of the equation right-hand side. When the
tube collapses, the first term (Tr1) ∂A/∂t < 0, so, 2v∂q/∂x > 0. According to
Ma <, = or > 1, the second term (Tr2) (A/ρ)(1 −Ma2)∂p/∂x <, = or > 0.
The third term (Tr3) has the sign of fv > 0,

Case 1 Ma < 1:

∂q/∂t = −[(Tr1 > 0) + (Tr2 < 0) + (Tr3 > 0)] .

the first term is negligible in the collapse beginning. Therefore, ∂q/∂t > 0
Case 2 Ma > 1:

∂q/∂t = −[(Tr1 > 0) + (Tr2 > 0) + (Tr3 > 0)] .

∂q/∂t < 0
Case 3 Ma = 1: When the previously subcritical flow ∂q/∂t > 0 becomes

transcritical ∂q/∂t < 0, the flow rate reaches a maximum ∂q/∂t = 0.
When such a phenomenon occurs during the acceleration stage (Tr1 et
Tr3 are still negligible), then Ma = 1.

C.10.3.6 Limitations of the One-Dimensional Model

As soon as the opposite walls come into contact, the flow splits up into two sep-
arate streams. The upstream and downstream effects of the split on the flow
field, as well as transverse velocities generated during wall motion (although
the additional flow rate can represent a small, but substantial part of the total
flow rate [848]) are neglected. Moreover, the 1D assumption breaks in the tube
segment where an elastic jump or a shock wave-like transition occurs [849].
Also, longitudinal physical factors of the deformation are neglected. In par-
ticular, the longitudinal tension developed during wall deformation modifies
the local tube law, which in turn affects wave-speed value and flow behavior.
Stability analysis requires at least a bidimensional model [850–852]. Above
all, the axial change in cross-sectional area can be experimentally large. In
particular, end effects due to the mounting of the compliant tube on rigid
ducts influence the shape and area of the cross-section. Downstream from the
constriction designed by the collapsed tube, the induced divergent segment
elicits jet and flow separation, especially in the case of wall contact. Flow sep-
aration affects strongly the pressure distribution in collapsed tube conveying
steady flows [853].



C.12 Porous Medium 381

C.10.4 Three-Dimensional Flow in a Collapsed Tube

Few 3D investigations have been carried out, although time-dependent veloc-
ity profiles have been measured by laser Doppler velocimetry in an oscillating
collapsible tube [854]. The 3D velocity field of a steady flow was computed in
a frozen collapsed configuration with a downstream contact segment designed
from ultrasound echographic measurements of a Starling resistor conveying a
critical flow27 [371]. Between the two side jets emerging from the contact zone
and immediateley behind the contact zone, as well as along diverging walls,
swirls occur. Side jets run centrally and partially merge in the proximal seg-
ment of the rigid attachment duct. Very low steady Re flow has been studied
in a collapsing elastic tube, without opposite wall contact [370].

C.11 Dispersion in Fluid Flows

Consider the brief injection (δ-input) of a tracer in a vessel. Although the
tracer concentration is uniform at the entrance of the test section, the con-
vected tracer concentration axially stretches, when it is observed short times
after the tracer bolus injection. The concentration spreading in the channel is
due to the development of the velocity profile. The tracer bolus spreads as an
evolving Gaussian curve with the traveled distance, with a peak concentration
cmax ∝ Pe−1/2. The dispersion induced by the convection is damped by trans-
verse molecular diffusion which homogenizes the tracer distribution, a blunt
distribution being observed at long time intervals. This molecular diffusion
involves an axial dispersion-related diffusivity Dd:28

ct = Dd czz.

The axial mixing, the so-called Taylor dispersion, which involves convection,
then differs from pure diffusion. The higher the diffusivity, the lower the dis-
persion.

C.12 Porous Medium

Different liquids can mix in a porous solid. Conversely, a porous medium can
separate mixtures (filtration). Particles bigger than the pore size or molecules
that bind to the solid walls are stopped. Additionally, velocity fluctuations
are damped by the wall friction in the porous medium.

Consider the brief injection of a tracer into a homogeneous porous solid.
The transit times of the different tracer molecules across the porous solid
27 The critical reference state is defined by a localized throat near the tube outlet

with a local speed equal to 20 times the entrance cross-sectional average velocity.
28 Usual molecular diffusion refers to any kind of random processes.
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differ; the concentration-time curve is Gaussian. Longitudinal and the trans-
verse dispersions are not equal (anisotropy). Tracer dispersion is associated
with molecular diffusion. The Taylor dispersion, associated with the coupling
of molecular diffusion to convection, is not involved in porous media. Indeed
in a porous body, the speed of a given molecule in the pore center is relatively
high, but the speed can be reduced in the following pore, the molecule coming
into contact with the wall or close to it, and conversely.

Low-speed flow through a rigid porous medium is described by the Darcy
law ∇p = −(µ/PD)v̆ (P: Darcy permeability) and high-speed flow by the law
∇p = −(µ/PD)v̆ − κρv2, which both relate the pressure (p) to the volume-
averaged velocity (v̆). Flow through a deformable porous body deforms the
material, and the deformation affects the flow.

C.13 Turbulence

Turbulent flow is characterized by:

1. a three-dimensional nature;
2. a random process with statistical independency between spatially and

temporally distant observations;
3. a nonlinear phenomenon with an important convection inertia;
4. a high Reynolds number (strong inertia);
5. a convective mixing;
6. a strong energy dissipation;
7. a velocity field which can be often decomposed into a mean- and a fluc-

tuating component;
8. an energy transfer between large and small flow structures and vice versa;
9. a vortivity field with intense fluctuations of the velocity curl and creation

and destruction of vortices;
10. an additional momentum transport associated with the Reynolds stress

which requires a turbulent dynamic viscosity µT .

C.14 Pressure Units

In the international unit system (SI), meter, kilogram, and second are the
units of length, mass, and time, respectively. However, old pressure units are
still used in physiology. Pressure conversion factors are given in Table C.10.
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Table C.10. Conversion table for pressure units.

Pascal (Pa)

1 cm of water 98.04
1 mm of Hg 133
1 mb 102
1 dyn/cm2 0.1



D

Numerical Simulations

Les mathématiciens n’étudient pas des objets mais
les relations entre ces objets.[Mathematicians do
not study objects, but relationships between these
objects.] (H Poincaré)

The three basic natural sciences - biology, chemistry and physics - are
involved in investigation of the cardiovascular system. These three sciences
interact with mathematics to understand the functioning of the blood flow.
However, the solutions of complex problems become more qualitative than
quantitative, as pointed out by H. Poincaré.

“ In the natural sciences, we no longer find these
conditons: homogeneity, relative independence of
remote parts, simplicity of the elementary facts,
and this is why naturalists need to resort to other
methods of generalization. ” (H Poincaré) [855]

From the ancient times, people have invented means to compute (Babylo-
nian charts, abaci, etc.). Computers are required tools for numerical calcula-
tions. The computer was first used in a heuristic (tentatively used to discover;
ερiναζω: help to fecundate) manner by J. von Neumann and S. Ulam for pure
mathematics problems. Numerical simulations have been carried out since the
mid-twentieth century.

Numerical simulations yield evolution of the physical quantities in time
and space with a good resolution that cannot be obtained by measurements.
The numerical model thus allows a better understanding of the implicated
phenomena of the investigated physical problem. The computational model
also allows one to study the role played by influence parameters, all other
variables being constant.
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“ Dans le cas très fréquent où le nombre des va-
riables en présence est considérable... la règle ca-
pitale à suivre... est de s’astreindre à laisser sys-
tématiquement invariable dans chaque expérience
tous les facteurs sauf un seul...[In the very frequent
case with a huge number of involved quantities...
the chief rule to follow... is to force oneself in ev-
ery case to keep constant all factors except a single
one...] ” (Le Chatelier)

D.1 Numerical Model

The qualitative description of the physical problem of interest relies on a
mathematical model usually defined by partial differential equations that link
the relevant variables. The set of partial differential equations is associated
with initial and boundary conditions. Normally, boundary conditions are re-
quired for a unique solution and initial conditions for the distribution of the
involved quantities at the initial time. The mathematical model is determined
using assumptions and approximations of physical reality.

When the equation set cannot be solved analytically, approximation
schemes are used. The discretization of the partial differential equations leads
to a linear algebraic system solved by a suitable method [628, 856–859]. In
the case of the finite element method, the continuum is discretized into a set
of polygons on its surface and polyhedra in its volume.

Numerical modeling includes several stages. The mathematical model as-
sociated with the physical problem corresponds to a boundary-value problem:

Lu = f ,

where L is a differential operator, u is the real-value solution of the problem
and f a given function. In continuum mechanics, the partial differential equa-
tions result from equilibrium of fluxes and forces in an infinitesimal control
volume. The problem is well-conditionned when a small relative variation in
a quantity causes only a slight relative change in the results.

The mathematical framework is analyzed by functional analysis. The exis-
tence, uniqueness, and essential properties of the solution are provided at least
for a simplified model. The numerical model builds and analyzes a discrete
approximation:

Auh = fh,

where A is the approximation matrix, uh the vector of N unknowns or de-
grees of freedom associated with the solution representation after the domain
discretization. Subscript h refers to the mesh, h being the characteristic space
step. fh is the vector containing the discretization of f and the boundary
conditions. Although linear systems can be solved by direct methods, the res-
olution of the discret problem is most often based on iterative procedures
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(Jacobi, Gauss-Seidel, GMRES, and Newton methods). A sequence {uh}N
1 of

estimates of uh is thus generated. There is a convergence of iterations when:

lim
n→∞ un

h = uh.

D.2 Approximation Methods

The numerical analysis yields an approximate solution of the problem with a
given precision and finite number of elementary operations. Various approxi-
mation methods include: (1) deterministic techniques, such as finite difference
methods, finite volume methods, finite element methods, spectral methods,1
particle methods,2 cellular automata;3 and (2) stochastic methods, such as
Monte-Carlo algorithms.4 The choice depends on the problem’s nature and
domain geometry. Whatever the selected method, approximation convergence
must be ensured:

lim
h→0

uh = u.

Numerous sources of error occur during the different modeling steps: (1)
truncature and round-off errors,5 (2) iteration errors, (3) approximation er-
rors, and (4) modeling errors (errors on values of input data, determination
of equations, hypotheses, those due to mesh, etc.):

1 The basis functions of the spectral methods are global, whereas they are local
in the finite element methods, being associated with mesh nodes.

2 The studied system is considered as a set of moving particles, the motion of which
is described by their position labeled with respect to a frame, velocity, mutual
interaction force, and possible momentum exchange. In each mesh element, the
averaged particle density is taken into account, and not the large number of
particles.

3 Cellular automata were introduced by J. von Neumann and S. Ulam to model
auto-organization processes in biological systems. This deterministic technique
links each mesh node to a discrete state, with takes only few values, sometimes
two (states either excited or at rest). They have been used to simulate certain
hydrodynamics processes.

4 Monte-Carlo methods have been proposed by S. Ulam and N. Metropolis. Com-
putations generate elementary random processes and select the phenomena with
sufficient physical realizability, particularly ensuring conservation principles.

5 Any number is represented by a finite bit (information binary unit) number.
Computational writing approximates numbers with a fixed precision of signi-
ficative digit. Moreover, computations of certain functions yield approximate
results.
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ucalc − ureel =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ucalc − un
h (1)

+
un

h − uh (2)
+
uh − u (3)
+
u− ureel (4)

Successive steps of modeling and simulation propagate errors. Condition-
ing estimates the sensitivity with respect to the variations of a given variable.
Bad conditioning can occur for certain variation interval of the variable. The
stability defines the sensitivity of the numerical procedure with respect to
round-off errors. A numerical scheme is stable in the absence of error ampli-
fication.

D.3 Basic Techniques in Discretization

The approximate solution uh in a finite-dimensional space is computed rather
than the prediction u of the behavior of the explored complicated medium.
The small parameter h (mesh length scale) is assumed to tend toward zero
when the computational domain tends toward the continuum. The compu-
tation is based on a set of notions and numerical concepts: (1) linkers, such
as interpolations, between the finite-dimensional space and the continuum;
(2) consistency which states that the approximate state is closer to the real
state when the characteristic grid spacing h tends to zero; (3) stability which
states that uh remains in a bounded set when h tends toward zero, and is as-
sociated with error damping when numerical computation proceeds; and (4)
convergence which states that the numerical procedure produces a solution
that approaches the exact solution as the grid spacing h is reduced (uh is
close enough to u). Several methods can be used.

D.3.1 Finite Difference Method

The differentiation operators are replaced by difference operators derived from
truncations of Taylor series. A finite difference discrete system is determined
as a function of linear combinations of translations of the unknown function.
The finite difference method substitutes the continuum by a mesh of regularly
spaced nodes.6 A finite difference discrete system is determined as a function
of linear combinations of translations of the unknown function.

The derivatives are discretized using the Taylor formulas:

ui+1,j,� = ui,j,� +∆x
∂u

∂xi
+

(∆x)2

2
∂2u

∂x2
i

+ O[(∆x)3],

6 The mesh is such that xi = i∆x, yj = j∆y, and z� = �∆z for node (xi, yj , z�).
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ui−1,j,� = ui,j,� −∆x
∂u

∂xi
+

(∆x)2

2
∂2u

∂x2
i

+ O[(∆x)3],

The difference between these two formulas leads to the central difference:

∂u

∂xi
= (ui+1,j,� − ui−1,j,�)/2∆x+ O[(∆x)2],

for an approximation of order 2. The sum of the two Taylor formulas leads to:

∂2u

∂x2
i

= (ui+1,j,� − 2ui,j,� + ui−1,j,�)/(∆x)2 + O[(∆x)2].

The first Taylor formula can give the forward difference:

∂u

∂xi
= (ui+1,j,� − ui,j,�)/∆x+ O[(∆x)],

the approximation of order 1 is not as good. The second Taylor formula can
give the backward difference:

∂u

∂xi
= (ui,j,� − ui−1,j,�)/∆x+ O[(∆x)].

Many finite difference schemes cannot be applied to the computation of
discontinuous problems. Furthermore, the mapping of the computational do-
main onto the physical one must be regular for sufficiently accurate truncated
Taylor formulas.

D.3.2 Finite Volume Method

The finite volume method introduces the notion of fluxes across the cells
which compose the computational domain. Several techniques have been im-
plemented (cell-centered technique, vertex-centered technique) whether the
primal mesh provides the partition or the flux derivation is obtained on a
dual partition.

A typical element of a 2D staggered mesh is displayed in Fig. D.1. The
finite volume method guarantees conservation of fluid variables in each con-
trol volume.7 Numerical schemes which have conservativeness ensure global
conservation of fluid variables (throughout the entire computational domain),
by means of consistent expressions for fluxes of these variables across the cell
edges (2D space) or faces (3D space) of adjacent control volumes. Handling
of the relative magnitude of convection and diffusion allows transportiveness.

7 The conservation of a fluid variables, such as the velocity, within a control volume
is ensured by the balance between the processes, which increase and decrease this
variable. The time rate of the variable change in the control volume is equal to
the sum of the net flux of the variable due to convection across the control
volume, the diffusion transport, and the net rate of creation or vanishing inside
the control volume.
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In a orthogonal curvilinear coordinate system, {xi}3
i=1 (x3 : axial coordi-

nate), {hi}3
i=1 the variable scaling factors allows to map the Cartesian coor-

dinates to the curvilinear coordinates (hi = |∂r/∂xi|). The curvature radii of
of lines x1 = cst et x2 = cst are given by 1/Rcj

= (1/(h1h2))∂hi/∂hj .

The continuity equation is written as:

1
h1h2

∂

∂x1
(ρh2u1) +

1
h1h2

∂

∂x2
(ρh1u2) +

∂

∂x3
(ρu3) = 0.

The transport equation of the physical quantity g(x) is given by:

1
h1h2

∂

∂x1
(ρh2u1g) +

1
h1h2

∂

∂x2
(ρh1u2g) +

∂

∂x3
(ρu3g) =

1
h1h2

∂

∂x1

(
γg
h2

h1

∂g

∂x1

)
+

1
h1h2

∂

∂x2

(
γg
h1

h2

∂g

∂x2

)
+

∂

∂x3

(
γg
∂g

∂x3

)
+ Sg,

with γg corresponds to diffusion coefficient and Sg to the source term for g
(Table D.1).

These equations have been solved for bend flows using hexahedra. The
discrete formulation of the equations is obtained by integration over the cell.
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Figure D.1. Two-dimensional control volume in finite volume method. Upper case
and lower case letters stands for nodes at which pressure (p) and velocity components
(u, v) are stored, respectively. The “velocity nodes” are staggered with respect to
the storage locations of all other physical variables. The pressure is stored at the
cell center and each velocity component at corresponding mid-edge (normal to the
velocity component).
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The continuity equation is given by (U,u: upstream nodes, D,d: downstream
nodes, W,w,E,e,N,n,S,s: lateral nodes; Fig. D.1):(
ρu1∆x2∆x3

)
e

−
(
ρu1∆x2∆x3

)
w

+
(
ρu2∆x1∆x3

)
n

−
(
ρu2∆x1∆x3

)
s

+
(
ρu3∆x1∆x2

)
d

−
(
ρu3∆x1∆x2

)
u

= 0,

and the transport equation by:[(
ρu1∆x2∆x3 g

)
e

−
(
ρu1∆x2∆x3 g

)
w

]

+

[(
ρu2∆x1∆x3 g

)
n

−
(
ρu2∆x1∆x3 g

)
s

]

+

[(
ρu3∆x1∆x2 g

)
d

−
(
ρu3∆x1∆x2 g

)
u

]
=

Table D.1. Source terms of transport equation in the finite volume method for the
three velocity components.

g Sg

− 1

h1

∂p

∂x1
− ρu1u2

Rc1
+

ρu2
2

Rc2
+

1

h1h2

∂

∂x1

[
h2µ

( 1

h1

∂u1

∂x1
+

2u2

Rc1

)]

u1 +
1

h1h2

∂

∂x2

[
h1µ

( 1

h1

∂u2

∂x1
− u2

Rc2
− u1

Rc1

)]
+

µ

Rc1

( 1

h1

∂u2

∂x1
+

1

h2

∂u1

∂x2
− u2

Rc2
− u1

Rc1

)
−2

µ

Rc2

( 1

h2

∂u2

∂x2
+

u1

Rc2

)
+

∂

∂x3

( µ

h1

∂u3

∂x1

)
.

− 1

h2

∂p

∂x2
− ρu1u2

Rc2
+

ρu2
1

Rc1
+

1

h1h2

∂

∂x2

[
h1µ

( 1

h2

∂u2

∂x2
+

2u1

Rc2

)]

u2 +
1

h1h2

∂

∂x1

[
h2µ

( 1

h2

∂u1

∂x2
− u2

Rc2
− u1

Rc1

)]
+

µ

Rc2

( 1

h1

∂u2

∂x1
+

1

h2

∂u1

∂x2
− u2

Rc2
− u1

Rc1

)
−2

µ

Rc1

( 1

h1

∂u1

∂x1
+

u2

Rc1

)
+

∂

∂x3

( µ

h2

∂u3

∂x2

)
.

u3
∂p

∂x3
− ∂

∂x3

(
µ

∂u3

∂x3

)
+

1

h1h2

∂

∂x1

(
h2µ

∂u1

∂x3

)
+

1

h1h2

∂

∂x2

(
h1µ

∂u2

∂x3

)
.
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γg
∆x2∆x3

∆x1

)
e

(gE − gP ) −
(
γg
∆x2∆x3

∆x1

)
w

(gP − gW )

]

+

[(
γg
∆x1∆x3

∆x2

)
n

(gN − gP ) −
(
γg
∆x1∆x3

∆x2

)
s

(gP − gS)

]

+

[(
γg
∆x1∆x2

∆x3

)
d

(gD − gP ) −
(
γg
∆x1∆x2

∆x3

)
u

(gP − gU )

]

+
(
Sg∆x1∆x2∆x3

)
P

.

∆xi(m) being the distance between node P and adjacent cell center (m) in the
direction xi. When g ≡ ui, Sg contains a pressure gradient term:(

∆xi∆xj

)
P

(
pin(k) − pout(k)

)
,

where subscripts in(k) et out(k) correspond to values at mesh nodes in the
entry and exit cross-sections associated with velocity component uk.

A linear interpolation assesses the physical quantity at the required posi-
tion using a spatial weighting factor, which for node (m) on coordinate axis
xi between nodes P et M, is given by:

f(m) =
∣∣∣ xi(m) − xiP

xi(M) − xiP

∣∣∣.
D.3.3 Vortex-in-Cell Lagrangian Method

The vortex-in-cell Lagrangian method can be employed to compute nonzero-
mean sinusoidal flow in stenoses, planar bends, and bifurcations [318]. The
method is based on the stream function-vorticity formulation of the 2D Navier-
Stokes equations:

∆Ψ = −ω, ωt + Ψyωx − Ψxωy = ν∇2ω.

The first step consists in transforming the flow field (x, y) in a rectangular
domain (x′, y′):

∇2Ψ = −Jω, Jωt + Ψy′ωx′ − Ψx′ωy′ = ν∇2ω,

where J is the jacobian function of the transformation.
The Poisson equation can be solved on a uniform grid at each time step

in direction x′ using fast Fourier transform.8 The circulation Γ of a moving
pinpoint vortex k in a given mesh cell is projected on the four cell vertices

8 The normal direction is heterogeneously discretized due to the boundary layer.
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with weighting by areas of corresponding sectors among the four delineated
zones within the cell. The vorticity distribution is then given by:

ωi = ΓkAi/A
2 , 1 ≤ i ≤ 4.

Weighting ensures circulation and momentum conservation. A finite difference
scheme leads, after FFT, to solve Ψ along each y′-constant grid line and the
velocity components are computed. The second equation is split into a viscous
term ωtdiff

= ν∇2ω and a convective term ωtconv
= − (u ·∇)ω. The problem

is solved assuming a uniform injection velocity.

D.3.4 Finite Element Method

The finite element method is an approximation procedure suitable for com-
plicated domain geometries, such as the vasculature (Table D.2). It solves a
system of partial differential equations in appropriate functional spaces. The
functional spaces V defined for the continuum are approximated by finite-
dimension functional spaces Vh:

Vh ≡ V n
h [k, r] : φ(x) ∈ Cr(Ω),

Vh being the space of polynomials of degree ≤ k in R
n, defined in domain Ωh,

with continuous derivatives of order r.9 The finite element method is based
on a representation by interpolation functions, the coefficients of which are
obtained from the set of nodal values.

The field of a given variable u(x) of the physical problem is represented
by approximate values at Nn mesh nodes such that the differences e(x) =
uh(x) − u(x) are small. In each element K, the field of the unknown u is
approximated (uh) by interpolation function {ϕi} defined by nodal values
{u(i)}, which are specified with the type of finite element adequate to the
problem, at nodes either uniquely at the element boundary, or both at the

Table D.2. Some features of the finite difference (FDM) and finite element (FEM)
methods.

FDM FEM

Formulation Differential Integral
Domain geometry Simple Complicated
Discret domain Node network Element set
Approximation Pointwise Piecewise

9 The space Vh is such that for any sampled element vh, vh is continuous over the
finite element K, vh is piecewise continuous over the discrete domain Ωh, and
vh satisfies the boundary conditions of the problem. In mathematical notation,
∀ vh ∈ Vh, vh ∈ Cr(Ω), vh

∣∣
K

∈ P k, ∀K ∈ Th, vh

∣∣
Γh

= vΓ .
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element boundary and inside it. Assembling then leads to the solution on the
entire domain.10

The equations are written using the integral formulation11 in the volume
of element K generated by discretization Th of the continuum domain. The
approximate value of the unknown uh is expressed by a linear combination
(sum of products) of interpolation functions {ϕi(x) }Nn

i=1 of the basis of space
Vh, and nodal values u(i)

h = uh(x(i)) at a given instant:

uh(x, t) =
Nn∑
i=1

ϕi(x)u(i)
∣∣∣
t
.

The interpolation functions satisfy the following conditions: (1) ϕi(x(j)) = δij ,
(2) its degree depends on the node number, (3) its nature depends on the
number and on the type of nodal unknowns, and (4) continuity on the element
boundary.

The variable uh is then defined on the whole domain Ωh. The simplest
interpolation uses piecewise continuous affine basis functions. The continuity
is ensured because, for a neighboring element, uk′

is defined by the same value
on the shared nodes, or edges or faces: uk = uk′

.
The finite element is an affine set with interpolation operator: {K,PT , ΣT },

where K ∈ Th (Th: domain mesh) can be the image of the reference finite
element K̂, PT the approximation polynomial space of dimension NT (PT =
{vh

∣∣∣
T
, vh ∈ Vh}, dim(PT ) = n + k), ΣT a set of NT degrees of freedom

(NT linear forms {ϕi} ∈ PT , such that ∀u ∈ PT , u(x) =
NT∑
i=1

u(i)ϕi(x).

The degrees of freedom are either the variables at the mesh nodes (Lagrange
finite element) or the variables and their derivatives (Hermite finite element).
The test functions (interpolation functions) can be derived from barycentric
coordinates (Fig. D.2).

The domain discretization leads to a set of connected polyhedra with the
following rules: (1) the element interior is not empty and (2) the intersection
of two elements is void, a common node, edge, or face. Different estimators
assess the mesh quality.

The equation formulation is based on projection (with the scalar product
meaning) the unknown u on a functional space, i.e., to multiply by a test
function v and to integrate. The integral formulation of the problem can be

10 The finite element is characterized by several features: (1) its geometrical type,
(2) the node number, (3) the types of nodal variables, and (4) the type of inter-
polation functions.

11 The multiplication by test functions and integration of the equations over the
domain, followed by bypart integration leads to a weak formulation, the deriv-
ability of the unknown u being reduced and the one of the test function v being
augmented.
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obtained either by the weighted residual method,12 or the variational formula-
tion.13 The integration by parts leads to a weak formulation of the equations,
because of the reduction in conditions on uh in Vh, but the definition criteria
of the functional space are strong. Such a method deals with natural boundary
conditions14 and discontinuities.
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Figure D.2. Barycentric coordinates in the tetrahadron

12 Let uh be the approximate solution of Lu = f . The test functions vh, or weight-
ing functions, are interpolation functions. Luh − f defines the residual. The
equation terms are residual-weighted integrals by test functions vh.

13 Certain physical problems can be defined by a functional

π =

∫
F
(
u(x, t),∇u(x, t),x, t

)
, to be minimized. Because equations are equiv-

alent, the integral formulation is called variational in the absence of minimization
problem. Consider a simple case, the Stokes problem, i.e., the steady flow of an
incompressible Newtonian fluid in a domain subjected to body forces f, inertia
forces being negligible. The test function v satisfies the incompressibility condition
∇·v = 0 in Ω and the boundary condition v

∣∣
Γ

= 0. The integration in Ω, followed
by processing using Green formulas, leads to the following variational formulation:

a(u,v) = L(v), ∀v ∈ V,

with a(u,v) = µ

3∑
1

∫
Ω

u,iv,i dΩ and L(v) =

∫
Ω

f · v dΩ.

14 There are two kinds of boundary conditions: the essential BCs, which must be
explicitely satisfied and the natural BCs implicitely imposed. The latter appear
in the equation and are automatically verified.
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Notations

A
A(p): area-pressure relation
A: Almansi strain tensor
A: cross sectional area
A: actin binding site
a: acceleration
a: major semi-axis
AA: arachidonic acid
AAA: abdominal aortic aneurism
Aaa: ATPase associated with diverse

cellular activities
AAAP: aneurism-associated antigenic

protein
AAK: adaptin-associated kinase
ABC: ATP binding cassette transporter
ABP: actin binding protein
AC: atrial contraction
ACase: adenyl cyclase
ACAT: acyl CoA-cholesterol acyltrans-

ferase
ACC: acetyl coenzyme-A carboxylase
ACE: angiotensin converting enzyme
ACh: acetylcholine
ACTH: adrenocorticotropic hormone
Ad: adrenaline
ADAM: a disintegrin and metallopro-

tease
ADAMTS: a disintegrin and metallo-

protease with thrombosspondin
ADP: adenosine diphosphate
AF: atrial fibrillation
AGF: autocrine growth factor
Aip: actin interacting protein

AKAP: A-kinase anchoring protein
ALE: arbitrary Eulerian Lagrangian
AMPK: AMP-activated protein kinase
AmyR: amylin receptor
Ang: angiopoietin
Ank: ankyrin
ANP: atrial natriuretic peptide
ANS: autonomic nervous system
ANT: adenine nucleotide transporter
AOC: amine oxidase copper-containing

protein
AoV: aortic valve
AP: activator protein
AP: activating enhancer-binding protein
APC: adenomatous polyposis coli

protein
APl: action potential
Apn: adiponectin
Apo: apolipoprotein
Aqp: aquaporin
AR: adrenergic receptor
AR: area ratio
Arf: ADP-ribosylation factor
ARNO: Arf nucleotide site opener
ARP: absolute refractory period
ARP: actin-related protein
Artn: artemin
ARVD: arrythmogenic right ventricular

dystrophy
ASAP: artery-specific antigenic protein
ASP: actin-severing protein
ASK: apoptosis signal-regulating kinase
AT: antithrombin
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ATF: activating transcription factor
ATG: autophagy-related gene
ATMK: ataxia telangiectasia mutated

kinase
ATn: angiotensine
ATng: angiotensinogen
ATP: adenosine triphosphate
ATR: angiotensin receptor
ATRK: ATM and Rad3-related kinase
AVN: atrioventricular node
AVV: atrioventricular valves
AW: analysis window

B
B: Biot-Finger strain tensor
B: bulk modulus
B: bilinear form
b: minor semi-axis
b: body force
b̂: unit binormal
BBB: blood-brain barrier
BC: boundary condition
BCL: B-cell leukemia/lymphoma
Bdk: bradykinin
BEM: boundary element method
bFGF: basic fibroblast growth factor
BFU-E: burst forming unit-erythroid
BM: basement membrane
BNP: B-type natriuretic peptide
BOC: brother of CDO
Bϕ: basophil

C
C: stress tensor
C: compliance
C: chronotropy
CD: drag coefficient
Cf : friction coefficient
CL: lift coefficient
c: stress vector
cτ: shear
cw: wall shear stress
c: concentration
cp: wave speed
CA: computed angiography
Ca: calcium
CABG: coronary artery bypass grafting

Cam: calmodulin
CamK: calmodulin-dependent kinase
cAMP: cyclic adenosine monophosphate
CaR: calcium-sensing receptor
CAS: Crk-associated substrate
Cav: caveolin
CBF: coronary blood flow
CBF: core binding factor
CBP: CREB binding protein
CD: cluster determinant protein
Cdc42: cell-division cycle-42
CdK: cyclin-dependent kinase
Cdm: caldesmon
CDO: cell adhesion molecule-

related/downregulated by
oncogenes

CETP: cholesterol ester transfer protein
CFD: computational fluid dynamics
cFos: cellular Finkel Biskis Jinkins

murine osteosarcoma virus
sarcoma oncogene

CFU: colony-forming unit
cGMP: cyclic guanosine monophosphate
CGRP: calcitonin gene-related peptide
CI: cardiac index
Cin: chronophin
cJun: avian sarcoma virus-17 oncogene
CK: creatine kinase
CK: casein kinase
CRLR: calcitonin receptor-like receptor
CMC: cardiomyocyte
cMyb: myeloblastosis oncogene
cMyc: myelocytomatosis oncogene
Cn: collagen
CnF: collagen fiber
CNGC: cyclic nucleotide-gated channel
CNS: central nervous system
CO: cardiac output
COx: cyclooxygenase
CoP: coat protein
Cr: creatine
CRAC: Ca++-release–activated Ca++

current
CREB: cAMP responsive element-

binding protein
cRel: reticuloendotheliosis oncogene
CRH: corticotropin-releasing hormone
Crk: chicken tumor virus regulator of

kinase
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CRP: C-reactive protein
Cs: cholesterol
CsE: cholesteryl esters
CSF: cerebrospinal fluid
CSK: C-terminal Src kinase
Csk: cytoskeleton
Csq: calsequestrin
CT: computed tomography
CTL: cytotoxic T lymphocyte
CtR: calcitonin receptor
CVI: chronic venous insufficiency
CVLM: caudal ventrolateral medulla
CVP: central venous pressure
CVS: cardiovascular system
cyCK: cytosolic creatine kinase

D
D: dromotropy
D: vessel distensibility
D: diffusion coefficient
D: deformation rate tensor
d: displacement vector
D: flexural rigidity
d: duration
DAG: diacylglycerol
DCA: directional coronary atherectomy
DCT: distal convoluted tubule
De: Dean number
DH: Dbl homology
Dhh: desert hedgehog
DICOM: digital imaging and communi-

cation for medicine
DISC: death-inducing signaling complex
DNA: deoxyribonucleic acid
DUS: Doppler ultrasound

E
E: strain tensor
E: elastic modulus
E: elastance
E : energy
{êi}3

i=1: basis
e: strain vector
EBCT: electron beam CT
EC: endothelial cell
ECA: external carotide artery
ECF: extracellular fluid

ECG: electrocardiogram
ECM: extracellular matrix
EDGR: endothelial differentiation gene

receptor
EDV: end-diastolic volume
EEL: external elastic lamina
EGF: epidermal growth factor
eIF: eukaryotic translation initiation

factor
ELAM: endothelial–leukocyte adhesion

molecules
ELCA: excimer laser coronary

angioplasty
En: elastin
EnF: elastin fiber
EPDC: epicardial derived cell
Epo: erythropoietin
ER: endoplasmic reticulum
ERGIC: ER Golgi intermediate

compartment
ERK: extracellular signal-regulated

protein kinase
ERM: ezrin–radixin–moesin
ERP: effective refractory period
ESCRT: endosomal sorting complexes

required for transport
ESV: end-systolic volume
ET: endothelin
ETR: endothelin receptor
EVAR: endovascular aneurism repair
Eϕ: eosinophil

F
F: transformation gradient tensor
f : surface force
f̂ : fiber direction unit vector
f : binding frequency
fc: cardiac frequency
f : friction shape factor
fv: head loss per unit length
FAD: flavine adenine dinucleotide
FADD: Fas receptor associated death

domain
FAK: focal adhesion kinase
FB: fibroblast
FC: fibrocyte
FDM: finite difference method
FEM: finite element method
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FGF: fibroblast growth factor
FHL: four and a half LIM-only protein
FlIP: flice-inhibitory protein
FN: fibronectin
Fn: fibrin
Fng: fibrinogen
FoxO: forkhead transcription factor
FR: flow ratio
FSH: follicle-stimulating hormone
FSI: fluid-structure interaction
FVM: finite volume method

G
G: Green-Lagrange strain tensor
G: shear modulus
G′: storage modulus
G′′: loss modulus
G: conductance
Gp: pressure gradient
Gh: hydraulic conductivity
g: gravity acceleration
g: physical quantity
g: detachement frequency
G protein: guanine nucleotide-binding

protein
Gab: Grb2-associated binder
GAG: glycosaminoglycan
GAK: cyclin G-associated kinase
Gal: galanin
GAP: GTPase-activating protein
GCAP: guanylyl cyclase-activating

protein
GDP: guanosine diphosphate
GDI: guanine nucleotide-dissociation

inhibitor
GEF: guanine nucleotide-exchange

factor
GF: growth factor
GFP: geodesic front propagation
GH: growth hormone
GHRH: growth hormone-releasing

hormone
GIT: GPCR kinase-interacting protein
GKAP: guanylate kinase-associated

protein
GluT: glucose transporter
GnRH: gonadotropin-releasing hormone
GP: glycoprotein

GPI: glycosyl phosphatidylinositol
protein

GPCR: G-protein–coupled receptor
GPx: glutathione peroxidase
Grb: growth factor receptor-bound

protein
GRK: GPCR kinase
GSK: glycogen synthase kinase
GTP: guanosine triphosphate

H
H: height
H: history function
h: thickness
HAT: histone acetyltransferase
Hb: hemoglobin
HCT: helical CT
HDAC: histone deacetylase
HDL: high density lipoprotein
hERG: human ether-a-go-go related

gene
HES: hairy enhancer of split
hFABP: heart fatty acid binding protein
HGF: hepatocyte growth factor
HIF: hypoxia-inducible factor
His: histamine
HMWK: high molecular weight

kininogen
Hrt: Hairy-related transcription factor
HS: heparan sulfate
HSC: hematopoietic stem cell
Hsp: heat shock protein
HSPG: heparan sulfate proteoglycan
Ht: hematocrit

I
I: identity tensor
i: current
I: inotropy
IC: isovolumetric contraction
ICA: internal carotide artery
ICAM: intercellular adhesion molecule
ICF: intracellular fluid
ICliP: intramembrane-cleaving protease
IEL: internal elastic lamina
Ifn: interferon
Ig: immunoglobulin



Notations 455

IGF: insulin-like growth factor
IH: intimal hyperplasia
Ihh: indian hedgehog
IL: interleukin
IP: inositol phosphate
IP3: inositol triphosphate
IR: isovolumetric relaxation
ISA: intracranial saccular aneurism
ISG: interferon stimulated gene product
IVC: inferior vena cava
IVUS: intravascular US

J
J : flux
Jm: cell surface current density
JAM: junctional adhesion molecule
JaK: Janus kinase
JNK: c-Jun N-terminal kinase

K
K: conductivity tensor
K: bending stiffness
K: reflection coefficient
Km: compressibility
k: cross section ellipticity
kc: spring stiffness
kATP: myosin ATPasic rate
KHC: kinesin heavy chain
Kk: kallikrein
KLC: kinesin light chain
KlF: Kruppel-like factor

L
L: velocity gradient tensor
L: inertance
L: length
LA: left atrium
LCA: left coronary artery
LCAT: lysolecithin cholesterol

acyltransferase
LCC: left coronary cusp
LDL: low density lipoproteins
LDV: laser Doppler velocimetry
Le: entry length
LH: luteinizing hormone
LKlF: lung Kruppel-like factor

Lkt: leukotriene
Ln: laminin
LMR: laser myocardial revascularization
LP: lipoprotein
LPase: lipoprotein lipase
LPS: lipopolysaccharide
LQTS: long-QT syndrome
LRP: LDL receptor-related protein
LSK: Lin-SCA1+ KIT+ cell
LSV: long saphenous vein
LTBP: latent TGFβ-binding protein
LV: left ventricle
LVAD: left ventricular assist device
LXR: liver X receptor
Lϕ: lymphocyte

M

Ma: Mach number
MAP: microtubule-associated protein
mAP: mean arterial pressure
MAPK: mitogen-activated protein

kinase
MARK: microtubule affinity regulating

kinase
MBP: myosin binding protein
MCP: monocyte chemoattractant

protein
MEJ: myoendothelial junction
MGP: matrix Gla protein
MHC: major histocompatibility

complex
miCK: mitochondrial creatine kinase
MIS: mini-invasive surgery
MIT: mini-invasive therapy
MiV: mitral valve
MKP: mitogen-activated protein kinase

phosphatase
MLC: myosin light chain
MLCK: myosin light chain kinase
MLCP: myosin light chain phosphatase
MLP: muscle LIM protein
MMP: matrix metalloproteinase
mtMMP: membrane-type MMP
Mo: monocyte
MPO: median preoptic nucleus
Mpo: myeloperoxidase
MRI: magnetic resonance imaging
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MRTF: myocardin-related transcription
factor

MSSCT: multi-slice spiral CT
mTOR: mammalian target of rapamycin
mTORc: mTOR complex
MVO2: myocardial oxygen consumption
MWSS: maximal wall shear stress
mmCK: myofibrillar creatine kinase
MuRF: muscle-specific ring finger
MyHC: myosin heavy chain
Mϕ: macrophage

N

N : sarcomere number
n̂: unit normal vector
n: PAM density with elongation x
n: myosin head density
NAD: nicotine adenine dinucleotide
NAd: noradrenaline
NCC: non-coronary cusp
NCS: neuronal calcium sensor
NCX: Na+–Ca++ exchanger
NF: nuclear factor
NFAT: nuclear factor of activated T

cells
NHE: sodium–hydrogen exchanger
NHERF: NHE regulatory factor
NIK: NFκB-inducing kinase
NIP: neointimal proliferation
NmU: neuromedin-U
NO: nitric oxide
NOS: nitric oxide synthase
NOx: NAD(P)H oxidase
NPC: Niemann-Pick disease C protein
NpY: neuropeptide-Y
NRSTK: non-receptor serine/threonine

kinase
NRTK: non-receptor tyrosine kinase
NSF: N-ethylmaleimide-sensitive factor
NST: nucleus of the solitary tract
Nϕ: neutrophil

O

OSI: oscillatory shear index
OVLT: organum vasculosum lamina

terminalis

P

P: permeability
P: power
p: pressure
PAF: platelet activating factor
PAFAH: platelet-activating factor

acetylhydrolase
PAI: plasminogene activator inhibitor
PAK: p21-activated kinase
PAR: partitioning defective protein
Pax: paxillin
PC: protein C
PCMRV: phase-contrast MR velocime-

try
PCr: phosphocreatine
PCT: proximal convoluted tubule
PDE: phosphodiesterase
PDE: partial differential equation
PDGF: platelet derived growth factor
PDK: phosphoinositide-dependent

kinase
Pe: Péclet number
PE: pulmonary embolism
PECAM: platelet endothelial cell

adhesion molecule
PEO: proepicardial organ
PET: positron emission tomography
PF: platelet factor
PG: prostaglandin
pGC: particulate guanylyl cyclase
PGC: PPARγ coactivator
PGI2: prostacyclin
PGF: paracrine growth factor
PH: pleckstrin homology
PI: phosphoinositide
PI3K: phosphatidylinositol 3-kinase
PIP2: phosphatidyl inositol diphosphate
PIV: particle image velocimetry
PIX: p21-interacting exchange factor
PK: protein kinase
PKL: paxillin kinase linker
Pkp: plakophilin
PL: phospholipase
PLb: phospholamban
PLd: phospholipid
PLTP: phospholipid transfer protein
PMCA: plasma membrane Ca-ATPase
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PMR: percutaneous (laser) myocardial
revascularization

Pn: plasmin
Png: plasminogen
PoG: proteoglycan
Pon: paraoxonase
PPAR: peroxisome proliferator–

activated receptor
preKk: prekallikrein
PS: protein S
PSC: pluripotent stem cell
PSEF: pseudo-strain energy function
PSer: phosphatidylserine
PTA: plasma thromboplastin antecedent
PTCA: percutaneous transluminal

coronary angioplasty
PTCRA: PTC rotational burr

atherectomy
PTEN: phosphatase and tensin ho-

mologue deleted on chromosome
10

PTFE: polytetrafluoroethylene
PTH: parathyroid hormone
PTHRP: parathyroid hormone-related

protein
PTP: protein tyrosine phosphatase
PTK: protein tyrosine kinase
PuV: pulmonary valve
PVNH: paraventricular nucleus of

hypothalamus
PWS: pulse wave speed
PYK: proline-rich tyrosine kinase
P2X: purinergic ligand-gated channel

Q

q: flow rate

R

R: resistance
Rh: hydraulic radius
Rg: gas constant
r: radial coordinate
RA: right atrium
RAAS: renin–angiotensin–aldosterone

system
Rab: Ras from brain

RACC: receptor-activated cation
channel

RACK: receptor for activated C-kinase
RAMP: receptor activity–modifying

protein
Ran: Ras-related nuclear protein
Rap: Ras-related protein
RAR: retinoic acid receptor
Ras: (superfamily of small GT-

Pases/genes)
RBC: red blood cell
RC: ryanodine calcium channel
RCA: right coranary artery
RCC: right coronary cusp
Re: Reynolds number
RFA: radiofrequency ablation
Rheb: Ras homolog enriched in brain
RHS: equation right hand side
Rho: Ras homology
RIAM: Rap1-GTP-interacting adapter
RIP: receptor-interacting protein
RKIP: Raf kinase inhibitor protein
RNA: ribonucleic acid
dsRNA: double-stranded RNA
mRNA: messenger RNA
miRNA: microRNA
rRNA: ribosomal RNA
siRNA: small interfering RNA
tRNA: transfer RNA
RNABP: RNA binding protein
RNP: ribonucleoprotein
snoRNP: small nucleolar ribonucleopro-

tein
Robo: roundabout
ROI: region of interest
ROK: Rho kinase
ROS: reactive oxygen species
RPTP: receptor protein tyrosine

phosphatase
RSE: rapid systolic ejection
RSMCS: robot-supported medical and

surgical system
RSK: ribosomal S6 kinase
RSTK: receptor serine/threonine kinase
RTK: receptor tyrosine kinase
Runx: Runt-related transcription factor
RV: right ventricle
RVF: rapid ventricular filling
RVLM: rostral ventrolateral medulla
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RVMM: rostral ventromedial medulla
RXR: retinoid X receptor

S
S: Cauchy-Green deformation tensor
s: sarcomere length
SAA: serum amyloid A
SAC: stretch-activated channel
sAC: soluble adenylyl cyclase
SAH: subarachnoid hemorrhage
SAN: sinoatrial node
SAPK: stress-activated MAPK
Sc: Schmidt number
SCA: stem cell antigen
SCF: stem cell factor
SDF: stromal cell-derived factor
SE: systolic ejection
SEF: strain-energy function
SERCA: SR Ca ATPase
SFK: Src-family kinase
SFO: subfornical organ
sGC: soluble guanylyl cyclase
SGK: serum- and glucocorticoid-induced

kinase
SH: Src homology
Shc: Src-homologous and collagen-like

substrate
Shc: Src homology 2 domain containing

transforming protein
Shh: sonic hedgehog
SHIP: SH-containing inositol phos-

phatase
SHP: SH-containing protein tyrosine

phosphatase
SIP: steroid receptor coactivator–

interacting protein
SKIP: sphingosine kinase-1 interacting

protein
SLAM: signaling lymphocytic activation

molecule
SMC: smooth muscle cell
SNAP: soluble N-ethylmaleimide-

sensitive factor-attachment
protein

SNARE: SNAP receptor
SOD: superoxide dismutase
Sos: Son-of-sevenless
SPECT: single photon emission CT

Sph: sphingosine
SPN: supernormal period
SQTS: short-QT syndrome
SR: sarcoplasmic reticulum
SR: scavenger receptor
SRF: serum response factor
SSAC: shear stress-activated channel
SSE: slow systolic ejection
Ssh: slingshot protein
SSV: short saphenous vein
St: Strouhal number
STAT: signal transducer and activator

of transduction
STIM: stromal interaction molecule
Sto: Stokes number
SUMO: small ubiquitin-related modifier
SV: stroke volume
SVC: superior vena cava
SVF: slow ventricular filling
SVR: systemic vascular resistance
SW: stroke work
S1P: sphingosine 1-phosphate

T
T: extrastress tensor
T : temperature
t̂: unit tangent
t: time
TACE: tumour necrosis factorα-

converting enzyme
TACE: transarterial chemoembolization
TAK: TGFβ-activated kinase
TC: thrombocyte
TCF: T-cell factor
TcR: T-cell receptor
TCA: tricarboxylic acid
TEA: transluminal extraction atherec-

tomy
TEM: transendothelial migration
Ten: tenascin
TFPI: tissue factor pathway inhibitor
TG: triglyceride
TGF: transforming growth factor
TGN: trans-Golgi network
TJ: tight junction
TKR: tyrosine kinase receptor
TLR: Toll-like receptors
TLT: TREM-like transcript
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TM: thrombomodulin
TMC: twisting magnetocytometry
TMy: tropomyosin
TN: troponin
Tn: thrombin
TNF: tumor necrosis factor
TNFR: tumor necrosis factor receptor
TORC: transducer of regulated CREB
tPA: tissue thromboplastin activator
Tpo: thrombopoietin
TRADD: tumor necrosis factor-receptor

associated death domain
TRAF: tumor necrosis factor-receptor

associated factor
TREM: triggering receptor expressed

on myeloid cells
TRH: thyrotropin-releasing hormone
TRPC: transient receptor potential

channel
TrV: tricuspid valve
Trx: thioredoxin
TSH: thyroid-stimulating hormone
Tsp: thrombospondin
TxnIP: thioredoxin-interacting protein

U
U: right stretch tensor
u: displacement vector
u: electrochemical command
Ub: ubiquitin
UCP: uncoupling protein
UDP: uridine diphosphate-glucose
UK: urokinase
Unc: uncoordinated receptor
US: ultrasound
USC: unipotential stem cell
USI: ultrasound imaging
UTP: uridine triphosphate

V
V: left stretch tensor
V : volume
Vq: cross-sectional average velocity
v: velocity vector
v: recovery variable
VAMP: vesicle-associated membrane

protein

VAV: ventriculoarterial valve
VCAM: vascular cell adhesion molecule
VCt: vasoconstriction
VDC: voltage-dependent channel
VDt: vasodilation
VEGF: vascular endothelial growth

factor
VF: ventricular filling
VGC: voltage-gated channel
VIP: vasoactive intestinal peptide
VLDL: very low density lipoprotein
VN: vitronectin
VR: venous return
VVO: vesiculo–vacuolar organelle
vWF: von Willenbrand factor

W
W: vorticity tensor
W: strain energy density
W : work, deformation energy
w: grid velocity
WBC: white blood cell
WSS: wall shear stress
WSSTG: WSS transverse gradient

X
X: reactance
x: position vector
{x, y, z}: Cartesian coordinates

Y
Y: admittance coefficient

Z
Z: impedance
ZO: zonula occludens

Miscellaneous

3DR: three-dimensional reconstruction
5HT: serotonin

Σc: sympathetic
pΣc: parasympathetic

Greek Letters

α: volumic fraction
α: convergence/divergence angle
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α: attenuation coefficient
αk: kinetic energy coefficient
αm: momentum coefficient
β: inclination angle
{βi}2

1: myocyte parameters
Γ: domain boundary
ΓL: local reflection coefficient
ΓG: global reflection coefficient
γ: activation factor
γg: amplitude ratio of g
γ̇: shear rate
δ: boundary layer thickness
ε: strain
ε: small quantity
ζ: singular head loss coefficient
ζ: transmural coordinate
{ζj}3

1: local coordinate
η: azimuthal spheroidal coordinate
θ: circonferential polar coordinate
θ: (êx, t̂) angle
κ: wall curvature
κc: curvature ratio
κd: drag coefficient
κh: hindrance coefficient
κo: osmotic coefficient
κs: size ratio
{κk}9

k=1: tube law coefficients
κe: correction factor
Λ: head loss coefficient
λL: Lamé coefficient
λ: stretch ratio
λ: wavelength
µ: dynamic viscosity
µL: Lamé coefficient
ν: kinematic viscosity
νc: cardiac frequency
νP: Poisson ratio
Π: osmotic pressure
ρ: mass density
τ: time constant
Φ: potential
φ(t): creep function
ϕ: phase
χi: wetted perimeter
ψ(t): relaxation function
Ψ: porosity
ω: angular frequency
Ω: computational domain

Subscripts

A: atrial (alveolar)
Ao: aortic
a: arterial
app: apparent
b: blood
c: contractile
c: center
·c: point-contact
D: Darcy (filtration)
d: diastolic
dyn: dynamic
e: external
e: extremum
eff: effective
f: fluid
g: grid
i: internal
inc: incremental
l: limit
·�: line-contact
max: maximum
m: muscular
met: metabolic
P: pulmonary
p: parallel
p: particule
·q: quasi-ovalisation
r: radial
rel: relative
S: systemic
s: solute
s: serial
s: systolic
·t: stream division
T: total
t: time derivative of order 1
tt: time derivative of order 2
tis: tissue
V: ventricular
v: veinous
w: wall
w: water (solvent)
·Γ: boundary
θ: azimuthal
+: positive command
−: negative command
•∗: at interface
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0: reference state (·0: unstressed or low
shear rate)

·∞: high shear rate

Superscripts

a: active state
e: elastic
f : fluid
h: hypertensive
n: normotensive
p: passive state
p: power
s: solid
T: transpose
v: viscoelastic
�: scale
∗: complex variable

Mathematical Notations

∆•: difference

δ•: incriment
d • /dt: time gradient
∇: gradient operator
∇·: divergence operator
∇2: Laplace operator
| |+: positive part
| |−: negative part
•̇: time derivative
•̄: time mean
•̆: space averaged
〈•〉: ensemble averaged
•̃: dimensionless
•+: normalized (∈ [0, 1])
•̂: peak value
•∼: modulation amplitude
det(•): determinant
cof(•): cofactor
tr(•): trace

Chemical Notations

[•]: concentration
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