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Preface

The Editors: Pierre-Jean Charrel, Daniel Galarreta — October 2006

1 Project Management and Risk Management in Complex
Projects — Studies in Organizational Semiotics

The study of space gives rise to very complex projects calling for
contributions from many varied communities of knowledge and practical
expertise. These different cultures and their specialized languages define
separate information fields that generate problems for communication and
collaboration, even during the development of technical objects, but espe-
cially in the phases of project definition, systems requirements engineering,
and design.

These technical objects are not given, a priori: they have never been
realized before. On the contrary, they are progressively built up by negotiating
the meanings of terminologies, formulas, drawings and other representations
of artefacts intended to satisfy the many agreed requirements, mechanical,
electrical thermal etc. In other words — at least before their construction — these
objects have no concrete existence but are semiotic objects; and even when
built, their projected behaviour in distant corners of space will be known to us
only as semiotic constructs.

Organizational semiotics (OS) offers a framework for understanding
the processes that this project work entails, in particular the interaction
between individuals, between groups, within society, as well as between
human and technology. “One of the aims of Organizational Semiotics is
showing what you are doing when you are trying to understand, design or
change organizations in terms of the use of for instance models and
metaphors” [1].

Holding the 8th session of the annual Organizational Semiotics (OS)
Workshop in Toulouse — the French capital of aeronautics and space —
presents us with the opportunity to test ideas from OS against the problems
generated by very complex projects on the frontiers of engineering where

xiii
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complexity and risk are major factors. CNES (Centre National d’Etudes
Spatiales), through its Technical Competency Centre in Management
(CCT MAN), has provided two excellent, illustrative cases in space
exploration (cf. section 2).

To stimulate the contribution of OS ideas, CNES has emphasized two
important issues:

The management of complex highly innovative, multidisciplinary
projects during their early volatile phases
The management of risks faced by such projects that may run far into
the future and beyond human intervention

Twelve articles written by 28 authors belonging to several scientific
fields are the result of the present call for contributions. As usual, all
papers were discussed after their presentation and revised for the sake of
the present book.

2 The Case Studies
2.1 Case Study 1: IASI Project

Project management in space activity: an introduction

A project is to go from designing to building.

In order to reach this goal, we need competencies and means to accomplish
the different steps of the process, included the ability to co-ordinate these
steps. Information (in the different forms of data/information/knowledge) and
their processing are the principal elements of this process. The particular
attention to the way the project uses its informational resources in order to
achieve a success, could be a definition of Project Management activity.

A more classical definition of Project Management is the controlling of
the evolution of all the aspects of the project, including Time, Resources
and Risks. But this definition implies that semiotic/informational devices
(such as relevant indicators, plans...) are available in order to:

anticipate planned events

permanently adjust means and constraints

start actions to preserve sufficient margins

communicate (inside and outside the project) to manage conflicts, and
motivate the teams

In the case of large projects, such as space projects, the description of
the information system as a whole is difficult because we are faced the
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heterogeneity of the organization. Prime contractors, manufacturers,
and customers constitute different aspects of this organization. It is not
therefore easy to guarantee its efficiency: it is the purpose of the project
management activity.

The IASI project

IASI (Infrared Atmospheric Sounding Interferometer) is a significant
technological and scientific step forward that will provide meteorologists
with atmospheric emission spectra to derive temperature and humidity
profiles with a vertical resolution of 1 kilometre and accuracies of 1 Kelvin
and 10% respectively.

The first flight model is scheduled for launch in 2006 onboard the
METOP series of European meteorological polar-orbiting satellites. CNES
is leading the IASI program in association with EUMETSAT (Europe’s
Meteorological Satellite Organization). CNES has technical oversight
responsibility for the instruments up to the end of in-orbit commissioning.
It will develop the Data Processing Software which will be implemented in
the EUMETSAT Polar System ground segment and will develop and
operate a Technical Expertise Centre. EUMETSAT is responsible for
operating the instrument and the associated data processing, archiving and
distribution to users.

In 1998, CNES and Eumetsat awarded Alcatel Space with the devel-
opment and production of three IASI instruments which will be carried on
the Metop satellites. (All the information about the TASI project can be
found on the CNES site: www.cnes.fr in the CNES programmes entry, then
Sustainable development entry, I4SI sub-entry)

The cooperation between CNES and EUMETSAT started in 1997 and the
final version of the Cooperation Agreement was signed in 2001. In the
reached agreement CNES is responsible for developing and providing three
flight models, data processing software and the technical expertise centre
whereas EUMETSAT is in charge of operational exploitation of IASI. This
agreement includes conditions on costs sharing, payments, and prices
revisions. On technical level the agreement defines the tasks, responsibilities
of the parties, the management plan, deliveries, and planning.

The management of the project is based upon the Management Plan
document which includes: documentation management, delay management,
actions management, description of the supplies, process of the reviews,
configuration control, and product breakdown structure.

Then for the daily management, different management charts are used
such as the planning, the financial budget, the instrument performance
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budget, the critical elements list. All these charts are living along the
project development.

It is important in such a project to define the responsibilities of each
one: the Project Organization Note defines for each activity one leader
who is clearly identified and acknowledged by all, and gather all the
transverse roles within the hierarchical project structure. It is very
important to create a project culture.

It is also very important in such a project to avoid designing a solution
just for the sake of technology: a link should be permanently maintained
with the users in order to develop an instrument which will deliver
attractive data for meteorological and scientific communities.

One of the most significant management issues of any project developed
in cooperation is to overcome the inertia in the decision process when
several entities are involved in development (prime contractor and several
agencies). In some case anticipation of the decision was necessary for
saving delays necessary but in any case transparency and confidence has
always been achieved.

Considering that CNES is concerned by the development of TASI and
EUMETSAT is concerned by the exploitation, the relation between CNES
and EUMETSAT could be seen as supplier/customer relationship. In fact,
due to a good confidence established between CNES and EUMETSAT,
a partnership relation prevails over a supplier/customer relationship.

2.2 Case 2: Risk Management and the Rosetta Project

Risk management in space activity: an introduction

The complex character of the organization of large projects gives a new
vision about the risk notion. E. Dautriat, a former director of the Launcher
Directorate of the CNES recently declared: “Since the risk is inherent to
any human activity, the question is to know how to discover it, grasp it,
anticipate it, quantify it, and then take the corresponding decisions, in
order not to suppress the risk — which is vain and which would sterilize
any initiative — but to manage it.”

E. Dautriat continues: “Application of risk management to industrial
processes and to products is not new. ... It demonstrates its efficiency in
the nuclear domain and in space activity in particular. It is of course from
the very initial phase of design that a dependability approach should be
applied; but at the origin it does not aim at controlling this designing
process itself. However, a dependability approach should now take into
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account the developing process itself, being aware of the difficulty even
greater ... in the case of innovative projects.”

These statements sustain the view that in a complex system such as large
projects, risks deserve to be apprehended on a knowledge/information level.

Chance is therefore the consequence of a gap between the available
information and the necessary information, which allow deciding the result
of an experience. This gap has two origins: (a) the unavailability of
information at a given moment because they are out of reach; (b) the
complexity of the considered process or the number of pieces of information
to be processed even if they are all available. This also covers the fastness of
evolution of a process to reach a result.

The case of the Rosetta mission we describe below offers a perfect
example of a risk management case where the delimitation of the available/
necessary information domains as well as their evolution constitute a
challenge for insuring is dependability.

Three types of risks are usually considered in risk management activities:

Company risks which are related to the perenniality of the company

- Project risks which are related to (a) the performance of the product
(which is targeted of the project), (b—c) the cost and time factors (for
the project), (d) the safety of the product

- Product risks which is related to the exploitation of the product itself:
its availability, safety

It is currently the two last types of risks that are considered in space
activities however the company risks are analysed and managed from time
to time within space companies or agencies such as CNES.

The Rosetta project

The ROSETTA Mission of the European Space Agency (ESA) will study
comet Churyumov Gerasimenko with which the probe has a rendezvous in
August 2014. (All the information about the Rosetta project can be found
on the CNES site: www.cnes.fr in the “CNES programmes” entry, then
“Research and innovation” entry then “Rosetta” sub-entry, or on ESA site:
http://sci.esa.int/ entry “Satellites in orbit”, then sub-entry “Rosetta status
report”.)

After a period during which a global mapping of the comet will be
realized by the orbiter, a closer observation phase will follow, including
the sending of a module (Lander) down to the comet.

The launch, that took place 2 March 2004 by an Ariane 5 launcher, will
lead to a placing in the right orbit near the comet by August 2014 for an
18-month observation period.
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The International Rosetta Mission was approved in November 1993 by
ESA’s Science Programme Committee as the Planetary Cornerstone Mission
in ESA’s long-term space science programme. The mission goal was
initially set for a rendezvous with comet 46 P/Wirtanen. After postponement
of the initial launch a new target was set: Comet 67 P/Churyumov-
Gerasimenko. On its 10-year journey to the comet, the spacecraft will
hopefully pass by at least one asteroid.

Few enterprises are more difficult or hazardous than space travel. Yet,
even when compared with the achievements of its illustrious predecessors,
ESA’s Rosetta mission to orbit Comet Churyumov- Gerasimenko and
deploy a lander on its pristine surface must be regarded as one of the most
challenging ventures ever undertaken in more than four decades of space
exploration.

Having overcome the time constraints associated with the launch, the
hundreds of engineers and scientists involved in Rosetta are now about
to face the ultimate assessment of their endeavour — the ability of their
creation to not only survive in deep space for more than a decade, but to
successfully operate in the close vicinity of a comet and return a treasure
trove of data that will revolutionize our knowledge of these mysterious
worlds. The suite of 21 scientific instruments on board Rosetta will return
data on how a comet behaves in the outer reaches of the solar system and
what happens as it gets closer to the Sun, and reveal the composition and
structure of its nucleus.

Because of its long travel the question of the knowledge preservation
becomes a critical issue both for the mission and for the different
instruments designed by the scientists. Later the exploitation of the scientific
data, five or even ten years after the end of the mission, will represent a new
challenge for the scientific teams involved.

How therefore to manage the project risks (associated to the probe and
the lander mission) and the product risks (associated to the instruments and
the corresponding scientific data)?

3 Contributions of the Book

Five groups of contributions constitute the present book. The two first
groups address the main topic of the workshop, i.e.

1. Management of Projects in their Early Phases
2. Risk Management
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And three others deal with applications of organizational semiotics to
philosophical, social, and technical issues were also considered, i.e.

1. Organizational Semiotics and Multi-Agent Paradigm
2. Transformation of Information
3. Application of Organizational Semiotics

3.1 Management of Projects in their Early Phases

A very large project in its formative stages tends to resist the application of
established management tools and techniques that are better suited to later
stages when the product is well understood, its manner of production
established and the work — although complex — is subject to a stable plan
of action.

Between stating the broad objectives and defining precisely the means of
satisfying them with a clear plan of action, the project requires a rapidly
growing and changing community that must also develop trusting relation-
ships even while working on designs and plans that necessarily introduce
many conflicting creative ideas. OS can contribute to the management of
these early, turbulent processes, for example, our understanding of the
problems, provide methods of observation or analysis, improve communi-
cation among participants, supply problem-solving techniques or support the
application of information and communication technologies (ICT). Following
issues illustrate the kind of contributions of OS:

Maintaining and adjusting the balance between informal and formal
ways of working.

When formality, including IT support, is introduced, the flexibility to
cope with frequent changes of requirements should not be lost.

The broad statement of objectives must be translated into precise
definitions of what must be done and how — so the creation of
meaning plays a key role in these stages.

Solutions to such problems as these call upon many disciplines, and
this raises problems of mutual understanding.

Innovation may entail using new terminology. To what extent? How
do project teams achieve this and negotiate agreement?

Necessarily, some terminology will be rather vague at the project’s
beginning and much of the effort will be devoted to making it precise
enough to prescribe successful action. How can progress on this be
facilitated, tested and retained?

At every stage many options will be open, especially at the beginning.
Alternative ideas will compete and this many generate personal
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rivalries. Can a wealth of creative thinking be encouraged without
inhibiting the growth of trust and the formation of good relationships?
While arriving at solutions to the numerous problems encountered the
process may display various pathologies (for example, “group think”
is one of them, when an idea gains a momentum it does not deserve
because the group appears to have reached a consensus that no one is
willing to criticize). Even when a good solution has been negotiated,
unexpected events, financial difficulties etc may call for a change of
track. Such volatility cannot be avoided.

Does OS offer any strategies that might be tested by using experience
in current projects for observation, investigation, or experiment?

Chapters 1, 2 and 3 address some of these issues.

In Chapter 1, “Using Problem Articulation Method to Assist Planning
and Management of Complex Projects”, Kecheng Liu, Lily Sun, and
Simon Tan describe a Problem Articulation Method applied in planning a
major project of Infrared Atmospheric Sounding Interferometer (IASI) in
CNES. The techniques of the method, one of the OS methods assist
modelling the project by articulating the entire project into manageable
units and linking these units with interconnected collateral relationships.
The model can then further be used to analyse the requirements of each
unit and its contribution to, and impact on, the entire project. The re-
quirement specifications produced by this process can guide the detailing
of project activities, budget, and resources allocation.

In Chapter 2, “Omissions in Managing Knowledge in Innovation
Processes or how to Handle Knowledge, Humans, and Tasks: a Semio-
cognitive Approach”, Ruben S. Cijsouw, René J. Jorna, Gerhard Rakhorst,
and Bart J. Verkerke claim that, in organizations, innovation is a long-lasting
process which is difficult to manage. Innovation is characterised by the use of
new (combinations of) knowledge. In the literature, they identify five serious
omissions with respect to the management of knowledge in innovation
processes, such as the difficulty to deal with the dynamics of knowledge and
the lack of dealing with task dependencies between individuals. In order
to repair these problems they introduce a cognitive framework in which
knowledge content (domain) and type (the way knowledge is presented) are
distinguished.

In Chapter 3, “Viewpoint-centred Methodology to Design Project/
Subcontract Cooperation Policies”, Pierre-Jean Charrel and Caroline Thierry
present a methodology to improve management projects which involve a
project/subcontractor relationship and a shared resource. The project is
viewed as an information system where each actor’s main activity relies on
accurate negotiation in order to succeed. The methodology is based (1) on
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the use of a discrete event based simulator which takes into account features
of a cooperation policy as an input and (2) on a model of the negotiation.
This model is built on a semiotic inspired notion of viewpoint An algorithm
is sketched to design a cooperation policy: it relies upon an iterated process
that feeds and manages the simulator along the negotiation taking into
account the viewpoint-centred analysis of the results of past simulations.

3.2 Risk Management

Among the definitions of risk, “combination of the probability of an event
and its consequences” [2], and “combination of the probability of damage
and its effects” [3] call up that risk is related to knowledge available about
the domain of activity.

OS may contribute to risk management by studying such following
issues:

Although the early planning, design, and development stages provided
the greatest scope for risk management decisions, options are not
closed even after the launch of a spacecraft. What can be done to
enlarge the scope for risk management?

The flight of a spacecraft has many phases with particular associated
functions and so risks change (the trajectory may include periods in
orbit around planets and moons). How might the semiotics aspects of
these phases relate to the style of risk management?

The principle benefits from a project, especially one-off projects such
as Rosetta (cf. section 2.2) only emerge when the spacecraft completes
its mission and the laboratories begin years of analysis when data
return to Earth. Should risk management decisions take into account
the values of these data-streams?

As a spacecraft may never reach its destination, what other values can
such projects yield? How can they be identified and assessed, and
used in making risk management decisions?

When should a project’s values be assessed and how often re-
assessed during its life? And by whom?

A long-term project lasting from its proposal to completion (including
data exploitation) will engage a changing population of hundreds of
scientists and engineers. A good organisational memory is essential
and it can only be formal and documented in part.

Documentation and computer records will use terms with no guarantee
that, over three decades, they will continue to represent the same
concepts.
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Terminology at each point of time will be understood in the context
of the current state of knowledge and the associated informal culture
that provides its interpretation. How can we monitor relevant changes
in knowledge and cultural context over 30 years and how should we
react to them?

Even a failed project should yield skills and knowledge, much of it
informal: how can these be registered, evaluated and redeployed
effectively?

Informal systems play vital roles, especially during the project’s
turbulent early phases. How can they be made effective? How can
their practices and achievements (such as creating new negotiated
meanings) be anchored into the organisational memory?

In Chapter 4, “A Contribution to a Semiotic Approach of Risk Manage-
ment”, Daniel Galarreta examines how a semiotic approach of risks can be
proposed and how the OS affordance concept can be adapted to such a goal.
Perception issues are examined in order to make clear the relation between
the concepts of action, here closely related to risk, and of affordance. A
multi-viewpoints semiotics offers a convenient framework for defining a
risk as a semiotic concept. In the case of the Rosetta long duration mission, it
appears that managing risks of knowledge evolution, in order to prevent
uncontrolled knowledge evolution, should be based on the combination of
text-mining techniques and organisational arrangements.

3.3 Organizational Semiotics and Multi-Agent Paradigm

Chapters 5 and 6 address communication issues related to multi-agent
paradigm where OS brings up new look.

In Chapter 5, “Norm-based Contract Net Protocol for Coordination in
Multi-agent Systems”, Juhua Wu and Renchu Gan study Contract Net
Protocol (CNP), often used for coordination in a multi-agent system. Due
to the limitations inherent in the conventional CNP, this paper proposes a
Norm-based CNP to improve the efficiency and effectiveness of the co-
ordination processes in a multi-agent system. Firstly, a three-dimensional
taxonomy of norms is put forward in terms of the hierarchy, type, and
flexibility of norms. Then a coordination process guided by Norm-based
CNP is developed under the taxonomy framework. It provides a feasible
solution for the optimization of the candidate selection, illustrated on a
case study.

In Chapter 6, “Interaction of Simulated Actors with the Environment”,
Henk W.M. Gazendam explores the possibilities of an improvement of the
interaction of an actor with its environment including other actors. This
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is done in the framework of a project aiming at a multi-actor simulation
environment based on the ACT-R architecture. Traditional cognitive
architectures like Soar and ACT-R lack of physical grounding and symbol
grounding. In order to improve this situation, organisational semiotics
offers concepts for the encoding of the environment in the form of
affordance signs, social constructs, and social norms. This leads to new
declarative chunk types in ACT-R. An emotion simulation subsystem is
also presented which maintains an emotional state that encourages task
performance, learning, and social behaviour. An awareness subsystem
enables task switching based on the emotional state and the selection of
those social constructs and norms that are applicable to the current
situation.

3.4 Transformation of Information

One of the more addressed issues in OS is information transforming,
especially in the field of Information System design.

In Chapter 7, “Semiotic Transformation from Business Domain to IT
Domain in Information Systems Development”, Mingxin Gan, Kecheng
Liu, and Botang Han propose a mechanism to transform business objects
into Information Technology components. Semantic transaction loss exists
in terms of concepts transformation from one design stage to another in
information systems development. It results from different interpretations
and representations of various requirements in design domains. In this
paper, a mechanism for transformation connects different aspects of
information systems with a precise and coherent representation. The
transformation begins with the analysis of business objects in business
domain, and finishes by generating corresponding structural components
in IT domain. Components and their relationships in each domain are
endowed with a correlated semantic interpretation. The processes of
transformation are illustrated through signs and their structure in an OS
perspective.

In Chapter 8, “Comparative Analysis of Ontology Charts and other
Modelling Techniques”, José Cordeiro and Joaquim Filipe use the OS
Ontology Charting (OC) technique to represent the requirements of
organisational information systems, incorporating technical and social
aspects. This chapter presents a comparative analysis of the modelling
techniques used by some Information Systems designing methods, applied
to a case study, discussing each model’s characteristics and expressive power.
A framework to guide this comparison is also introduced enlightened by
Semiotics.
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In Chapter 9, “The Separation of Data and Information in Database
Systems under an Organisational Semiotics Framework”, Xi Wang and
Junkang Feng present a semiotic-based perspective to distinguish between
data and information. Some significant problems in database systems
research, such as query answering capability, connection traps, lossless
transformation, and normalization are difficult to explain, answer, solve, or
explore further within the current context where data and information are
fused, or even taken as the same thing. OS enables to distinguish data and
information, and takes data as a type of sign, which carry information. The
authors look at how and why the contemporary seemingly muddled view
on the relationship between data and information might have hampered the
progress on a number of database research issues.

In Chapter 10, “Towards a Social-based Process for Information System
Development: A Case Study”, Carlos A. Cocozza Simoni, Amanda Meincke
Melo, and Maria Cecilia C. Baranauskas contribute to understand organi-
zations, their interactions, and their evolution. The role played by the
computer in organizations continues to evolve and increases in importance,
since it mediates social relationships. To improve the information system
development process we need a better understanding of the organizations
and their internal and external interactions and dynamics. This chapter
discusses a semiotic-based approach to the development of information
systems. It is illustrated with a case study in which a real organization was
exposed to methods of OS to rethink its way of developing systems.

3.5 Applications of Organizational Semiotics

The last chapters present applications of Organizational Semiotics.

In Chapter 11, “A Semiotic Framework for Research into Self-Configuring
Computer Networks”, John H. Connolly, Iain W. Phillips, Lezan Hawizy,
and José Ignacio Rendo-Fernandez focus on communication process to
improve network configuration. Self-configuring computer networks are
designed to offer services to users in response to their specific requirements
on particular occasions. In order for such networks to obtain information
about their users’ requirements and then to respond appropriately, processes
of communication need to take place between the user and the network, and
within the network itself for the purpose both of configuring the network
appropriately and of providing the required services. These processes can be
analysed in terms of a multi-level semiotic framework in such a way as to
clarify the understanding of their properties in relation to structure, meaning,
and contextually situated use.
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In Chapter 12, “The Semiotics of Usage-Centred Design”, Jennifer
Ferreira, James Noble, and Robert Biddle claim that a user interface is well
designed when designers have correctly mapped the application domain
onto the solution domain. This mapping may be helped by the design
methodology and the success of any software engineering methodology
depending on the mapping it provides between the application domain and
the solution domain. A good match between the requirements and the
implementation reduces the risk of having to make costly and major
changes to the user interface at a late stage in development. This chapter
uses semiotics to provide a better understanding of the models and the
process of the Usage-Centred Design methodology so as to understand its
success.
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Part 1
Management of Projects in their Early Phase



Chapter 1
Using Problem Articulation Method to Assist
Planning and Management of Complex Projects

K. Liu, L. Sun, S. Tan

Informatics Research Centre, The University of Reading, Whiteknights,
Reading, RG6 64Y, UK

Abstract

The planning of complex projects involves organising infrastructure and
resources, analysing stakeholders and their responsibilities, and defining
deliverables. The outcomes of this process may impact strategically on the
success of the project which should deliver business values. In this chapter,
we describe a problem articulation method (PAM) applied in planning a
major project of infrared atmospheric sounding interferometer (IASI) in
CNES. The techniques of the method assist modelling the project by arti-
culating the entire project into manageable units and linking these units
with interconnected collateral relationships. The model can then further be
used to analyse the requirements of each unit and its contribution to and
impact on the entire project. The requirement specifications produced by this
process can guide the detailing of project activities, budget, and resources
allocation.

Keywords: project planning, project management, organisational semiotics,
project planning requirements specifications

1.1 Introduction

Planning of complex projects is a challenging process that must ensure
an alignment between requirements for the project development and

3
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Project Management and Risk Management in Complex Projects, 3—13.
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requirements for the project planning (Liu et al. 2002). It is thus imperative
to establish a holistic view of all units of the project as well as interactions
and communications between them. A large complex project requires an ef-
fective method for capturing the requirements of project planning in relation
to policies, constraints, assumptions, and processes which should be trans-
parent to all the stakeholders (Liu 2000). When there are changes in the pro-
ject, the project management should be able to respond and adjust the
change effectively towards the success of the project.

Complex projects tend to be late in completion, over budget, and often
resulting in poor quality systems (Bounds 1998). Solutions to this problem
have included the development of formal approaches to software process
improvement (Herbsleb et al. 1994) and the application of formalised pro-
ject management methods to plan, monitor, and control budget, time, and
quality. Recent efforts have begun to integrate software process improvement
methods with more generic project management methods (Pennypacker and
Grant 2003). However, these methods are incapable of analysing the re-
quirements prior to planning the operation of the project that may lead to
limited understanding of the project and subsequently inadequate planning
of the project. In order to avoid this type of risk, we apply problem articula-
tion method (PAM) (Stamper and Kolkman 1991; Kolkman 1993; Stamper
2001) to assist project planning and management.

PAM is a method which articulates and decomposes complex problem
situations into manageable units and their interconnected relationships. A
focal unit system is referred to as the key objective to achieve while other
unit systems serve as the infrastructure within the whole context. PAM is
suitable for analysis and design of enterprise and IT applications (Stamper
et al. 2004), which provides and facilitates cost-benefit analysis, project
management, and project planning.

PAM is comprised of five techniques: unit systems definition, stake-
holder analysis, collateral structuring, organisational containment, and
valuation framing, which assist the process of articulation, analysis, and
planning for projects. The technique of unit systems definition breaks down
the complex project, as a problem situation, into manageable components
which are defined as unit systems. One of the unit systems will be further
considered as a focal system. The rest of the unit systems are considered as
collateral systems, some of which provide services to the focal system. An
important part of the analysis for the complex project is to describe stake-
holders with their roles and responsibilities. The technique of stake-holder
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analysis enables to document the stakeholders involved in conjunction
with the unit systems. Their participation can be valued by the feedback
from the stakeholders’ viewpoint to reveal the impact and their perceived
value of the project. To illustrate PAM, we use the IASI project (Galarreta
2003) as a case study. The project requirements are analysed and specified
for the project planning and management.

1.2 Articulation of Requirements of the IASI Project
for Planning

The TASI project sets its aim at producing three flight models, data pro-
cessing software, and a technical expertise centre. This project involves a
number of stakeholders, such as development teams from Centre National
d’Etudes Spatiales (CNES), EUMETSAT, production teams from Alcatel
Space, and other end-users. The project complexity lies in the multiple
suppliers, interrelated activities and the stretched project life span.

1.2.1 Capturing the requirements of the IASI project

In order to plan efficiently the IASI project, we apply PAM to holistically
describe what this project involves in terms of related development of de-
vices and software. The planning and management of the project can then
take the requirements of the project as the basis to identify and allocate the
resources.

The technique of unit systems identification in PAM allows us to break
the entire project down to the related unit systems as shown in Fig. 1. The
criteria we adopt for identifying these unit systems are:

A unit system normally consists of a collection of organised activities
performed by people or automata to achieve a set of objectives.

The analysis of each unit and its subunits is a recursive process. The
requirements of IASI can be articulated until all the related units and their
relationships within the entire project are holistically described to all stake-
holders. The technique of unit system definition provides an effective
means of examining the problems situation with information provided by
the relevant domain experts to clearly define the problems, tasks, and plan
of actions.
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<unit systemss>
U, = IASI device in operation in Metop satel-
lites
U = daily management
<sub-unit systemss>

2

U,, = documentation management
U, , = delay management

U,, = action management

U,, = configuration control
U,. = risk management

</sub-unit systems>

U, = Technical Expertise Centre

U, = Commission of IASI

U, = CNES software development
<sub-unit systemss>

U, , = data processing software

</sub-unit systems>

</unit systems>

Fig. 1. Description of the unit systems in the IASI project

1.2.2 Stakeholders and their roles in the project

Stakeholders normally have impact on the outcomes of the project. Mennecke
and Bradley (1997) argued that a project with clearly assigned roles and
responsibilities produced higher quality deliverables than those without.
It, therefore, is important that stakeholders’ roles and responsibilities
involved in the project must be clearly identified and incorporated in the
planning. PAM recognises six roles of stakeholders which can be referred
to in describing their responsibilities in the IASI project.

U o {Stakeholder, Role, Responsibility}
where
Role = Actor|Clients|Provider|Facilitator| GoverningBody|Bystander
— Actor: An actor has a direct impact on the action course. This
role often involves substantive and message passing amongst
the other roles.
— Client: A client is the user or beneficiary who is the recipient
of the consequences or outcome of U.
—  Provider: A provider is the developer who is responsible for
creating the conditions and resources to facilitate the deliverable
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Based on't

of a U, e.g. supplies and authorisation to enable the functionality
and operability of the project.

Facilitator: A facilitator is the initiator and enabler of the
system and acts as a focus point for the group in directing the
action course. A primary responsibility of a facilitator is to
resolve conflicts and ensure continuality, steering the team
towards the organisational goal.

Governing body: Determines the strategic aims, high-level
objectives and direction of the U to keep them under review
and ensuring they are on-track. A governing body may take
part in the management planning for the U, e.g. goals, budget,
and partners’ collaboration.

Bystander: Bystanders exert a participant role of shaping the
action course. The bystanders are usually not part of the project
itself. However, bystander will influence the system and its out-
come in many ways determining the course of the project.

he unit systems described in Fig. 1, the stakeholders are iden-

tified as detailed in Table 1. In this table, the columns capture the informa-

tion for vario
unit systems

us job functions and responsibilities within the corresponding
which are represented by the roles. The outcome from this

stage of analysis can indicate the activities within which the stakeholders

are responsib

le.

Table 1. Description of roles and responsibilities within the IASI project

Unit system

Stakeholders Roles Responsibility

U, EUMETSAT Facilitator Provide requirements
TASI device in Engineers (collaborators) to the CNES’ devel-
operation in Metop  Analysts opment team;
satellites Programmers provide the system to
clients
CNES: Provider and  Lead the development
Engineers facilitator of the IASI project;
Analysts cost sharing agree-
Developers ment, payments, and
Project managers price revision;

coordinate and man-
age all the suppliers

Apcatel space Provider Design and assemble
three IASI instruments

(contd)
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Table 1. (contd)

Unit system Stakeholders Roles Responsibility

U, CNES Facilitator Manage day-to-day

Daily management  Project managers operations

Uz, CNES Facilitator Oversee and

Documentation Project manager coordinate documents

management collection, filing,
distribution

CNES Actor Record and maintain

Clerks documents

U2.2 o
Delay management CNES Facilitator oversee and

Project manager coordinate all parts

Team leaders of development;
liaise with the
suppliers

Uzs EUMETSAT: Client monitor the progress
Action Technicians coordinate project
management Operators activities

Engineers

Uss CNES and Actor Configure the
Configuration EUMETSAT system post to
control Engineers installation;

Technicians technical trouble

Developers shooting

CNES and Facilitator Oversee and coordi-

EUMETSAT nate operations

Project managers between “provider
and customers”

Uss CNES and Actor Identify and appraise
Risk management =~ EUMETSAT the risks;

Project managers prioritise the alterna-
tives and make deci-
sions

Us EUMETSAT  Actor Request services;
Technical expertise  Operator aid the clients for in-
centre Consultants formation processing.

CNES Provider Develop the technical

Analysts expertise centre;

Developers operate the technical

Project manager

expertise centre
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Table 1. (end). Description of roles and responsibilities within the IASI project

U,

Commission of TASI

Us
CNES software
development

US.]
Data processing
software

EUMETSAT
Project manager

Actor

CNES Analysts Provider

Project manager

Apcatel Space

CNES

Analysts
Developers
Project manager

EUMETSAT
Engineers

Clients

CNES

Analyst
Developers
Project manager

Provider

Provider

Provider

Actor

Negotiate and make
agreement for the
project;

negotiate and
communicate for
requirements for the
development

Propose and execute
the development
commission of [ASI
project

Design and assemble
three IASI
instruments

Develop application
software

Provide requirements
communicate the
design test the
applications

Design and imple-
ment the application
test the application
provide maintenance
of the application
through the technical
expertise centre

1.2.3 A collateral structuring model for the IASI project

planning

Once all the unit systems and their corresponding stakeholders’ involve-
ments in the IASI project are articulated, a coherent view can be established
by integrating the contributing activities indicated in the unit systems. We
use the techniques of collateral structuring model to visualise an integrated
view of the IASI project in Fig. 2. Two types of systems are identified: the
object systems (in rectangles) and service systems (in ellipses). The latter
provide services and operations on the former.
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Environment

Governmental initiative, EU Space
Agencies, Atmospheric specifications,
Meteorological requirements

OPERATING CYCLE Output
Description

Input
Atmospheric conditions
- P

(_ Documentation of the IASI device J
— -

Atmospheric emission,
temperature, humidity,
cosmic radiation

Predecessor Focal System Successor
Not Available IASI devise in operation in Second Fligr!! to
Metop satellites Metop satellites

Switch from Metop
reception to alternative
sources

Switch transmission
back to Metop
satellite

BACKUP CYCLE

Backup
Receive transmission
from altemative satellite

LAUNCHING CYCLE

Terminating

Switch-off satellite transmission,
disable network data broadcast,
terminate software, power-off console,
servers, terminals

Install and configure the IASI diverse and DPS,
Training users

Available System

IASI Instruments, DPS Software, Technical
Expertise Centre, other control and monitoring
systems; action documents

Constructing Dismantling

Maintenance

Service Centre, Servicing log

Assemble flight model, develop data
documents

processing software, develop technical
expertise functions, commission of
Instruments, tests involving all users

Decommission and dismantling of
IASI components, uninstall DPS
software, take apart IASI server

CONSTRUCTING CYCLE

Resources
Requirement specifications, Computer equipments|
server, development software, technical skills,
action documents; delay documents; suppliers

Fig. 2. A collateral structuring model of the IASI project

One of the unit systems in Fig. 1 can be selected as the focal system
which represents the particular focal interest of the project. The chosen
unit systems are surrounded by the service systems, e.g. constructing
system, launching system, maintenance system, disseminating system, and
terminating system; and other object systems such as backup system and
available resources system. These collateral systems fall into cycles: con-
structing, launching, operating, and backup, which provide a mechanism
for architecting the IASI project. For example, the construction system in
the constructing cycle involves several activities from U, 3, Uz, Uy, and Us;
and requires input from resources. These resources must be available be-
fore the construction can take place, e.g. requirement specifications pro-
vided by U,(SH;, SH,); computer equipments provided by U,;(SH3) and
indirectly by U,(SH,); and server, development software, technical skills,
action documents, delay documents provided by U;(SH;). The next stage
of the project moves on to launching the system, which involves the in-
stallation and configuration of the IASI diverse and DPS, and providing
training to all relevant users.
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The collateral structuring model can be used to document the entire pro-
ject with the information which is required by planning and management
of the IASI project.

1.3 Requirements Specifications for Planning
the IASI Project

A PAM tool based on the collateral structuring model has been developed
for project planning. This tool enables the planning focusing on each indi-
vidual unit system with its required resources for the time and cost involved
by carrying out all the activities, and then aggregating automatically the
overall resources for the entire IASI project.

Figure 3 presents the requirement specifications in the interface of the
software tool where the key information for the project planning can be
inputted and the resources required can be computed.

The use of the PAM method has demonstrated that the IASI project can
be viewed holistically through its objects systems with the associated ser-
vice systems which contain the detailed level of information for the differ-
ent contributing parts to the overall project, and produce the requirements
for planning the IASI project. Some of the information in the requirements,
such as the duration, and status of the resource consumption, can be moni-
tored to support the project management and decision-making.

1.4 Conclusions

Empirical studies in project planning of complex systems have shown the
importance of social-technical, business, and organisational issues for suc-
cessful implementation. Although software engineering methods have
been embedded in the project planning process that ensures thorough un-
derstanding of the project being planned, but holistically describing the
complex project and planning it still remains challenging. The PAM
method provides the mechanism to resolve this challenging problem. The
techniques in PAM produce a dynamic view of the IASI project. The out-
comes from the collateral structuring model can automatically generate the
requirements specifications for the project planning and management
respectively. In this chapter, the requirements specifications for planning
the TASI project have been presented and the real-time refinement for
project control is performed during the IASI project’s implementation.
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Unit System: Dutput 4

P +

D oF
. c:znwzucs Prev.Day | NestDay | — [37vA days
*vau
Atmospheric emission to monitar: =] MTTR |n_5 /YR days
- Temperature
- HII'I'ﬂ] ]
- Cosmic radiation FIFD/LFD/Batch |FIFO =
B Trigger(s) Envitonment -
 Date Import format ~ [Binary
Start Date [07/01/2005
End Date |25/12/2005 |
Duration |$4 days Send to
— Roles/Responsibilities
Stakeholders Skill-Sets MNo. of staff Responsibilities
1{CNES: Engineers Electronic 115 |Installation and Testing
2{EUMETSAT: Meteorolog | Atmospheric E xpe |10 |Analyse information from IASI readin
3{CNES: Systems Analyst SSADM/SAP |4 |Design Data Processing Software
4CNES: Programmer Coding |8 |Develop D ata Processing Software
S{CNES: Project Mgr PRINCE 2PM Tc |2 |Manage, control and plan IASI proje
E{CNES: Technicians |Mechanical Servi |5 | Troubshoot and maintence
- Equipments and Running Costs
1- [Test Equipments E [58820 4 [adminsuative cost E [6702
2- |Computers £ |29031 5 |insurance £ |s340
3 |Components £ |es000 & |Misc E |1299
~ Costs
1- CMES: Engineers £ |-|m per/hr |5 hrs per day Elsuu per day
2- EUMETSAT: £ 150 pet/hr |4 hrs per day £|g00 pet day
3 I.J'IE'S: Systems E |200 pet/hr |7 hrs per day E|14l.'ID per day
4- CMES: Programmer E |120 pet/hr |4 hrs per day F.|4au per day
5 CNES: Project Mor £ 300 perhr |2 hrs per day £|g00 per day
B- CNES: Technicians £ |100 per/hr K] hrs per day E|guu per day
Staff Cost =E [28640
Equipment and Running Cost  =E [157842 Actual Expenses = £ |271|x|:|
Overhead Cost = £[55000 Deficit / Surplss =€ [79579
Unit System Cost =E[251482

Fig. 3. Unit systems template
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Abstract

In organizations, innovation is a long-lasting process that is difficult to
manage. Innovation is characterized by the use of new (combinations of)
knowledge. Innovation, as knowledge creation, is also an activity of
individuals. However, neither the individual nor knowledge is studied as
appropriate unit of analysis in innovation and knowledge management
literature. In this chapter, we start with two cases from the literature that
indicate problems with respect to knowledge in innovation projects. In a
more fundamental review of the literature, we identify five serious omis-
sions with respect to the management of knowledge in innovation pro-
cesses, such as the difficulty to deal with the dynamics of knowledge and
the lack of dealing with task dependencies between individuals. In order
to repair these problems, we introduce a cognitive framework in which
knowledge content (domain) and type (the way knowledge is presented)
are distinguished. In the conclusion, we benchmark the cognitive frame-
work with the current methods using the five omissions as guidelines.
This contribution is analytical, diagnostic, and conceptual. In the conclu-
sion a framework is designed that is empirically tested in various innova-
tion projects (Cijsouw 2006).
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Keywords: knowledge management, innovation, semio-cognitive framework,
project management.

2.1 Introduction: Motive and Structure

2.1.1 Motive and relevance

Knowledge is an important resource in business processes, especially in
innovation and research and development (R&D). Compared to most “rou-
tine-based”, or repetitive, processes, innovation itself is a business process
with a high level of uncertainty. In innovation processes, uncertainty may
negatively influence the ability to realize the desired output, the process
duration, the necessary input, and the architecture of the innovation pro-
cess. These difficulties are often visible in long throughput times, in changes
of staff members or task roles, in redoing knowledge activities, in gaps
in task and knowledge connections, and in inabilities to coordinate and
plan. We argue that these negative aspects of innovations result from neg-
ligence of fundamental knowledge dynamics at the level of description of
the individual.

Innovation at the organizational level is characterized by the use of new
(combinations of) knowledge. For this reason, the dynamics of knowledge
is of interest for the management of innovation processes. That is, it is
important to manage the creation and transfer of knowledge in innovation
contexts.

At a lower level of description, individuals always create knowledge.
Without human cognition, there is no knowledge creation. We take this indi-
vidual perspective for granted. However, the success of knowledge creation
in innovation is realized by the cooperation of individuals, especially when
after the invention the implementation phase has to be realized. Therefore,
we include the individual as well as the group level in our analyses, but we
consider individuals to be the lowest (ontological) level in these organiza-
tional discussions. Therefore, it is surprising that the individual is not also
the unit of analysis in old and new literature on innovation management,
project management, and even knowledge management (e.g. Brown and
Eisenhardt 1995). Instead, teams or organizations are the units of analysis in
this literature. To put it differently, old and current literature on innovation
and knowledge management does not use the individual level — including
the tasks individuals perform — to describe, analyse, and determine what is
going on in innovation processes.

A remark of caution is necessary. The literature on innovation and R&D
does not completely neglect knowledge (e.g. Tijssen 2001; Frederiksen,
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Hemlin, and Husted 2004). It addresses various knowledge-related aspects
that could influence management policy and activities: such as knowledge
utilization (Landry, Amara, and Lamari 2001; Frederiksen et al. 2004),
knowledge sharing (Meyer-Krahmer and Schmoch 1998; Tezuda and Niwa
2004), knowledge transfer (Zellner 2003; Ernst and Kim 2002; Pisano 1996;
Szulanski 2000), the commercialization of intellectual property (Goldfarb
and Henrekson 2003; Rappert, Webster, and Charles 1999), and the network
position of the organization and persons (Barras 1990; Evaristo et al. 2004;
Kazanjian, Drazin, and Glynn 2000). Many of these aspects influence each
other. For instance, knowledge sharing influences knowledge utilization.
However, knowledge-related aspects are not integrated into innovation
management.

We wonder whether sufficient insight in the dynamics of knowledge can
be obtained, and hence in the innovation processes itself, if the individual
level is not the primary unit of analysis. The use of (ontological) higher lev-
els of analysis, such as teams and organizations, is reflected in the top-down
approaches in innovation management. In contradistinction, we argue that
innovation processes can only be managed using a bottom-up approach, that
is if the individual also is a unit of analysis. For this reason, we will con-
struct a framework that looks at the individual as an important unit of
analysis. This framework is used to manage, observe, analyse, and determine
knowledge in innovation processes (Cijsouw 2006). The framework also
takes the dynamics of knowledge into account.

2.1.2 Aim and structure

In this chapter, we describe negative consequences of managing innova-
tion processes result from neglecting innovation processes looked at from
the point of view of the individual level of analysis. One important nega-
tive consequence is the inability to manage dynamics of knowledge in
innovation processes resulting in gaps in knowledge and task dependencies
and in longer duration times of innovation projects. We argue that if one is
not able to manage knowledge aspects at the adequate level of description,
one is not able to positively influence the results. To illustrate this point in
innovation projects, we first describe two case studies (section 2). Then we
review the innovation management, project management, and knowledge
management literature (section 3) to see whether the case studies are
exceptions. After discussing the case studies and the literature, we esta-
blish several omissions and as a follow-up, we propose a framework that
makes it possible to manage the dynamics of knowledge in innovation
processes (section 4). This framework starts with the individual (and his



18  R.S. Cijsouw et al.

tasks) as the most important unit of analysis. Furthermore, the framework
takes into account the longitudinal aspect of the innovation process. For
instance, the different tasks a person has to execute during the total project
time and the knowledge he uses and possibly creates to carry out these
tasks. The framework is intended to be additional to current innovation,
project, and knowledge management methods and tools. We believe it sup-
ports management’s activities and policies in innovation and R&D processes
better than the current method and tools. In the conclusion (section 5), we
discuss the value of the proposed new framework and refer to ongoing
empirical research in medical devices research (Cijsouw 2006).

2.2 lllustration of the Motive: 2 Case Studies

This section describes two case studies to illustrate the problems in the man-
agement of knowledge in innovation processes. The first case study is de-
rived from empirical work that was carried out in the Minnesota Innovation
Research Project (Van de Ven 1999). This project is an example of the most
recent perspective in the innovation literature, the interactive process per-
spective. The second case study is derived from knowledge management
literature. Unlike much of the knowledge management literature — which
pays attention mostly to existing, repetitive processes — Swan et al. (Swan
2003) used this case study to link knowledge management to innovation.

2.2.1 Case study I: development of cochlear implants at 3M

Summary of the case study description

In 1977, the American company 3M became involved in the cochlear im-
plant development. 3M aimed to successfully develop — that is commercially
viable — cochlear implants. Initially, they cooperated with three university
research groups. In this early stage, 3M decided to strive to become the first
mover in the cochlear implant market. 3M first developed the technology
that could be easily realized (the single channel device) in order to have the
highest chance of actually being the first provider of cochlear implants on
the market.

3M became the first company on the cochlear implant market once the
Food and Drug Agency (FDA) was convinced of the device’s safety —
necessary for market introduction. To be able to convince FDA, 3M’s
development team had to transfer knowledge, mostly in the form of
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documents, i.e. coded knowledge (see section 4), to the FDA. This
knowledge was related, among others, to audiological tests.

3M decided that the development of the next generation (the multichan-
nel device) would follow the market entry of the single channel devices.
However, the development of the single channel device took longer than
initially estimated. In addition, sales of the single channel cochlear implant
were smaller than 3M expected. The causes for the delay in the develop-
ment of the single channel device are not clearly specified in the case
study. The longer development and market introduction period of the sin-
gle channel device caused the need for extra resources. These resources
could not be used to develop the second-generation cochlear devices. This
explains 3M’s late start with the development of multichannel devices.
Due to this late start, 3M was unable to compete to be the first mover of
second generation cochlear implants as well.

Although 3M realized a device, it did not gain the market share it had
expected from first generation devices. Sales were negatively influenced by
market expectations — of patients and physicians — on the multichannel coch-
lear implants. Some were afraid of sustained damage, whereas others expec-
ted a radical performance increase in the next device generation. In the
beginning of the project, this knowledge was not known in all departments
of 3M. Performance increase of the second generation in comparison to the
first generation was advertised by 3M’s competitors and supported by FDA
statements.

In 1988, 3M decided to exit the cochlear implants market because even
minimal operations required substantial resources. These operations were
distracting program members’ attention from hearing aid-related activities
(3M’s new target market). The FDA allowed them to exit the market only
after customer service and maintenance were secured.

Omissions in the 3M case

The case study gives insights in the maneuvering of a company to intro-
duce a medical device in the market. The dynamics and particularities of
the industry are used to explain certain events in the development process.
In the case study Van de Ven (1999) did not describe the phases within
the R&D process, the tasks carried out, the individuals who carried out
these tasks nor the knowledge that was needed to carry out the tasks. Not
individuals, but the organization and the team were used as main units of
analysis. Only occasionally, the development of the cochlear implant is
described using individual roles. The university researchers were the only
persons whose names have been mentioned and the senior managers are
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the only other individuals whose actions are explicitly mentioned; however
not by name but by role.

The case study description does not include knowledge utilization and
creation by individuals. The beginnings of the project, the early knowledge
exchange and the dynamics in the early phases are not mentioned. There is
also no reference to detailed knowledge content and knowledge type (to be
explained in section 4). How the 3M engineers created and applied the
cochlear implants is not mentioned in the case study. Of course, much
knowledge is documented in the FDA protocols, but that is only end result
knowledge. The case study only describes activities of knowledge transfer
when FDA had to judge 3M’s Pre Market Approval Application, that is,
when 3M staff transferred necessary knowledge regarding testing, safety
and performance in the form of documents and protocols to the FDA.

2.2.2 Case study II: knowledge management at British Telecom
(BT) industries

Summary of the case study description

The second case study concerns the design and implementation of an inte-
grated management information and planning system at BT industries
(Swan 2003). The so-called sales support project (SSP) aimed at the de-
sign and implementation of an integrated management information and
planning system. The system should be implemented in all European busi-
nesses of BT industries through the introduction of common, integrated IT
platforms and information systems. Intsoft, a Swedish software supplier,
designed and developed the software jointly with BT personnel.

The innovation project at BT industries was successful: the planning
was late by only 1 month and with a few exceptions, it delivered the func-
tionality that was needed. Furthermore, the long-term relationship with the
software supplier was fine and high satisfaction and low turnover of pro-
ject team and key users were reported.

A key knowledge management issue in this project was to identify those
people at each division that had the relevant expertise and the interest and
motivation to manage the implementation. The project teams consisted of
divisional staff with detailed knowledge of local operating procedures,
rather than knowledge in the IT domain. Teams were composed to com-
prise different “personality types”. Two types of teams were distinguished:
(1) design and development teams and (2) implementation teams.

In the design and development phase, Intsoft consultants worked together
with BT managers, representing different functional areas and different
European divisions, and with two (later four) newly employed graduates in
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Business and IT. The graduates fulfilled roles as “knowledge brokers”,
because they worked partly on site at BT and partly in Intsoft. For a 12-
week period and approximately 3 days a week these persons were brought
together on one site in Sweden.

The implementation teams comprised representatives from Intsoft, BT s
corporate IT function, divisional business managers, and representatives of
each social community that would be affected by the system. The repre-
sentatives from social communities had important knowledge of the local
operating context. Little formal project documentation existed to transfer
knowledge about the system from the implementation team to the users.
This was mostly supported by verbal communication. Knowledge sharing
was characterized by informal networking.

Omissions in the BT industries case

Knowledge management was extremely difficult in the BT industries case,
because the management had no accurate insight in (1) the relevant commu-
nities, (2) the content of the knowledge that should be utilized, and (3) the
way the created and utilized knowledge was presented and retained.

In the BT case study, the management of knowledge was most promi-
nent in the composition of the development and implementation teams.
The intention was to compose teams such that the relevant communities
were represented in the team. However, in this innovation process, it
proved to be difficult to identify the relevant community (who would use
the innovation). The relevant knowledge content depended on the commu-
nity that would be involved. For this reason, it was difficult to determine
the relevant knowledge content beforehand (ex ante). This is a symptom of
the fact that the unit of analysis is at a high level. It was the team instead
of the individual. The uncertainty with respect to the composition of the
innovation teams — and the identification of relevant communities — also
had the effect that most knowledge management decisions were taken ad
hoc: no reliable knowledge management in terms of knowledge content
and type and involved individuals could be made.

The management of the innovation project could not take into account
the presentation of knowledge, because it was difficult to conclude which
knowledge and of what type had been created and utilized to carry out a
certain task in the innovation process (Pierce and Delbecq 1977; Slap-
pendel 1996). Therefore, management decided to bring together the dis-
persed personnel for 3 days during a 12-week period. In our opinion, the
management could not determine whether the face-to-face meetings (sen-
sory or implicit knowledge (to be explained in section 4)) were necessary.
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If persons only used coded knowledge, knowledge transfer would also have
been possible without these face-to-face meetings.

2.2.3 Highlights from the 3M and BT cases

In the two case studies, the most important units of analysis are the team
and the organization. BT industries looked at the composition of the teams.
However, the individual and the tasks were not described. In 3M, the
documents indicated that knowledge was explicitly addressed only a few
times.

We believe that in the case studies the management of innovation pro-
cesses could have better governed the innovation, if they had known the
knowledge content and appearance of the involved individuals. However,
both the content and the types of knowledge were not analysed or assessed.
In both cases, the knowledge content that was used was not described or
could not be determined. Hence, managing knowledge in innovation pro-
cesses in these cases was ad hoc or not even present. And we argue that for
reasons of not having the relevant knowledge and not giving the involved
individuals proper steering and managing innovation is not possible. The
two case studies show how difficult it is to manage the dynamics of
knowledge in innovation processes if you do not use adequate levels of
analysis.

Section 2.3 provides a literature review to embed the findings of the two
case studies. We want to show that the situation in the case studies is con-
sistent with the literature.

2.3 Literature review of Innovation, Project,
and Knowledge Management

In the review, we analyse current methods and tools in innovation, project,
and knowledge management literature with respect to knowledge in inno-
vation processes. In the introduction section, we stated that individuals
should be the ontologically lowest units of analysis to manage innovation.
Literature on knowledge management shows that in theory individuals
create knowledge in interaction with others.

The review is organized as follows. First, we discuss (a) existing per-
spectives on innovation management, (b) a definition of innovation, and
(c) various phases of innovation processes. Second, we review the project
management literature to understand how current tools support manage-
ment to plan and follow innovation processes. Finally, we review the
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knowledge management literature to find out whether its current approaches
can be applied in the innovation context.

2.3.1 Managing the innovation project

In innovation management literature three main streams with regard to the
determining factors of innovation exist: (1) an individualist perspective,
(2) a structuralist perspective, and (3) an interactive process perspective.

In the individualist perspective (Slappendel 1996), personality traits of in-
novating individuals are determinants for innovativeness. In the structuralist
perspective, the organization and its relation to the environment determine
innovativeness. The interactive process perspective uses the individual and
his activities, but also the organizational structure. Research on innovation
from the interactive process perspective “involves the description and analy-
sis of temporal sequences of activities which occur in the development and
implementation of innovations” (Pierce et al. 1977; Garcia and Calantone
2002). The interactive process perspective takes into account the individual,
his tasks, and his environment, i.e. the organizational structure. However, it
does not acknowledge the influence of knowledge, and the dynamics of
knowledge that is normal within innovation processes. The interactive per-
spective is also a good starting point for the complementary conceptual
framework we present in section 4.

Innovation defined

Change, innovation, invention, creative behaviour, and adaptation have often
gone undefined. On other occasions, they have been interchangeably used.
Our definition of innovation is a combination of innovation definitions by
Pierce and Delbecq (1977), Zaltman, Duncan, and Holbek (1973), Rogers
(1995), and West and Farr (1990). We see innovation as “a complex multi-
phased activity, where an artefact moves from initiation to adoption and im-
plementation within a unit of adoption.” This artefact — a product, process,
idea, service, architecture, practice, or material artefact — is new to the unit
of adoption or to the innovating actors and is designed to significantly bene-
fit the unit of adoption or a possibly larger context.

Innovation process and phases

Most innovation processes are divided into phases. Phasing is important
because it provides management with anchors to assess the progress of the
innovation process. In innovation management literature, different authors
use different phases of the innovation process. For example, Haner (2002)
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divides the innovation process into idea generation, screening, evaluation,
and implementation. Other authors use similar phases. In these phases,
similarities as well as differences can be found. For instance, the generality
of the phases in the innovation processes differs. Table 1 provides an over-
view of the various process layouts. The precise division into phases in the
innovation process may vary as long as it is suitable to the specific envi-
ronment or industry. In many cases innovation processes are organized as
projects. It is, therefore, not surprising that similar sequences of phases can
also be found in the project management literature. In projects, phasing
often is directed towards a specific environment or industry, for instance
the design of information systems.

Management tasks

According to Van de Ven (1999; see also: Garcia and Calantone 2002;
Dvir, Raz, and Shenhar 2003), management of innovation processes
should vary its role, activities, and involvement in the different phases of
the innovation process. However, innovation management literature does
not specify the management tasks at a level that can be directly applied to
the work floor level, the individuals, and the tasks.

It is generally believed that the project management task is based on the
assumption that performance or end product goals are always clear and
well defined in advance (Dvir, Raz, and Shenhar 2003). In this view, all
the project manager has to do is prepare a solid project plan and follow this
plan all the way to success. In an empirical study on current practices in
project management, White and Fortune (2002; see also Steyn 2002;
Herroelen and Leus 2001) found that most project managers use in-house
project management methods and “projects in controlled environments”
(PRINCE). Furthermore, they report Gantt bar charts, work breakdown
structures (WBSs), and critical path methods as the most frequently used
project management tools.

Plan the organization

Project management uses tools to plan the organization of processes. In
most projects, this plan is divided into an organization plan — which con-
sists of a WBS and an organization breakdown structure (OBS) — and a
project schedule.

The WBS defines the tasks that have to be carried out to realize the pro-
ject aim. In the WBS for each task, aims, i.e. task conditions a posteriori
(afterwards), as well as interdependencies with other tasks, are defined.
The OBS allocates roles, or, if possible, persons, to the tasks that are
defined in the WBS.
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Table 1. Innovation processes

(Chiesa, (Pahl and  (Buijs 1987) (Frame 1995) (Krishnan
Coughlan, and Beitz 1996) and Ulrich
Voss 1996) 2001)
(1) Idea (1) Concept (1) Prepare (1) Determine (1) initiation (1) Product
generation generation project path strategy and
planning
(2) Screening (2) Product (2) Analyse (2) Determine (2) defini- (2) Product
develop-  actual state goals tion development
ment organization
(3) Evaluation (3) Produc- (3) Deter- (3) Develop- (3) realiza- (3) Project
tion process mine target ment, tion management
innovation state
(4) Implemen- (4) Tech-  (4) Develop (4) Implemen- (4) Concept
tation nology ac- solution tation result- development
quisition  ideas, ing into search
fields, design
goals, product
designs, alter-
native product
and market
strategies
respectively
(5) leader- (5) Deter- (5) Supply
ship process mine solu- chain design
tions
(6) resource (6) Realize (6) Product
provision  solutions design
(7) system (7) Perform-
and tools ance testing
provision and validation
(8) Produc-
tion ramp-up
and launch

Two approaches exist to schedule projects. In the first approach, the task
sequence with the longest duration determines the duration of the entire
project, for example the “critical path method” and “the critical chain and
buffer management” (CC/BM) algorithms (Soroush 1994). The second
approach identifies the success probability of the various task sequences in
the innovation project, given the predetermined start and due date
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(deadline); for example the “most critical path” algorithm (e.g. Schreiber
et al. 2002).

Current project organization plans cannot be used to manage knowledge
in an innovation context. Knowledge is needed to carry out a task (Turner
1987). However, the WBS lacks the attribution of knowledge needs to a
task. Furthermore, the (sub)tasks knowledge creation and knowledge shar-
ing are not explicitly included in the WBS.

The organization plan, that is the WBS and OBS together, cannot be
based on a match of tasks’ knowledge needs and persons’ knowledge re-
pository in an innovation process. In reviewing the project management
literature, we found no explicit method to allocate persons to tasks based
on someone’s knowledge or skills.

Optimization of the organization plan — taking into account the knowl-
edge creation and knowledge sharing tasks and capabilities of the involved
individuals — is only possible if management plans the WBS and OBS
iteratively. Current project management tools and methods lack this ap-
proach. Optimization of the project schedule exists in case of an optimal
project organization plan: a plan that takes into account these knowledge-
related aspects.

Sometimes it is necessary in innovation processes to first create or share
knowledge to be able to carry out a certain task. The duration of these
tasks depends on the allocation of a person to this task. For example, it is
likely that the duration of the knowledge creation task is shorter if an ex-
pert in a relevant field carries out the task compared to a novice in this
field. The knowledge sharing between two tasks also relies on the WBS
and OBS. For instance, knowledge sharing between two tasks is easy if the
same person carries out both tasks.

Follow the project
With the help of project management tools, management wants to follow a
project. That is, management monitors, stimulates, and facilitates a project
after project initiation. However, what management should be able to
monitor and intervene in are activities at the individual and task level in
order to follow, stimulate, and facilitate the persons who are involved in
the project. However, management monitors (or assesses) ex post and ex
ante criteria of the project phase that is terminated and of the project phase
that will start, respectively. Based on this assessment, management allows
or does not allow the start of the next phase, that is, to carry out the next
cluster of tasks.

Projects can be phased as a waterfall, for instance as in SDM (Kusiak
and Wang 1993), but they can also be phased parallel, for instance in con-
current engineering (Cooper 1994), or they can be phased with fluid gates
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(Alvesson 2001). Project management methods, such as PRINCE2, often
predefine the project phases. However, PRINCE?2 does not take phasing —
the definition of task clusters — of knowledge (dependencies) into account.

In the innovation process, often the creation and availability of knowl-
edge are ex post as well as ex ante conditions for project tasks. The current
project management literature does not discuss a method or tool that can
be used to assess these knowledge-related conditions. For instance,
CC/BM improved “classical” WBS/OBS planning by including resource
dependencies, but CC/BM does not focus on knowledge.

Current project management tools and methods monitor whether the pro-
ject team met the ex post criteria in a certain project stage. Therefore, inter-
ventions are directed at the team level, which then have to be translated into
persons that carry out the knowledge tasks of the team. Thus, interventions
only indirectly influence the individual that carried out a bottleneck task. If
the project management were able to monitor whether an individual met the
ex post criteria of a knowledge task, management interventions could be
more direct and hence more focused.

2.3.2 Knowledge management

In earlier sections, we discussed knowledge management and the creation,
utilization, and sharing of knowledge from the perspective of innovation
and project management literature. This section discusses managing
knowledge in innovation processes from the perspective of knowledge
management (literature) itself.

Knowledge management can be seen as a container term for a wide
spectrum of academic orientations (Alvesson 2001). Authors struggling
with the concept [knowledge management] typically slide either to a
“knowledge” or to a “management” pole, or move away from what may be
seen as the usual meanings of these two labels (Alvesson 2001). The clas-
sical formulation of management by Fayol (1987; see also: Taylor 1997;
Beesley 2004; Birkinshaw, Nobel, and Ridderstrale 2002; Schreiber et al.
2002; Teece 2000) is as follows:

The managerial function seeks to derive optimum advantage from all
available resources and to assure the smooth working of the six essen-
tial functions including the managerial function itself (p.13). To man-
age is to plan, organize, coordinate, command, and control (p.13).
Management ... is an activity spread across all members of the
“body corporate” — the total personnel structure of the organization.

Following Fayol, we view knowledge management as the planning,
organizing, coordinating, commanding, and controlling of knowledge — or
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the individuals as bearers of knowledge who utilize, create, or share
knowledge to carry out their tasks — to derive optimum advantage from all
available resources and to assure the smooth working of all activities to
which organizational activities give rise. Knowledge management is an
activity spread across all members of the organization.

Knowledge classifications

Earlier (section 3.1.2), we indicated that the identification of proper
knowledge domains beforehand (ex ante) and the knowledge types after-
wards (ex post) is difficult. In the literature, several classifications of
knowledge content and knowledge types are used.

Knowledge content often is referred to as assets (Szulanski and Amin
2001), disciplines (Chen and Paul 2001), domains (Hall and Andriani
2003), skills (Von Krogh and Roos 1994; Hellstrom 2000), and competen-
cies (Boisot 1995). Skills and competencies are often related to the use of
knowledge of a certain content.

The knowledge management literature displays a wide variety of classi-
fications of knowledge forms or types, including coded and uncoded, ab-
stract and concrete, diffused and non-diffused (Pylyshyn 1984), declarative
and procedural (Polanyi 1967; Nonaka 1994), and tacit and explicit (2003)
knowledge. We refer to Cijsouw and Jorna (2003) for a discussion of the
differences and similarities of these knowledge-type classifications. Up to
now, knowledge management literature lacks a golden standard for the
classification of knowledge content and of knowledge type or form. The
classifications are also ambiguously used in the literature. We come back
to this discussion in section 4 in which we present a division in sensory,
coded, and theoretical knowledge.

Knowledge tasks of individuals in innovation projects

In innovation projects individuals do not “possess” all the knowledge they
have to utilize beforehand. Knowledge acquisition is needed. An individ-
ual can acquire knowledge by means of knowledge creation himself or by
knowledge sharing. Thus, an individual has three different knowledge
tasks: creation, sharing, and utilization. These three different knowledge
tasks are connected to the three main streams that focus on the realization
and improvement of: (1) knowledge creation (e.g. Argote and Ingram
2000; Szulanski 2000; Hoopes and Postrel 1999), (2) knowledge sharing
(e.g. Taylor and Lowe 1997; Teece 2000), and (3) knowledge utilization
(e.g. Alavi and Leidner 2001; Rubenstein-Montano et al. 2001). We argue
that in innovation processes, management of knowledge should realize and
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improve knowledge creation, knowledge sharing, as well as knowledge
utilization.

The use of information and communication technology (ICT) to store
knowledge is frequently addressed in the knowledge management litera-
ture (Roth 2003). For this reason, knowledge storage often is the centre of
a fourth knowledge management stream. This stream incorrectly equals
knowledge management to information management (Jorna 1998). How-
ever, knowledge storage most often belongs to the knowledge sharing
stream. If knowledge sharing is ICT supported, for instance using Intranet
as a medium, then knowledge storage is a natural part of the knowledge
sharing task.

However, it is interesting to see here again that in the three knowledge
management streams, the team or the organization, and not the individual
is the unit of analysis. We will first discuss details of knowledge manage-
ment in the three streams and then establish some omissions and deficien-
cies and relate these to the case studies. In the discussion we follow the
“natural” order of knowledge creation, sharing and utilization.

Knowledge creation

Knowledge creation is often discussed at the level of the organization
(Von Krogh, Ichijo, and Nonaka 2000) or the team (Nonaka 1994). Authors
that take the individual into account adopt an interactionist approach: the in-
dividual creates knowledge in interaction with its environment. This empha-
sis on the team or organization level is strange, because knowledge creation
and creativity are closely related. As a cognitive psychologist, Boden (1994)
distinguishes historical creativity (H-creativity) and psychological creativity
(P-creativity). H-creativity applies to ideas that are fundamentally novel with
respect to the whole of human history (Boden 1994). P-creativity concerns
ideas that are fundamentally novel with respect to the individual mind that
had the idea (Csikszentmihalyi 1999). P-creativity is the type of creativity
that is used in most innovation processes.

Creativity occurs when a person makes a change in a domain, a change
that will be continued through time (Csikszentmihalyi 1999). Changes are
not adopted, unless they are sanctioned by a group entitled to make deci-
sions as to what should or should not be included in the domain (Nonaka
1994). The individual creates an idea, i.e. a possible change in a domain,
and then a group or groups within society justify it.

The interaction between the individual and society — his environment —
can be a catalyst for knowledge creation as well: “Organizational knowledge
creation ... should be understood in terms of a process that ‘organization-
ally’ amplifies the knowledge created by individuals, and crystallizes it as
a part of the knowledge network of organizations” (Nonaka, Toyama, and
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Noboru 2000; Nonaka and Toyama 2003). Nonaka (1994) conceptualizes
organizational knowledge creation in an interaction space (ba) in which in-
dividuals create knowledge, converging knowledge types through socializa-
tion, externalization, combination, and integration. This interaction space
consists of a physical, temporal, and context dimension; people create
knowledge in a conceptual space-time-context continuum. Thus, knowl-
edge creation is an activity of the individual in interaction with others. It is
revealing that creativity is not explicitly valued in innovation management
methods.

Knowledge sharing

An individual — actor — can acquire the knowledge to carry out his task
through knowledge sharing and through knowledge transfer. Often, the
terms knowledge sharing and knowledge transfer are used interchangeably.
However, the difference between knowledge sharing and knowledge trans-
fer is the direction of the knowledge exchange. In knowledge sharing,
knowledge is exchanged in both directions, whereas in knowledge transfer,
knowledge is exchanged in one direction, from the “knowing person” to
the “not (yet) knowing person”. This section is limited to discussing
knowledge sharing, because knowledge transfer is a subset of knowledge
sharing. Discussing knowledge sharing already involves many aspects of
knowledge transfer.

In knowledge management literature (Carlile 2002), knowledge sharing
is often discussed at the level of the team or organization. Knowledge shar-
ing is rarely discussed in direct relation to individuals who utilize this
knowledge in order to fulfil tasks. Most articles relate knowledge sharing
to communities of practice, intrinsic motivation, trust, etc., and not to the
operational level, i.e. a task that has to be carried out. Carlile (2002) forms
an exception to this tradition; he describes a model of knowledge transfer
from one actor to another related to the task that has to be carried out.

Several scholars used Shannon and Weaver’s (1963) communication
model (see Cijsouw and Jorna 2003) to model knowledge sharing. In these
models actor I — the “knowing person” — sends a “knowledge package” from
its own knowledge repertoire through a medium to actor II — the not yet
“knowing person” — who receives and interprets the “knowledge package”
and incorporates this “new knowledge” into his own knowledge repertoire.
Perhaps actor II utilizes this knowledge to carry out a task. The incorpora-
tion of knowledge to an actor’s knowledge repertoire is a form of — as Boden
called it — P-creativity.

Using this knowledge sharing model, five possible thresholds can be
identified. First, actor I may send the “wrong” knowledge. Second, actor I
may not send any knowledge at all. Third, the medium — often related to
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the knowledge type as we argue in section 4 — may be insufficient, that is,
the “knowledge package” does not arrive at actor II. Fourth, actor II may
not recognize the “knowledge package” and ignore it. Fifth, actor II may
interpret the “knowledge package” incorrectly. It is possible that in case of
knowledge sharing some feedback mechanism may inform the actors on
the success of the knowledge exchange. In case of (the one-directional)
knowledge transfer, no possibility for feedback exists. Hence, knowledge
transfer has in general a higher risk of failure than knowledge sharing. If
knowledge, individuals and tasks are not the primary focus of attention,
management often misses these thresholds.

Knowledge utilization

We argue that knowledge utilization should be the central task for all indi-
viduals, because only this knowledge task directly contributes to the reali-
zation of innovations. For this reason, it is surprising that the knowledge
management literature seems to accept the utilization of knowledge as
beyond its scope. How knowledge utilization occurs is not discussed. The
mechanisms of utilizing knowledge into action have been studied in psy-
chology, for instance with respect to decision-making, or problem solving.
It assumes that persons perceive something and act based on this percep-
tion; a perception-action link exists. In a decision-making perspective, all
behaviour/activities are results from a person’s decisions. Unfortunately, in
knowledge management and innovation literature here the further elabora-
tion or operationalization of knowledge utilization stops.

2.3.3 Conclusion: the overlap between the two case studies
and literature

In the two case studies, we showed the problems with regard to the man-
agement of knowledge in innovation processes. Neither individuals, nor
the perspective of tasks are taken into account. The interpretations of the
cases are in line with the omissions in the innovation, project, and knowl-
edge management literature.

In the innovation management literature, we found the following. First,
innovation management lacks a special attention for knowledge. Second,
the individual often is not the unit of analysis with the exception of roles,
personality traits and related activities. Knowledge creation, utilization,
and sharing are not included as one of these activities. Three, innovation
management lacks consent on the layout and phasing of innovation
processes.
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In project management, i.e. the management at the work floor level of
the innovation process, we found that (a) WBS lacks an attribution of
knowledge needs to tasks. For this reason, (b) tasks cannot be decomposed
into knowledge tasks: knowledge creation and knowledge sharing are not
explicitly included in the WBS plan. (c) The OBS cannot allocate roles, or
persons, to tasks based on a match between their knowledge and the tasks’
knowledge needs. This is due to the lacking attribution of knowledge
needs to tasks in the WBS. From a knowledge perspective, (d) the WBS
and OBS cannot be optimized if they are not planned iteratively; only then
a person’s knowledge and the knowledge need of the task can be taken into
account.

In our evaluation of knowledge management (see section 3.2.), we
found five reasons why current knowledge management methods cannot
be directly applied to the management of innovation processes. First, too
much variety in classifications of knowledge content and knowledge types
exist. Second, the unit of analysis is either the team or the organization, not
the individual. Three, knowledge management itself is ill-defined. Four,
current knowledge engineering methods treat knowledge as static. Five,
knowledge creation is studied from an interactionist approach at the organ-
izational level that does not adequately take into account how individuals
create knowledge. Furthermore, we identified five thresholds in knowledge
sharing based on the Shannon and Weaver communication model.

From the various reviews, we can infer common causes why current
knowledge management, innovation management, and project manage-
ment methods and tools are difficult to use to manage knowledge in inno-
vation processes. In combination with the analyses of the case studies, we
reformulate the causes as five omissions. They are:

1. The individual who carries out a task is not the unit of analysis. The
organization and the team are the units of analysis.

2. Project management methods do not look at knowledge. For this rea-
son, WBS and OBS plans are not based on all relevant criteria.

3. No method or tool supports management to obtain insight in the
knowledge repertoire of the involved individuals.

4. Knowledge creation is studied from an interactionist approach at the
organizational level. This does not take into account the dynamics of
individuals who create knowledge and the dynamics of knowledge
itself.

5. The variety of classifications of knowledge content and especially
knowledge types/forms are not suitable to model knowledge creation.
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2.4 The Semio-Cognitive Framework

We believe that the absence of an individual, knowledge, and task orienta-
tion is systematic in the management of innovation projects. We also be-
lieve that organizational semiotics can overcome these deficiencies for the
following three reasons. First, information and knowledge exchange be-
tween individuals is in terms of signs and symbols. Second, the knowledge
itself that is created individually or collectively in the early phases of the
innovation requires the production of signs, whether it concerns words,
pictures and sketches, or mathematical symbols. Third, an organization
whether it concerns an R&D unit or a small innovative group, is itself the
cause for as well as the consequence of the production and exchange of
signs. Organizational semiotics as the study of signs and sign understand-
ing in an organizational context can deal with knowledge creation and
knowledge production by individuals in innovation projects. We will illus-
trate the relevance of organizational semiotics by describing a semiotic
framework that we develop for the study of innovation projects.

The framework starts with and uses the individual as the unit of analysis.
The framework derives ideas and concepts from the knowledge and business
process models in CommonKADS (Schreiber et al. 2002) and from the
metaphor of the information space (Boisot 1995). The cognitively oriented
framework is intended to work as an additional tool for the management of
knowledge in innovation processes besides the current innovation, project,
and knowledge management methods. This (semio)-cognitive framework
looks at individuals as human information processing systems. Humans as
cognitive systems create, share, and use all kinds of knowledge.

The framework is an information processing and task model that pro-
vides the possibility to plan and follow the knowledge that individuals use
to carry out their tasks. In this framework, we can also use the classifica-
tions of knowledge content and knowledge types. We believe that these
classifications are best suited to grasp the dynamics of knowledge at the
individual and inter-individual level.

2.4.1 The business process model

In the framework, business processes consist of tasks. These tasks consist
of one or more knowledge oriented tasks: knowledge creation, sharing,
and utilization. Only individuals create and utilize knowledge. This is
normally done in interaction with others. Therefore, the unit of analysis is
the individual and his relations. Knowledge sharing involves at least two in-
dividuals. Hence, the relation between the involved persons is important.
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The framework makes it possible to identify the knowledge sharing
thresholds (see section 3.3.2.3), because the knowledge repertoires of in-
dividuals as well as the relations between individuals are included.

To carry out a knowledge task, an individual uses his cognition, his
knowledge repertoire. A knowledge repertoire consists of content knowl-
edge that is presented in a certain form or type.

2.4.2 Knowledge content classification

The framework classifies knowledge content in domains. A knowledge
domain comes closest to a single interconnected cluster of knowledge.
Fields of science are good examples of knowledge domains, e.g. medical
sciences, economy, or sociology. A knowledge domain may consist of
(a combination of) “skills”, “procedures”, “facts”, etc. In the framework,
we do not need this level of detail for the denomination within the knowledge
domain.

Within a knowledge domain, other interconnected clusters may exist.
For instance, in the medical sciences, several specializations exist, such as
ENT (ear, nose, throat), thorax surgery, or orthopedics. If the medical sci-
ences were the starting point, then it would be possible to model the spe-
cializations as subdomains. If the specialization was the starting point, then
the specializations were the domain and the medical sciences could be
modelled as a metadomain. However, we prefer to avoid semantic confu-
sion. For this reason, we only refer to domains. It is possible to adjust the
meaning of a “domain” in the knowledge framework during an innovation
project without a need for relabeling.

2.4.3 Knowledge-type classification

The framework classifies the knowledge types (or presentations) along
three non-orthogonal axes that form a knowledge space: sensory (ranging
from rough to detailed), coded (ranging from weak to strong), and theo-
retical (ranging from concrete to abstract) knowledge. The framework is
semiotic, because all knowledge is expressed in signs and symbols, from
indexes, icons, characters to diagrams and notations. In our types of
knowledge we elaborated upon concepts developed by Boisot (1995,
1998), who uses “codedness” and “abstraction” in his information space.
However, Boisot adds a “diffusion” dimension to form a three dimensional
space. Because the diffusion dimension is beyond the individual level, we
leave it out of the framework.
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Sensory knowledge forms the first dimension in the knowledge space.
Sensory knowledge is the knowledge a person obtains using sensory organs.
The knowledge is as concrete as the event that is interpreted. It is behaviour.
Examples of such knowledge are the smell of spices, or the sound of a bird’s
whistle, or the knowledge of somebody’s face. The first dimension ranges
from rough to detailed sensory knowledge. In detailed sensory more fine-
grained and specific sensory aspects are present. Sensory knowledge
expresses itself often in skills or procedures of behaviour.

Coded knowledge is the second dimension in the knowledge space.
Coded knowledge is the group or category that is formed on top of the
knowledge of a concrete event — the sensory knowledge. Coded knowledge
means using signs; the concrete event becomes a sign. Words, diagrams,
and pictograms are all examples of such codes. Coded knowledge can be
used apart from the concrete event it refers to; it allows the description of a
smell of the spice without the presence of this smell. Coded knowledge
forms a dimension that ranges from weak (picture) to strong (math). The
dimension from weak to strong is indicated by a decreasing ambiguity; the
stronger the code the less ambiguous the transferred knowledge is.

Theoretical knowledge is the structure that can be formed on top of sen-
sory and coded knowledge. All knowledge that reflects a structure,
method, or pattern is theoretical. For example, physical laws are theoretical
knowledge, but ideological or religious coherent structures are theoretical
knowledge as well. Theoretical knowledge can be made visible in asking
and answering “why” questions. This third dimension in the knowledge
space ranges from concrete to abstract theoretical knowledge; concrete
theoretical knowledge consists of small “why-chains”, whereas abstract
theoretical knowledge consists of long and complex chains.

Figures 1 and 2 depict examples of knowledge spaces. Figure 1 is a
static example. In this knowledge space — a snapshot of one moment in
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Fig. 1. Depiction of five individuals (I; to Is) on knowledge domain A at one
moment in time
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Fig. 2. One individual’s knowledge types on knowledge domain a moving through
time

time — the individuals (I;-Is) who are involved in the process at that mo-
ment are situated according to the knowledge types they use to carry out
their tasks. One knowledge domain A is presumed in Figure 1. Figure 2
depicts the conversion through time of the knowledge that one individual
I; uses. The bullets in the space refer to T, to Ts. This conversion is based
on learning or development of 1. First, the individual uses mainly detailed
sensory knowledge (circle; right on 1st axis), then shifts to the use of
mainly strongly coded knowledge (square; behind on the 2nd axis), and at
the third moment (triangle; on top of the 3rd axis), strongly coded knowl-
edge is used in combination with abstract theoretical knowledge. Note that
theoretical knowledge is not used before coded knowledge has been ac-
quired and that coded knowledge builds upon sensory knowledge in this
conversion of knowledge.

2.4.4 Example

The following example is intended to provide a better understanding of the
way the knowledge classification in sensory, coded, and theoretical types
is tightly connected to the creation, sharing, and utilization of knowledge
at the individual level. The example follows a natural path of knowledge
creation to show that the proposed knowledge-type classification is a con-
tribution to knowledge management theory.

If a song is often on the radio (the concrete event), people start to recog-
nize it and eventually distinguish more and more details (utilization of sen-
sory knowledge). If you want to tell persons which tune you are so excited
about, they have to be present during the song; otherwise they will not be
able to hear it. Having heard the song many times you might be able to
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sing it without the stimulus of the song on the radio (another utilization of
sensory knowledge). Then everybody recognizes the song; at least that is,
if you sing it accurately and in tune — if you add enough details.

Learning that this song is entitled “Let it be” and was originally per-
formed by the Beatles provides a label to the tune. Now you can tell other
persons that “Let it be” was on the radio again. Many persons will know
what you have heard. They know this song as “Let it be” by the Beatles — in
this case coded knowledge makes it possible to discuss the event — talk
about it in terms of language codes — without the need of presence if the
song is on the radio, or without having to listen someone’s singing qualities.

The musical score of “Let it be” contains the codes of the song in more
detail: lyrics, instrumentation, melody, and chord progressions. This is
only useful if you are able to read musical scores well. If this is the case,
you can sit down with the “Let it be” score, start reading and then the song
fills your head. If you use musical scores, it is possible to play this song
with other persons; some of them may never even have heard the song, but
because the musical score contains rather unambiguous codes — i.e. strong
codes, or notations — they will play it correctly.

A song consists of various codes: lyrics, melody, chords, chord progres-
sions, and instrumentation. These codes are structured in a certain way;
hence, the song contains “verses”, “choruses”, and “bridges”. This is what
we call theoretical knowledge. These structures can be used to analyse the
Beatles repertoire answering such as “why is the Beatles repertoire popu-
lar”. Software such as hit song science claims to be able to answer this
question using a mathematical pattern in melody, tempo, rhythm, pitch,
and chord progression; if a song lands in one of the four “hit clusters” it
has hit potential.

2.5 Discussion: The Framework and the Omissions

This chapter introduces a framework that intends to better support the
management of knowledge in innovation processes than the current meth-
ods and tools. In the cases described in section 2 and in the current litera-
ture on innovation, project, and knowledge management (section 3), we
identified five omissions regarding the management of knowledge in inno-
vation processes. This section benchmarks our framework with the current
methods using the five omissions as guidelines.

Omission I: The individual who carries out the task is not the unit of
analysis. The organization and the team are the units of analysis. The case
studies and the literature review illustrated that the individual should be the
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unit of analysis to be able to manage the dynamics of knowledge, that is
knowledge creation and transfer in innovation projects.

Therefore, the framework takes the individual with his tasks and knowl-
edge as the ontologically lowest unit of analysis. Thus, the framework
eliminates this omission in the current literature. Of course, from the indi-
vidual level the cognitive framework can aggregate to ontologically higher
levels such as the team or the organization. In this case, it is important that
the framework also includes the interaction-relations of the individuals
involved in the innovation process.

Omission II: Project management methods do not consider knowledge.
Therefore, the WBS and OBS plan are not based on all relevant criteria.
The fact that WBS and OBS do not include knowledge, results in impre-
cise estimations of tasks, and duration, among others. Not only does the
cognitive framework include knowledge, it can also be used to plan WBS
and OBS. This means that the framework includes individuals that partici-
pate in the process — relevant to OBS — and tasks that are carried out in the
innovation process — relevant to WBS. Furthermore, it includes the indi-
viduals’ knowledge repertoires, which are used to optimize the WBS and
OBS plan.

The match between the knowledge needs and repertoires determines the
need of knowledge sharing and knowledge creation in the innovation pro-
cess. If the match is optimal, these tasks do not have to be carried out. The
current project management tools and methods do not decompose tasks
into these knowledge tasks because they lack a knowledge view. We be-
lieve that in the practice of innovation projects the unforeseen addition of
knowledge creation and knowledge sharing to knowledge utilization
lengthens the project duration: more unforeseen (sub)tasks have to be car-
ried out in order to realize the innovation.

Omission III: No method or tool supports the management to obtain in-
sight in the knowledge repertoire of the involved individuals: Innovation
processes are divided into phases to give the management anchors for
monitoring the progress. In fact, monitoring is an assessment whether the
ex post criteria of the former phase or the ex ante criteria of the next phase
are present. This assessment determines whether it is allowed to start the
next phase. Knowledge is not a criterion in the assessments in the current
project and innovation management methods.

The framework eliminates this omission because it identifies the knowl-
edge that an individual needs to carry out each task. The presence of this
knowledge — which can be specified in content and type — in someone’s
knowledge repertoire can be added to the task criteria. The framework
supports the assessment whether a person that is intended to carry out a
certain task has knowledge of the right content and type in his repertoire. If
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this is not the case, the management is able to intervene directly at the task
and individual level. Furthermore, the cognitive framework can support the
persons who carry out a task to assess whether the knowledge-related ex
ante and ex post conditions are fulfilled. In this situation, knowledge man-
agement becomes an activity that is spread across all members of the
organization.

Omission IV: Knowledge creation is studied from an interactionist ap-
proach at the organizational level. This does not take into account how indi-
viduals create knowledge: The current literature on knowledge creation
takes an interactionist perspective. It leaves aside that as a start knowledge
creation takes place at the individual level, in fact, inside the individual. This
will often be in interaction with others. Our framework also eliminates this
omission. The framework has the individual as the ontologically lowest unit
of analysis. It takes into account the dynamics of knowledge creation at
the individual (and task) level and — very important — also over time. The
framework allows the observation of the changing knowledge content and
converging knowledge types due to knowledge creation. Furthermore, the
framework models the interaction-relations of individuals. For this reason,
our framework can be used within the interactionist approach.

To create knowledge in a new domain, an individual utilizes knowledge
of closely related domains. The knowledge formed in a newly created do-
main may change from the sensory to the coded and from there to the theo-
retical dimension. However, theoretical knowledge has to be created upon
coded knowledge that on its turn has to be created upon sensory knowl-
edge in the domain (the content) in which knowledge is created. The “cog-
nitive” distance between the knowledge a person already has and the
knowledge that has to be created, indicates the difficulty of the knowledge
creation task; this determines the duration of this subtask to a large extent.

The framework acknowledges that individuals create knowledge in in-
teraction with others. It models the interaction-relations of individuals. Our
cognitive framework can be used to get insight, or even to compare, the
knowledge repertoires of the individuals in these interaction-relations.
Knowledge gaps can be identified at the (ontological) level of individuals,
teams, or organizations. Such gaps are potential problems in the knowl-
edge creation interaction-relation. The management may choose to add
these knowledge creation relations to their monitoring tasks and perhaps
prevent failing knowledge creation interactions.

Omission V: The variety of classifications of knowledge content and espe-
cially knowledge types/forms is not suitable to model knowledge creation:
The knowledge management literature contains many classifications of
knowledge contents and types. The classifications that are used in case of
media/bearers of knowledge content — skills, competencies, assets, and
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domains — do not exclude each other. The framework classifies knowledge
content into knowledge domains. The interconnectedness of the knowledge
content cluster is the only demand for knowledge domains. How these
domains relate to each other is important to determine the “cognitive” dis-
tance. We did not find an objective and reproducible method to determine
the distance between knowledge domains. Hence, the management can only
estimate this distance based on their gut feeling and past experiences and in
the sense that they are experts in the domain.

The classifications of knowledge types often are dichotomies, or ex-
tremes at a dimension. In these cases, a knowledge type shows the tasks
that the knowledge is utilized. These classifications are difficult to use dur-
ing the creation of knowledge.

Our framework classifies knowledge types into sensory, coded, and
theoretical knowledge. This classification is derived, among others, from
cognitive psychology and seems to be a closer fit to the actual creation of
knowledge than the classifications that were found in the knowledge man-
agement literature. Thus, the framework improves the management’s
possibility to model knowledge creation with respect to both knowledge
content and appearance.

In conclusion, the cognitive framework provides the management, as
well as the individuals involved, an innovation process insight into knowl-
edge repertoires. Insight in knowledge repertoires also includes which
knowledge has to be created and transferred by whom to be able to carry
out certain tasks. Knowing knowledge repertoires of individuals and the
knowledge content and type they have to create is an input to WBS and
OBS design that is currently lacking. We believe this provides the man-
agement with good indicators for the duration of knowledge creation and
utilization tasks. With respect to the knowledge transfer task, it is now also
easier to identify the five possible thresholds using the cognitive frame-
work: (1) send the “wrong” knowledge, (2) not send any knowledge at
all, (3) the medium is insufficient, (4) the “knowledge package” is not rec-
ognized and hence ignored, and (5) the “knowledge package” is interpreted
incorrectly.

The proposed cognitive framework makes it easier to monitor the inno-
vation process, because it can be observed who carries out knowledge
tasks at the level of the individual. It emphasizes the individuals’ abilities
to create, utilize, and share knowledge in the team composition. This may
counterbalance the current emphasis in the project management literature
on personality types, which is about roles and not about knowledge.

Currently in innovation management and project management, often a top-
down management approach is applied; the management designs the project
and the employees (researchers) have to carry out their tasks according to the
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design. In the above, we have indicated how our framework can be used in
addition mainly to these top-down approaches. However, the cognitive
framework also gives the opportunity to introduce a bottom-up approach in
the management of innovation processes for two reasons. First, the individual
is better capable of assessing his knowledge repertoire than anybody else.
Hitherto, it is impossible to identify the knowledge content or types one has
without the cooperation of this person.

Secondly, the framework may prove to be valuable in a network per-
spective on innovation management, because it gives the opportunity to in-
clude the content of the nodes (the individuals) in the network. In using the
framework, the content of a node is modelled as a detailed knowledge
(mind) map of an individual, team, or organization. A combination of a
network approach and the cognitive framework might prove an interesting
direction for future research.

Although the two conceptual directions of bottom-up and networks we
identified are relevant, we believe the research on knowledge in innovation
really also lacks empirical data at the level of the individual and the task.
Using the cognitive framework, we have carried out longitudinal empirical
studies for a 2-year period in four medical device development projects.
These projects involve individuals from various disciplines employed by
various organizations. The first project is in the design and prototyping
phase. It aims at developing a voice prosthesis that should support laryn-
gectomized patients. In the second project an intravascular oxygenator is
developed. This project is currently in the transfer phase from university to
industry. The third project aims at the introduction of an organ perfusion
system to the market. It is also being transferred from university to indus-
try. In the fourth project, a heart-assist device is designed. A start-up com-
pany carries out all the development of the device, the animal studies, as
well as the clinical studies. The results of these empirical projects (also see
Cijsouw 2006) strengthen our belief in the cognitive framework for inno-
vation and knowledge management. Knowledge must be assessed and not
just as another kind of resource. It is the input, throughput and output of
innovation, it is dynamic and it is cognitively bounded.
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Abstract

A methodology is presented to improve management projects which involve
a project/subcontractor relationship and a shared resource. The project is
viewed as an information system where the actors’ main activity relies on
accurate negotiation in order to succeed. The methodology is based (1) on
the use of a discrete event-based simulator which takes into account features
of a cooperation policy as an input, and (2) on a model of the negotiation.
This model is built on the semiotic inspired notion of viewpoint which en-
compasses several essential features of the negotiation, and in particular: the
actor, what the actor is interested in, and in what conditions. An algorithm is
sketched to design a cooperation policy: It relies upon an iterated process
that feeds and manages the simulator along the negotiation taking into
account the viewpoint-centred analysis of the results of past simulations.
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3.1 Introduction

When facing a highly competitive market place, companies must focus on and
be specialists in their core business. In such a context the number of suppliers
and the number of subcontractors tends to increase. Then the realization of
some strategic tasks is often ordered to specialized subcontractors [19]. The
project managers thus aim at creating reliable partnerships, ideally within a
strongly cooperative relationship. Suppliers and subcontractors should be
motivated by a mutual interest in such cooperative attitudes. Unfortunately,
the project decision-makers often lack tangible arguments. We have explored
a pragmatic approach based upon the development of a simulator dedicated to
the testing and evaluation of different cooperative decision-making strategies.
In this chapter, we study the designing of a cooperation strategy: a semiotic-
based notion of viewpoint is used to consider the cooperation strategy as part
of the information system made up by the different actors of the cooperation
who use the simulator.

After a state of art (section 3.2), we present our own analysis of the co-
operative subcontracting relationship within a project supply chain and the
simulator that has been built: the idea is to simulate and measure the per-
formances of more or less cooperative policies (section 3.3). Then we
sketch a viewpoint-centred methodology to design the cooperation policies
(section 3.4).

3.2 State of Art

Project management literature refers to numerous methods presented in the
field of project planning and scheduling: project scheduling in make-
to-order organizations, deterministic scheduling with resource constraints,
resource constrained project scheduling problem (RCPSP), etc. The reader
should refer to surveys and reference books, e.g. [7-9, 21]. Nevertheless,
project/subcontractor cooperation has not yet been widely studied. Yet, as
far as the project is considered as part of a project supply chain collabora-
tion, “... effective collaboration and information sharing are the prerequi-
sites for project supply chain members to succeed” [14]. Due to complexity,
most researchers have used qualitative analysis based on quantitative models
and concepts drawn from manufacturing management and operation man-
agement literature [11-13, 20].

In the field of technological system design and business process improve-
ment (software development process), “the development of complex systems
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invariably involves many stakeholders who have different perspectives on the
problem they are addressing, the system being developed and the process by
which it is being developed” [10]. To represent and analyse these different
perspectives, viewpoint oriented approaches have been proposed [3-5, 10,
15]. These approaches mostly focus on the software development process
modelling and inconsistency management [16, 17]. Viewpoints are also used
in enterprise architecture and modelling studies. Frameworks are proposed in
order to classify and position the various architectures. Computerized plat-
forms, “which supports the definition, generation, editing and management of
architectural views” [18] specified by viewpoints are provided to the archi-
tects. Moreover, viewpoint analysis has been applied to the field of concur-
rent engineering to support team interaction throughout the enterprise [6].

Our study of the state of the art points out on the one hand that few stud-
ies exist about cooperation in the project supply chain, and further designing
cooperation policies within a project supply chain, though it appears to be
one of the most important factors influencing performance of the chain. On
the other hand, the “software engineering community appears to have
accepted the need to articulate and manage multiple views in the software
development process” [10] as well as the enterprise modelling community
needs to manage the inherent complexity in enterprise architecture: view-
point approaches and frameworks have then been proposed. Viewpoint-
centred approaches have been mostly investigated in systems designing and
software development or enterprise modelling when many stakeholders are
involved within a single enterprise. In this chapter we aim at evaluating the
interest of viewpoints to design cooperation policies between actors belong-
ing to different enterprises of a subcontracting relationship within a project
supply chain.

3.3 Cooperative Subcontracting Relationship:
A Simulation Approach

3.3.1 Process analysis

In order to improve the intelligibility of the decision-making process, we
have studied industrial cases involving a resource centre specialized in
aerodynamics: ONERA-Fauga is a specialized centre in aerodynamic test-
ing facilities. The central resource is a compressed air system and an array
of industrial wind tunnels. Each year different projects used to schedule
their aerodynamic tests in this centre. One of the case studies concerns
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Airbus and ONERA-Toulouse. Two projects use this strategic resource in
their activities in order to test and validate acrodynamic models.

The resource reservation process

The resource belonging to the subcontractor is shared between two projects.
So each project manager has to schedule the tasks of his project according to
the time-slots available for this external resource: these time-slots are called
the time windows.

When scheduling his testing tasks, each project manager — i.e. from Air-
bus and from ONERA-Fauga — mainly relies on the current state of his
activities, and especially on his current schedule. He specifies his require-
ment on this basis before contacting the subcontractor (ONERA-Fauga). A
more or less formalized dialogue is then initiated between the two project
managers in the framework of the project/subcontractor relationship. Each
project manager has working knowledge of the needs, capabilities, and
communication strategy of the partner. The dialogue ends up with the reser-
vation of a time window (see Fig. 1). Then each project manager integrates
the time window in his own schedule which is modified accordingly. The
quality of the cooperation in the project/subcontractor relationship is directly
related to the quality of the information transmitted by the project managers:
it obiviously depends on how information is used by both of the project
managers.

The updating process

In this kind of medium time term project, the reservation is only provisional
and set up far before the realization of the task, i.e. several months before.

Project

Time-windows resource

Reserved time windows
(other projects) —» Project constraints

Fig. 1. “Time windows” resource
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During this period, perturbations occur whose impact on the activities of
each project manager can be severe: these perturbations can invalidate the
time window originally reserved. These time windows must be brought up
through a process of updating that runs until the final execution of the task.
Both project managers interact during this period in order to maintain valid
time windows. If needed, the reservation is updated and the schedule is
modified accordingly.

The updating process can be viewed as a series of reservation processes.
The maintaining of the time window takes place periodically, and it de-
pends on the rescheduling period of the project managers, or on demand,
when significant factors impact on the resource or on the project.

3.3.2 A simulation tool

We are interested in determining the “best” policies of cooperation in the
context of a project/subcontractor relationship. Obviously such policies
cannot be automatically generated from a model of the relationship — this
would presuppose that it is possible to define explicitly the optimization cri-
teria which govern the relationship. But such criteria are unknown. So we
propose an evaluative approach that measures the performance of the co-
operation policies chosen by the two actors — the project managers — of the
project/subcontractor relationship. The measurement includes the develop-
ment of a temporal indicator that evaluates the risk factor of a cooperation
policy. The respect of delivery dates is indeed one of the most impacting
factors both in project and resource management. The performance is not
only measured at the end of the initial reservation process but also after
each update of the schedules. In order to perform this evaluation, we have
already specified and implemented a prototype tool which simulates the
dynamics of the relationship between a project entity and a subcontractor
entity. The prototype is based on a discrete event simulation. The idea is to
track the evolution of the project/subcontractor relationship over a given
horizon. The targeted users of the simulator are a project manager and a
decision-maker in charge of the subcontractor resource. It relies on a triple
model: a model of the project, a model of the subcontractor — the resource —
and a model of the relationship that organizes their interaction — namely,
the reservation and the update of a time window on the resource maintained
by the subcontractor. The users will define the parameters for each of the
components of the model (cf. Fig. 2).



52 P.-J. Charrel and C. Thierry

- )
NS <

R RR————

IL’ — . [ “'i r ]
: (Re-) pl_anmngT AN '| Interpretation Project (Re-) ||
: pcillcy : : policy Planning policy :
| 3

[ — \ ! |
| Communication | “ 1 [ Communication <J '
'r L——policy | | \ policy :

e esy : N Projcct_l\l_lo_dgl _________ K

macroscopic Model

Fig. 2. The main organization scheme of the simulation tool

The simulation tool provides both actors with a means of testing their
policies of cooperation in the context of the time window reservation pro-
cess. In our approach, the notion of “cooperation policy” includes the in-
formation exchanged by the actors and the way information is processed
on both sides, and more particularly the way the information is integrated
into the schedule.

3.4 A Viewpoint-Centred Methodology to Design
a Cooperation Policy

3.4.1 Viewpoint-centred designing

Two key points give rise to the importance of the concept of viewpoint in
cooperative designing: the viewpoint concept is central to two processes, the
process whereby actors who cooperate in the process aimed at designing an
object communicate amongst each other and the process whereby this object
achieves sense [1].
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The act of designing a new object (an industrial system, a software
component, etc.) brings into play a great many technical, organizational,
and financial skills to find solutions to problems such as architecture, tech-
nical constraints, signal transmission, controlling cost prices, managing
and coordinating teams ... over a period that may last for a very long time.
It can be said that all actors contributing one of these skills to the project
has his or her “own” object that must be integrated with that of his or her
partners.

The quality of communications between actors is therefore a first key
point to the project’s success. Indeed, in this cooperation activity, the actors
are exchanging partial, incomplete, and even contradictory information. The
basic idea is to no longer only take into account the representations of the
future “object” but also the object itself, its design process, and the transitory
conceptions by each actor in all their manifold complexity.

The second key point is to take into consideration the sense of the object
and the actors that give this object sense. In this way, the object to be de-
signed and an actor participating in the design project are not isolated enti-
ties: the object gets sense when it is connected to how it is interpreted by
an actor. Any representation of an object is thus subjective and contextual.

This position is conductive to a systemic view of objects, actors, repre-
sentations, and the design process: the object only exists when it has
acquired sense for all the concerned actors. The object’s sense is then also
the result of the designing process of the object.

Let us take the following toy example [2]: designing a new car (cf. Fig. 3).
Two actors a and a’ decide to design a new car. The designing process cre-
ates an information system the kernel of which are the actors @ and a'. Let
us sketch the designing process. At first designer ¢ communicates his con-
ception — idea — to the other designer a' by means of an expression e,
which is made of words. Now a' receives message e from actor a as she
conceives it as an expression e’ which denotes a conception ¢’ of her own.
Then a' sends back this expression e’ to a in order to verify his understand-
ing of a's conception. e’ denotes another conception ¢” for a. Now, for a, if
¢ = ¢", a mutual understanding is reached and the design is successfully
achieved. If not, the communication goes on between designers a and a'
until agreement is reached on the identity or no mutual understanding.
When an agreement is reached, it relates to the sole expressions, the con-
cepts remain individual.
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Conception ¢ Conception c" Conception ¢
L oam e
O O
O
e'= little °
) e = nice car LL/\
Designer a' Designera

Fig. 3. Two designers, a and a’, with their own conception (idea) ¢ and ¢” of a car

3.4.2 Viewpoint definition

Let V =<4,0,5,E,C,V> be an universe of viewpoints such that

- A=asetofactors a, ay, ..., a;

- O=asetofobjects 0y, 0y, ..., On;

- S=asetof contexts sy, 52, ..., 5j;

- E=asetof expressions ey, ey, ..., €
- C=asetof concepts ¢y, ¢, ..., Ci;

- V' =arelation between 4, O, S, E, and C;

where i, j, k, [, and m € N.

Accordingly, the universe of viewpoints is a Cartesian product

V=AxOxSxExC.

A particular viewpoint is then denoted as V(a,0,s,e,c). Geometrically a
particular viewpoint can be described as a hexahedra having five vertices
and nine edges between them [2, 3] (cf. Fig. 4).

actor a

expression e concept ¢

context s

Fig. 4. A viewpoint as a geometrical hexahedra
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actor a

expression e/Nconcept ¢

situation s
object
signifier o signified
symbol content
sign expression ———————————— concept o0 image

interpretant

Fig. 5. Viewpoint with semiotic triangle

3.4.3 Semiotic interpretation
Viewpoint

A viewpoint comprises Peirce’s sign triad [3], the actor, and the situation:
who produces the sign and in what conditions the sign is produced (cf.
Fig. 5).

Subrelations inside a viewpoint

Among the subrelations, we distinguish those which imply concepts and
thus carry on sense, the meaningful subrelations, and those which do not
implicate concepts, the meaningless subrelations. Here are interpretations
of some of the subrelations involved in a viewpoint.

Meaningful subrelations

I(a,s,c): “idea” relationship, for instance the starting point of designing
where a has a concept ¢ in a context s

C(a,s,c,e): intentional expression of the idea by a

S(c,e,0): semiotic sign triangle (Peirce)

W(a,0,s,e,c): extensional expression, a viewpoint here

Meaningless subrelations

E(a,s,e): communication of expression e by designer a in situation s
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Design process

The design process itself can be observed as a series of transitions and
transformations between meaningful and meaningless subrelations. Two
levels of observations can be put forward: the individual level of each actor,
and the general level of the collective designing process.

Individual designing process schemata
I(a,s,c) 2 conceptualization 2 C(a,s,c,e) 2 objectivation 2 V(a,0,s,e,c)

Collective designing process
Ma,0,s,e,c) 2 conceptualization 2 C(a,s,c,e) = communication 2 E(a,s,e)

When an agreement is reached, it relates only the expressions, the con-
cepts remain individual.

3.4.4 Viewpoint-centred cooperative desighing process
principle

Let us use the previous subrelations to describe the designing process
sketched in section 4.1 above between the two actors @ and a .

1- a in a situation s has an idea ¢, i.e.Il(a,s,c)
2- a gives it an expression e, i.e. Cl(a,s,c,e)
REPEAT

3- a” in situation s receives a’s expression e,
a” receives it as e”, i.e. El(a’,s,e"’)

4- a” conceptualizes it as a c¢~,
i.e. I2(a,s,c”) ¢ C2(a”,s,c”,e")

5- a” communicates, in turn, her expression e~
to a.

6- a receives a’’s expression e as an expres-
sion e", i.e. E2(a,s,e") which designer a has to
conceptualize as I3(a,s,c") < C3(a,s,c",e")

7- a compares conception c¢”" with ¢, whether
Il1(a,s,c) 1s similar to I3(a,s,c") or not.

8- IF ¢ is similar to c"

THEN an agreement is reached (¢ is similar
to c’)

ELSE
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a has to adjust and communicate his con-

ception to a” by means of expression e ,

a' conceptualizes the received expression
e’ """, I4(a,s,c''"),and compares it to her own
earlier conception I2(a,s,c”).

UNTIL the similarity between the conceptions is
reached, or a and a' decide to stop designing

3.4.5 Cooperation policy

We define a cooperation policy as the instantiation of actors’ policies and
behaviours among a set of potential policies and behaviours. In a first step,
we focus on a set of potential policies and behaviours of the actors and
some properties of the relationship between the two actors which are im-
plemented in the simulator.

The relationship is characterized by the strength position between the
two actors.

Project behaviour
It is characterized by:

- The information reception behaviour, i.e. the interpretation of the
information provided by the subcontractor;

- The project planning/replanning policies;

- The communication behaviour, i.e. transmission of data to the sub-
contractor;

- The degree of uncertainty pertaining to the project and likely to gen-
erate hazardous events.

Subcontractor behaviour
It is characterized by:

- The subcontractor planning/replanning policies;

- The communication behaviour, i.e. transmission of data to the pro-
ject manager;

- The degree of uncertainty pertaining to the resource and likely to
generate hazardous events.

3.4.6 Cooperation policies and viewpoint definition

As far as a cooperation policy is concerned the universe of viewpoints can
rely upon the following instantiation:
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- A = {subcontractor decision-maker, project decision-maker, tool
designer}

- O = {actors policies and behaviours, relationship characteristics}

- §= {moment-place}

- E = {speaking language, parameter choice, algorithm, mathematical
model}

- C = {confidence, temerity, taking the other actors constraints into
account, relaxation of one’s own constraints}

- V=arelation between 4, O, S, E, and C

Examples

Here are three examples of viewpoints met in a cooperation policy:

1.<
Actor: subcontractor decision-maker
Object: relationship characteristics

Context: {24/06/05, ONERA}
Expression: {tool parameter concerning the position of strength in the
relationship: ST>PJT)}

Concept: {the subcontractor is in a position of strength}
>
2.<

Actor: project decision-maker

Object: communication behaviour

Context: {24/06/05, ONERA}

Expression: {tool parameter concerning the communication behaviour:
0%}

Concept: {very confident in the project planning policy}
>

3.<
Actor: simulation tool designer
Object: project behaviour

Context: {4/06/05, ONERA}

Expression: {Mathematical model: the “possible time windows” ¢,
which are considered for the planning process are computed according to
the transmitted time windows by the subcontractor}

cp, = UlEp, . 5p! ] (1)

ye[],m]

with
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Ep, = f(4,.,4,,B,..,B,,50%) 2)
Sp, = f(Ayses Ay, Byseery B, ,50%)
Concept: {the project manager is very suspicious: overestimation
(50%) of the free time windows is suspected}
>

3.4.7 A viewpoint-centred method for cooperation policies
design

A viewpoint-centred method can be defined in order to design a “good”
cooperation policy and to update the parameters of the simulation tool. The
following algorithm summarizes this method:

REPEAT
The subcontractor expresses a set of viewpoints
The project expresses a set of viewpoints

Construction of an experimental design
(N cooperation policies i.e. N combinations of
viewpoint expressions)

IF the cooperation policy can be tested with the
simulation tool

THEN Evaluation with the simulation tool
ELSE

The tool designer expresses his viewpoint on
the concerned object (which expression cannot be
tested)

Confrontation of the different viewpoints in
order to express a new behaviour or policy

Re-design of the simulation tool with the
integration of the new expression

UNTIL both actors are convinced of the cooperation
policy

Figure 6 illustrates this algorithm.
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(Y
h o Viewpoints expression

------ (23 Cooperation policy
(to be evaluated)

Viewpoin{s expression

Cooperation policy
(to be implemented)

Re-desigp of the
simulatign tool

Fig. 6. The viewpoint-centred design of the cooperation policy

3.5 Conclusions and Future Research

We have presented in this chapter a methodology that aims at improving
management projects based on a relationship project/subcontractor and a
common resource. In our approach such a project is viewed as an infor-
mation system where the main activity of the actors relies on accurate
negotiation in order to succeed. The methodology is based upon the use
of a first stage discrete event-based simulator which takes into account
features of a cooperation policy as an input, and on a second stage model
of the negotiation that relies upon the semiotic inspired viewpoint notion.
The main interest of the viewpoint notion is that it takes into account
several essential features of the negotiation: the actors, what they are in-
terested in, and in what conditions. An algorithm is sketched to design a
cooperation policy: it is based upon an iterated process that feeds and
manages the simulator along the negotiation by means of a viewpoint-
centred analysis of the results of past simulations.

The method will be applied in the context of the cases already used to
evaluate the simulator.
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Abstract

In this chapter we examine how a semiotic approach of risks can be pro-
posed and how the concept of affordance can be adapted to such a goal.
We are reminded of the primitive notion of action and its close relation
with risks. Perception issues are examined in order to make clear the rela-
tion between the concepts of action and of affordance. It turns out that the
affordance concept does not belong to the primitive action paradigm and
a risk cannot be entirely described as an affordance. A multi-viewpoints
semiotics offers a convenient framework for defining a risk as a semiotic
concept. We examine the question of managing risks in the special case of
the Rosetta long-duration mission to prevent uncontrolled knowledge evo-
lution. It appears that managing risks of knowledge evolution should be
based in this case on the combination of text-mining techniques and organ-
isational arrangements.

Keywords: multi-viewpoints semiotics, affordances, risk management

4.1 Introduction

The complex character of the organisation of large projects gives a new vi-
sion about the risk notion. If we consider for instance the risks of material
or corporeal damages in large projects, two different approaches exist. The

65
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first one is called the High Reliability Approach. It considers that accidents
can be avoided provided good organisation and good management are im-
plemented. The other approach is called the Normal Accident Theory. It
considers that accidents are inevitable in complex systems. Here complex
system means a system of behaviour which cannot be explained by only
one point of view or theory but requires several viewpoints in order to
understand it.

In this chapter we will try accordingly to argue that risks are not only
inevitable but also necessary to better apprehend the technical objects which
are designed or used in such contexts. Instead of being a sign of ignorance,
risks correspond on the contrary of what is usually defined as a piece of
knowledge. The impression of being in front of a paradox stems from the
fact that knowledge is usually associated to a positive element although a
risk often appears as a limit beyond which it is dangerous to venture.

However one motivation in this chapter is to examine the concept of
affordance and how it can deal with the question of risks. This examination
leads us to study the primitive notion of action and its close relation with the
risk notion. In order to support this programme we refer to philosophers of
action and of perception (B. Saint-Sernin, M. Dufrenne, and M. Pradines)
and of course to J.J. Gibson. Ideas have a history. Their novelty does not
change that fact. Referring these ideas to older ones that we ignored or for-
got could be a way to perceive the true originality of the new ones. We hope
that the reader will forgive us for long quotations of authors who are usually
ignored by the usual audience of organisational semiotics, but whose works
belong to that history of ideas. This chapter’s plan is as follows:

- We first consider the genesis and the unity of the primitive concept

of action.

- Then we evoke M. Pradines’s conception of action. M. Pradines
proposed a view of the sensation concept which both agrees with
the notion of action we present and is close to the approach of
J.J. Gibson for perception.

- We then analyse the perception theory of J.J. Gibson and its relation
with action.

- We show how J.J. Gibson and the organisational semiotics derived
the concept of affordance from perception ideas; and how they devi-
ate from the action primitive paradigm from where they stemmed.

- We analyse to what extent a risk can be considered as an affordance.

- We examine the concept of risk within a multi-viewpoint semiotics.

-  We end our chapter by examining the special case of risks of
knowledge evolution in a long-duration space mission such as the
ESA’s Rosetta Mission.
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4.2 Action and perception

4.2.1 Genesis and unity of action

According to Bertrand Saint-Sernin “there is an action if and only if one or
several persons by their behaviour bring about a modification of the out-
side world. A project or an intention which remains in the form of an idea
does not constitute an action. It only constitutes a thought. However there
is not an action when a change of the outside world is not the result of a
project. If by chance, without any intention I cause a spate of events, it
does not imply that I have performed an action: this is precisely what we
call an accident” (Saint-Sernin 1989, p. 15).

This conception stemmed from the Greeks, first through Homer, then
through Plato and Aristotle. “The inventors of the Greek archetype of ac-
tion understood first that God should not be considered as responsible for
our business and our misfortune. They saw that his innocence coincides
with the freedom of man. They perceived that in order to be applied to
great tasks, this freedom had to be demonic, that is singular, inspired and,
but impersonal and rational. They understood that action had a goal if not
unique at least a privileged one, the safety and the preservation of the
cities, that is politics” (id., p. 10). This conception was then adopted and
adapted by the Judeo-Christian tradition (ibid., pp. 10-14).

This conception of action should be distinguished then from the notions
of gesture or of act. “An action should not be the execution or the repro-
duction of a gesture. Does the pole vaulter who takes a run up for the thou-
sandth time, or the parachutist who throws himself out of the plane for the
hundredth time, perform an action? ... The gesture as such is not sufficient
to constitute an action as far as it illustrates by repeating it a model which
belongs to an established institution. ... What distinguishes an act from a
gesture is that it does not rest on an automatic execution, but implies the
intervention of mind, the application of the whole being to its realisation”
(ibid., p. 20). “One cannot say either that a singular act constitutes in itself
an action: an act has a beginning and a completion. It is datable and deli-
mited. ...An action has often a beginning which is difficult to ascribe and
the incompleteness of it is almost intrinsic” (ibid., p. 21).

“By convention, we will reserve the name of action to enterprises which
extend over time, which involves risks and which produces effects which
are both wanted and unpredicted upon the world. An action necessarily has
initiators, but it has not always ascribable authors, because through the
passage of time individuals hand over to one another.” (ibid., p. 22)

The question of the agent’s freedom that B. Saint-Sernin mentions, in the
classical acceptation of action, needs to be specified. It can appear difficult
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to evaluate this freedom because of the constraints borne by the agents exist-
ing outside as well as inside themselves. Actions appear “only if motives ex-
ist in those who start them and in those that these actions make them move.
These motives are of two kinds ... vanity, ambition, self-esteem or altruism,
quest of good, sense of duty, etc.” (p. 18) “voluntary adherence, agreed obe-
dience, forced submission are mixed in the performance of action” (ibid.,
p- 18). How then can we evaluate the true freedom of an agent?

In order to escape this difficulty, we can alternatively suggest to reduce
this freedom to the quality of an agent who would fully be a man of action,
that is who would fully realise his nature as man of action.

Among the features which characterise the latter, there is an attention
paid to the right moment, the kairos; this practical intelligence in opposi-
tion to the theoretical intelligence, i.e. of the pure forms (ibid., p. 23). A
situation can be seen as either an object of vision or an object of action.
Confusion leads to errors and failures. This practical intelligence is directly
related to the capacity of the man of action to give significance to a situa-
tion while being confronted with things or people.

“The man of action is often the one who reacts towards the known as if
it was unknown and toward the unknown behaves as if it was familiar to
him. In the first case he sees with a fresh eye what others would treat as
too well known; in the second case, he acts with ease towards the un-
known. It is this unity of intention, of inspiration, more than the individual-
ity of the agents which contributes to the consistency of an action.” (ibid.,
p-24)

“The essence of action is characterised by an element which is irreduci-
ble to the well known, the sound and the experienced. Its specificity is pre-
cisely the assumed risk, the desired invention, the accepted unexpected.”
(ibid., p. 24)

“The essence of action is characterised by an element which is irreduci-
ble to the well known, the sound and the experienced. Its specificity is pre-
cisely the assumed risk, the desired invention, the accepted unexpected.”
(ibid., p. 24)

“Rightly or wrongly, the author of a work thinks that he controls the de-
velopment of it whereas the performer of an action knows that he must,
permanently, take support, to go further, in the circumstances. He needs
the bearing forces of the things.” (ibid., p. 23)

While doing so, he solves a problem which is not general and abstract
but specific and concrete and the situation characterised in this way gains a
supplement of identity. The value system from which he gets moral, sym-
bolic and material resources for his action is reinforced and sometime
updated in this occasion. The corresponding competence that he needs to
build the identity of that situation and to use this value system at his dis-
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posal is a semiotic one because that building is a semiotic operation just as
using a value system implies a semiotic competence (see Galarreta 2004).

Moreover, “allowing for an exception, action is always interaction. The
stage on which it is performed is populated by agents whose behaviours
interfere” (Saint-Sernin 1989, p. 25).

Saying that the action consists of semiotic doing of a free agent in situa-
tion of confrontation with other agents, both results from its traditional
conception (as we tried to show it) and also precise its nature.

4.2.2 Pradines’s conception of action

This conception leads us to evoke a philosopher who is today somewhat
forgotten. He developed a theory of perception and a theory of knowledge
in which the concept of action follows the conception we have just intro-
duced. It is Maurice Pradines.!

The definition that Pradines gave of an action in his thesis dissertation in
1909, brings to the fore that what he defined as an instinct to reduce the
multiple to the unity (the purest manifestation of which is thought), is a
semiosis operation.

“Any action is a relationship between two things, that which acts and that
which undergoes the action. If there is, in this relation a mystery, it is the
universal mystery, given in any phenomenon; we do not acknowledge an-
other in the phenomenon of thought. To live, in particular, is to undergo
actions in the form of multiple impressions, and to re-act, to preserve our-
selves against them or by their means. Therefore the simplest life already
presents to us both the opposition and the interdependence of a sort of living
unit and a living multiplicity, the former trying to reduce the latter: this
effort is only the very instinct of living. We believe the act of thinking is
simply the highest form of this instinct; the effort of the thought to reduce
the multiple to the unit is the most perfect demonstration of the need which
animates one to preserve oneself against others. We believe that this effort
constitutes any thought, which leads to the following: there is only one
category of mind, the unity, and any thought is, basically, mathematics or
rather arithmetic; consequently there exists, no difference as for the opera-
tion of the mind, between the laws of the physics and the principles of
mathematics; any knowledge is synthesis, any synthesis is empirical, one
can find the perfect necessity in syntheses of experiments, and one cannot

! Maurice Pradines (1874-1958). He was thesis director of Emmanuel Levinas
in 1930. Further information on his philosophy of sensation can be found in
(Guendouz, 2003)
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find it out of these syntheses, since one can think only by their means.”
(Pradines 1909, p. 26)

Let us remember that there too the conception of the action which is pre-
sented conflicts with another conception of the action as one distinguishes it
from intelligence or thought: either conceived like an order of faculty differ-
ing radically from the representation and opposed to this, or conceived as
being what surrounds intelligence, preceding and preparing it, following and
transcending it (see article action p. 20 in Lalande 1985). In this conception
the thought operates on “mental” representations whereas in the other con-
ception (that of Pradines) the mind tries to reduce a gap between inside and
outside, “a kind of living unit” trying to reduce “a living multiplicity”. In
this case the operation of the thought does not require any more a priori
mental representations since it “externalises” partly the resources which
enable it to be exercised. It is important at this point to remember that in its
recent developments, semiotics of the discourse insisted on the fact that “the
signification supposes ... a world of perceptions, where the proper body of
the operator (sensitive envelope) by taking a position in the world, installs
two macro-semiotics (the natural language and the natural world) and whose
border can always move, but which have each one a specific form ... the sig-
nification is thus the act which joins together these two macro-semiotics, and
this, thanks to the proper body which has the property to belong simultane-
ously to two macro-semiotics between which it takes a position” (Fontanille
1998, p. 35). “Semiosis is proprioceptive” (id., p. 41).

4.2.3 A semiotic definition of action and how it relates
to the risk notion

Let us sum up what we have set out. We have explained the concept of ac-
tion that stemmed from Antiquity which is characterised by the freedom of
its agents. This condition implies that action is a semiotic doing or more
precisely that the action consists of a semiotic doing of a free agent in a
situation of confrontation with other agents.

Pradines’s conception of perception rests also on a semiotic concept of
action (even if it addresses the elementary level of sensation).

We pointed out that Pradines’s analysis and recent developments in semi-
otics lead us to believe that perception can exist without pre-existing mental
representations since it rests partly on an externalisation of the resources it
needs. We can maintain the notion of images in the semiotic processes we
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consider, provided we mean sensitive images, i.e. involving the proper body
of an agent, and whose meaning does not exist prior to semiosis.

Therefore following Pradines we can complement the above definition
of action in the following way as:

Thinking without mental representation but with sensitive images which
consist in a semiotic doing of a free agent in situation of confrontation with
other agents and the outer world.

Conversely, does any semiotic doing performed agent in situation of con-
frontation with other agents and the outer world correspond to an action?

To be more specific let us take a simple example. Can we consider that
an individual reading a text is performing an action in the usual accepta-
tion of it? Do I perform an action by reading an Agatha Christie’s novel?
I certainly perform a semiotic undertaking but not an action in the usual
acceptance of the term. Therefore any semiotic task is not an action. One
can point out that this reading situation is missing confrontation with other
agents. But this in turn leads us to specify the confrontation notion we
implicitly use: indeed reading a book implies being connected to a socio-
cultural group. Therefore confrontation with other agents is not necessarily
a connection with other agents. What does connection miss? In order to
give a hint let us imagine our reader reading a handout forbidden by the
police (in a totalitarian society). Reading in this case implies risk taking.
Let us remark that: the intensity of the risk of reading a forbidden message
is not so much related to the handling of a forbidden handout as to the ad-
herence of the reader to the criticisms of the text. If I am unable to read it
or if I totally disagree with its content, the risk of my reading would appear
to me to be less serious.

A man of action is someone who takes risks. He can take risks either by re-
acting to outside actions or by refusing to react to these actions. In both cases
the significance of the adopted attitude by the agent includes its risk compo-
nent. The presence of a risk will be experienced all the more intensively since
the agent is more decided in performing the corresponding action.

Similarly we can postulate that the expanse of the risk component will
be experienced all the more clearly since the agent is more decided to per-
form the corresponding action. The risk component is the collection of
individual risks that are experienced when an action is undertaken.

In fact the characterisation of a semiotic doing as an action is all the more
asserted since the risk is more intensively and extensively experienced by
the agent. By adopting this position we make risk a semiotic concept.
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4.2.4 We now show the consequence of this type of thought
and how it anticipates the propositions of Gibson

Pradines is a philosopher of sensation. When he considers sight for exam-
ple, it appears to him that “the eye explores the world by the foveal activity
which is the copy of the activity deployed by the fingers. Sight thus copies
tact” (Dufrenne 1987, p. 22). When he compares feeling to perceiving he
also notes “that instead of causing an immediate and blind reaction, the
impression exerted on an organ expresses a quality. However this impres-
sion ‘matters only by its expressive’ quality; it alerts the living only if the
livings it, only if the living understands the imminence of a defined vital
action, conditioned by the movement of an agent’. In other words even if
this quality correspond to an inner state caused by an organ and a nerve
(cf. Miiller’s law), it cannot be reduced to it: this quality also describes an
object and keeps it at distance. Subjectively, the impression is objectified,
the internal, reaction becomes externalized ... the sensation does not lead
the living to withdraw into itself, it brings the living into the world, and it
informs of the businesses of the world. The sensation means at least that
the living become a subject; it becomes aware of an object apart from him.
Apart from him, should be taken literally: the contact is broken or rather
anticipated, the object is parted from the representation. This representa-
tion is not ‘intellectual’, it informs the subject on what can touch it: ‘what
the sensation represents, is always a possible affection and the object
which causes it’; but it allows the subject to be informed without being
touched. In the word representation, the re means the carving of space, but
it signifies by no means that space is only representation, that conscience
only knows its states. The representation does not suppress presence; it
does not conjure away the world” (id., pp. 23-24).

“The movement cannot be perceived just by itself. Remove the con-
science of the difference, as it results from the contact: you will be able to
preserve the movement but you will suppress its perception.

It is the reason why a homogeneous space is unknowable. ... The concept
of place results from the composition of the movement and of the contact,
and one can see that its origin is very practical” (Pradines 1909, p. 54). “It is
thus the stopping of the movement which creates, for us the sensation of
what is not us. This object (objectum) is situated in a place by definition of
word, but by no means by its nature. This opposition indicates exactly the
place. But the opposition is born from the collision of two actions, and, con-
sequently, the place is a product of the action and by no means an intuition,
neither a priori, nor primitive” (id., p. 55).
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We analyse now the theory of Gibson to show how it rests on a con-
ception of action which is close from Pradines’s and consequently on the
conception initially introduced.

“When light is many-times reflected from an array of surfaces — when it
‘fills’ the environment as we say — it has the unique property that reflected
rays converge to any point to the medium. The objective environment is
projected to this point. If an eye is placed at that point it can register a sec-
tor by the familiar process of the formation of an image” (Gibson 1958,
p. 183). The rays converging at this point will have different intensities
(and frequency compositions) in different directions, and they constitute
what is termed by Gibson, an optic array.

Gibson made several points that play an important role in our argument.

He remarked that: “we have generally believed that only the focused light
constituting the retinal image excite the receptors. But physiological concep-
tion of the stimulus has been a source of paradox and confusion in psycho-
logy. In fact it does not apply. The image is a stimulus for an eye, which
responds first by focusing it. The image is no more than a response-
produced stimulus. A retinal image is not a thing with definite boundaries in
any case. The retina continually moves behind it, with both large and small
incursion, so as to bring the fovea to different bits of details” (id., p. 184).

Let us call this remark “a solution to the elementary sensation/perception
dichotomy issue”.

Then he argued that an eye of an animal is not only sensitive to static
patterns but also to the flow patterns when this animal is in movement rela-
tive to its environment. This ability makes a new sort of kinaesthesia (i.e.
sensitivity to different kinds of motion) possible, which he defined as a
visual kinaesthesia:

“An eye is a device which registers the flow pattern of an optic array as
well as the static pattern of an array. Conversely, such a family of continuous
transformations is a stimulus for an eye. There are quite specific forms of
continuous transformation, and the visual system can probably discriminate
among them ... This mode of optical stimulation is an invariable accompa-
niment of locomotive behaviour and it therefore provides ‘feedback’ stimula-
tion for the control and the guidance of locomotive behaviour. It might be
called visual kinaesthesia.

The last assumption asserts something like an unrecognised sense of
modality. Visual kinaesthesia is, of course, supplementary to the recog-
nised mode of proprioceptive kinaesthesia. It differs, however, in several
ways. Firstly, it seems to provide information about movements of the
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animal relative to the environment, not about movements of parts of the
body relative to other parts, as the muscle-sense does. Secondly, it seems
to provide information about displacements rather than information about
acceleration and gravitation forces, as the vestibular sense does. Thirdly,
the displacements registered have reference to the stable solid surfaces of
the environment; displacements with reference to the medium of air or
water, in the case of flying or swimming animals, are given only by proprio-
ceptive kinaesthesia. Kinaesthesia has long been defined as the sense of bod-
ily motion ... It depends on the sensitivity of the receptors in the muscles
and joints to compression, on the sensitivity of statocyst to force, and also to
the sensitivity of the skin to deformation. Visual kinaesthesia depends on the
sensitivity of a retinal mosaic to an overall change of pattern.” (ibid., p. 185)

At this point we will emphasis the fact that visual kinaesthesia combines
at least a visual stimulation with a locomotive expense and effort.

“Animals make different kinds of locomotive reactions to different objects.
They approach food or shelter, they avoid obstacles, they pursue prey and
they flee the predator. These are discriminative reactions and they require a
different kind of stimulus-response theory than do the control reactions here-
tofore considered. We must now consider actions which are specific to those
features of the optic array which do not change during locomotion rather than
those which do. Such features of stimulations are not response produced and
the responses are not circular. In such behaviour the S-R linkage is between
permanent entities of the environment and acts which are appropriate to
them. The distinction between an S-R theory of control reactions and an S-R
theory of identifying reactions is important for behavioural theory. It is true
that an automaton can be designed which will aim at, approach, and pursue a
pre-set target (as witness military missiles) and that no automaton has yet
been designed that will recognize targets appropriate to its own needs (apart
from its designer’s) and act accordingly. But it would be wrong to categorize
the first kind of reaction as automatic and the second kind as voluntary.
This dichotomy is as pernicious as the one between sensory and perceptual
processes. The true distinction is probably between the properties of stimula-
tion which vary over time and those which do not.” (ibid., p. 190)

Let us here underline the “S-R linkage is between permanent entities of
the environment and acts”. As in the solution to the elementary sensation/
perception dichotomy issue, where the retina movements permit to avoid the
dichotomy between sensory and perceptual processes, it is internal transfor-
mations of the animal (namely muscular movements to adapt itself to the
“object”), which permit us to escape the “pernicious dichotomy”’.
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4.3 Affordances

“At the origin, the concept of affordance emerged from the works of Gibson
in ecological psychology. The concern of this author was how to account for
the sophisticated adaptation of a living individual either animal or human, to
its environment whatever the size of the brain of certain animals (sometimes
very small) (Gibson 1979). In order to understand what an affordance means
at the origin, one should both leave a perfect dichotomy between an individ-
ual and its surrounding environment and a symbolic vision of the processing
of information.” (Morineau 2001, p. 83)

Besides the interaction of the individual with its environment, the affor-
dance concept offers a non-cognitive approach to the stimuli provided by the
environment. “A solicitation coming from a property of the environment and
having an adaptive value for an individual is perceived in a straight way by
it according to its biomechanics and sensory-motility characteristics. An
affordance is first of all a perception which allows an immediate adaptation
of the individual in the form of an action which takes into account this per-
ception. The integration of the affordance in the perception-action loop does
not need cognitive mediators implying signs the semantics of which would
be stored within a declarative memory” (id., p. 84).

Ronald Stamper introduced affordance in the following way:

“Imagine the agent in a world of flux caused by the combination of his
action and those in his environment. Within this ever changing world, ex-
perience teaches him the value of certain ranges of behaviour within which
certain things are possible. The significance of each of these invariants is
what it allows or does not allow the agent to do. In Gibson’s terminology
each significant invariant represents a state of affairs or situation that affords
or makes possible for the agent some repertoire of behaviour” ... “from this
point of view every object should be understood as a kind of conceptual
shorthand for a repertoire of behaviour that it affords.” (Stamper 1997, p. 36)

We observe that in Stamper’s definition, the invariant is the value or the
meaning of the range of behaviour.

According to Gibson, objects are perceptible by the means of perceptive
actions that perform the subject. More precisely objects are identifiable
thanks to the invariants of transformations caused by these perceptive
actions.

Up to now we have shown how the conception of Gibson fitted the con-
ception of action we have developed above.
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Let us imagine now, the visual perception of a piano in Gibson’s way.
We will agree that it is not sufficient that an object looks like a piano to be
a piano. One will then admit that it is necessary to use it to make music us-
ing its keyboard in order for it to be a piano. But making music is not just
hitting keys. The keyboard must be used in such a way that we recognise it
as music. But this way is not set by any particular individual but by a cul-
tural context. And this cultural context is in no way produced by the acts of
the individual when he is hitting the keyboard.

We will alternatively state that a piano is what permits all the actions
that are allowed by the musical cultural norm. But again in this case there
will not be a production of this norm thanks to the actions of the individual
but to the execution of an action selected within a repertoire of actions
called for in such circumstances.

We can sum up this situation in the form of a dilemma:

Either we retain the definition of an affordance given by Stamper after
Gibson, and decide for instance that the object is indeed a piano for any-
one sharing the same culture provided the object allows any action that is
usually made with a piano. In this case we must admit that a selection of
actions is necessary to achieve the cultural value and meaning of the object
and consequently one is forced to abandon the notion of action we derived
above. This is the case since it amounts to reintroducing even locally, the
distinction between action and thought.

Or alternatively we want to retain strictly the concept of action we de-
veloped. In such an option with must renounce the fact that an object will
be recognised with its usual cultural value and meaning, on the basis of all
the action it affords to someone.

This problem has already been noticed by authors in the study of human—
machine interfaces and more specifically in the design of ecological inter-
faces. However “the application of the concept of affordance to the domain
of work has leads to a significant redefinition of the concept of affordance.
The reason of this semantic evolution seems to be related to a deduction. In
order to elaborate a model of the activity of an operator, it is necessary to
account for the choices he makes among the complex set of information or
affordances that he must face. This drives authors to raise the critical prob-
lem in the theory of Gibson of the selection of affordances among a set of
prompting” (Morineau 2001, p. 84). From these criticisms several solutions
were proposed (see Reed 1993; Vincent and Rasmunssen 1990). These solu-
tions were based on a hierarchy of affordances.

“This organisation into a hierarchy then implies that a few strata of af-
fordances typically considered as finalities constitute abstract elements that
we can consider as possessing a symbolic representation on the cognitive
level. On the other hand, according to the considered strata we obtain a
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dissociation between the rather internal affordances inside an individual
(values, priorities, context and movement) and the rather external affor-
dances (objects and environment). The affordance becomes therefore only
indirectly the place of an interaction between the environment and the in-
dividual by means of a functional causality chain. These two dissociations
go against ... a strict definition of the notion of affordance: inscription of
the individual among its environment and non symbolic cognitive control.”
(Morineau 2001, p. 84)

4.4 Affordances and Risks

In this section, we examine how risks can be described by affordances. We
will point out that there are difficulties to achieve it. These difficulties are
related to the sort of issues we have mentioned above.

First of all we now turn to risks as they are apprehended within technical
domains.

What is a risk?

Risks are usually examined in safety analysis. Safety analysis is the activity
the object of which is to identify, assess, reduce, accept, and control safety
hazards and the associated safety risks in a systematic, proactive, complete,
and cost-effective manner, taking into account the project’s technical and
programmatic constraints (Source can be found in ECSS 2003).

Safety analysis can be implemented through an iterative process, with
iterations being determined by the project progress through the different
project phases, and by changes to a given project baseline. Safety analysis
comprises hazard analysis, safety risk assessment, and supporting analyses.
Hazard analysis comprises the identification classification and reduction of
hazards.

A definition of risk

According to Alain Desroches it is a “global concept of uncertainty as to
the occurrence of a feared event, related to the likelihood of its occurring,
the nature and the seriousness of its consequences but also to the percep-
tion that one might have of it” (Desroches 2004, pp. 53-57).

Dangers, dangerous situations, accident, and affordances

“Whichever the considered activity, human material or financial loss can
be understood as the consequence of an accident which is itself the result
of an accident scenario described by three sequential events: ‘presence of
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a danger’, ‘dangerous or accidental situation’, ‘accident’ (Fig. 1). These
three events should be considered as states of the system and of its envi-
ronment.” (Desroches et al. 2003, p. 29)

“The accident corresponds to the ‘realization’ or the materialisation of
the risk by human or material loss or the damages (material or immaterial).”
@id., p. 30)

For example: a fire and an explosion of a truck in a tunnel.

“The danger or threat is the potential nuisance which could cause dam-
age to people, goods, and to the environment. ... Danger is the first link in
an accident scenario. This one cannot exist in absence of a danger which is
identified or not. Searching for one or several potential dangers during the
running of an activity or during the mission of a system is fundamental.
The result of this search will allow to intervene upon the conception of a
system or upon the strategy of its exploitation. ...

In the absence of danger it is not possible to identify events leading to
dangerous situations.” (ibid., p. 31)

For example: a truck running. But an inexperienced driver could a priori
be considered as a danger independently of the vehicle he could drive.

“A dangerous or threatening situation is a state of the system in pres-
ence of a danger or a threat. The bringing nearer of the system and of the
danger until their bringing together and their mutual covering is associated
with the realisation of an event having either a random character or a de-
terministic one.” (ibid., p. 32)

For example: a vehicle driven by an inexperienced driver could be con-
sidered as a dangerous situation.

Danger or
dangerous -
element ZUSCIOuS

situation

Event creating the Death, injuries and

dangerous situation . . material
Event creating the accident

damages

Fig. 1. A scenario of an accident can involve danger and a dangerous situation
(Desroches et al. 2003)
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From what precedes, it appears that a danger is perceived as such be-
cause there are events which could create a dangerous situation or could
create an accident.

Therefore the element which corresponds to the danger, affords its dan-
gerousness to the agent who brings about one of the two kinds of events
which contribute to the accident. This sort of affordance is particular not
only because it is “repulsive” and not “attractive”, but because it is “acci-
dental”, that is it reveals a property of the corresponding element not
belonging to the specific character of it, at least as it is usually considered
or used.

But there is something more: because an accident involves a combina-
tion of factors as we have just explained, it is difficult for an agent usually
concerned just by one of these factors to apprehend a danger and/or a dan-
gerous situation. He should use a risk analysis in order to cope with the
difficulty and carelessness due to familiarity of the affordance at hand.
This issue is related to the problems we already mentioned and that were
noticed by psycho-ergonomists who study the application of affordances in
design of interfaces in case of virtual environment and of air traffic control
(Morineau 2001). Instead of conceiving the activity of an operator as a
procedure that should respect the instructions of the task, the affordance
concept allows the conception of the activity as a possible space in which
it is possible to navigate implementing operative strategies and learning.
However there are issues about how to select the best affordance in order
to achieve a task. One also should consider cases?> where “a processing
exclusively based upon affordances shortly lead to maladjustment of the
subject: inadequate answer to a problem which needs an abstraction of
reality. In order not to fall into a deadlock (which could be defined as
‘local minima’), the person should possess an ability to inhibit the salient
affordances in the environment ..., to change his view on his environ-
ment (mental representation) and to activate knowledge related to his
past experiences going beyond the adaptation to the immediate situation
as it presents itself” (Morineau 2001, p. 88).

4.5 Risks in a Multi-Viewpoints Semiotics

Relating a semiotic approach to the concept of risk is based upon the
hypothesis that the perception of a risk involves a human subject who
grasps or produces signification; and in this case the elucidation of the

2 These cases correspond to psychological tests inspired by Piaget (see
Morineau, 2001)



80 D. Galarreta

conditions of this process can take the form of a semiotic theory. When
expressed without preparation this hypothesis is a little surprising since the
notion of risk is usually attached to what is unfamiliar to us, to what we do
not control and which because of that seems to partly escape the domain of
our subjectivity.

In several chapters (for presentation and references, see for instance
Galarreta 2004), we have proposed a semiotics approach of technical sys-
tems which tries to conciliate the impersonal subjectivity — we called
viewpoint — of an agent with the objectivity of collective designing and
manufacturing in the form of space systems. We have proposed arguments
in favour of a semiotic view of a risk: it is inseparable of an action that it
characterises as a semiotic doing. Therefore risks are a priori good candi-
dates to be apprehended by multi-viewpoint semiotics.

Description of a space system in a multi-viewpoints approach

In designing a technical system such as a space system, an issue is to find a
common framework where the designers can efficiently share their knowl-
edge of the same problem (see Galarreta 2004).

In a complex approach a technical system can be defined as the set of the
views which comply with the set of (explicit) requirements which define the
system on a functional plane and which also satisfy all the (explicit and
implicit) physical constraints in order to assure a stable physical existence.
We can extend this list to other requirements or constraints according to the
viewpoints which are convoked in the production of these views.

We can give a more precise statement of this complex approach, by de-
fining a viewpoint as the competency to produce or grasp the meaning of
discourse and representations (contained in documents, schemas, images,
etc.) in association to a trade. For instance we can distinguish viewpoints
such as 