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Preface

Severe pandemics due to highly‐transmissible viruses continue to threaten the world
in the twenty-first century. In a tightly interconnected world, infectious disease
outbreaks can adversely affect economic growth, trade, tourism, business and
industry, and social stability as well as public health. At the same time, noncom-
municable diseases have become the main cause of global disability and death,
imposing a crushing burden on societies and economies around the world. Public
health authorities and researchers now collect data from many sources and analyze
these data together to estimate the incidence and prevalence of different health
conditions, as well as related risk factors. Modern surveillance systems employ
tools and techniques to monitor direct and indirect signals and indicators of disease
activities for early detection of outbreaks. Tracking of Internet-based health indi-
cators complements other surveillance methods collecting data from clinical sys-
tems and registries. To provide proper alerts and timely response public health
officials and researchers systematically gather news, and other reports about sus-
pected disease outbreaks, bioterrorism, and other events of potential international
public health concern, from a wide range of formal and informal sources. With the
advent of modern communication technologies, many outbreak reports now orig-
inate in electronic media and electronic discussion groups. Given the
ever-increasing role of the World Wide Web as a source of information in many
domains including health care, accessing, managing, and analyzing its content have
brought new opportunities and challenges. This is especially the case for nontra-
ditional online resources such as social networks, blogs, news feed, twitter posts,
and online communities with the sheer size and ever-increasing growth and change
rate of their data. Web applications along with text processing programs are
increasingly being used to harness online data and information to discover mean-
ingful patterns identifying emerging health threats. The advances in web science
and technology for data management, integration, mining, classification, filtering,
and visualization have given rise to a variety of applications representing real time
data on epidemics. Also, several public health surveillance tools have been
recruited to use web data to detect health crises earlier than official monitoring
systems. Some of the main technical and nontechnical challenges in these systems
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include: reliability and representativeness of the online data; redundancy and
inconsistency of data; generating predictive models; timely and early detection;
issues related to verification and evaluation (of the sources (number, and qualities));
and ethics, security and privacy concerns.

This book aims to highlight the latest achievements in epidemiological
surveillance and Internet interventions based on monitoring online communications
and interactions on the web. It presents the state of the art and the advances in the
field of online disease surveillance and intervention. The edited volume contains
extended and revised versions of selected papers presented at the International
World Wide Web and Population Health Intelligence (W3PHI) workshop series
along with some invited chapters and presents an overview of the issues, chal-
lenges, and potentials in the field, along with the new research results. The book
provides information for a wide range of scientists, researchers, graduate students,
industry professionals, national and international public health agencies, and NGOs
interested in the theory and practice of computational models of web-based public
health intelligence.

Memphis, USA Arash Shaban-Nejad
Boston, USA John S. Brownstein
Montreal, Canada David L. Buckeridge
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Public Health Intelligence
and the Internet: Current State of the Art

Eun Kyong Shin and Arash Shaban-Nejad

Abstract The increasing role of Internet and the World Wide Web as a widely
accessible health information source creates opportunities, along with challenges,
for researchers, healthcare workers and organizations across the globe, enabling
them to collect and analyze data to improving patient care, disease surveillance, and
delivering online preventive or therapeutic interventions. In this chapter, after
reviewing some of the applications of Internet in public health, we analyze the use
of online space in clinical trials, experiments, or observations performed in clinical
research, in the United States. We provide visual analytics for health data and
preliminary findings from a database that systematically comprises clinical trial
records. Our study focuses on clinical trial data with an “online” component in its
study design. We first parse out historical trajectories of online clinical trials since
its first introduction to show the use of the Internet space in health studies.

Keywords Internet intervention � Clinical trials � Social media � Population
health � Surveillance � Public health

1 Introduction

The Internet has expanded the public health research beyond its traditional realm.
Not only the Internet serves as effective tools for health interventions and healthcare
delivery methods but also it gathers health-related data in a way that was not
available before. The Internet can provide [near] real-time data and knowledge
necessary for fast and timely response to public health issues. Online data can be
particularly helpful in epidemic and pandemic alert and response and emergencies
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preparedness. In the United States, 72% of the Internet users have used the Internet
for seeking health-related information whether it is directly related to themselves or
for their cared ones [1]. Recent interest in social media and the use of online
platforms for health research has been remarkably increased [2, 3]. There has been a
wide array of application areas (e.g., epidemic detection, health intervention, dis-
course analysis, health education, surveillance and health promotion, etc.) and an
exponentially growing use of social media analytics in health sciences [2].
Accordingly, public health practice and research made significant development
using the Internet and online social media in health intervention and health
surveillance.

We begin by summarizing recent studies on application of the Internet and
online social media in public health and then examine the current use of the Internet
in clinical trials (experiment studies or observations done in clinical research
including biomedical or behavioral research studies on human participants), which
are designed to answer specific questions about biomedical or behavioral
interventions.

2 Digital Public Health

As with clinical applications, the digital space has been utilized in the public health
field. Continuous monitoring and surveillance in public health are of critical
importance and have long-established harnessing health data from healthcare
facilities, which are typically resource-intensive endeavor. Digital public health has
been actively explored, to partially addressing the cost and resource limitations in
traditional health surveillance. In what follows, we look at some of the applications
of the online public and population health intelligence.

2.1 Health Surveillance: Epidemic Detection

Digital health surveillance has been the most popular and successful area of
adopting the new media. The Internet enables health professionals and the public to
observe closely the most current health dynamic. Especially for detection of
infectious disease dynamics, the social media serves as one of the prompt data
sources that allow timely responses from health professionals and organizations at
the scale beyond what traditional and formal methods have offered.

Researchers have shown that online social media data can provide a meaningful
glimpse of the utmost state of infectious disease detection [4–13]. For example,
influenza surveillance using online social media has attracted many attentions
[4, 5]. Text mining of influenza mentions in the web environment and social media
has been well correlated with actual influenza-like illness patient report data [6].
Broniatowski and his colleagues show that influenza tweet data move closely
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together with outpatient surveillance data provided by Centers for Disease Control
and Prevention (CDC) [7]. Trajectories from online health data sources match well
and are in accordance with data available from the official and traditional health-
related data sources.

Online discussions are highly pertinent with what is happening in real-life and the
social media has become one of the most influential mediums for health information
exchange. Bernardo et al., after reviewing 32 peer-reviewed journal articles pub-
lished from 2010 and 2011 using Google program for influenza surveillance, show
that 66% of the studies confirm that social media health surveillance can provide
compatible data to existing traditional surveillance programs [8].

Digital surveillance systems provided important early detection of numerous
infectious diseases such as the outbreak of severe acute respiratory syndrome
(SARS) in 2003, the influenza A (H1N1) pandemic in 2009 [9, 10], the 2013 avian
influenza Type A (H7N9) outbreak in China [11, 12], and the 2010 cholera epi-
demic in Haiti [13]. As demonstrated in these examples, prompt and timely analysis
of outbreak information alerted the healthcare organizations and public faster that
official traditional outlets and active online discussions disseminated pertinent
information more effectively. Broniatowski and his colleagues show that their
influenza prevalence estimates are strongly correlated with those of other conven-
tional health data providers [7]. Their system can detect the directionality of
increase and decrease in influenza prevalence with 85% accuracy.

2.2 Global Health Surveillance

Infectious diseases are among major challenges of public health globally. As results
of the increase in geographical ranges, from local to global, burdens of infectious
disease and health surveillance have been globalized [14, 15]. Digital health
surveillance can overcome geopolitical boundaries efficiently. Due to increased
traffics cross borders, most cases of epidemics are less likely to be constrained
within a national boundary (as evidenced in SARS 2003 [16]). Recent interna-
tionally spreading infectious diseases arose urgent needs for global health
surveillance [17–19]. Domestic disease control is neither sufficient nor invincible
without deterring international disease transmission. In line with this concern,
World Health Organization (WHO) has launched Global Outbreak Alert Response
Network (GOARN) in 2000. WHO not only pay close attention to global disease
control but also active support for its technical needs [20]. Global health collabo-
ration usually requires collective efforts from many and often distinctive entities.
Digital public health is expected to be among the most efficient and cost-effective
responses to the ever-growing needs for a synthesized, comprehensive global health
surveillance.

Digital health surveillance system allows large-scale health surveillance with a
relatively low cost. For instance, HealthMap, which is a platform for bringing

Public Health Intelligence and the Internet: Current State … 3



together disparate data sources to achieve a unified and comprehensive view of the
current global state of infectious disease, is utilizing Internet media reports [21, 22].
Flu Near You is a good example of a crowdsourced participatory epidemic mon-
itoring system [23].

2.3 Behavior Monitoring and Sentiment Assessment

In addition, to detect disease pandemics, the new media enables the quantifying and
monitoring of human behavior beyond what was possible in the past public opinion
tracking at large-scale possible [24]. The Internet provides an effective platform to
gauge and quantitatively measure public anxiety and concern through online social
media. For example, by assessing Twitter posts or blogs, health professionals can
collect and analyze quantitative and qualitative indicators to measure public anxiety
about Ebola and other threatening infectious diseases [9]. Analyzing online blog
posts or tweets also provides a way of measuring sentiment around any
health-related event and behavior such as vaccine hesitancy [23, 25, 26].

Reviewing public data from Twitter, Salathé and Khandelwal show that senti-
ments about vaccination, which is a critical and effective measure in analyzing the
incidence of several infectious diseases, can predicate vaccination rates in accor-
dance with projected vaccination rates by the CDC (data came from phone survey)
[27]. Running simulation models using twitter data, they also manifest how clusters
of negative anti-vaccination sentiments can result in an increase in the number of
unvaccinated individuals. Similarly, Mollema and colleagues scrutinized public
opinion online displayed regarding measles in Netherlands [24]. Again, using
Twitter data, they show that tweets are highly correlated with newly released paper
articles and peaks in the online trend.

2.4 Public Health Communication

Online social media and the Internet are not only magnifying the scale but also
improve the quality of public health communication. The Internet is proactively
used in disseminating health-related information, both reliable and non-reliable, and
delivering educational materials [2]. There is well-documented evidence showing
social media and online communities are effective in disseminating health infor-
mation [28–31]. Beneficial features of the digital communication are widely shared
among health professionals. Physicians frequently seek and consult a wide array of
social media venues and health professionals hear about the most up-to-date
medical information, expose themselves to other experts, and discuss their patients
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with other colleagues using various online platforms [32–34]. Effective commu-
nication also connects healthcare providers and researchers with patients and public
at large. In several cases, public health departments have adopted online social
media as one of their primary communications tools [35].

As Eysenbach points out, digital health incorporates basic characteristics of
social networking, user participation, apomediation, openness, and collaboration
[3]. These factors change the way health communication is initiated and main-
tained. The Internet opens up a new stream of health-promoting community
building, reaching further than the conventional medical institutions’ scope. For
example, patients regularly use social networking sites for various reasons and to
find and connect with other patients and their families who are sharing similar
experiences. Greene and his colleagues reviewed 15 large Facebook groups related
to diabetes management and show that they provide a meaningful forum for sharing
experience and getting direct feedback [36].

2.5 Health Intervention

Moving beyond gathering what is on the surface and delivering information, the
Internet space has been actively explored in public health intervention. To induce
desirable changes in a target population, the new media has been utilized. Online
interventions are effective in changing or monitoring health-related behaviors: for
example, providing an online social network community supporting smoking ces-
sation [37], encouraging HIV testing through text messages [38] and using
Facebook to promote HIV prevention [39]. Also by investigating ten published
media intervention studies (eight papers using web-based, one with mobile phones
and one on SNS) related to adolescent sexual health, Kylene and colleagues
reported that they were all successful (i.e., in delaying first intercourse, condom use
etc.) [40]. Likewise, Mock and his colleagues show that a web-based education for
cancer screening is effective [41]. In their studies, participants in the media inter-
vention group showed a relatively significant increased cancer testing rate from
70.1 to 75.5%.

The applications of digital health for behavioral change cover a wide range of
topics from sexual health to mental health. Certainly, web-based interventions are
different from in-person health interventions. On the one hand, geographical
accessibility to patients and public is greater than traditional in-person interven-
tions. Its cost-effectiveness for large-scale intervention is laudable compared to the
traditional method. On the other, the sampling process requires further carefulness
to overcome the skewed user population and the privacy issue needs to be con-
sidered seriously. Therefore, target specification and scope conditions are critical
for successful Internet-based health interventions [42].

Public Health Intelligence and the Internet: Current State … 5



3 Online Clinical Trials

Along with the increased interest in digital health surveillance, the number of
clinical studies with online components has been increased.1 To trace how the
recent clinical trials, harness the Internet, a dataset comprising 1563 clinical studies
referencing “Online” from ClinicalTrials.gov was downloaded on Nov 3, 2016.2

The website is maintained by the National Library of Medicine (NLM) at the
National Institutes of Health (NIH) providing information on both publicly and
privately supported clinical trials in the United States. The registry begins usually
when a clinical study begins and is updated throughout the trial process. There is a
total of 1563 clinical trials implementing online globally and 798 cases of them are
focusing on the U.S. With a focus on the clinical trials in the U.S., we first parse out
the historical trajectories of online clinical trials since its first introduction.

3.1 Historical Trajectory of Online Clinical Trials

According to ClinicalTrials.gov, the first U.S. focused clinical trial with “online”
elements was conducted in 1999. The first study in the U.S. recorded from the
database exhibits their rationales as following: “This study seeks to evaluate the
impact of Star Bright World (SBW) on hospitalized children. SBW is a virtual
environment designed to link seriously ill children into an interactive online
community where they can play games, learn about their condition, or talk with
other ill children who are connected to the network. Our outcome evaluation of
SBW will include assessments of pain, mood (anxious, depressed and energetic),
anger, loneliness, and willingness to return to the NIH for the treatment of children
who are being treated at NIH. They will be assessed while engaging in “normal”
recreational activities (in one of two available playrooms) and while using SBW. In
addition, we will conduct a process evaluation of the implementation of SBW [43].”

Based on this description, one can see that the early idea of application of the
digital space is well reflected in the study design. Since then the implementation of
online space for clinical research has been dramatically grown as shown in Fig. 1.
We present the total number of newly registered clinical trials for each year. It has
been widely increased in its number of studies (projects and papers) and along with
the subject field has been diversified. Figure 1 compares the clinical trials at the
clinical trials globally, which is the total number of online clinical trials, and those
focusing only on the United States. From the diagrams, we can see that most of the
online clinical trials are based in the U.S.

1A clinical trial is a study where individuals voluntarily participate health-related scientific research
and are assigned to interventions and then evaluated for effects on health-related outcomes.
2ClinicalTrial.gov was conceived as a result of the Food and Drug Administration (FDA)
Modernization Act of 1997 and launched by NIH and FDA 2000.
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Clinical trials can be divided into two major categories, interventional and
observational. According to Clinicaltrial.gov, the first type, an interventional trial, is
the case of participating patients received one or more intervention to gauge the
effects of the interventions on biomedical or health-related outcomes. Observational
studies are performed when investigators evaluate health outcomes of participants
according to their routine medical care. Patients may have been received inter-
ventional treatment, independent of researchers’ intention. The recent increase in
the number of online clinical trials is mostly driven by the increased popularity of
interventional studies. As shown in Fig. 2, interventional trials using online space
exponentially increased since the first introduction in 2001 although the number of
observational studies has been steadily increased as well.

3.2 Diversification of Online Clinical Trials

Figure 3 presents the historical trajectory of diversification of applied health con-
ditions mentioned in the clinical trials. This graph shows that the number of online

Fig. 1 Historical trajectories of online clinical trial. Notes All accumulative trajectories of online
clinical trials are presented in the top part. The bottom graph represents online clinical trials
focusing on the U.S. Data source ClinicalTrials.gov

Public Health Intelligence and the Internet: Current State … 7



clinical trials has been increased not only in quantity but also in diversity. Each
color represents a unique health condition that has been targeted through online
clinical trials in each year. A wide variety of application areas (i.e., epidemic
detection, health intervention, discourse analysis, and health education) have been
explored in the online clinical trials.

The most commonly targeted health conditions are cancer (68 cases, comprises
all cancer types except breast cancer), obesity (64 cases), depression (34 cases),
smoking (32 cases), HIV (26 cases), diabetes (25 cases), breast cancer (22 cases),
and health-related behaviors (22 cases).3 These most commonly visited health
conditions show the pertinent arena where the Internet is more relevant. Due to the
importance of focusing on the modifiable risk factors in preventing chronic dis-
eases, we found out that recent online clinical trials tend to focus more on
behavioral changes. For example, most of the cancer trials are focusing on online

Fig. 2 Interventional versus observational online clinical trials. Notes The top graph shows
accumulative interventional online clinical trials. The bottom graph represents observational online
clinical trials. Data source ClinicalTrials.gov

3We use the condition variables as they provided from ClinicalTrials.gov. Although they could be
debatable, we used the self-reported classifications. Investigators report their own classification of
applied health conditions. For example, under the health-related behavior category, we can find
physical activity promotion intervention, personal medication records management, and eating
habit monitoring.
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support network systems and how the online support can improve the patients’
conditions and ease the pain of getting through the ups and downs. Online clinical
trials exhibit a strong affinity for health interventions that require close and constant
monitoring of behavioral patterns of the patients. For example, most of the trials
focusing on health conditions such as obesity, depression, and smoking directly
track and monitor health behavior of participants.

Not only the health conditions in clinical trials have been diversified within the
past recent years, but also sponsoring funding sources have expanded, which shows
a growing general interest in Internet applications in health research and practice.
Figure 4 presents the historical changes in compositions of funding sources for the
clinical trials that are included in our study. This variable describes which kind of
organizations provides support (e.g., providing facilities, expertise, or financial
resources) for the study.

According to ClinicalTrials.gov, the types of funder are broadly categorized as
follows: National Institutes of Health (NIH), other U.S. Federal agencies (e.g., the
Food and Drug Administration, Centers for Disease Control and Prevention (CDC),
the U.S. Department of Veterans Affairs), industries (pharmaceutical and device
companies), and all others (including individuals, universities, and community-based

Fig. 3 Diversification of applied health conditions. Notes Each color represents a specific health
condition. Due to limited page space, the color index is not included in this figure. Data source
ClinicalTrials.gov

Public Health Intelligence and the Internet: Current State … 9



organizations). Additionally, multi-agents funded studies are marked by the com-
bination of the funders. If a study is partially funded by NIH and a university, the
funding type category is assigned to NIH and Other.

As shown in Fig. 4, at its early stage, the National Institute of Health (NIH) was
the main source of funding for online clinical trials. Then other types of funding
sources became available, independently or in collaboration with NIH. The industry
also has grown to become an important sponsoring sector. Moreover, other U.S.
Federal agencies started to provide funding since 2005 and they have remained a
steady source, although with a limited quantity. Diversification of funding sources
may well reflect the increased interest in the use of online methods in health
applications.

3.3 Funding Sources and Disease Networks

Next, we take a closer look on who funds what kind of health research through
applying social network presentation. Figure 5a shows the two-mode network

Fig. 4 Funding source information. Notes Each color represents a different funding source. The
total numbers are shown as accumulative. Data source ClinicalTrials.gov
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(global network) of Health Conditions and Funding Sources. Each circle (node) in
Fig. 5 represents either a health condition or a funding source. The green nodes are
health conditions that online clinical trials have been applied for and the red nodes
are funding agents who provide funding for the projects focusing on the health
conditions.4 Ties (lines between nodes) in the graph represent the funding relations
between the health conditions and the funding agents. Additionally, the size of
nodes, which indicates betweenness centrality, shows relative connectivity and
centrality in the network. From the network, we found out that the major funding
sources for online clinical trials mostly come from the funding sources other than
NIH, other U.S. Federal agencies or Industry.

Network density, which is measured by the total number of existing ties divided
by the total number of possible ties given the number of nodes in a given network,
is low (0.024), which indicates that there is heterogeneity in connectivity reflecting
diverse health conditions under investigation.

In Fig. 5b, we highlighted the funding networks for the major health conditions
namely cancer, obesity, depression, smoking, HIV, diabetes, breast cancer, stress,

Fig. 5 Funding sources and disease networks. Notes Red nodes represent different funding
sources. The node “other” represents federal agencies other than NIH. Green nodes represent
health conditions for which online clinical trials applied. Data source ClinicalTrials.gov

4As discussed earlier, we use the condition categories that are reported by investigators of the
online clinical trials.
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and health-related behaviors.5 Cancer and obesity have most diverse funding
sources (seven types of different funding agents).6 When we switch our focus to the
funders and comparing their ego network, we can identify the patterns of prefer-
ences of different types of funders. For example, we can see both NIH and industry
funders heavily invested in cancer and obesity-related online clinical studies.
However, NIH is more leaning towards researches on smoking and health-related
behaviors while industrial funders seem to be more in favor of projects focusing on
depression and breast cancer.

3.4 Digital Clinical Trials

Online clinical trials are much bigger in their sizes compared to traditional studies.
Based on our preliminary research, however, we found that most of the clinical
trials do not fully utilize the capacity and the services provided by the Internet. For
example, there are only 122 clinical trials that recruit more than 1000 individuals
and there are only 25 cases that are using 10,000 and more enrollment size out of
798 studies. Furthermore, most of the funding goes to chronic diseases in compare
with infectious diseases. Additionally, funders invested thoroughly on behavioral
change, most likely to target the related modifiable risk factors.

There are also a few limitations of the empirical investigation of digital clinical
trials (see Zarin et al. [44] and Califf et al. [45] for further analysis). Not all the
clinical trials conducted in the U.S., are reported to the ClinicalTrials.gov. By Food
and Drug Administration Amendments Act of 2007 (FDAAA, specifically sec-
tion 801) requirements, some studies without involving any drug, biologic, or
device are not required by law to report. Although voluntary registration of those
exceptions has been increased, they fall outside the scope of the present study. This
limitation may lead to underestimating the current state by only looking at those
reported to NIH. Therefore, the results must be interpreted and generalized with
caution.

4 Remaining Issues in Digital Public Health Intelligence

Premises of digital public health shine not without some remaining issues.
Observational data obtained from online resources are not designed to be fully
representative of a target population. There are ethical challenges as well as legal

5Again, the categorization may appear controversial. The chronical disease category includes
studies as “Does Access to an EHR Patient Portal Influence Chronic Disease Outcomes? Dyspnea
Self-Management: Internet or Face-to-Face.” We used their own self-classifications that are
available from the data source.
6Here, we count different combination of funding sources as one independent type of funding.
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consideration, security, and privacy issues. There are also many challenges
regarding integration and analytic aspects of online social media and health data.
Online social media data differs from traditional data sources in several ways.

First, the coexistence of anonymous and identifiable users may question the
reliability and the quality of the data [46]. This problem may lead to a more serious
situation because many people search information online even before they talk with
medical or health professionals [47].

As anyone can contribute to the online health discourse, the reliability of some
information has to be processed with caution. For instance, Greene and his college
warn for the quality control in online health-related groups [36]. They found that
promotional activities are not filtered. For example, marketing agents can disguise
their identities as patients and upload advertisements as a true experience.
Additionally, online communities are vulnerable to personal data collection.
Patients may share their personal medical information that can be used for other
marketing purposes. Therefore, continuous efforts from health professionals and the
public need to be alert to any anonymous mal-information which can be excelling
the reliable medical information.

Moreover, the effectiveness of the social media intervention is harder to measure
[48, 49]. Unstructured large datasets from the Internet tend to be not suitable to make
a causal argument and are limited in its capability of sorting out confounding factors
[50]. Dennison and her colleagues expressed similar concerns [51]. Experiments
using a health behavior monitoring app, they acknowledged the limitation of
assuring positive effects between web-based devices and behavioral changes.

Additionally, uneven digital development (across different geographical loca-
tions) needs further attention. The distribution and circulation of health-related
information on the Internet are not evenly distributed worldwide [17]. The global
spread of infectious disease is being observed more frequently [52]. Given that
health problems are no longer confined to specific regions, the regional digital
disparity is not a dismissible issue. Alleviated geographical digital disparity will
warrant more efficient global health surveillance.

Recently, the tendency of the health-related text analysis reflects the differences
in the usage patterns of the population on the Internet. Paul and his colleagues
highlight urgent attentions on how to use a short hashtag or tweet to make a
meaningful warning system or a large systematic analysis [53].

5 Conclusion

In this chapter, we explored the potential use of online platforms in public and
population health for health surveillance, behavior monitoring and sentiment
assessment, health intervention, public health communication and promotion. We
then studied the use of the Internet in clinical trials in the United States. Despite
aforementioned limitations, expected and earned benefits are much to be applauded
and worth for further investment. Cost-effectiveness, increased reachability,
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promptness are some of the common benefits of exploiting the Internet for health
intervention [29]. Also, online social media can provide personalized and
well-tailored health information in a timely manner [54].

Utilizing audience networks to disseminate and share health information lead to
broader and diverse population at reach beyond the magnitude the traditional
method can offer [54]. According to the Health tracking survey 2012, the disparity
in accessibility to the Internet has been dramatically decreased and 81% of the U.S.
adults use the Internet and when it comes to health-related Internet exploration,
racial differences are smaller than general Internet users [1, 55]. One may argue that
demographic characteristics of Internet users are skewed toward the younger gen-
eration. Particularly, the age-driven preference across different types of social media
with which they frequent hinder researchers garner representative samples if they
only focus on a limited number of Internet platforms. Younger generations search
health information online more actively than older generations [1]. However, health
concerned individuals are often nested in larger family and friend networks. For
example, one may not actively engage with social media, but her or his family
members and friends may. Therefore, nonactive users are not completely immune
to what is discussed and delivered online.

Online environment also broadens the communication channels between health
providers/researchers and patients/public by facilitating multi-way communications
and encourages public engagement [54]. Moreover, the information in the scientific
journal articles, which traditionally circulated through limited channels, can be
widely shared, distributed, and cited through Facebook pages, Blogs, and Twitter
posts. The very feature enables participatory epidemiology [19]. Most importantly,
the digital health surveillance enables real-time data collection, providing [near]
real-time data and knowledge necessary for fast and timely response to public
health issues, especially in epidemic and pandemic alert and response and emer-
gencies preparedness. Hence, digital health surveillance is expected to enhance
specificity and sensitivity in public health [8]. In addition, digital health tech-
nologies enable health professionals at global level to collect and monitor health
data with lower cost and localized service delivery as well.
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Social Health Records: Gaining Insights
into Public Health Behaviors, Emotions,
and Disease Trajectories

Soon Ae Chun, James Geller and Xiang Ji

Abstract Social media and personal health monitoring devices (e.g., Fitbit) provide
abundant patient-generated health-related data. These open health data, generated
via patient engagement and sharing, are referred to as Social Health Records (SHR)
as opposed to the EHR (Electronic Health Records) that are created and entered by
clinicians. SHRs are changing the healthcare paradigm from the authoritative
provider-centric model to a collaborative and patient-oriented healthcare framework.
This chapter proposes an SHR Integration and Analytics Framework to leverage
Social Health Records for gaining insights into population-level and individual-level
healthcare practices and behaviors, as well as emotions. The framework defines a
pipeline for generating knowledge from the social health data sources to the end
users, including the patients themselves, public health officials, and healthcare
providers. The SHR integration and analytics framework build a coherent knowl-
edge base, linking the Social Health Records that are “spilled” in distributed online
social media, with other online health information sources, such as results from
authoritative medical research. The semantic integration model of heterogeneous
health data sources provides population-level health analytics and reasoning capa-
bilities to gain intelligence on public healthcare issues and practices. The SHR is
shown to be a valuable resource for epidemic surveillance systems with real-time
monitoring. We focus on an approach to quantifying the SHR-based public emotions
for measuring health concern levels and for tracking them, and propose SHR-based
predictive models to infer individual-level and population-level comorbidity pre-
dictions and comorbidity progression trajectories.
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1 Introduction

There is a large amount of health information available for any patient to address
his/her health concerns. The freely available health datasets include open govern-
ment health datasets, at the national, state or community level, such as
OpenHealthdata.gov ranging from Medicare data to epidemiology; Web health
resources curated by experts such as WebMD; and the personal health records
shared by the patients on open or registered online social media services such as
PatientsLikeMe. These are so-called open health data, which are readily accessible
and downloadable. The patient-generated and shared data include the conditions,
treatments, side effects, health histories, and personal physical, psychological,
emotional and relationship experiences of individual patients. This data resembles
the Electronic Health Record (EHR), which is defined as an electronic version of a
patient’s medical history that is collected and maintained by the provider (e.g.,
clinicians) over time.

The EHR system allows capturing the key administrative and clinical data rel-
evant to that person’s care, including demographics, progress notes, problems,
medications, vital signs, past medical history, immunizations, laboratory data, and
radiology reports. Since the open online health records shared by patients or family
care givers capture similar data about the patients, we call this Social Health Record
(SHR) to distinguish from the closed EHR. Some of the key characteristics of EHR
and SHR are shown in Table 1.

The SHR is capturing many instances of personal healthcare experiences,
practices and other health-related behaviors, while the EHR is capturing the clinical
data necessary to provide care. Even though a doctor prescribes a medicine X, the
patient may consume a substitute medicine Y. The intention of sharing the Social
Health Records is support-oriented with information and experience sharing, while
the EHR is primarily care-oriented to address the conditions. The SHR expresses
emotional and psychological attitudes, opinions and comments in ordinary lan-
guage riddled with ambiguities, while the EHR may capture mostly the factual
statements in expert language to avoid vagueness or ambiguities. Another differ-
ence is that the EHR is hard to share, protected by the HIPAA and HITECH
regulations and locked into different EHR systems. This creates a silo effect and
causes difficulty for interoperation and sharing EHRs. On the other hand, the SHR
is open system based on online services, so the data is easily shared over light-
weight clients, e.g., a Web browser.

The EHR focuses on individual patients, and it is difficult to connect and
aggregate EHRs of many patients unless one has all the access privileges. On the
other hand, the SHRs are inherently crowdsourced data due to their base in social
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media so they can reveal the aggregated information of the crowd. For instance, the
forum entry SHR data in one community group (e.g., cancer patient groups) from
many patients may easily reveal the major types of issues and popular treatment
options for many patients. The SHRs can provide a unique opportunity to look into
health care from the patients’ perspectives to identify healthcare-related issues and
improve the quality of care. The SHR data from the crowd can facilitate the ability
to “connect the dots” among and across many patients and allow gaining public
health intelligence and insights, such as detecting disease outbreaks and under-
standing population-related health trends. The crowdsourced SHRs can be a great
asset for public health intelligence. Some examples of potential healthcare benefits
of aggregating and mining SHRs include the following:

• determine which health topics are of greatest current concern
• identify a high-risk group of patients
• identify health trends both in the general public and at the individual level
• identify how patients view or feel about particular treatments and practices
• track adverse drug events
• identify the perceived quality of healthcare services, e.g., most desirable

outcomes
• create education campaigns and interventions

Table 1 Characteristics of EHR and SHR

EHR SHR

Generated by clinicians or medical experts Self-reported by patients, public,
government

Clinical Data:
Diagnoses, prescribed medications, allergies,
problems, procedures, chart notes, clinical
alert notes, lab results, and images

Experience and Behavior Data:
• Health status reports
– Experienced symptoms, side effects
– Diagnosis reports

• Healthcare practice data
– Actual medications, treatments

• Health-related behaviors/habits
– Drinking, smoking, exercises, etc.
– Nutritional data

Factual statements Statements on emotional, psychological
attitudes, comments, opinions

Uses medical expert language
e.g., Myocardial infarction

Informal everyday language
e.g., Heart attack

Comparatively unambiguous
e.g., ICD9 code for a disease

Ambiguous or vague
e.g., Diabetes (type 1 or 2?)

Hepatitis (A or C?)

Closed data
– Difficult to share patient data (e.g., due to
HIPAA, HITECH regulations)

– Often locked in siloed systems

Open data
– Membership based sharing
– Open sharing
– Open system based on Web browsers

Care-oriented Support-oriented

Individual records Crowdsourced data
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• offer insights into the relationship between an individual’s health and their
everyday lifestyles

• reveal patients’ attitudes toward health.

These datasets can help to assess and improve healthcare quality, as well as help
to modify health-related policies. There are also patient-generated datasets, acces-
sible through social media. Clinicians and healthcare providers may benefit from
being aware of national health trends and individual healthcare experiences that are
relevant to their current patients. The available open health datasets vary from
structured to highly unstructured. Due to this variability, an information seeker has
to spend time visiting many, possibly irrelevant, Websites and has to select
information from each and integrate it into a coherent mental model.

In this chapter, we discuss an approach to integrating these openly available but
widely dispersed health data sources, where health data is created and shared by
patients voluntarily, and open knowledge and expertise shared by healthcare pro-
viders and professionals. The goal of developing the integrated data sources is to
provide answers to information and knowledge needs of end users, to provide
insights on public health through diverse analytics on social behaviors, and
behavior models learned from the social data to predict trends. The insights are
presented to convey an intuitive understanding of the public health trends and alerts
for physicians, healthcare staff, health policy workers, and individual patients.

Our approach to integrating diverse open health data sources is through Linked
Data principles and Semantic Web technologies. In Sect. 2, we present a brief
summary of related works, and in Sects. 3 and 4, we provide the data collection and
our approach on how to construct a linked data model which is then used as the
basis for developing a set of analytics. In Sect. 5, we present the architecture for our
social health data analytics platform and Sect. 6 describes the prototype system and
analytics tools. The analytics tools include “Social InfoButtons,” which provides
awareness of both community and patient health issues, the population health
concern trend analyses using machine learning of sentiment classification, and a
comorbidity trajectory analysis using tree analysis that may shed light on the
population health trends, but also may be useful in predicting a specific patient
disease progression. The proposed social health analytics platform provides
patients, public health officials, and healthcare specialists with a unified view of
health-related information from both official scientific sources and social networks,
and provides the capability of exploring the current data along multiple dimensions,
such as time and geographical location.

2 Related Works

Integrating data from the Social Web is a challenging task that requires information
extraction and data integration. Research works [1–3] extract health information
from different sources including the web and social media, sensors, healthcare
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claims and lab images, and physician notes that provide useful health information.
There are still notable differences between professional experts and Web health
users. Smith and Wicks [4] found that only 43% of the symptom terms (e.g.,
PatientsLikeMe) are present in the Unified Medical Language System
Metathesaurus (UMLS). Their study reaffirmed the challenges of reconciling the
differences between unfettered natural language descriptions and restricted termi-
nologies as well as formalized knowledge sources.

For the data integration, the Semantic Web has been used as a framework for
data integration, e.g., Linked Open Data (LOD) [5, 6], to create links between
resources distributed in heterogeneous data sources. LOD principles require using
URIs to identify resources, RDFs to represent information, and typically use of
SPARQL to access the information. Many research works use the Semantic Web
for data integration in various fields, e.g., geospatial data integration [7], folk-
sonomies in a social tagging system with an ontology [8] and the fields of solar
physics, space physics, and solar terrestrial physics [9]. In health informatics, a
semantic integration model of different health data sources is used for annotating
social health blogs [10]; a clinical trial knowledge repository is constructed inte-
grating data from clinical trials and from side effect information [11]; and in [12],
clinical trial data is integrated with drug data to support end users in finding an
appropriate clinical trial for them to participate in.

Even though there are many sentiment analyses of Tweets in general area [13,
14] and in the health domain [15] using data mining and machine learning
approach, most of works do not apply the results of the sentiment analysis to
measure the degree of public concerns or anxiety toward disease, as an emotional
health indicator as we propose.

Data mining and machine learning techniques are used to predict disease risks
for individuals or to rank diseases by their risks. For instance, in [16, 17], a
condition for one patient is predicted using similar patients, based on 13+ million
elderly patients’ hospital visit records. In Hassan and Syed [18], collaborative
filtering (CF) is used for predicting cardiac death and recurrent myocardial
infarction, based on demographics, comorbidity, lab test results, and outcomes from
a real-world dataset containing 4557 patients’ records. Other studies include the
k-means algorithm to cluster patients and applied association rule analysis to predict
disease for patients in each cluster [19], the patient risk prediction study in the
context of active learning with relative similarities in [20], and the Chronic Disease
Recommender System to suggest medical advice and diagnoses to patients [21].

Another set of research attempts to reveal and infer condition progression tra-
jectories. The study in [22] investigated the temporal trajectory patterns of all
diseases for the entire country of Denmark, using the Markov Cluster algorithm to
identify the five largest clusters of disease trajectories, while a disease progression
model is based on a Bipartite Bayesian Network [23] to identify a few comor-
bidities and infer the progression trajectory and comorbidity onset of individual
patients. A number of disease progression models such as path models, oncogenetic
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tree models, distance-based trees, directed acyclic graph model, etc. are reported in
[24]. The progression model for comorbidities we conduct is intended to identify
the population-level comorbidity trajectories using large datasets of social media
source, using a lightweight tree-based model [25, 26].

3 Multiple Data Sources

The users of public health decision support may include community-based health
providers, local, state, and federal government officials as well as the patients.
Table 2 summarizes a few typical public health-related questions that these end
users may pose to gain public health intelligence for their health decisions.

The content coverage of each individual data source is disparate and not suffi-
cient to address the public health intelligence-related questions shown in Table 2.
Table 3 shows the counts of datasets and the content types covered by each indi-
vidual data source.

PatientsLikeMe, which is a medical, patient-centric, social network, provides
patients’ personal and medical data and tracks the patients’ interactions with their
associated conditions, treatments, and symptoms. MedHelp is a platform that hosts

Table 2 SHR-based public health intelligence types

Category Questions

Statistics • What are the top conditions with the most patients?
• How many patients are suffering from the condition X?
• What are the most frequently cited symptoms of the condition X?
• What is the percentage distribution of treatment options for the condition
X?

• Was the public health policy well received (e.g., positive responses)
among population groups?

Demographics • Who are the patients suffering from this condition X?
• What is the gender distribution of the patients with X?

Geospatial
Analysis

• How are patients with condition X distributed at the state/country level?
• What is the average distance to travel for the patients to a treatment
facility?

Correlation • Does gender play a role in choosing treatment options for a condition X?
• Is there any difference in treatment options reported in social and official
data sources?

• Is there any comorbid relationship between two conditions or multiple
conditions?

Trends • What are the changes in the number of cancer type X patients in a
community over time by gender?

• How did the popular treatments for a condition X change over time, and
by location?

• How is the disease X spreading in time and by location?
• What are the citizens’ anxiety level changes over time?
• Is our community health improving in terms of morbidity and mortality?
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discussion boards (e.g., forums) among patients and health professionals on various
aspects of each specific condition or its category. WebMD is an online service
providing information about drugs along with users’ reviews of each drug, in
addition to condition types and typical treatments. The CDC provides statistics of
statewide prevalence of diseases. PubMed serves as a repository of comprehensive
data on the medical and clinical scientific literature. In many cases, complete
publications are accessible. Twitter is a real-time microblogging platform that can
be used to monitor disease outbreaks [27] and disease sentiment trends [3],
although it is in not healthcare-specific. Among the information provided by
Twitter, there are user posts, physical locations, and topics.

In summary, one data source alone may not answer the public health-related
questions as shown in Table 2, because each source may cover some content but
does not support cross-content queries often needed to gain public health intelli-
gence. In other words, public health intelligence requires, as many applications do,
integrated data from disparate data sources, to provide value for different com-
munities and users concerned with questions about public health statistics, trends,
correlations, and distributions.

To develop the social health knowledge graph, publicly available data was
extracted from PatientsLikeMe1, PubMed, WebMD, the CDC website, and the
UMLS Metathesaurus. The PHP HTML DOM Parser [28] was utilized to extract
relevant information from the above websites. The retrieved structured data was
stored in a Jena triple store. To extract the relevant PubMed documents about
conditions, we searched PubMed using 1228 condition names collected from the
PatientsLikeMe list of conditions. For each condition, the available information
such as PubMed URL, title, author, and conference/journal of the top 20 matched
documents were collected and stored in the Jena triple store. WebMD resources
were retrieved in a similar fashion. Furthermore, the CDC BRFSS prevalence data
was also collected through scraping, since that data is published in tables, such as
the prevalence data of Asthma in 2010 [29].

4 Social Health Knowledge Graph

In order to query any individual social health-related record or to gain public health
intelligence, we developed a social health knowledge graph, which serves as
integrated knowledge base consisting of health records, extracted from multiple
user-generated health contents on their social media data sources and data and
expertise (knowledge) from other open health data sources. We use a lightweight
ontology that contains the health record-related concepts and relationships, which
serves as a semantic schema for integration. Figure 1 shows a snippet of the
ontology.

The Condition, Treatment, and Patient classes are the central concepts in the
semantic model. The Condition class has the “isDiagnosedTo” relationship to the
Patient class and has the “exhibit” relationship to the Symptom class, and the
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“hasTreatment” relationship to the Treatment class. The Treatment class has the
“hasSideEffect” relationship to the SideEffect class and the “hasPurpose” rela-
tionship to the Purpose class. The Treatment class also has subclasses indicating
different categories of treatments, including Procedure, Exercise, Drug, Surgery,
etc. The Drug class and Therapy class also have their own subclasses.

The concepts in the ontology are used to recognize and extract the entities, and
the relationships defined in the ontology between concepts help relate the recog-
nized entities.

4.1 Social Health Record Model

Each health record is modeled as a Linked Data assertion represented as a triple
<subject, predicate, object>, denoting the atomic knowledge unit which states that
the “subject” entity is related to the “object” entity by the “predicate” relationship.
The subject or object represents a class in ontologies, and a predicate is a property
of a class or between classes which states the relationship in existence between two
entities. To instantiate the health record model, we extracted the health-related
concepts with their URIs and represented them as triples.

Fig. 1 Social Health Record ontology for semantic integration
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For example, the URI1 at http://www.patientlikeme.com/patient#1050 describes
the patient named “John” and his profile is described at the URI2, http://www.
patientlikeme.com/members/232328/about_me, and he has the “Psoriasis” condi-
tion described in URI3 http://www.patientlikeme.com/condition#154. This infor-
mation is represented as triples <URI1, hasName, John>, <URI1, hasProfile, URI2>,
and <URI1 hasCondition URI3>. A group of such triples can be used to describe the
patient. The triples corresponding to statements about the patient “John” are shown
in Fig. 2.

In order to integrate disparate data sources, entity resolution is used to recognize
the terms from different resources that actually represent the same concept. For
instance, consider a term for a condition extracted from PatientsLikeMe and another
condition retrieved from the CDC website [30]. The PatientsLikeMe condition is
referred to “Human immunodeficiency virus”, while the CDC refers to it as “HIV”.
A knowledgeable human can identify these two terms as both referring to the same
concept, but for computers, it is harder to capture the underlying identity, especially
when two names do not have any literal similarity. For example, “ALS” and “Lou
Gehrig’s Disease” are two different names but they refer to the same concept.

In general, the problem described above is called the entity consolidation/
resolution or entity disambiguation problem. Rao et al. [31] reviewed the common
approaches to entity disambiguation. For entity consolidation in linked open data,
Hogan et al. [32] developed a method to use explicit owl:sameAs relations to
perform consolidation. In the domain of medical informatics, Hassanzdeh et al. [33]
reported on the LinkedCT project, which utilized exact match, string match, and
semantic match to discover links between clinical trial entities, such as trials,
conditions, interventions, primary outcomes, etc.

As in previous work by Chun and MacKellar [34], the UMLS [35], which
contains the Metathesaurus of medical concepts, is used in this research to provide a
common vocabulary and semantics for multiple terms that refer to the same con-
cept. Ji et al. [36] developed a term matching algorithm by using the UMLS to
recognize identical concepts. CUIs, which are concept unique identifiers for med-
ical concepts in the UMLS, are used by the algorithm to identify the same concept
with different terms. To discover the “sameAs” links, we apply two rules: (i) If two

Fig. 2 Example of linked triples
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conditions in two datasets are of the same name (after necessary stemming and
preprocessing), they are regarded as the same concept, and a linkage between the
two conditions is discovered; and (ii) When the same CUI is associated with two
different condition terms from different datasets, the sameAs link is inferred
between the two terms because each concept in the UMLS is uniquely identified by
a CUI.

Figure 3 shows that “ALS” from PatientsLikeMe and “Lou Gehrig’s Disease” in
the UMLS are identified as the same entity, after the sameAs link has been inferred.

5 Architecture of Social Health Analytics Platform

To enable end users like health officials or epidemiologists to draw public health
intelligence to better understand the population’s health status or to get data-driven
insights into the social health behaviors, the social health analytics platform is
proposed. Figure 4 shows the major components consisting of data extraction,
linking, and discovering additional links through inference to construct an integrated
connected knowledge graph, and the analytics component where the machine
learning component builds the models to automate the data processing to not only
summarize, but also to predict sentiments, and diseases that may be correlated with

Fig. 3 Entity linking across data sources
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other diseases. This system is intended to provide answers to various health-related
questions as shown in Table 3.

We have implemented a prototype system. The data processing layer at the
bottom layer of the architecture is responsible for monitoring the social data sources
and extracting and ingesting the data into a staging database. The layer is composed
of multiple connectors, one for each type of data source, through APIs or spe-
cialized extraction connectors to retrieve data from heterogeneous sources. Among
others, we have a Web crawler that uses the PHP HTML DOM Parser to scrape
Websites and to retrieve relevant information. Additional connectors can be
developed as needed. Data sources currently accessed in our extraction routine
include the social network site PatientsLikeMe and Twitter (through APIs), the
health forum MedHelp, the government-maintained CDC site, the Mayo Clinic
Website, the PubMed Website, and the patient resource portal WebMD. The
incoming data, where applicable, goes through the geo-coding processor, where
text-based location information is resolved to latitude and longitude coordinates
(geo-coding) and, vice versa, coordinates are resolved to names of places (reverse
geo-coding) by using third-party services. Geo-coding is required to enable
geospatial analytics and to chart data on maps.

Data is then stored in RDF format in the Jena triple store [31] with 612,017
triples representing entities from different sources above mentioned and their
relationships. From here, data is linked and augmented via the inference engine

Fig. 4 Social health analytics platform architecture

30 S.A. Chun et al.



component. The latter makes use of supplemental information specified in the
UMLS, inference rules repositories, as well as of an entity resolution and a rea-
soning service. The inference engine is the place where data linkage is performed
and additional facts are derived, thus enabling cross-dataset exploration and rea-
soning about data. Both the inference engine and the triple repository can be
accessed via the analytics layer, which is why the analytics are deployed. At the
higher level, users interact with the system via visualizations or the system inter-
face, which invokes analytics operations according to the user’s input.

6 Social Public Health Analytics

In this section, we provide a few analytical applications using the social health
knowledge graph and SHR to illustrate how Social Health Records are used to
provide public health intelligence.

6.1 Social InfoButtons

The integrated triple store of social health data can support the basic queries using
SPARQL [37]. In addition, to provide answers to the basic queries about public
health, the knowledge graph is exploited for knowledge navigation to answer
various complex health questions listed in Table 3. It can be used to answer
questions such as “What are the top diseases reported by other patients?” or “How
many male patients with Asthma are in the state of New Jersey?”

Using these basic capabilities for question answering, we built a Social
InfoButtons similar to InfoButtons [38] to provide social health information deliv-
ered in a context-aware fashion, e.g., in the clinical patient care context, in the
government policy evaluation context, and in the personal information look-up
context. Cimino et al. [39, 40] developed InfoButtons to complement the existing
Electronic Health Records (EHR) systems and meet the clinicians’ information
needs in the context of patient care. Cimino et al. [41] described different information
needs, their contexts, their resources, and the corresponding applicable methods. In
Social InfoButtons, we implemented similar functionalities to provide context-aware
information, but the information of Social InfoButtons covers patients’ social health
information at an aggregated level. This aggregated information includes the per-
centage of treatments or symptoms for a given disease self-reported by the patients,
which can help clinicians to understand the context-specific disease and care patterns
or trends from other similar patients at the point of care.

The Social InfoButtons system displays the current disease trends as a list of
most common diseases, based on the statistics of the accessed social network sites,
as shown in Fig. 5. It also provides disease-specific trends among patients, such as
favorite drugs, symptoms, demographics, and geographical distribution of the
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patients. The visualization of these social data is juxtaposed with open government
data statistics or cutting edge research information from PubMed and WebMD, to
allow comparative views.

The social information might be useful for clinicians as it provides them with a
new perspective on the current condition/symptoms they are encountering. It is also
helpful for patients because when patients are faced with a health concern, they
usually want to know how similar patients are coping with the same concern, and
how quickly they are recovering.

When a doctor is caring for a veteran who suffers from PTSD (Post-traumatic
Stress Disorder), he can practice evidence-based medicine and explore the social
trends and experiences of other patients like his patients. As shown in Fig. 6, the
Social InfoButtons system can provide answers to typical questions that might be
asked by the clinician, represented as information button icons.

This way, the nontechnical person who is not familiar with the SPARQL query
language can query the knowledge graph to quickly get the desired answers. For
example, the InfoButton icon next to “where is the individual patient?” can provide
the doctor with a map (shown in Fig. 7) to indicate the location of all the patients
who posted that s/he is suffering from PTSD.

The doctor can look at the total number of patients by region and is able to zoom
in on the map for each patient level to view their profile information such as
username, social network profile page, gender, age, and location. The treatments

Fig. 5 Social InfoButtons search to provide social health behaviors
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used by other similar patients for PTSD and how they reacted to them are also
displayed to the doctor to make better informed decisions. For example, if his
patient is from a particular location, the doctor can find out common characteristics
of all patients in the close-by region, such as any common profile information,
notable common symptoms, and treatments reported by other patients. The doctor
can make a better recommendation on a treatment regimen that seems more
acceptable and more effective to the particular group of patients in the region.

Fig. 6 PTSD-related Social InfoButtons
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For PTSD, the most popular treatment, as shown in Fig. 6, is Individual
Therapy, which is a form of Psychotherapy, evaluated by 95 patients, and has no
side effect reports. The second most popular treatment, a prescription drug called
Sertraline, has side effects such as weight gain (21%) and dry mouth (20%). The
doctor can utilize the Social InfoButtons system to retrieve the symptoms and their
severity levels. For PTSD, 297 patients reported severe flashbacks, 448 moderate
flashbacks, 410 mild flashbacks, and 489 did not report flashbacks. He can compare
his patient’s symptoms with the other patients and learn that it is most likely his
patient’s flashback symptoms that may be mild. In summary, the Social InfoButtons
system can help doctors to make decisions using knowledge of social trends and
experiences of similar patients, using population-level intelligence as a benchmark,
and compare it with diagnoses and treatment options for his patient.

A government agency can follow trends and understand whether discrepancies
exist between official statistical data and social data. Social InfoButtons can allow
officials to identify discrepancies, which may serve as a starting point for further
investigations. For instance, there is no universally accepted treatment for
Fibromyalgia, a common chronic pain condition. The government official or a
researcher can query and browse query results and trigger queries that display
analytics of contrasting data from official and social sources for Fibromyalgia. The
analytic provides the list of treatments for the condition, ordered by popularity
(defined as the number of treatment occurrences in the social space). Starting from
this analytic, the knowledge worker can perform a comparison against authoritative
sources. For the specific case, the user would discover that a treatment with

Fig. 7 Map of all patients who reported PTSD in their social health media
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Cyclobenzaprine is reported in social media data but not in official documents, as
shown in Table 4.

Similarly, the agency may want to explore the distribution of the population
reporting Asthma and how it compares with official data. An interactive map,
supplemented with a heat map analysis, allows her to pinpoint the gender distri-
bution by geographical area, and access contrast data via the given charts.
Figure 8a, b shows the gender distribution for Asthma in the states of Ohio and
Pennsylvania, respectively. From these two figures, it is interesting to note the
following: first, there is a substantial difference between data from the official and
the social sources; and, second, this difference is consistent across the states, i.e.,
Ohio and Pennsylvania.

Table 4 Discrepancy on treatment types in Social Health Records and authoritative source

Treatment in SI # of Patients in SI Appears in Authority

Duloxetine 1058 Yes

Pregabalin 955 Yes

Milnacipran 357 Yes

Gabapentin 346 Yes

Tramadol 201 Yes

Cyclobenzaprine 188 No

Amitriptyline 141 Yes

Hydrocodone–Acetaminophen 128 Yes

Naltrexone 55 No

Massage Therapy 52 No

Meloxicam 50 No

Venlafaxine 46 No

Carisoprodol 43 No

Fig. 8 Asthma distribution heat map and gender breakdown in a Ohio and b Pennsylvania
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In addition, a patient wants to know more about his condition and he is interested
in researching the scientific literature, joining social networks, exploring blogs or
forums, etc. This can be a challenging task for a nonexpert. The plethora of
information channels to consider that pose different levels of terminology issues,
and his limited expertise can be prohibitive. Social InfoButtons can help this kind of
individual to explore the knowledge, to gain an understanding of crowd level
common behaviors or health practices through analytics provided by the system.

6.2 Sentiment Analytics to Monitor Public Health Concerns

We have also developed a sentiment analytics component named ESMOS
(Epidemic Sentiment Monitoring System) to monitor the timeline and topic dis-
tribution of population-level public health concern [42, 43]. Using Twitter datasets,
we developed a sentiment classification model, with unlabeled tweets and the
subjective language as well as none-linguistic clues such as emoticons, to distin-
guish the personal from nonpersonal tweets (e.g., news tweets), and to distinguish
positive from negative sentiments among personal tweets. The sentiment analysis
results are used to calculate the population-level public concern toward a disease.

The ESMOS displays (1) a concern timeline chart to track the public concern
trends on the timeline; (2) a tag cloud for discovering the popular topics within a
certain time period with a capability to drill down to the individual tweets; and (3) a
public health concern map to show the geographic distribution of particular disease
concentrations with different granularities (e.g., state, county, or individual location
level).

Figure 9 shows the different visual tools. The public health specialists can utilize
the concern timeline chart, as shown in Fig. 9a, to monitor (e.g., identify concern
peaks) and compare public concern timeline trends for various diseases. Then the
specialists might be interested in what topics people are discussing on social media
during the “unusual situations” discovered with the help of the concern timeline
chart. To answer this question, they can use the word cloud analytics, as shown in
Fig. 9b, to browse the top topics within a certain time period for different diseases
and individual tweets. The public health concern heat map in Fig. 9c shows the
state-level public concern levels.

This illustrates that Social Health Records, such as tweets, which may be con-
sidered as weak signals on their own, can be a source of population-level intelli-
gence to understand the public health issues and attitudes toward a particular
disease when analyzed in the large collective datasets. Here, again, each tweet
analysis makes use of disease-related knowledge bases (e.g., disease ontology) and
subjective language as background knowledge in classifying the tweets in building
the classification models.
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6.3 Comorbidity Prediction and Trajectory Analysis

Managing multiple coexisting conditions of one patient raises important public
health issues, especially when conditions are associated with high costs. In the US,
80% of Medicare spending is expended for managing comorbidity of patients. For
instance, obese patients often develop type-2 diabetes and hypertension. Thus,
predicting potential comorbidity conditions for an individual patient or a group of
patients with similar profiles can promote preventive care and reduce costs. In
addition, predicting possible comorbidity progression paths using large datasets
from the Social Health Records can provide important insights into population
health and aid with decisions in public health policies. Discovering the comorbidity
relationships is complex and difficult, due to limited access to Electronic Health
Records by privacy laws. With the SHRs, great opportunities are provided to study
this kind of population-level predictive model building.

In building a prediction model for identifying a potential comorbid condition, or
discovering all possible trajectory paths, we take two approaches [25, 26]: a

Fig. 9 a Public health concern trend line, b Topic trending, c Public health concern map
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collaborative comorbidity prediction method to predict likely comorbid conditions
for individual patients and a trajectory prediction graph model to reveal progression
paths of comorbid conditions. Our prediction approaches utilize patient-generated
health reports on online social media, i.e., the Social Health Records (SHR). The
experimental results based on one SHR source show that our method is able to
predict future comorbid conditions for a patient with coverage values of 48 and
75% for a top-20 and a top-100 ranked list, respectively.

For comorbidity risk trajectory prediction, our approach uses a graph con-
struction approach to build a connected graph from one condition to another con-
dition, using edge discovery and linking discovered edges to reveal each potential
progression trajectory between any two conditions and infer the confidence value of
the future trajectory, given any observed condition. The predicted trajectories are
validated with existing comorbidity relations from the medical literature.

The dataset from the patients’ self-posted data on the PatientsLikeMe website in
2012 included 17,418 patients’ information, including id, username, gender, age,
and location, and 35,606 diagnosed conditions for these patients. Each diagnosis
contains six attributes: PatientId, HasCondition, ConditionId, IsPrimaryCondition,
FirstSymptomDate, and DiagnosisDate, for example, “ID: 8, HasCondition: Stroke,
ConditionId: 48, IsPrimaryCondition: 0, FirstSymptomDate: May 1998,
DiagnosisDate: Sep 1998”.

Using the variant algorithm of collaborative filtering approach, the top 2 pre-
dicted conditions are identified (see Table 5).

This result, based on the social data, has a good match with the official findings
in medical literature as shown in Table 6. For instance, people with Fibromyalgia
are predicted to have comorbidities of Chronic Fatigue Syndrome and Generalized
Anxiety Disorder.

However, the medical literature results or the collaborative prediction model do
not show the possible trajectory to show the progress from one condition to another,
other than stating that these conditions likely co-occur.

The trajectory analyses using the SHRs have shown more promising transitional
steps of the comorbidity direction. The following visual analysis using our
approach in Fig. 10 shows the trajectory of the potential comorbidity progression
for public health insights, using collective intelligence garnered from a large set of
SHR records from many people.

Figure 10 shows the progression trajectory starting with “Major Depressive
Disorder” (MDD). The numbers in parentheses on each node indicate the numbers

Table 5 Example of predicted comorbidity conditions associated with diagnosed conditions

Id Diagnosed Conditions Top 2 Predicted Conditions

296 Migraine, Fibromyalgia Chronic Fatigue Syndrome, Generalized Anxiety
Disorder

42 Eating Disorder, Phobic
disorder

Social Anxiety Disorder, PTSD

50 HIV, Seborrheic Dermatitis Bipolar Disorder, Lactose Intolerance
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of patients following the trajectory from the root to the current node, e.g., there are
17 patients with the trajectory (MDD!Fibromyalgia!IBS). In Fig. 3, the most
frequent length-2 trajectories are (MDD!GAD) (165 patients) followed by
(MDD!Fibromyalgia) (127 patients). The most frequent length-3 trajectory is
(MDD!GAD!PD) (PD = Panic Disorder). The confidence value of
(MDD!GAD!Panic Disorder), given the observed condition MDD, is
37/680 = 5.4%. The other length-3 trajectories between MDD and PD are
(MDD!Dysthymia!PD) (3.4%), followed by (MDD!PTSD!PD) (3.2%) and
(MDD!Social Anxiety Disorder!PD) (2.5%).

This comorbidity progression trajectory analysis results from our study as shown
in Table 7 contrasting with those in Table 6, where the comorbid conditions are
just listed without showing the progression. For instance, the trajectory
MDD!Generalized Anxiety Disorder (GAD)*!Obsessive–Compulsive Disorder

Table 6 Comorbidities from medical literature

Condition Category Comorbidity

Major Depressive
Disorder (MDD)

Dysthymia, Panic Disorder, Agoraphobia, Social Anxiety,
Obsessive–Compulsive Disorder, Generalized Anxiety Disorder,
and Post-traumatic Stress Disorder, Alcohol Dependence,
Psychotic Disorder, Antisocial personality, Eating Disorders,
Borderline Personality Disorder

Irritable Bowel
Syndrome (IBS)

Major Depression, Anxiety, Somatoform Disorders,
Fibromyalgia, Chronic Fatigue Syndrome, Gastroesophageal
Reflux Disease, Restless Legs Syndrome

Fig. 10 The comorbidity progression trajectory model starting from “Major Depressive Disorder”
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(OCD)* (0.7/3/23) shows that it is likely that patients will develop OCD through
GAD from MDD.

The new insights from the SHRs can be used for anticipatory prevention mea-
sures with appropriate treatments.

7 Conclusions

In this chapter, we have shown that public health intelligence can be gathered from
the Social Health Records shared by individuals on online social media, combined
with the authoritative data shared by medical experts. We have presented a Social
Health Analytics Platform for enabling the use of semantics in the analysis of Social
Health Records to gain population-level health intelligence. The proposed Social
Health Records Analytics Platform enables flexible collection of data from a variety
of sources. Collected data is reconciled in a unified data model focusing on medical
conditions and treatments and linked to create a knowledge base that enables
cross-dataset exploration and analysis. Furthermore, the knowledge base can be
extended by defining inference rules and using automatic reasoning.

We have illustrated the Social Health Analytics cases for population health,
including the Social InfoButtons application to provide on-demand social health
intelligence according to the information needs in different situations, sentiment
analysis of Social Health Records to measure the population level of concern for
health issues, and visual and trending analytics to provide situation awareness of
disease evolution. We further discussed the comorbid progression analytics to
predict the likely conditions to develop and the likely paths from one condition to
another through time. The content of each individual Social Health Record

Table 7 Trajectory analysis results for comorbidity prediction (comorbidity index in
percentage/confidence value in percentage/support)

Condition Comorbidity

Major Depressive
Disorder (MDD)

MDD!Post-traumatic Stress Disorder (PTSD)*!Panic
Disorder*!Social Anxiety Disorder* (0.25/1.3/9)
MDD!PD*!SAD*!Phobic Disorder (0.23/1.1/8)
MDD!Generalized Anxiety Disorder (GAD)*!Obsessive–
Compulsive Disorder (OCD)* (0.7/3/23)
MDD!PD*!OCD* (0.7/2/19)
MDD!Bipolar II (1.7/4/21)
MDD!Borderline Personality Disorder* (1.2/3/21)

Irritable Bowel
Syndrome (IBS)

IBS!Gastroesophageal Reflux Disease (GERD)*!Restless Legs
Syndrome (RLS)* (0.9/3/6)
IBS!Fibromyalgia*!Chronic Fatigue Syndrome (CFS)*
(0.3/9/17)
IBS!RLS* (6/12/23)
IBS!Osteoarthritis (3/10/18)

*The comorbidity exists in medical literature
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(SHR) may not provide many insights, but we showed that collectively the SHRs
can bring great value for population health intelligence and understanding.

Many challenges still exist with using SHRs, because the data governance issues
such as who owns the SHRs and who decides to share them need to be further
addressed. So far, the use the SHRs has been relatively free of any governmental
regulations and is subject to the data policies of online social media providers.
However, there is concern that the existing privacy issues may prevent the effective
utilization of SHRs for analytics in the future.
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Using Dynamic Bayesian Networks
for Incorporating Nontraditional Data
Sources in Public Health Surveillance

Masoumeh Izadi, Katia Charland and David L. Buckeridge

Abstract The estimation of disease prevalence based on public health surveillance
data requires the accurate identification of cases from limited information (e.g.,
diagnostic codes). These data sources typically consist of routinely collected
records of population healthcare utilization, such as administrative and clinical data,
that specifies diagnostic codes or terms for each encounter. These data sources
include, for example, emergency department visits, pharmaceutical (drug) dispen-
sations, and laboratory test orders. The case definitions depend on the data source
and are typically based on the presence of diagnostic codes or key words in a
prespecified time frame. Each data source will result in a certain degree of mis-
classification bias when estimating prevalence. Inaccuracies can occur at each stage
from the time the disease process is initiated to the stage at which diagnostic codes
are entered into the database. Indeed, when relying on these data sources, asymp-
tomatic cases will be missed, as well as those not seeking health care. Even patients
that seek care may be inaccurately diagnosed or the diagnostic code that is entered
in the system may not represent the diagnosis or may not be a code or key word
used in the definition. In addition to misclassification bias, these data sources are
not usually available in a timely manner. Timeliness is an important factor for
prevalence estimation in certain contexts such as the prevalence of infectious dis-
eases during an epidemic. For instance, in an influenza pandemic, such estimates
must be obtained within days. In recent years, several nonclinical and nontraditional
data sources have been introduced to public health surveillance with the potential to
provide more timely signals of changing prevalence trends. Ideally, combining the
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new and traditional data sources, there is greater potential to overcome bias and
provide more timely signals. However, building a construct capable of incorpo-
rating data from these various sources in a coherent manner is not trivial. In this
research, we consider the case of the 2009–2010 H1N1 pandemic as the context of
interest and we use media reports of deaths from H1N1 on the web as a nontra-
ditional data source. We propose to use dynamic Bayesian networks from the class
of probabilistic graphical models in order to combine this new data source with
traditional ones through exploration of the possible probabilistic relationships
between these data streams. This is an initial step toward building a framework that
can potentially support aggregation of heterogeneous data for a real-time estimation
of disease prevalence. Our preliminary results show that the proposed model can be
used in accurate prediction of short-term future counts of the data sources. This is
particularly useful in timely prediction of epidemic changes over a defined
population.

Keywords Public health � Surveillance systems � Probabilistic models �
Nontraditional data sources � Dynamic Bayesian networks

1 Introduction

Infectious disease outbreaks result in high human and financial costs. Respiratory
and gastrointestinal infectious diseases, in particular, are among the most prevalent
types of infections encountered in routine public health practice. The rapid emer-
gence of the novel pandemic (H1N1) 2009 influenza virus in the spring of 2009
gave rise to a pandemic that resulted in more than 18,000 deaths [1]. Due to the
continued threat of influenza and recognizing the importance of methodological
advances to provide timely and accurate estimates of disease burden, building
models that can synthesize the information from diverse data sources is crucial.
Several streams of data such as the volume of visits to emergency departments,
sales of over-the-counter drugs, call volume to health information lines, and the
number of admissions to hospitals are routinely used for monitoring outbreaks. In
addition, advances in public health surveillance research have included the iden-
tification and validation of novel data sources for monitoring infectious diseases.
Despite the wealth of information from these diverse data streams that may be
synthesized to form a comprehensive estimate of disease prevalence, the majority of
surveillance systems responsible for monitoring changes in disease burden from
these data assess disease prevalence from each data source separately or combine
estimates in an ad hoc fashion.

Synthesizing the information from the data sources can increase statistical power
and alleviate biases due to confounding and misclassification, in general. Combining
heterogeneous data sources has become the focus of extensive theoretical work and
numerous applications. Multiple kernels learning [2], N-dimensional order statistics
(NDOS) method [3], and Bayesian propensity score have been used for combining
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data sources. Bayesian network framework also has been used recently for com-
bining heterogeneous data for accurate prediction of protein function, in bioinfor-
matics research. However, combining temporal data introduces another layer of
complexity to integrating data sources. Building an architecture to aggregate such
data from different sources in a way that can be easily used for reasoning and
prediction is not always easy. Moreover, the desired architecture must be scalable,
easily updated, extensible, and more importantly, accurate for prediction of the
associated time series.

Classical approaches to time series prediction include linear models such as
ARIMA (autoregressive integratedmoving average) [4, 5], ARMAX (Autoregressive
Moving Average Exogenous Variables Model), and nonlinear models such as neural
networks and decision trees. Problems with these approaches include the fact that it is
difficult to incorporate prior knowledge and multidimensional sources into the same
model. We address this problem using probabilistic graphical models which can be
used as tools for fusion of data sources while they allow domain knowledge inte-
gration as well [6].

Probabilistic graphical models are represented by a graph with nodes and links,
where nodes represent variables of interest and links indicate probabilistic rela-
tionships among nodes. These models show great potential for data mining,
knowledge discovery, and data analysis. The main advantage of these models is that
their underlying graph structure, which conveys the probabilistic relationships for
any number of variables, is learned from the data, or can be selected by the experts,
or both. Bayesian networks (BNs) and hidden Markov models (HMMs) are among
the most popular forms of these models. Both models provide promising
methodologies for encoding relations among a large number of random variables
based on the conditional independence property and they are able to represent
real-world problems with a high degree of complexity. A generalization of these
two models is known as dynamic Bayesian networks (DBNs). DBNs generalize
Bayesian networks to model temporal relations and generalize HMMs to model
interdependencies between observations.

Our objective in this research is to create a DBN as a unified model to combine
and mine different data streams relevant to the influenza pandemic. After these
relationships between the data streams are learned and the model is built, it can be
used for inference and predictions. Another important issue we would like to
address is the problem of timeliness. It is especially important in the case of
epidemics to forecast prevalence with enough lead time to allow for preparation. In
this paper, we show that there is no need to wait for a week or more in order to
forecast influenza burden.

To further elucidate upon the utility of DBNs in the context of synthesizing the
information from diverse data sources to estimate infectious disease burden, we
describe a case study of influenza surveillance in which DBNs were used to provide
timely and accurate estimates of influenza burden. Our investigations are based on
available administrative data sources that provide information related to the
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incidence rate of H1N1 over the pandemic and non-pandemic periods. For illus-
tration purposes, in our case study, we focus on the data from the island of
Montreal, in the province of Quebec in Canada. However, our approach is easily
extendable to other geographical locations and other surveillance situations. The
steps in the reasoning and prediction by these models will be illustrated through the
H1N1 case study in this paper.

2 Traditional and Nontraditional Data Sources
for Influenza Surveillance

Advanced surveillance systems, including the US Influenza Surveillance System
and the Public Health Agency of Canada’s FluWatch, collect five types of
surveillance data: virologic, outpatient visits for influenza-like illnesses,
influenza-associated hospitalizations, influenza- and pneumonia-related deaths, and
geographic spread of influenza. Also, reports submitted to public health depart-
ments on a regular basis, from collaborating laboratories, on the total number of
specimens testing positive for influenza, are another routinely collected source of
data for influenza surveillance.

There are other data streams that have the potential for integration into
surveillance systems including over-the-counter drug sales, 911 calls, ambulatory
dispatch, calls to medical helplines, and school and work absenteeism records. The
importance of incorporating such sources is noted through the body of literature on
assessing the value of such data [7, 8]. Ongoing investigations are performed to
explore the most effective means of data fusion and the most informative and timely
data streams [9].

Internet-based sources of data have gained a lot of attention from surveillance
researchers and practitioners, over the last few years. This is due to the fact that
such data sources have demonstrated correlations with the actual clinical data in the
case of influenza [9]. Queries to online search engines have been used to track
influenza-like illness in a population. Online news sites, social networks, blogs, and
discussion forums have increased in number, volume, and coverage, and show
potential as useful data sources for disease surveillance [4, 7, 10]. Evidence exists to
support the idea that Internet-based data sources may improve the timeliness of
detection. Major outbreaks investigated by the World Health Organization
(WHO) are first identified through these Internet-based sources [8, 11]. However,
Internet-based data sources are not well organized. Tools need to be developed in
order to parse, annotate, and assimilate a broad range and a large number of pages
as appearing online, constantly. HealthMap [10] is one of these developed tools that
assist event-based monitoring of infectious diseases for surveillance purposes by
leveraging Internet news and other electronic media. We used HealthMap to extract
nontraditional data for the case study of H1N1 surveillance studied in this paper.
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3 Dynamic Bayesian Networks

Bayesian networks (BNs) provide a compact representation for expressing joint
probability distributions and for probabilistic inference [12–14]. They have gained
increasing popularity in the biological sciences [9]. The representation and use of
probability theory make BNs suitable for combining domain knowledge and
observational data, expressing causal relationships, and learning from incomplete
datasets.

A Bayesian network is represented by a Directed Acyclic Graph (DAG).
The DAG contains nodes for each random variable considered in a problem and
links between any two statistically correlated nodes. The node originating the
directed link is a parent and the terminating node a child. Therefore, the DAG
explicitly represents conditional independence relationships among the random
variables. The existence of a link between two nodes represents the conditional
dependence between the corresponding variables. Each node contains a conditional
probability table (CPT) that describes the relationship between the node and its
parents. If the topology of the DAG (i.e., the structure of the network) is unknown,
then the independence relations among the random variables are unknown and an
appropriate structure must be elicited from the data or from domain knowledge.

Automatically learning the structure of a Bayesian network DAG from data is a
well-researched but computationally difficult problem [15, 16]. Conceptually, a
function is used to score a network with respect to the training data, and a search
method is used to look for the network structure with the best score. Different
scoring metrics and search methods have been proposed in the literature. The
scoring functions used to select models are based on the likelihood function of a
model, given the data or the logarithm of this function. Since the associated search
space is exponentially large, local search-based approaches, which iteratively
consider local changes (adding, deleting, and reversing an edge) to the network
structure, are usually used to find the best network topology. This type of search is
very useful when dealing with large datasets because of its computational effi-
ciency. One of the most popular search strategies due to its simplicity and good
performance in this context is the greedy hill-climbing search [17] which starts from
an empty graph and gradually improves it by applying the highest scoring single
edge addition or removal available.

Once the DAG is learned, the parameters of the model (CPTs) need to be
specified or directly learned from data. CPTs identify the probabilities of the child
being in any specific values given the values of its parents. Parameter learning in
Bayesian networks mainly considers maximum likelihood estimation of the model
given the data and it is performed through an expectation maximization process.
See [18, 19] for parameter learning methods in Bayesian networks.

A DBN consists of a finite number of BNs called slices, where each slice
corresponds to a particular time instant. BNs corresponding to successive instants
are connected through arcs that represent how the state of a random variable
changes over time. A DBN is generally assumed to satisfy Markov (or k-Markov)
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property. This means that temporally, each node only depends on the nodes one (or
up to k) time step earlier. It is generally assumed that the dependencies between the
nodes on one slice of a DBN, which present a BN, do not change over time.
Therefore, a DBN can be described by at most a k-slice network (for a k-order
Markov domain). The advantage of DBNs is being able to represent uncertainties,
dependencies, and dynamics exhibited in different time series.

DBNs have been applied in a variety of applications from activity recognition
and monitoring to medical diagnosis and fault or defect detection. DBNs have also
been used for inferring genetic regulatory interactions from microarray data. To our
knowledge, this is the first time that this framework is used for mining in epi-
demiological data. Ideally, we should be able to learn and discover the probabilistic
relationships between data streams through structure learning in DBNs. However,
when the system consists of many data streams and in particular when it is partially
observed, structure learning in DBNs becomes computationally intensive. This is
due to the fact that the space of possible models is so huge that it will be necessary
to use strong prior domain knowledge to make the task tractable. To design a DBN
structure that adequately reflects relationships between evidence from different data
types for the purpose of ensemble analysis, we used statistical techniques explained
in Sect. 5.

4 Data

Through collaborations with the department of public health in Montreal, we had
access to five different surveillance data sources. These data sources include daily
counts of emergency department visits, daily counts of calls to health information
lines (Info-Sante), weekly counts of H1N1 vaccination, weekly counts of confirmed
cases of H1N1 through lab tests, and weekly counts of admission to the hospitals.
Several quantitative relationships between some of these data sources are also
known as domain knowledge.

The data sources available to us come with different resolutions in time and have
a varying time delay. Therefore, for the purpose of consistency, in preliminary
analyses, we only considered the data sources that were reported on a daily basis.
This includes daily time series of emergency department (ED) visits and calls to
health lines (Info-Sante). Quebec’s Info-Sante (IS) is available to all residents of the
province. Users are encouraged to call with any general health questions and
confidential advice is given regarding their health concerns. The system is available
24 h per day. Healthcare recommendations are made by trained and experienced
registered nurses. We conducted data extraction for Influenza-like illness
(ILI) complaints in IS calls for a period of time in which the H1N1 pandemic period
was a subset. Anonymized data was obtained from this data source. We aggregated
ILI calls by age group, sex, and day of the call. Similar to the ED data, the IS data
can be used to assess temporal patterns in influenza burden.
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We also utilized an Internet-based data as a nonconventional source for H1N1
infection monitoring. Media reports of deaths from pandemic H1N1 were consid-
ered important because of their pronounced effect on the utilization of health ser-
vices, thus media reports were filtered for content. We used HealthMap as a
web-based tool for data collection on localized instances of H1N1. We extracted the
media data from the HealthMap [10] on a daily basis.

5 Methods

We applied and evaluated DBNs in the context of data integration from different
sources which partially indicate the patterns of Influenza H1N1 infection. There are
natural relationships between infection rate or influenza-like-illness incidence and
other data sources to which we have access, such as vaccination data. Influenza
infections are thought to make up approximately one-third of influenza-like-illness
infections so vaccination against influenza would likely reduce the volume of
healthcare visits for ILI. While very useful, these diverse pieces of information
alone are not sufficient to establish a comprehensive model. DBNs are capable of
incorporating such domain knowledge in their structure while they build on the
knowledge discovered by the data.

Although conventionally DBNs are based on first-order Markov processes (i.e.,
they can be implemented by one-step temporal relationships between two static
BNs), we were advised that the data sources we have considered in this work may
potentially indicate more than one-step lag between the time series. Therefore,
embedding of this particular information into a DBN formulation requires a k-order
Markov process for representing a k-layer Bayesian network, where k indicates the
maximum lag between the time series.

Our approach to uncovering the relationships between the time series is to first
use statistical techniques to assess the extent of lead–lag relationships among the
data sources. We then combined that with domain knowledge, and then use this
information to construct the required DBN.

We used a statistical technique called Wavelet Coherency Analysis (WCA) [20,
21] to estimate the extent of any lead–lag relationships between the data streams.
Wavelet coherency analysis is a useful technique for analyzing periodicities in
longitudinal data [22–24]. Though it has many applications, WCA is especially
useful in highlighting the time and frequency intervals in which two time series
show substantial synchrony.

In the case of our time series, wavelet coherency is useful at finding synchrony
in the anomalies of the series. The series are nonstationary and thus show large-
scale trends. We assess synchrony in the series after removing these large-scale
trends. Coherence is defined as the cross-spectrum normalized to an individual
power spectrum. It is a number between 0 and 1, and results in a measurement of
the cross-correlation between two time series and a frequency function.
Wavelet-squared coherency is a measure of the intensity of the covariance of the
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two series in time–frequency space [25]. It is used to identify frequency bands
within which two time series are covarying. The WCA can identify pairs of series
that display temporal relationships that warrant further exploration in the Bayesian
network setting. This is done via the computation of time–frequency maps of the
time-variant coherence [23].

The development of DBNs is based on the data presented in the paper. In all our
investigations, we enforced the presence of the arcs in the DBN network structure
based on the suggested settings by WCA, or BN structure learning. We learned
DBN models from the data in a variety of settings and compared them with respect
to their performance in predicting the future observable data streams. The main
purpose of this phase of the research is to understand how well DBNs can represent
the whole picture, a unified view of the information in the observed data sources.
We also explored different settings to empirically show how many observations are
required and what which observations are most useful.

In performing the BN structure learning, we followed a similar strategy to that
suggested by Sebastiani et al. [9]. For each data source, we selected the variables
observed at t, t+1… t+10 days and performed hill-climbing searches to identify the
network with the best score.

6 Results

Figure 1 shows the total daily counts of H1N1 media reports about Montreal during
the period of April 28, 2009, to December 16, 2009, in the top graph.

The second graph depicts the total daily calls to IS, and the third graph shows the
total daily counts of emergency department visits during the same period. The
arrow points to the time when a 13-year-old boy (hockey player) in Ontario died on
October 26. There were reports of his funeral at around November 4 (t = 203 on the
time axis). This precedes, by 1 day, the sharp spike in IS calls.

The extent of the temporal relationship between IS and ED data series was
estimated using WCA in Fig. 2. Our results in Fig. 2 show about 2–4-day lead (or
lag). The US Influenza Surveillance System identified two distinct waves of pan-
demic influenza H1N1 activity, the first peaking in June 2009, followed by a second
peak in October 2009. All our influenza surveillance data showed levels of influ-
enza activity above that typically seen during late summer and early fall. There is a
phase change at around Nov 2, in the second wave. We are able to see a predictable
relationship during seasonal influenza (with IS leading ED by approximately
4 days), but during the pandemic (and especially the second wave) the relationship
was less predictable. We speculated that it is possibly due to media influence.

The first set of experiments involved learning DBNs of different complexities.
We used a BN structure learning search over the space of all possible graphs to find
the best graph, and we discovered 2-day lag for ED during the seasonal and pan-
demic flu 2009 (see Fig. 3). However, for an extended period of time (May 1, 2008,
to December 30, 2009), which includes non-pandemic, seasonal, and pandemic flu,
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Fig. 1 Daily counts of HealthMap Montreal-specific media reports, emergency department
(ED) visits and calls to the health information line, IS, in Montreal between April 28, 2009, and
December 16, 2009

Fig. 2 Wavelet coherency analysis for two data sources, ED and IS
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we found different dependency relations between the two series by BNs structure
learning. As the WCA suggested, we considered variations of candidate models
with up to plus or minus 4-day lags. We also tried to train a DBN model with no
phase difference between IS and ED in a DBN. The structure learning method also
found that media reports data can lead the IS data by 1 day. However, this rela-
tionship only exists during the pandemic period in our datasets (April–December
2009).

We presented the Bayesian network models to the local experts in public health
surveillance and asked them to assess the face validity of the dependence between
the time series. The expert feedback was more in favor of IS leading ED. We
experimented with four DBNs that correspond to the settings suggested by BN
structure learning and WCA:

– ED leads IS by 2 days
– No phase difference between ED and IS
– IS leads ED by 2 days
– Media leads IS by 1 day and IS leads ED by 2 days.

We unrolled DBNs for seven time steps (weekly). We can treat the unrolled
version of a network as a static BN and apply inference algorithms in BNs. We used
cross validation for evaluation of all models. Four-fifths of the data were used for
training and one-fifth of the data was used for testing. In each model, we provided
the information for today’s count on ED and IS and predicted the first to sixth next
day’s counts on both ED and IS. The second model works actually the best when it
is trained and tested on the pandemic period (no more than 11% error in predicting
ED). It should be noted that for all models we considered categorization for
all variables. This includes media in {1–3; 3–7; >7}, ED in {0–100; 100–200;

Fig. 3 DBN resulted from Bayesian networks learning based on media data, ED, and IS
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200–300; 300–400; 400–500; > 500}, and IS in {0–100; 100–200; 200–300; 300–
400; 400–500; 500–600; 600–700; > 700}.

Once built and trained, we use the DBN model to do real-time prediction
through approximate inference in BNs. In this research, we aimed to learn DBN
models that generalize well. The generalizability of a model is interpreted as the
expected predictive accuracy for the next time steps. We evaluated the DBN model
for prediction accuracy of important observations in time series IS and ED through
cross validation techniques (Tables 1 and 2).

7 Discussion

An accurate measure of the incidence of infection with H1N1 influenza is critical
for monitoring the progression of the epidemic and for guiding control measures.
The direction de santé publique de Montréal collects data from multiple sources to
describe H1N1 influenza infection and associated healthcare utilization. However,
none of these data sources alone measure the incidence of H1N1 influenza accu-
rately. Our results suggest that the integration of different streams of data together
with Internet-based data into a real-time syndromic surveillance system may be a
complementary tool for prediction of the impact of influenza during the pandemic
period. This is in line with other studies, which have proposed that nontraditional
data sources may be of significant use to augment current syndromic surveillance
systems [7, 26, 27].

To the best of our knowledge, this study is the first to examine DBNs in the
context of data fusion in an effort to provide an effective evidence-based surveil-
lance tool. Although there exist dependencies between the media data series and the
IS data, we did not see significant changes in the prediction results for IS. This can
be potentially related to other factors which have not been considered in our model

Table 1 Performance of DBN models in predicting IS call volume, as measured by percent error

Model % error

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6

ED leads 1-day 19.49 21.19 22.03 26.72 29.03 29.9

IS leads 2-days 18.68 23.37 25.64 26.22 28.81 29.06

Media effect 18.24 24.21 26.72 27.65 29.31 32.59

Table 2 Performance of DBN models in predicting ED visit volume

Model % error

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6

ED leads 1-day 8.47 11.86 14.53 16.1 21.37 24.14

IS leads 2-days 8.47 11.02 12.52 13.33 13.56 18.49
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or solely related to the experimental setup we selected for these evaluations
including the discretization levels of the media and IS variables and the information
provided for reasoning at each time. The finer the level of the discretization, the less
the stability achieved in the inference results from the network. Therefore, the
results may vary with changing the categorization for the variables ED, IS, and
media.

Our study has several limitations. Though one purpose of integrating the
information in various data streams was to attempt to compensate for the biases of
each data stream by incorporating information from other data sources, we must
recognize that it is difficult to assess the extent to which the fusion of the data
streams reduced bias. Misclassification errors could be present for a number of
reasons. Although experienced physicians, nurses, and health coders provided this
data, human error can still be a factor. ED and IS data are based on professional
diagnoses, which are then converted to ICD codes. However, studies on the
accuracy of ICD-9 (International Classification of Diseases, 9th rev) codes for
respiratory illness have shown excellent specificity and moderate sensitivity, sup-
porting their use in public health surveillance [5]. HealthMap data does not capture
the sentiment of the reports, i.e., whether there were alerts of increasing incidence
or epidemic/disease severity or if they were reports of decreases in incidence.

A variety of social, demographic, and environmental factors may contribute to
patterns of influenza in general. This applies to H1N1 as well. For instance, the
majority of 2009 H1N1 cases occurred in children, as the lack of cross-reactive
antibody responses to 2009 H1N1 in these groups renders them more susceptible to
infection. We did not incorporate such factors in this study. Also, spatial resolution
and geographic information were not considered.

In terms of the utility of the DBNs in practice, exploring the stability of the
relationship between these surveillance time series is important. It was noted in our
results that the relationships appear more stable during seasonal influenza and less
predictable during the pandemic. Adding media may help in the future.

Mathematical models predicting the course of H1N1 pandemic rely heavily on
accurate estimates of the number of H1N1 infections during the first few weeks of
the pandemic. Therefore, as a crucial first step to forecasting H1N1 incidence, the
number of infections in the first few weeks needs to be accurately estimated.
However, identifying the true cases of H1N1 and consequently determining the true
number of infected individuals are difficult as some may have been asymptomatic
or they may have had symptoms but did not seek medical care. Though we cannot
determine the number of asymptomatic cases accurately, it is only possible to
estimate the number of symptomatic cases through statistical models using data
from existing influenza-like illness surveillance platforms. The estimates from these
models can subsequently be used as inputs in mathematical models to predict the
public health burden of the disease.

Although other data sources provide us with the prevalence of influenza, only
the proportion of lab confirmed H1N1 cases can confirm the proportion of influenza
that is specifically H1N1. We would like to evaluate the potential of the DBNs in
incorporating lab confirmed cases to infer the total number of infected individuals.
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8 Conclusions and Future Work

Monitoring health data is critical for detecting epidemics and for guiding control
measures. In this research, we used data from multiple health-related sources to
describe H1N1 influenza infection and associated healthcare utilization. We also
explored the use of a web-based data source in public health surveillance of H1N1
pandemic. Evaluating the benefit of new data sources is an important step for
improving public health surveillance. None of these data sources alone is believed
to measure the incidence of H1N1 influenza accurately.

In this paper, we proposed a dynamic Bayesian network model for fusion of
different heterogeneous data and to discover meaningful information from the
relationships that these data sources exhibit. We showed how a DBN model can be
used for generating short-term and timely predictions of real-time surveillance data.

We showed that even with only 1 to 2 days of data we can estimate future counts
in the studied sources. These estimates will be useful in forecasting the spread of
H1N1 influenza.

We will continue our investigations for choosing a better DBN structure. We
plan to evaluate all lags (plus/minus) 4 and pick the one with the best prediction
power. We did not consider the complete DBN model to predict the number of
infected cases of H1N1 in this paper. After reaching a good DBN model for
aggregation of data sources, we plan to extend the DBN model of observable data
sources presented here to what is called an autoregressive hidden Markov models
(AHMM) to contain the unobservable infected counts. We can then apply learning
algorithms such as Viterbi and Baum–Welch on this hierarchical dynamic Bayesian
network just as we can on HMMs to estimate the prevalence of H1N1.
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Post Classification and Recommendation
for an Online Smoking Cessation
Community

Mi Zhang and Christopher C. Yang

Abstract There are an increasing number of health-related communities and for-
ums developed on the Internet, where people discuss certain health issues and
exchange social support with each other. However, due to the huge amount and
loose structure of user-generated content in the health communities, it is difficult for
users to find relevant topics or peers to discuss with. In this paper, we focus on an
online smoking cessation forum, QuitStop. We extract user discussion content from
the forum, apply machine learning technology to classify posts in the forum, and
develop recommendation techniques to help users find valuable topics. Using text
and health feature sets, the classifiers are developed and optimized to categorize
posts in terms of user intentions and social support types. The recommender sys-
tems are then developed to make a recommendation of posts to users, in which the
classification results are incorporated in the neighbor-based collaborative filtering
approach. It is found that the combination of text and health feature sets can achieve
satisfactory classification result. Integrating classification result could help relieving
cold start problem in the recommendation. It can greatly improve the recall of
recommendation when limited knowledge is known for a thread.

Keywords Smoking cessation � Social media � Classification � Recommender
system � QuitNet

1 Introduction

With the development of Internet, a large number of health-related communities are
developed on various social media channels. People discuss health issues in online
communities without the time and geographical limitations. Social networking
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becomes an important feature of Health 2.0 [1]. Patients play a substantial role in
their own health and treatment in the cyber environment [2]. They actively par-
ticipate in discussions and interactions of online health communities.

In online health communities, users generate a large amount of text, which
provides important health information and knowledge that are not available in other
resources. However, due to the huge amount and loose structure of the information
in online health communities, it is difficult for users to identify relevant topics or
peers to discuss or interact with. It is import to develop data mining techniques to
extract valuable knowledge and recommend proper topics for users. In this study,
we extract user discussion content from a smoking cessation forum, QuitStop, apply
machine learning technology to classify user discussions content, and develop
recommendation techniques to help users find valuable topics. The approaches
proposed in this work can be also applied to other health communities.

QuitStop is a forum on QuitNet website, an online intervention program of
smoking cessation. A lot of QuitNet users are attracted to discuss smoking cessation
issues and interact with each other in the community. It is found that abstinent
smoking quitters are active participants of QuitStop [3, 4]. From our previous study
[5], threads on QuitStop are assigned to different topics, and different types of social
support are exchanged in the health community. In QuitStop and other health
communities, users may have different intentions to participate in the discussions,
and they may be interested in different types of social support. To recommend
proper topics or threads for users, it is important to learn their intentions and
interests. In this study, we first classify posts on QuitStop forum according to user
intentions and social support types. Based on the classification result, we detect
users’ preferences to different categories of posts and utilize the information to
boost traditional recommendation techniques, which helps to recommend proper
threads for users.

2 Related Works

A lot of online health communities have been developed on different social media
sites. Many studies use qualitative analysis to analyze the content of user discussion
and develop different classification schemes [5–7]. Our previous research focused
on user interactions of social support exchange and extracted five themes from
messages on QuitStop forum, including offering social support, requesting social
support, receiving social support, other activities, and irrelevant content [5]. Social
support is “an exchange of resources between two individuals perceived by the
provider or the recipient to be intended to enhance the well-being of the recipient”
[8]. It is important for health intervention programs to help patients in establishing
positive attitude and confidence. In online health communities, social support is
exchanged between different users. Informational support and nurturant support are
two main types of social support exchanged in online health communities [9–11].
Informational support offers information to assist patients in resolving health
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problems. Nurturant supports comforts and consoles patients, without direct efforts
to solve the problems [5].

For online health communities, content analysis and classification of online
health discussions are usually conducted by qualitative analysis with manual coding
using a relatively small dataset. As a result, it is difficult to conduct this analysis on
a large volume of data in real time. In this study, we apply classification algorithms
to classify posts in QuitStop forum automatically. There are many classification
models, including rule-based classification, Naïve Bayes, Bayesian Belief
Networks, Support Vector Machine (SVM), Artificial Neural Networks, and so on.
Classification is usually applied to online forums for question/answer detection and
knowledge extraction. Different feature sets were constructed to detect and classify
questions and answers in different online forums [12–15]. They are also used to
evaluate the qualities of threads [16, 17] and analyze the completeness, solvedness,
spam, and problem types of threads [18].

Although classification and other data mining techniques have been widely used
in the field of bioinformatics, most studies applied them to biologic data that are
well-defined and structured, like attributes of cells, genes, proteins, etc. [19]. Text
classification is usually applied to academic records, such as documents in
Medline/PubMed (A survey of current work in biomedical text mining). For social
media analysis of health care, text mining and social network analysis are used to
propagate infectious diseases with hospital records, predict pandemic increase with
Twitter data, model hospital structure network, or analyze health social network for
some websites [20].

In online health forums and groups, there are an increasing number of posts
generated by users. However, it is difficult to detect the topics or themes from the
unstructured data. Some studies tried to analyze the content of health posts on the
web. Text mining is implemented to analyze posts of H1N1 [21] and sexually
transmitted diseases [22] on Yahoo! Answers, as well as cancer blog posts [23].
However, these studies extracted concepts and terms based on standard medical
vocabularies, like Medical Subject Headings (MeSH) resource. As a result, only
medical concepts can be identified from the social media. Some important user
interactions, like social support exchange, cannot be indicated from the
vocabulary-based text mining. In this study, we classify posts on QuitNet forum
with text and health feature sets without academic vocabularies. The classification
result is used to improve recommendation.

Collaborative filtering is widely used in recommender systems. It is based on the
assumption that users with similar preferences are likely to rate items similarly.
There are two categories of collaborative filtering algorithms: neighborhood-based
algorithms and model-based algorithms [24]. Neighborhood-based algorithms have
the advantages of simplicity, justifiability, efficiency, and stability [25]. They
extract user-item relations and construct user similarity matrix or item similarity
matrix to make predictions [26, 27]. For two different items or users, the similarity
between them is calculated according to the same users that recommend or rate
them. The item (or user) similarity can be calculated by different methods, including
correlation-based similarity, cosine-based similarity, Jaccard’s similarity, etc.
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[26, 27]. Based on the item (user) similarity matrix, different methods are used to
predict users of an item, of which the most prevalent is k-nearest neighbors [25, 28].
Item (user) similarity matrix is usually sparse. Thus, neighborhood-based algo-
rithms often suffer from the cold start problem for prediction [25, 28]. To address
this problem, some studies select neighbors based on other sources like individuals’
social network [29]. Improved methods are also proposed to calculate user simi-
larity and build user matrix [30–32].

Some studies applied recommendation technology in online communities to
predict discussion topics and participants. To predict users in a community, Fung
et al. [33] adopted collaborative filtering approach and analyzed user-thread rela-
tions with Zipf’s law and tf-idf. To recommend Twitter users to follow, Hannon
built user similarity matrix for collaborative filtering recommendation and tried to
boost the prediction by detecting user interests and matching their interests with
tweets’ content [34]. Yano et al. introduced topic models to predict participants of
blog posts [35]. They combined topic models of LinkLDA and CommentLDA to
generate blog posts. To predict participants of each thread in a dark web forum,
Tang et al. developed a topic model UTD (User Interest and Topic Detection
Model), to detect user interests and thread topics in online communities, which was
used as a content-based approach for user prediction [36, 37].

In this study, we learn users’ preference to different categories of posts and
integrate the information into similarity matrices of collaborative filtering.

3 Research Goals

In our previous studies [5], we extracted five different topics from posts of QuitStop
that indicate post authors’ intentions. The topics include offering social support,
requesting social support, receiving social support, other activities of smoking
cessation, and irrelevant content. Moreover, two types of social support are
exchanged on QuitStop, which are informational support and nurturant support. In
this study, we develop classifiers to categorize posts and build recommendation
models based on users’ preferences to different post classes [38, 39].

We collect all posts and comments on QuitStop during 05/01/2011–05/31/2011
and 07/01/2013–07/31/2013. There are 5061 threads, 34,269 comments, and 1327
users collected. The classification and recommendation are implemented on the
dataset.

3.1 Classification

Classifiers are developed to categorize posts of QuitStop forum. To construct
training and test datasets to develop and evaluate classification models, we selected
375 threads from the dataset, which include 375 posts and 1365 comments.
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The posts are manually classified as gold standard as described in our previous
research [5]. 80% of the selected posts are extracted as training data and the
remaining are used as test data. The training and test sets are randomly generated
five times, and their average performance in the experiments is reported.

Two tasks are proposed for the post classification: classification of user inten-
tions and classification of social support types. As mentioned earlier, there are five
classes of user intentions, including offering social support, requesting social sup-
port, receiving social support, other activities of smoking cessation, and irrelevant
content. Two classes are developed for social support types, which are informa-
tional support and nurturant support. For the user intention task, each post is
assigned to one class. But for the task of social support types, the two classes are
not exclusive, and one post could be assigned to either or both of the types.

3.2 Recommendation

In a dataset of NT threads and NU users, our goal is to recommend threads for each
user to participate in (comment on). For a user u commenting on the thread t, we
record the pair t; uh i in the dataset. A set of thread-user pairs could be constructed,
which is denoted as TU. TU is randomly divided into a training set TU and a test set

TU, such that TU \ TU ¼ ; and TU [TU ¼ TU. Given TU known, for a user i
in the dataset, we recommend him/her a thread set Ti with the size of K. For a

thread j 2 Ti, j 62 TU. The top-K recall in TU is used to evaluate the result. The

recall of Ti for user i is calculated as j j; ih ijj 2 Ti and j; ih i 2 TU
n o

j.
K.

All posts and comments in the dataset are used for recommendation study, which

includes 5061 threads, 34,269 comments, and 1327 users. Let p ¼ TU
��� ���=jTUj;

which is the percentage of the test set. We set p as 30, 50, and 70%, respectively,
and for each p value, we randomly generate five training and test sets for the
experiments. For each experiment, the average result of the five sets is reported.

4 Approaches

4.1 Classification

We select different feature sets to build Naïve Bayesian classifiers and combine
them through an optimization process. Experiments are designed to look for opti-
mized combining weights for different evaluation matrices.
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Feature Sets

Text feature sets and health features are constructed for the classification tasks. Text
feature is widely used for classifications of forum data. On QuitStop, a thread
consists of a post and comments made on that post. Texts can be extracted from
different positions of the thread, including title, post, and comments. We built
classifiers with text features at different thread positions, including title, post, and
comments, and combine different classifiers linearly. To build text feature sets, we
first preprocess raw text in different positions by discarding nonalphabetic content,
removing general stop words, stemming, and lemmatizing with WordNet database.
Then, term features are extracted and transformed to term vectors. As a result, each
of the text feature sets is composed of a bag-of-words. On average, there are 2.6
words in a thread title, 72.6 words in a post message, and 21.4 words in a comment.

Some users provide their date of quitting smoking on their profile pages of
QuitNet. Based on the information, we calculate quit status and quit stage for each
user to build health feature sets. In our study, the quit status of a user in a thread is
defined as the number of days that he/she has been abstinent from the self-reported
quit date on the profile page to the day that he/she posts the messages. According to
quit statuses, users of QuitStop forum could be divided into five quit stages [40].
Users with the quit statuses of 0 to 3 months are at Stage 1—early action stage;
users with quit statuses of 3 to 6 months are at Stage 2—late action stage; users at
Stage 3, early maintenance stage, are those who have been quitted for 6 months to
2 years; those with quit statuses of 2 years to 5 years are at Stage 4—late main-
tenance stage; and those who have been abstinent for more than 5 years are at Stage
5, which means that they have completed smoking cessation. Four different health
feature sets are constructed: (1) PA status—quit status of the post author; (2) PA
stage—quit stage of the post author; (3) CA status—the average value of quit
statuses of all comment authors for corresponding post; and (4) CA stage—the quit
stage distribution of all comment authors. We develop classifiers based on each of
the feature sets, and combine them with the text classifiers.

Classification Model

For each classification task, we built Naïve Bayesian model based on different text
and health feature sets, respectively. Then, different classifiers are combined and
optimized. Given a post, Naïve Bayesian model calculates the probabilities of
different classes that the post belongs to. For text feature sets and the health feature
sets of quit stages, the Naïve Bayesian models are built on multinomial distribution.
For the two feature sets of quit statuses, Naïve Bayesian models are implemented
with a Gaussian distribution. For the task of intention classification, a post is
assigned to a class with the highest probability. For the classification task of social
support types, the two classes are not exclusive. Different binary classifiers are built
separately for the two types of social support.
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In the experiments, we develop classifiers on different feature sets, and then the
classifiers are linearly combined with an optimization process. Precision, recall, and
F1 score are used as evaluation indicators, and they are regarded as optimization
goals to combine the classifiers. For each of the classification tasks, we first develop
text classifiers on title, post, and comment feature sets, respectively. Then, the three
classifiers are linearly combined to develop an optimized text classifier. Classifiers
on different health feature sets are separately developed. Each of them is combined
with the optimized text classifier. To combine n classifiers, let Pj cijXð Þ denote the
probability of message X belonging to the class ci calculated by the jth classifier, we
calculate the logarithms of probabilities and linearly combine them by

L cijXð Þ ¼
Xn
j¼1

wj � LogðPj cijXð ÞÞ; ð1Þ

where wj is the weight for the jth classifier for combination, and Log Vð Þ is the
logarithm value of V . For each of the k classes, L cijXð Þ is calculated by Formula
(1), and the message X is assigned to the class with the highest value of L cijXð Þ.

A genetic algorithm is developed to calculate combination weights in Formula
(1). Each weight is set as a float between 0 and 1. Precision, recall, and F1 score are
optimization goals in different experiments. At the initial stage of the genetic
algorithm, 10 different weight combinations are randomly generated. Then, the
population is expanded iteratively for 100 generations. In the genetic algorithm,
BLX-a technique is used for crossover with the crossover probability of 0.75.
Gaussian mutation technique is used with the mutation probability of 0.015.

4.2 Recommendation

Collaborative Filtering (CF) is the most widely used recommendation technique in
practice. In this study, we apply classification result to improve CF methods in user
recommendation.

Neighbor-Based Collaborative Filtering

Neighbor-based CF method is used as a baseline in this study. Let A be the matrix
with the size of NU � NT, where NU is the number of users in the dataset, and NT is
the number of threads in the dataset. A is a binary matrix indicating the participating
activities in the training set:

Aut ¼ 1; user u comment on thread t
0; otherwise

�
ð2Þ
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ST is a matrix indicating similarities between every two threads. It could be
inferred from A with J. The similarity between threads t1 and t2 is calculated by
Jaccard’s index:

STt1t2 ¼
PNU

i¼1 Ait1 � Ait2PNU
i¼1 Ait1 þ

PNU
i¼1 Ait2 �

PNU
i¼1 Ait1 � Ait2

: ð3Þ

For all users in the dataset, we calculate the probability matrix PC based on the
CF information. It indicates similarities between users and threads, which could be
used to predict the probabilities of users’ participation in threads. The probability of
user u participating in thread t is

PCut ¼
PNT

j¼1 Auj � STtjPNT
j¼1 Auj

: ð4Þ

The probability matrix PC can be used for recommendation and prediction. To
recommend threads for a user u, we select top-K threads from PC with the highest
probabilities.

Integrating Classification Result

In the last section, we propose methods to classify posts on QuitStop forum from
the perspectives of user intentions and social support types. It is supposed that users
have different preferences to different categories of posts to participate in. To solve
recommendation problem, we learn users’ preferences of different post categories
and used the knowledge to improve traditional CF method.

There are five categories of user intentions, including offering social support,
requesting social support, receiving social support, other activities of smoking
cessation, and irrelevant content. For a thread t, we can construct a normalized
probability vector LIt ¼ lit1; li

t
2; . . .; li

t
5

� �
, where litj denotes the normalized loga-

rithm of the probability that t is in the jth category of user intentions. Note that LIt is
normalized that the sum of all elements in LIt is equal to 1.

For a user u, we extract all threads in the training set that u participates in, and

construct a normalized vector LIu ¼ liu1; li
u
2; . . .; li

u
5

� �
, where LIu ¼

PNT
j¼1
Auj�LI jPNT
j¼1
Auj

.

The preference of u to the jth category of user intentions is calculated by the
average value of the probabilities of all posts that u participates in. If u does not
participate in any threads in the training set, all elements in LIu are set 0.

The classification of user intentions is integrated to improve the prediction
matrix PC in formula (4), which leads to a comprehensive prediction matrix P:
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Put ¼ Wpc � PCut þWli � CSim LIu;LItð Þ; ð5Þ

where Wpc and Wli are weights above 0 to integrate classification result with the
baseline method.

Toward types of social support, there are two categories of the posts, which are
informational support and nurturant support. For the thread t, we construct a log-
arithm vector LSt ¼ lsti; ls

t
n

� �
, where lsti is the normalized logarithm probability of t

containing informational support, and lstn is the normalized logarithm probability of
t containing nurturant support. Note that the sum of elements in LSt is not necessary
to be 1, because the two logarithm values are normalized for different types of
social support, respectively.

For a user u, we extract all threads in the training set that u participates in, and

construct a vector LSu ¼ lsui ; ls
u
n

� �
, where LSu ¼

PNT
j¼1
Auj�LS jPNT
j¼1
Auj

. The preference of u

to each type of social support elements is calculated by the average value of
probabilities of all posts that u participates in. If u does not participate in any
threads in the training set, all in LSu are set 0.

Similarly, the classification result of social support types is used to improve PC.
In this case, the prediction matrix P is proposed:

Put ¼ Wpc � PCut þWls � CSim LSu;LStð Þ; ð6Þ

where Wpc and Wls are weights above 0.

5 Results

5.1 Classification

Classification of Intentions

To classify posts in terms of user intentions, we first develop classifiers with text
feature sets of title, post, and comments. Then we use health classifiers to boost the
text classifier. The result is shown in Fig. 1.

Figure 1a shows the result of intention classification with the optimization goal
of improving precision. The most efficient text classifier combines title, post, and
comments feature sets with weights of 0.700, 0.602, and 0.085, respectively. We
apply different health feature sets to boost the text classifier and found that the
classifier with CA status (the mean of quit statuses of comment authors) could
improve the precision greatly. So, the highest precision is achieved when com-
bining classifiers of title, post, comment, and CA status. However, the recall and F1
score cannot be improved during the process.
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Figure 1b considers recall as the optimization goal. The text classifier based on
title feature sets achieves the best recall compared to other text classifiers. To
improve recall of the title-based classifier, adding PA status (the quit status of the
post author) reaches the highest recall. During the process of optimizing recall, the
precision and F1 score are also improved accordantly.

From Fig. 1c with the optimization goal of F1 score, the title classifier achieves
the best F1 score among all text classifiers. Integrating PA status can greatly
improve the text classifier, which is the same as that in the experiment of optimizing
recall.

Summarizing all experiment results, the highest precision and recall are achieved
by different classifiers. The classifier reaching the highest precision (0.715) com-
bines features sets of title, post, comment, and CA status with weights of 0.678,
0.634, 0.362, and 0.711, respectively. The classifier that achieves the highest recall
(0.719) and F1 score (0.636) combines feature sets of title and PA status with
weights of 0.922 and 0.304. So, for post classification of intention, title is the most
important feature that reaches the highest recall in text-only classification.
Combining title with post content can achieve high precision. Adding health feature
sets, including quit statuses of post author and comment authors, can help
improving precision, recall, and F1 score.

Fig. 1 Results of post classification of intentions: a optimizing precision; b optimizing recall;
c optimizing F1 score
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Classification of Social Support Types

The results of classifications of social support types are shown in Fig. 2. From
Fig. 2a, the classifier only with post text has the highest precision. Adding other
text features or health features could not greatly improve the precision. From
Fig. 2b, combining title, post and comment can achieve the highest recall among all
the text classifiers. The combination weights are 0.975, 0.038, and 0.108, respec-
tively. Integrating PA status can boost the text classifiers. From Fig. 2c, post
classifier reaches the highest F1 score compared to other text feature sets.
Integrating PA stage can improve text classifier.

For all the classifiers, the one only with the post feature set reaches the highest
precision of 0.894. The classifier that combines post and PA stage has the highest
recall (0.645) and F1 score (0.692). The combination weights for post and PA stage
are 0.155 and 0.997.

5.2 Recommendation

As shown in formulas (5) and (6), the classification results of user intentions and
social support types are integrated to boost neighbor-based collaborative filtering.

Fig. 2 Results of post classification of social support types: a optimizing precision; b optimizing
recall; c optimizing F1 score
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For user intention classification, we choose classifiers of title text and PA stage with
weights of 0.8 and 0.2 to calculate LIt. For classification of social support types, the
combination weights are 0.9 and 0.1. To implement formula (5), Wpc is set as 15,
and Wli is set as 1. For formula (6),Wpc is set as 5, and Wls is set as 1. As mentioned
earlier, we generate the test set and training set at different percentages. Figure 3
shows the top-K recalls with the baseline of basic collaborative filtering.

From Fig. 3, when the test set includes a small percentage of data (p = 30%),
integrating classification results cannot improve CF method. However, with a
higher percentage of test data (p = 70%), integrating classification results could
apparently improve the recommendation. With the bigger test data, there is less
information in the training dataset. It indicates that when a thread is initiated, and
there are few participants known, we can utilize classification results to improve
recommendation. After more people participate in the thread and we get enough
information, the basic CF can work effectively for the recommendation. The
classification result could be integrated into CF method to solve or relieve cold start
problem.

(a) p=30% (b) p=50%

(c) p=70%

Fig. 3 Improving CF with classification results—Top-K recall with different percentages (p) of
test sets
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6 Conclusion

In this study, we apply machine learning techniques to classify discussion content
in QuitStop forum and develop recommender systems to recommend proper threads
for users in the forum. First, we build and optimize classifiers to categorize posts on
QuitStop forum in terms of user intentions and social support types. Text features
and health features are constructed. Then, we use neighbor-based collaborative
filtering to recommend threads to users and integrate classification results to
improve the recommendation outcome. It is found that health feature sets can
improve the basic text classifiers. Integrating classification result could help
relieving cold start problem in the recommendation. It can greatly improve the
recall of recommendation when limited knowledge is known for a thread. In the
future, we would improve recommender systems with more content features to
achieve better recommendation result.
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Hashtag Mining: Discovering Relationship
Between Health Concepts and Hashtags

Quanzhi Li, Sameena Shah, Rui Fang, Armineh Nourbakhsh
and Xiaomo Liu

Abstract Social media hashtags are useful in many applications, such as tweet
classification, clustering, searching, indexing, and social network analysis. In this
chapter, we present a Big Data mining technology on social media, and demonstrate
how to use it to address the following three problems: discovering relevant hashtags
for health concepts, discovering the meaning of health-related hashtags, and
identifying hashtags relevant to each other in the health domain. The proposed
approach is based on the distributed word representations, which are learned, by
applying the state-of-the-art deep learning technology, from billions of tweet words
without supervision. The experiment shows that this approach outperformed the
baseline approach. To the best of our knowledge, this is the first study of applying
distributed language representations to discovering relationships between health
concepts and hashtags.
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1 Introduction

A Twitter hashtag is a string of characters proceeded by the # character, and is used
to build a topic community or as a descriptive label [1]. Usually, a hashtag consists
of short, often abbreviated terms, and it is hard to understand its meaning without
context or definition. On the other hand, given a keyword (concept), such as
“cancer”, one wants to know what existing hashtags are closely related to this
keyword. Manually searching social media data to find hashtags relevant to a
keyword is tedious and the result is not exhaustive. Similarly, given a hashtag, one
may want to know what other hashtags are similar or closely related to it. A process
of automatically discovering the relationship among concepts and hashtags is
necessary. This paper presents such a method. This study focuses on the health
domain, but the proposed approach is generic enough to apply to other domains.

Identifying relevant hashtags for health keywords can benefit the following
health information related applications:

(i) Public health tracking systems based on social media can use relevant hashtags
to increase its surveillance coverage. For example, MappyHealth (http://
nowtrending.hhs.gov), HealthTweets.org [2], and Crowdbreaks (http://
crowdbreaks.com) just track keywords and use tweets containing those key-
words to do trending and other types of analysis. Due to tracking only key-
words, these systems will miss many relevant tweets because lots of tweets
contain related hashtags but not the keywords.

(ii) In a health social data search platform, users can search for hashtags relevant
to a keyword, in addition to the keyword itself.

(iii) Hashtags can be used in automatic query expansion to increase the recall of a
query, and it can also be used for query suggestion.

(iv) As topic surrogates, they can be used in tweet clustering and classification, and
in social network analysis.

Given a hashtag without context, usually, it is hard to understand its meaning
unless the hashtag consists of very explicit terms, e.g., #cancer. If we can show the
relevant keywords for a given hashtag, it will greatly help users understand the
meaning of the hashtag, and also potentially increase its usage. Similar to identi-
fying relevant hashtags for health keywords, discovering health keywords relevant
to a health-related hashtag also has many applications. For example, it can be used
in retrieval system to expand the query if it contains a hashtag.

Identifying relevant hashtags for a given hashtag also has many applications. For
instance, it can be used in the four use cases described above for identifying
relevant hashtags for health keywords.

After we discovered the relationship between keywords and hashtags, and
among hashtags themselves, we can use this relevant information to build a graph
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which encodes their relationships. Then based on that graph, we can discover the
relationships between the health keywords. This will help to discover connections
between the health concepts that are difficult to reveal by other approaches.

To identify relevant hashtags/keywords for a given keyword or hashtag, and use
them in the aforementioned applications, one challenge is how to automatically
discover the relationship with high quality. Most of the previous studies involving
finding relevant hashtags focus on recommending hashtags for a tweet, instead of a
keyword [3–6]. This chapter focuses on discovering the relevant information among
hashtags and keywords, not for tweets, by utilizing distributed representations of
words.

Distributed representations of words are also called word embeddings. A word
embedding is a low-dimensional, dense, and real-valued vector for a word [7, 8].
They are usually generated from a large text corpus and the embedding of a word
captures both its syntactic and semantic aspects. They help to learn algorithms to
achieve better performance in Natural Language Processing (NLP) tasks by grouping
similar words together, and have been used in many NLP applications. Traditional
bag-of-words and bag-of-n-grams hardly capture the semantics of words or the
distances between words. This means that words “pretty”, “beautiful”, and “train” are
equally distant in spite of the fact that semantically, “pretty” should be closer to
“beautiful” than “train”. Based on word embeddings, “pretty” and “beautiful”will be
very close to each other. In this study, the word-embedding representation model is
computed using a neural network, and generated from a large corpus—billions of
words extracted from hundreds of millions of tweets—without any supervision. The
learned vectors explicitly encode many linguistic regularities and patterns, and many
of these patterns can be represented as linear translations. For example, the result of a
vector calculation v(“Beijing”) − v(“China”) + v(“Japan”) is closer to v(“Tokyo”)
than any other word vector [9].

One advantage of using this approach is that it is an unsupervised process, and
rebuilding the model to handle new hashtags and words is just a matter of ingesting
new tweets to the building process periodically. It does not require any labeled data.

The major contributions of this study are as follows:

1. To the best of our knowledge, this is the first study that exploits distributed
representations of words to discover the relationship among keywords and
hashtags.

2. The proposed approach has practical applications in health social media plat-
forms, such as HealthTweets.org, nowtrending.hhs.gov, and crowdbreaks.com.
By utilizing this method, these systems can be enhanced by tracking-related
hashtags, in addition to health keywords. In addition, they can increase the recall
of searches by exploiting the relationship between keywords and hashtags.

In the following sections, we present related studies, the methodology, evalua-
tion dataset, and the experiment.

Hashtag Mining: Discovering Relationship Between … 77



2 Related Studies

Several health information platforms based on social media data have been
implemented [2, 10, 11]. One of their main functions is the trending analysis of
certain health topics by tracking health-related keywords. HealthTweets.org is a
research platform for sharing the latest developments in mining health trends from
Twitter and other social media sites [2]. MappyHealth.com (http://nowtrending.hhs.
gov) fetches real-time data from Twitter associated with their predefined health
terms and then analyzes those tweets and their condition sets for trending analysis.
Crowdbreaks (http://crowdbreaks.com) is a crowdsourced disease surveillance
system that collects tweets containing disease-related keywords. All these systems
are based on keywords and do not include hashtags in their tracking terms or search
indexes. In addition, they will miss many relevant tweets because lots of tweets
contain related hashtags but not the keywords.

Previous studies related to hashtags mainly focus on identifying relevant hash-
tags for tweets, not for keywords. They exploit the similarity between tweets. Li and
Wu [4] use WordNet similarity information to recommend hashtag for a tweet.
Mazzia and Juett [12] apply Bayes’ rule to estimate the maximum aposteriori
probability of each hashtag given the words of the tweet. Zangerle et al. [6] rec-
ommend hashtags based on the well-known tf.idf representation of the tweet. She
and Chen [5] treat hashtags as labels of topics and develop a supervised topic model
to discover the relationship among words, hashtags, and topics of tweets. They also
incorporate user following relationship into their model. Latent Dirichlet Allocation
is used to model the underlying topic assignment of language classified tweets in [3]
using a topic distribution to recommend general hashtags. Li et al. [13] incorporate
topic-enhanced word embedding, tweet entity data, and learning to rank algorithm
to recommend hashtags for a tweet. None of these studies focus on discovering
relationships among hashtags and keywords.

A word embedding is a dense, low-dimensional, and real-valued vector for a
word. In addition, it has been researched in previous studies [8, 9, 14]. One
implementation is the word2vec from Mikolov et al. [9]. This model has two
training options: Continuous Bag of Words (CBOW) and the Skip-gram model.
Both models have been used by several previous studies, such as sentiment analysis
and topic classification applications [15–18].

3 Methodology and Dataset

In this section, we first introduce the distributed representations of words, which are
learned by a neural network, then the tweet dataset, and how to use it to build the
vector model for this study, and finally the evaluation approach.
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3.1 Distributed Representations of Words

Distributed representations of words have been used in other NLP-related appli-
cations, but they have not been explored in discovering the relationship between
hashtags and keywords. A distributed language representation X consists of an
embedding for every vocabulary word in space S with dimension D, where D is the
dimension of the latent representation space. The embeddings are learned to opti-
mize an objective function defined on the original text, such as the likelihood of
word occurrences.

Collobert et al. [8] introduce C&W model to learn word embeddings based on
the syntactic contexts of words. Another implementation is the word2vec from
Mikolov et al. [7, 9]. This model has two training options, Continuous Bag of
Words and the Skip-gram model. The Skip-gram model is an efficient method for
learning high-quality distributed vector representations that capture a large number
of precise syntactic and semantic word relationships. Based on previous studies and
the experiments in this study, the Skip-gram model produces better results and here
we briefly introduce it here.

The training objective of the Skip-gram model is to find word representations
that are useful for predicting the surrounding words in a sentence or a document.
Given a sequence of training words W1, W2, W3, …, WN, the Skip-gram model aims
to maximize the average log probability:

1
N

XN

n¼1

X

�m� i�m;i 6¼0

log pðWnþ ijWnÞ

where m is the size of the training context. A larger m will result in more training
data and can lead to a higher accuracy, at the expense of the training time.

Generating word embeddings from text corpus is an unsupervised process. To
get high-quality embedding vectors, a large amount of training data is necessary.
After training, each word (or phrase), including all hashtags in the case of tweet
text, is represented by a low-dimensional, dense, and real-valued vector. Usually,
the dimension size ranges from tens to hundreds.

3.2 Building Word-Embedding Vector Model

Dataset. Tweets used in this study date from October 2014 to September 2015.
They were acquired through Twitter’s public 1% streaming API and Twitter’s
Decahose data (10% of Twitter streaming data) granted to us by Twitter for research
purpose.
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The basic statistics of the dataset used in this study are displayed in Table 1.
Only English tweets are used, and about 200 million tweets are used for building
the vector model. Totally, 2.9 billion words are processed. With a term frequency
threshold of 5 (tokens less than five occurrences in the dataset are discarded), the
total number of unique tokens (hashtags and words) in this model is 1.9 million.
The word-embedding dimension is set to 300. The word frequency threshold and
embedding dimension size are chosen based on our preliminary experiment.
A larger dimension size usually will encode more syntactic or semantic aspects of a
word, but with the cost of longer training time and more space to store the vector
model.

Tweet Preprocessing Steps. Each tweet is preprocessed to get a clean version,
which is then processed by the model building process. The preprocessing steps are
as follows:

• All URLs are removed. Most URLs are short URLs and located at the end of a
tweet.

• All mentions are removed. This includes the mentions appearing in a regular
tweet and the user handles at the beginning of a retweet, e.g., RE: @espn.

• Dates and years are converted to two symbols representing date and year,
respectively.

• All ratios, such as 2/9, are replaced by a special symbol.
• Integers and decimals are normalized to two special symbols.
• All special characters, except hashtags symbol # are removed.

These preprocessing steps are necessary since most of the tokens removed or
normalized are not useful, such as various numbers and URLs, and keeping them
will increase the vector space size and computing cost. Stop words are not removed,
since they provide important context in which other words are used. Stop words are
the common words that usually do not bear any content, such as what, she, the, and
from.

Model Building. A word2vec [7, 9] implementation is used to train the
word-embedding model. After the preprocessing steps described above, each of the
198 million cleaned tweets is processed by this word2vec tool.

Usually, a phrase has more specific meaning than a single word. Some health
concepts are phrases, instead of single term words. To include phrases in the
word-embedding model, the bigram and trigram phrases are first identified in each
tweet before starting the word2vec model training process. This can be done using a

Table 1 Basic statistics of
the dataset

Number of tweets 198 million

Number of words in training data 2.9 billion

Number of unique tokens in the trained model 1.9 million
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phrase identify algorithm, or employing a data driven approach, where phrases are
formed based on the bigram and trigram counts in the dataset, such as the approach
used in [7].

After the model is built, it is saved as either a binary file or a text file, with each
line containing the term (a word or phrase) and it’s embedding a real-valued vector.
The generated embedding model can be treated as a lookup table, and a term’s
embedding can be retrieved from this model. If the term does not exist in the model,
then it returns null.

3.3 Identifying Relevant Hashtags or Keywords

For a given keyword or hashtag, we use cosine similarity measure (described later)
to discover its relevant hashtags or keywords.

Find Relevant Hashtags for a Keyword. From the word-embedding vector model,
retrieve the embedding vector for this keyword, and then compute the cosine
similarity score between this vector and all hashtag-embedding vectors. Then the
hashtags are ranked based on their similarity scores, and the top N hashtags (or
based on a similarity threshold) are returned as relevant hashtags for this health
keyword.

Find Relevant Keywords for a Hashtag. From the embedding vector model,
retrieve the embedding vector for this hashtag, and then compute the similarity
score between this vector and all keyword-embedding vectors. Relevant keywords
are returned based on the similarity scores.

Find Relevant Hashtags for a Hashtag. Similar to the above two tasks, first
retrieve the embedding vector for this hashtag, then calculate the similarity scores
with other hashtags, and then the top ones are considered as the relevant ones.

Cosine Similarity Measure. Cosine similarity is a measure of similarity between
two vectors of an inner product space. It measures the cosine of the angle between
the two vectors. It is a judgment of orientation and not magnitude between the two
vectors. Two vectors with the same orientation have a cosine similarity of 1, two
vectors at 90° have a similarity of 0, and it is independent of their magnitude. The
two vectors may have any number of dimensions, and cosine similarity is most
commonly used in high-dimensional positive spaces. For instance, in information
retrieval and text analysis, each unique term has its own dimension, and a document
is characterized by a vector where the value of each dimension corresponds to the
weight of that term in the document. Cosine similarity then gives a useful measure
of how similar two documents are likely to be, in terms of their subject matter. In
our case, each dimension represents one syntactic or semantic aspect of the term,
and their values are numeric values. The two vectors have the same dimension size.
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Given two vectors, A and B, the cosine similarity is represented using a dot product
and magnitude as follows:

similarity score ¼ cos hð Þ ¼ A � B
Ak k � Bk k

Updating Embedding Vector Model. After a vector model is built from hundreds
of millions of tweets, we can retrieve the word embedding for any existing hashtag
or keyword from this model. But this model does not contain embedding data for
any new hashtag or keyword. To include new hashtags and keywords, we need to
do incremental model training. This is more important for hashtags than keywords
since there are many more new hashtags than new health keywords. The incre-
mental training can be done periodically, e.g., weekly or monthly, and it is rela-
tively fast.

Evaluation Method. In this study, we just evaluate the proposed approach of
recommending (discovering) relevant hashtags for health keywords. The evalua-
tions methods for the other two tasks, discovering relevant keywords for hashtags
and discovering relevant hashtags for hashtags, are similar to this one. Since we did
not find any previous study on recommending hashtags for keywords, we evaluated
our approach by comparing it to the baseline system described below.

The Baseline. We define the baseline using the term co-occurrence method, which
is a very popular approach in identifying the relationship between two entities. In
this study, the relationship is defined as the relevance between a keyword and a
hashtag. If the keyword and a hashtag appear in the same tweet, then they co-occur
in this tweet. The hashtags are ranked according to their frequencies of
co-occurrence with the keyword. For comparison with our approach, for each tested
keyword, the top 10 hashtags are returned as the relevant ones. For each keyword,
the whole dataset is processed to find its relevant hashtags.

The Proposed Approach. For each tested keyword, the top 10 hashtags were
generated as follows: the keyword’s 300-dimensional word embeddings were
obtained by querying the trained model; the cosine similarity score was calculated
between this keyword’s embedding vector and the embedding vector of each
hashtag in this model; the 10 hashtags with the highest scores were selected.

Comparing the Two Approaches. We selected 65 popular health-related key-
words, such as flu and cancer, for the evaluation. To compare the two approaches,
we took the top 5 and top 10 hashtags for each tested keyword and compared the
two methods at these two levels. Each hashtag was evaluated by two domain
experts, by assigning a score from 1 to 5, with 1 meaning not relevant and 5
meaning definitely relevant. The final score for a hashtag is the average of scores
from the two experts.
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For the annotators to evaluate each hashtag, we provided 15 tweets containing
the hashtag to help them understand its meaning. The annotators could also check a
popular hashtag definition website, https://tagdef.com, to find its definition, and use
Twitter’s search site to search-related tweets to better understand a hashtag.

4 Experiment

Figure 1 shows the comparison between the baseline approach and the proposed
approach. It shows that our approach outperformed the baseline on both the top 5
and top 10 levels. The results are statistically significant at p-value of 0.01 using
paired t-test. It also shows that when we recommend more hashtags, the perfor-
mance between these two methods become larger.

Let’s take the term “vaccine” as an example to see the top 10 hashtags returned
by the two approaches. Table 2 shows the top 10 hashtags for term “vaccine”. In
Table 2, “Frequency of co-occurrence” is the frequency that a hashtag co-occurs
with term “vaccine” in a tweet. “Cosine similarity” is the cosine similarity score
between the word-embedding vector of term “vaccine” and a hashtag’s embedding
vector. A score of 1 means the two vectors are identical and 0 means they have no
relation. Table 2 does show some difference between these two approaches. For
example, hashtag #zmapp, which is a vaccine drug, is at top three using the pro-
posed approach, but not in top 10 in the baseline list.
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5 Conclusion

In this chapter, we described a new approach to discovering relevant hashtags for
health keywords, relevant keywords for hashtags, and relevant hashtags for hash-
tags. It is based on distributed representations of words, which are generated by
training on billions of tweet words. The experiment shows that this approach
outperformed the traditional term co-occurrence-based approach. The proposed
method is an unsupervised learning process and can be used in any content domain.
To the best of our knowledge, this is the first study exploiting distributed word
representations to discover the relationships among health keywords and hashtags.

References

1. Tsur, O., Rappoport, A.: What’s in a hashtag: content based prediction of the spread of ideas
in microblogging communities. WSDM ‘12, New York, NY (2012)

2. Dredze, M., Cheng, R., Paul, M., Broniatowski, D.: HealthTweets.org: a platform for public
health surveillance using Twitter. In: Shaban-Nejad, A., Buckeridge, D.L., Brownstein, J.S.
(eds.) Proceedings of the AAAI Workshop on the World Wide Web and Public Health
Intelligence (2014)

3. Godin, F., Slavkovikj, V., Neve, W., Schrauwen, B, Walle, R.: Using topic models for Twitter
hashtag recommendation. In Proceeding of WWW ‘13 Companion, pp. 593–596 (2013)

4. Li, T., Wu, Y., Zhang, Y.: Twitter hash tag prediction algorithm, In Proceeding of ICOMP’11
(2011)

5. She, J., Chen, L.,: TOMOHA: TOpic MOdel-based HAshtag recommendation on Twitter. In:
WWW’14 Companion, 7–11 April, Seoul, Korea (2014)

6. Zangerle, E., Gassler, W., Specht, G.: Recommending#-tags in twitter. In: Proceedings of the
Workshop on Semantic Adaptive Social Web (2011)

7. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean J.: Distributed representations of
words and phrases and their compositionality. In Proceedings of NIPS (2013)

Table 2 Top 10 hashtags for the term “vaccine”

Distributed word representations Baseline

Hashtag Cosine similarity Hashtag Frequency of co-occurrence

#vaccine 0.763 #ebola 1392

#vaccines 0.613 #vaccines 575

#zmapp 0.499 #vaccine 539

#influenza 0.477 #cdcwhistleblower 524

#getvaccinated 0.471 #vaccineswork 330

#rubella 0.46 #health 278

#ebolaoutbreak 0.459 #flu 277

#iamtheherd 0.459 #news 248

#flu 0.458 #hearthiswell 205

#ebolacure 0.458 #gopdebate 118

84 Q. Li et al.



8. Collobert, R., Weston, J., Bottou, L., Karlen, M., Kavukcuoglu, K., Kuksa, P.: Natural
language processing (almost) from scratch. J. Mach. Learn. Res. 12, 2493–2537 (2011)

9. Mikolov, T., Chen, K., Corrado, G., Dean J.: Efficient Estimation of Word Representations in
Vector Space. In Proceedings of Workshop at ICLR (2013)

10. Paula, M., Dredzea, M., Broniatowskib, D., Generousc, N.: Worldwide influenza surveillance
through Twitter. In: Shaban-Nejad, A., Buckeridge, D.L., Brownstein, J.S. (eds.) Proceedings
of the AAAI Workshop on the World Wide Web and Public Health Intelligence (2015)

11. Wang, S., Paul, M., Dredze, M.: Exploring health topics in Chinese social media: an analysis
of SinaWeibo. In: Shaban-Nejad, A., Buckeridge, D.L., Brownstein, J.S. (eds.) Proceedings of
the AAAI Workshop on the World Wide Web and Public Health Intelligence (2014)

12. Mazzia, A, Juett, J.: Suggesting Hashtags on Twitter, technical report. Computer Science and
Engineering, University of Michigan (2009)

13. Li, Q.,Shah, S., et al.: Hashtag recommendation based on topic enhanced embedding, tweet
entity data and learning to rank. In: The 25th ACM International Conference on Information
and Knowledge Management (CIKM 2016), IN, Indianapolis (2016)

14. Socher, R., Perelygin, A., Wu, J., Chuang, J., Manning, C., Ng, A., Potts, C.: Recursive deep
models for semantic compositionality over a sentiment treebank. EMNLP (2014)

15. Maas, A., Daly, R., Pham, P., Huang, D., Ng, A., Potts, C.: Learning word vectors for
sentiment analysis, In Proceedings of the 49th Annual Meeting of the Association for
Computational Linguistics: Human Language Technologies (2012)

16. Matt, T.: Document classification by inversion of distributed language representations. In:
53th ACL Conference, pp. 45–49, July 26–31, Beijing, (2015)

17. Li, Q., Shah, S., Liu, X., Nourbakhsh, A., Fang, R.: Tweet topic classification using
distributed language representations. In: The 2016 IEEE/WIC/ACM International Conference
on Web Intelligence (WI 2016). Omaha, NB (2016)

18. Tang, D., Wei, F., Yang, Y., Zhou, M., Liu, T., Qin, B.: Learning sentiment-specific word
embedding for twitter sentiment classification. In: 52th ACL. Baltimore, Maryland (2014)

Hashtag Mining: Discovering Relationship Between … 85



Studying Military Community Health,
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the Social Media Lens
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and Courtney D. Corley

Abstract Social media can provide a resource for characterizing communities and
targeted populations through activities and content shared online. For instance,
studying the armed forces’ use of social media may provide insights into their
health and well-being. In this paper, we address three broad research questions:
(1) How do military populations use social media? (2) What topics do military users
discuss in social media? (3) Do military users talk about health and well-being
differently than civilians? Military Twitter users were identified through keywords
in the profile description of users who posted geo-tagged tweets at military
installations. These military tweets were compared with the tweets from remaining
population. Our analysis indicates that military users talk more about military
related responsibilities and events, whereas nonmilitary users talk more about
school, work, and leisure activities. A significant difference in online content
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generated by both populations was identified, involving sentiment, health, lan-
guage, and social media features.

Keywords Social media analytics � Sentiment analysis � Well-being � Healthcare
analytics

1 Introduction

Social media has become a resource for studying different social, emotional, health,
and economic conditions of communities through their online activities and shared
content. Recently, there have been studies that seek to understand the emotions and
behavior in different groups of people through their social media footprints [1, 2].
Other studies aim to investigate social issues and phenomena existing in commu-
nities through their online activities [3, 4].

Social media platforms, such as Twitter, contain publicly available information
that provides a resource for potential identification of subpopulations and com-
munities [1, 2, 4]. Applying machine learning and natural language processing
techniques to social media content generated by military populations creates a
potential to identify, characterize, and monitor their health and well-being. For
instance, recent studies used signals from social media to study subpopulations
online with the goal of detecting food poisoning within certain subpopulations
and geographic regions [5], and identifying subpopulations of smokers and drug
addicts [6].

Military service type (e.g., Army, Navy, Marine, Air Force, Active Duty,
Reserves, and Veterans) may play a role in the health and well-being of military
personnel, including the development of specific health conditions. Boehmer et al.
studied the association between military service and health-related quality of life,
using a population-based sample of adults in the US. They found that the
active-duty population had more health complaints than either reserve or veteran
populations [7].

In this work, we aim to understand the differences in online behavior and content
produced by military populations, which share common characteristics, such as
location, work, and culture, and compare them with nonmilitary populations.
Specifically, the goal of this paper is to qualitatively and quantitatively estimate
language variations and differences in communication behavior across these two
populations.

Understanding social media activities and discourse of military populations may
help decision makers gain real-time insights into their mental health, including
social and emotional stressors, and other health-related issues of the military pop-
ulation through a minimally invasive and economic approach. Public health
researchers and authorities could use the proposed methods to identify targeted
populations quickly and distribute resources effectively.
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Next, we list our research questions, provide some background, and describe our
data and methods for identifying military users on Twitter. Then, we present our
analysis and results. We conclude with a discussion of the implications of our
findings.

2 Research Questions

Our motivation to study social media activities and discourse of military popula-
tions is to better understand their online social interactions and help to identify
issues specific to military populations. Overall, we are interested in answering the
leading broad questions by addressing the following finer research questions.

• How does the military population use social media?

– RQ1: What are the differences in tweeting behavior between military and
nonmilitary (control) populations?

• What do military users discuss in social media?

– RQ2: What are the linguistic differences between the content produced by
the military versus nonmilitary (control) populations?

– RQ3: What are the seasonal trends of sentiment expressed in military and
control tweets?

– RQ4: What kind of topics do people in the military and nonmilitary (control)
populations talk about on social media?

• Do military users talk about health differently than others?

• RQ5: Are there any differences in the discourse of health-related topics by
the military population compared to the control?

3 Background and Related Work

In this section, we first provide a background and summary of prior research about
the US military population. Then, we briefly discuss prior work on understanding
different populations through social media data.

3.1 Characteristics of the US Military Population

The US military consists of active-duty forces (Army, Air Force, Marine Corps, and
Navy) and supporting groups (National Guard, Military Reserves, and Coast
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Guard). Within the US, armed forces density varies by state; Texas, California,
North Carolina, and Virginia have the highest concentrations [8].

In active duty and the reserves, individuals sign up for a specific length of duty
and leave service or retire after that term. Three-quarters of the military population is
less than 40 years old, and half of the active duty enlisted personnel are less than
25 years old. More than half of the military personnel are married, and 73% of
married personnel have children [9]. The military population is diverse, without
discrimination of sex, race, or native language. A unique characteristic of the mil-
itary lifestyle is the frequent relocation of personnel and their families. The military
is vulnerable to physical and mental health problems with nearly 18% of active-duty
deaths caused by illness, and more than 10% of deaths are caused by suicides [8].

3.2 Studies of Military Populations

Since the US armed forces changed from drafting to enlistment in 1973, sociolo-
gists have debated whether to study the military as an institution or an occupation
[10]. In general, the military is becoming oriented as a profession yet the military
retains institutional features [10]. The US military population reflects America’s
racial, ethnic, religious, and socioeconomic diversity [8], however, their military
status unifies them as a unique subpopulation.

3.3 Understanding Populations Through Social Media

As more and more users adopt social media, recent studies have attempted to use
social media data to understand different subpopulations. Geo-tagged social media
data is being used to identify populations in specific geographical neighborhoods
and urban areas [3, 4]. Another body of work investigates specific demographic
groups such as new mothers [2], fathers [1], and mothers using anonymous social
media platforms [11]. These studies use social media profile information to identify
users belonging to specific demographic groups or use forums to recruit subjects.

In line with recent research, we seek to study the US military population through
the lens of their online social media activities, particularly through Twitter.

4 Data

Identifying subpopulations in social media with certain common characteristics
(e.g., profession or location) is a challenging task. For our study, the data collection
problem entailed differentiating public social media data from the military popu-
lation and the surrounding civilian population.
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Our initial dataset includes nearly 200 million geo-tagged tweets from
November 2011 to June 2015 that originated within a 25-mile radius of 31 US
military base locations globally. We used this historical dataset to build a lexicon to
identify and sample users who are likely to belong to the military population.

For our analysis, we choose six different US military installations located in
three states in the continental US (Table 1). We chose locations that have a high
ratio of military to surrounding population. For each of these states, we chose one
control location that is at least 50 miles away from any military facility, and it was
assumed that at this distance the users are less likely to belong to the military
population. From tweets that originated within a 25-mile radius of military facili-
ties, we sampled users who were likely to belong to the military population using
the methodology explained in the next subsection. We sampled the same number of
users from nonmilitary locations for our control dataset. In this manner, we col-
lected up to 3200 of the most recent tweets (in June 2015) per user in the military
and control samples. Note that this timeline dataset contains anonymized tweets
with and without geographic coordinates.

4.1 Data Anonymization

We followed a rigorous data anonymizing procedure to ensure the privacy of all
Twitter users. The data collected from a social media vendor and through querying
the Twitter API was anonymized specifically for usernames, userids, and tweetids.
This data was fed into an ElasticSearch engine where it was encrypted using the
state-of-art encryption algorithms. Our analysis is based only on completely
anonymized data and findings are reported on an abstract, aggregate level. Below is
the detailed description of our sampling and data collection procedures.

4.2 Sampling Military Users on Twitter

While studying social media activities and content shared by the military popula-
tion, our first challenge was in sampling Twitter users who are likely to belong to
the military. Military population includes individuals who are on active duty, their
family members, and veterans. The standard practice in identifying specific events
or users in social media is to search for specific terms or hashtags in the tweets

Table 1 Military locations L1…L6 and the corresponding number of users sampled for both
military and control populations together

L1 L2 L3 L4 L5 L6
4246 1040 1538 1372 1720 926

The total number of users sampled across six locations is 10,814
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[12, 13]. This approach was not appropriate for our experiments because we were
interested in analyzing the content itself; extracting tweets with such keywords
would bias our content analysis.

Another approach often used to identify specific users on social media is to use a
database or web listings of users belonging to specific groups (e.g., an online listing
of Twitter handles of journalists, used in [14]). However, to the best of our
knowledge, there are no such listings available specifically for military users.
Extracting tweet handles for some military organizations from their websites (e.g.,
@USArmyReserve, @camp_Lejeune, and @Military1Source) provided a way to
identify only a small subset of military users. Therefore, we devised an approach for
discovering potential military user Twitter accounts based on publicly provided
content in the profile description.

To gather tweets that have a high likelihood of being posted by someone in the
military, we extracted tweets that originated within a 0.5-mile radius from military
base locations. These locations were selected based on the highest percentage of
military-to-surrounding population ratio obtained from publicly available data.1 The
rationale for choosing a 0.5-mile radius was two-fold; it restricted the area and
increased the probability of obtaining tweets from military users, and the resulting
number of users per area is nearly 1000, which is a manageable size for faster
annotation. Expert annotators classified profile descriptions of these anonymized
users and the list of keywords extracted from the classified profile descriptions are
shown in Table 2.

To sample Twitter users who are likely the military population, we extracted
tweets from a 25-mile radius of the facilities in chosen military locations, and
filtered tweets having most of the keywords from our lexicon in their profile
description. Because we used both the geo-location and the appearance of keywords
in the profile description to sample users, we expect our approach to perform better
than the geo-location-based approach used in prior work [15]. For the control
sample, we identified users from the control locations who did not include any of
the keywords in their profile description. However, this control sample might
include military users if they do not explicitly state their membership in their profile
description. Timelines of the sampled users were collected and anonymized
according to the description above.

Table 2 Example keywords used to identify military users

Group Keywords

Active
duty

Military, national guard, usmc, corporal, sergeant major, hospitalman, sailor,
usaf

Family Army wife, usnspouse, military girl, navygirlfriend, army brat, airforce wife

Veteran Veteran, usnveteran, retired army, ex navy

1http://www.militaryinstallations.dod.mil/.
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5 Analysis and Results

5.1 RQ1: Differences in Social Media Activities of Military
Versus Control

To identify the differences in tweeting behavior between the military personnel
(members and families in the military community) and control, we extracted the
following measures: (1) size of their online social networks (i.e., the number of
followers and friends), (2) interaction with other Twitter users (using user mentions
as a proxy), (3) user’s interaction with large groups of virtual communities (using
hashtags as a proxy), and (4) ratio of geo-tagged messages to understand their
practice of location sharing in social media. We present and contrast the mean
counts that represent user activity and online behavior across populations in
Table 3. We observe a high degree of variability among the military and control
populations.

Twitter Usage and Frequency: We found that tweeting frequency is higher for
the control population compared to the military. The differences in status counts and
the number of followers per user are not statistically significant for military versus
control populations. Military users write a higher proportion of tweets with
geo-tags. Moreover, it has been reported recently that military personnel is allowed
to use smartphones [16, 17], which have the geo-tagging capability.

The size of Social Network and Online Interactions: The mean number of
favorite counts is higher for the control population and the mean number of friend
counts is higher for the military population.

The mean ratio of tweets with mentions and retweets shows that military users
interact less with others on social media using @-mentions and RT compared to the
control, even though they have similar-size social networks. However, military
users include more hashtags and URLs on average but less media content compared
to the control population.

Table 3 Comparing mean
values for user activities and
online behavior across
military versus control
populations

Counts µmil µcon p-value

Favorite 1604.1 2113.8 ***

Friend 663.7 498.2 **

Follower 955.9 976.0

Status 8455.2 8268.4

Tweet freq. 5.434 6.656 ***

Geotag 0.155 0.138 ***

Hashtag 0.216 0.186 ***

Media 0.097 0.112 ***

Mention 0.478 0.497 ***

Retweet 0.200 0.239 ***

Url 0.237 0.183 ***

***p � 0.001, **p � 0.01
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5.2 RQ2: Differences in Language Use Between Military
and Control

Psychology literature suggests that language is a reliable way of measuring people’s
internal thoughts and emotions [18]. Hence, we focus on understanding military
populations through the language used in their tweets. To identify the differences in
the linguistic attributes between the military and control users, we first use a
dictionary-based approach applying the psycholinguistic lexicon Linguistic Inquiry
and Word Count (LIWC) [19].

Social media language, specifically in microblogs, is often found to be non-
standard [20]. Although there are few recent works on normalizing techniques to
convert tweets to a more standard language [21, 22], their performance has shown
an only marginal increase in accuracy. Since these methods are at a very primary
stage of development, we did not perform any normalization. Instead, we used an
open vocabulary approach for extracting terms that differentiate the language of the
military and control populations in complementary to dictionary-based (LIWC)
analysis.

Differences in Linguistic Attributes

We used the psycholinguistic lexicon2 to measure the differences in linguistic
attributes. LIWC consists of several categories of linguistic attributes, such as
linguistic or psychological processes, personal concerns, and speaking categories.

To measure the differences in LIWC linguistic categories, we aggregate all
tweets per user, then count the number of LIWC terms in each category, and
normalize these counts by the total number of tokens in the tweets written by that
user. We compare the differences in LIWC terms for the military and control
populations using an independent sample t-test. We report the results, showing only
the measures that exhibit the same direction in the t-test for all military locations in
Table 4.

Linguistic Processes: Our results show that the military population uses more
articles (e.g., a, an, and the) and prepositions (e.g., to, with, and above) compared
to the control. Military users talk more about others by using third person plural
words (e.g., they, their) in comparison with the control.

Psychological Processes: Military populations talk more about work and
financial issues compared to the control populations in social media, as indicated by
higher mentions of work (e.g., job, majors, labor, and money (e.g., bank, income,
and loan)) related terms. In all of the six locations, military users use more home
(e.g., family, leasing, and housing) related words compared to the control, although
none of the differences are statistically significant.

2Linguistic Inquiry and Word Count (LIWC): http://www.liwc.net.
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Military personnel in certain locations use a significantly higher number of
death-related terms (e.g., buried, died, and kill). Compared to control users, military
users talk significantly less about school-related terms; they talk less about religion
(e.g., church, mosque, and prayer) although the differences are not statistically
significant. Military users in all of the six locations use inhibition-related words
(e.g., block, constrain, and stop) in a significantly higher rate than respective control
users.

Keyword Extraction

To find keywords that are specific for military and control populations, we extracted
terms that differentiate language between these populations. We used a regularized
log-odds ratio-based method [23], which compares the base word distribution of
each group and outputs terms that are specific for each group. We show the top
terms for the military and control samples in Table 5.

Looking at the top population-specific terms, we find that terms relevant to the
events in military life (e.g., Semper [motto of US marine corps], barracks [buildings
in military and facilities], boot camp, deployed, stationed, Sergeant, etc.) are more
prevalent in the social media content of the military population. On the other hand,
terms related to school, work, and leisure (e.g., ep [episode], tix [tickets], dorm,
campus, Raiders [sports], Savemart, Blackstone [stores or businesses], Greensboro,
Winston, Sanger [place names], etc.) are more prevalent in the control population’s
social media content.

We found that military slang words are widespread in the social media content of
military users (e.g., oorah [battle cry of marine corps], hooyah [battle cry of the
navy], chow [food], etc.); whereas the control users have widespread usage of
Internet slang words (e.g., ep [episode], tix [tickets], ik [I know], tbh [to be hon-
est]), and entity names (e.g., Greensboro, Fresno [place names], Bojangles [food
chain], ttu [university], Raiders [sports], etc.). These results show that social media
language of the military population is different from the control population.

Table 5 Keywords specific to each military and control samples, extracted using SAGE [23]

Military Control

Deployed, sergeant, marines, Afghanistan,
army, soldiers, usmc, stationed, marine, sgt,
barracks, #marines, #navy, hooyah, ssgt, pas,
oorah, napa, sempa, bragg, #semperfi, bliss,
launch, veterans, ty, lejeune, bootcamp, corps,
cammies, hooah, airborne, dam, okinawa,
deploy, #veterans

pm, dorm, fresno, raider, #wreckem, lbk,
tech, lubbock, frfr, burritos, pismo, ttu, ily,
como, packs, Ep, shaver, rec, tcu, raiders,
que, hp, bojangles, savemar, #texashtech,
cheers, stock, campus, shaver
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5.3 RQ3: Trends of Sentiment for Military and Control

Public opinions about real world events and concepts may change over time, and
opinions are often expressed through social media. Temporal topical and sentiment
analysis on social media data are active research areas [24, 25]. Additionally, the
temporal topical analysis is useful for public health research, such as finding disease
outbreaks through social media posts [26, 27]. To analyze the seasonal trends of
sentiment, we created a temporal dataset by binning tweets from each month. Over
a 12-month period, we compared same-user tweet content from military personnel
and civilians who wrote at least 10 tweets per month. We used the VADER sen-
timent analysis library [28], which is a recent rule-based model for sentiment
analysis with state-of-the-art performance. For each month, we obtained average
scores for positive and negative sentiments of all the users and plotted the overall
averages (Fig. 1).

According to the trend plots in Fig. 1, the sentiment scores vary across the
months of the year for both the military and control populations. Overall, the
military population expresses lower positive sentiment in social media compared to

Fig. 1 The monthly trend of positive and negative sentiment scores
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the control samples (except for the location L1). Notably, the positive sentiment
scores of the military population show an increased trend during the months of
November and December, which is the holiday season in the United States
(Thanksgiving, Christmas, and New Year).

Looking at the negative sentiment scores in the bottom row of Fig. 1, the mil-
itary users express the significantly higher amount of negative sentiment in their
social media content compared to others. However, the negative sentiment scores
show a reverse trend for the two locations L1 and L6, which are located in the same
state. Further investigation is needed to understand whether the location of military
personnel affects their sentiment expressed in social media.

5.4 RQ4: Topic Variations Between Military and Control

Individuals use social media to report about their daily activities, life events, and
opinions about various matters. The differences in the topics between the two
populations indicate differences in social interactions and broad themes in their
daily activities. Therefore, we aim to understand the differences in the language and
the latent topics between the two groups.

Latent Dirichlet Allocation (LDA) [29] is a classic method for topic modeling.
Topic models are based on the assumption that natural language texts are built using
a small number of latent topics, and the words in the document represent those
topics. LDA is a bag-of-words-based generative probabilistic model. The model
builds on the words as observed entities, and then it learns the hidden (latent) topics
by capturing intra-document statistical structure via mixing distributions of the
observed words.

We implemented our topic model using the python library Gensim [30], which is
based on online LDA [29]. After experimenting with several configurations, we
determined that 100 topics are a reasonable number of topics. We combined all the
tweets from a user and defined it as a document unit for topic modeling. We
performed standard filtering and cleaning of documents by removing stop words
and cleaning HTML tags, followed by lemmatization and stemming. As emojis
(smiley faces, sad faces, and anger) are prevalent in tweets, and they are used to
express emotion and other nonverbal cues; we included them in our data.

We trained the topic model using tweets from location L3 (1538 documents in
the training set, with a 50–50 split between military and control) with 100 topics
and used that model to infer topics for the other five military-control pairs. Topics
inferred from each document unit are averaged across all the users in the set to form
two distributions for military and control. The averaged distribution across all the
topics is compared against the military and control locations.

We selected the topics where control and military populations differ by more
than 10% in the weight of their averaged distributions. The relative difference
between topic distributions of military and control populations is shown in Fig. 2.
The proportion of the average topic distribution of the military population is shown
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in the colored area and the noncolored area represents the respective measure of the
control population.

Figure 2a shows that across all the locations, profanity topic (Topic 2) is more
prevalent in the military population compared to the control. Emojis (Topic 5 and
10) are highly prevalent in the tweets from the control population compared to the
military users. Other topics do not show any consistent trends across different
locations.

In order to understand the impact of geography and the type of military service
(Army, Navy, Marine, and Air Force) on the topics, we look at further groupings.
The military populations of states S1 and S2 use more Spanish words than the
control, but in state S3 the control uses more Spanish words than the military
(Fig. 2b). We observe the same patterns of increased profanity topics (Topic 2) in
the military population and emojis (Topic 5 and 10) in the control population when
the populations are grouped by their respective states. When populations are
grouped based on military service type, the Navy, Marines, and Air Force use less
profanity compared to the control populations, while the Army population uses
more profanity compared to their control group (Fig. 2c).

It is interesting to note that even a completely data-driven model such as LDA
can pick up the differences in the social media content of the military and control
populations. The differences are present in the topics showing emotional, daily
activities, sports, and work-related activities. These findings are consistent with the
results observed for our previous research questions.

Fig. 2 a Distribution of topics based on tweets for military and control populations;
b Distribution of topics based on tweets for military and control populations grouped by
geography; c Distribution of topics based on tweets for military and control populations grouped
by military service types. Colored area: military population, noncolored area: control population
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5.5 RQ5: Health-Related Discourse Between Military
and Control

Military populations are considered to be more vulnerable to infectious diseases,
such as influenza, and mental health issues, because of overcrowding and a high
degree of physical and mental stress [31–33].

To identify differences in the way military members and their families talk about
health conditions compared to the general population, we created a lexicon of
health terms and possible misspellings (e.g., “influenza” or “influlenza” for the
correct spelling “influenza”) and grouped them into six categories as shown in
Table 6.

We calculated the total counts of terms appearing in user tweets and compared
the average term count per token using a t-test (Table 7). After Bonferroni cor-
rection [34], we find that the direction and significance level of these health mea-
sures differ across health-related categories for the military and the civilian
populations.

Overall, the mean frequency of health-related tweeted complaints from the
civilian population is slightly higher than the military population across all
health-related categories. These results are obtained through comparisons of mili-
tary and civilian populations across different geo-locations and military service
types. In Table 7, we show that civilians use disease-related words more frequently
than the military.

Table 6 The example of health category keywords (ILI: Influenza like illnesses)

Category Example keywords and stems

Self-related health experience Suffer*, struggl*, fatigue, weak

ILI-specific symptoms Fever*, cough*, shiver*, runny nose

Disease names and related terms Influenza, sick*, flu, asthma

Health entities Hospital*, doctor*, ER, clinic*

Parts of body and related Lung*, throat, stomach, platelet

Non-ILI-specific symptoms Breath*, diarrhea, dehydrat*, sneez*

*indicates a regular expression, for example, fever* indicates words that have a stem fever with
difference suffixes such as fevers, feverish, and fevered

Table 7 Comparing the counts of health words for military versus control populations

Health category µmil µcon t-stat p-value

Self-related health experience 3.04 3.35 −5.246 9.49 � 10−7

ILI-specific symptoms 71.5 79.0 −3.701 1.29 � 10−3

Disease names and related terms 1.06 1.17 −4.781 1.06 � 10−5

Health entities 1.02 1.07 −1.576 6.90 � 10−1

Parts of body and related 28.5 33.6 −5.134 1.73 � 10−6

Non-ILI-specific symptoms 49.5 54.5 −3.623 1.75 � 10−3
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6 Discussion

In this paper, we analyzed social media data collected from military sites and
corresponding control populations of users surrounding military locations. We
explored the language and metadata inside the tweets from both populations in the
following dimensions: behavior, language, and the discourse related to health
topics.

Through the analysis of tweeting activities, we found that military populations
use fewer retweets and @-mentions compared to the control group. As the usage of
retweets and @-mentions are usually considered as a measure of social interaction
on Twitter [35], similar to comments and likes on Facebook, these findings indicate
that the military users are less interactive on Twitter compared to others.

We found differences in linguistic patterns of military users compared to the
control: tweets from military users have a higher usage rate of articles, propositions,
third person plural pronouns, and inhibition words; military users talk more about
work and death, and less about school-related terms in social media. The increased
use of articles suggests that military users use more concrete nouns, and they are
interested in objects and things [18] compared to the control, while the increased
use of propositions suggest that military population is concerned with precision
[18]. Inhibition words are used to suppress strong emotions [36]. Therefore,
increased usage of inhibition words by military users may suggest that they sup-
press the expression of strong emotional content in social media compared to the
control population. Military specific terms and slang words are prevalent in the
tweets of the military users while the control users talk more about school and
leisure activities.

From our analysis, we observed significant differences in online behavior and
discourse of the US military when compared to civilian users in social media.
Below, we discuss the implications of our findings on life and health of military
populations.

6.1 Implications for Military Social Life

Our study offers novel and interesting findings on social media activities and the
discourse of the US military population. This is an early work toward understanding
the role of social networks in improving lives of military populations. From our
findings from RQ1, military populations have lower social interactions on Twitter
when compared to the control users. This suggests that military users are socially
less active than others in social media. Findings from RQ2 show a significantly
higher usage rate of inhibition words, which suggests the self-consciousness
expressed in the military populations’ messages.
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6.2 Implications for Military and Public Health

Our findings for RQ3 show significant differences in the usage of medically related
terms between military versus civilian populations on Twitter. Overall, civilian
populations tend to use more health-related terms (diseases, symptoms, etc.) than
military populations. Although, we cannot conclude that military populations are
healthier compared to the civilian populations, as further study is needed to explore
the usage of colloquial language or military jargon instead of the standard disease
terminology. However, the direction of the variables that indicate health-related
terms shows that there are significant differences in the way military and civilian
populations talk about health in social media.

The discovered health-related expressions of military personnel on Twitter
suggest that it is possible to utilize social media content from military users to
identify emerging health issues that are prevalent in the military population due to
the nature of their job and living conditions. Faster and better identification of
health-related issues have implications on public health.

6.3 Limitations and Future Work

First, we relied on social media content from Twitter alone to study our research
questions. Using only one social media source is a limitation and future work can
expand this to other sources such as Facebook and Reddit. Second, we relied on the
geo-tagged tweets for the initial identification of military users. However, recent
work shows biases in the geo-tagged Twitter data regarding text content [37] and
suggests considerations of these biases when generalizing research findings. Third,
we relied on geo-origins of the tweets, and keywords in Twitter profile descriptions
to extract users belonging to the military, but better identification methods can be
explored. Fourth, we did not take into account demographics for military and
control populations.

There are several directions for future work. Complementing this analysis with
an interview study about social media usage of the military users will help
researchers and decision makers to understand the limitations in using social media
among military personnel.

Moreover, linguistic differences between military and civilian users would
enable the construction of classification models to automatically identify military
users in social media. Expanding the analysis on health discourse and deriving cues
about military health issues to predict disease outbreaks is another possible
direction.

Finally, understanding the discourse of military when compared to the civilians
helps to identify and prevent social issues affecting them non-evasively. For
instance, differences in discourse between military and nonmilitary populations
have been effectively used in other studies to identify emotional stress, depression,
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and PTSD-related illness. In future, we would like to study fine-grained emotional
differences between military and nonmilitary populations over time, and model
language variations among populations more effectively.

7 Conclusion

In this work, we studied language and online behavior of military populations in
comparison to civilians within the same geographic region through social media.
We observed significant differences in tweeting behavior between these popula-
tions. We further analyzed language inside the tweets and observed that there are
significant linguistic differences in emotion and psychological words used between
military and civilian populations. Finally, we found that there are significant dif-
ferences in health-related discourse between the military and civilian populations.
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via User-Generated Content Platforms
and Social Networks
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Abstract Marijuana has been legalized for medical and recreational use in many
states across the U.S. Despite some medical benefits, over the past decade,
researchers around the globe have documented the health risks associated with
marijuana use in both youths and adults. Monitoring and understanding the related
concerns and activities of marijuana use play key roles in preparing and making
appropriate policies for public health regulations. However, accurately and effi-
ciently obtaining such information is very challenging due to the unique charac-
teristics of the relevant users, where related activities are usually hidden or
undercovered. In this book chapter, we discuss new approaches to reveal the related
information of marijuana use in the community by exploiting information
exchanged or posted in social networks. We show that data mining approaches can
be used to shed some light on the hidden patterns and related activities of marijuana
use from information collected in social networks (e.g., Craigslist and Twitter). Our
approaches can be utilized as a new way for public health regulators to efficiently
monitor and surveil-related activities of marijuana use.
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1 Introduction

Together with the fast pace of state legalizations of recreational marijuana, the
number of marijuana users increases accordingly, leading to the high prevalence
rate of marijuana use, abuse, and dependence. According to the National Survey on
Drug Use and Health (NSDUH), in 2013, there are approximately 2.4 million
persons older than 12 years had smoked marijuana for the first time during the
preceding 12 months, and nearly 6600 people start using marijuana each day [1].
While the trend in substance consumption increases, the risk perception consider-
ably subdues. In particular, the NSDUH data shows that the prevalence of past
month marijuana exposure among persons aged 12–17 years increased from 6.7%
in 2006 to 7.1% in 2013. On the other hand, the percentage who recognized
prominent risk from smoking marijuana once a month decreased from 34.6% in
2006 to 24.2% in 2013 [1].

Although health risks associated with smoking marijuana is still debated [2, 3],
some major studies have confirmed the adverse effects of the substance abuse,
posing potential public health concerns. Depending on cannabis for long-term
reduces educational attainment [4]. The addiction in some users increases the risk
for psychosis disorders [5], alters brain structure and function [6], and substantially
impairs the driving ability [7]. Additionally, research [8, 9] also showed a strong
relationship between the use of marijuana with users’ health harms including heart
attack risks, lung irritants or a cough, mental illness, or birth weight decrease.
Furthermore, data provided by the U.S. National Survey on Drug User and Health
[10] indicated that youth with poor academic results were more than four times as
likely to have used marijuana in the past year than youth with an average of higher
grades. That said, marijuana poses considerable danger to the health and safety of
the users themselves, their families, and their communities. Surveillance of actual
marijuana demographics use and concerns would be very helpful for federal law
and health policy makers to develop appropriate public health regulations.

The current methods for conducting marijuana use surveillance, for example, the
one by the Centers for Disease Control and Prevention (CDC), fundamentally rely
on traditional survey method. Specifically, CDC has conducted a national- and
state-level survey called The National Survey on Drug Use and Health.
The NSDUH has been carried out via household face-to-face interviews, and the
result is published only once a year. Obviously, this method is time-consuming,
labor-intensive, as well as expensive. This method typically results in few months
reporting lag and covers a small percentage of the whole population. Furthermore,
this approach may not be able to detect the actual level of marijuana usage as the
interviewees may hide the truth of their marijuana use [11]. Therefore, it is
important to develop an effective, accurate method to monitor and detect marijuana
use in the community.

Recently, with the popularity of social networks such as Twitter, Facebook,
Instagram, or Snapchat, the public health surveillance based on social media
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information is very appealing. This emerging approach provides several advantages
compared with the existing approaches:

• Large Geographic Coverage: There are millions of messages posted on social
networks every day by users in different locations. Thus, if extracted appro-
priately, information of interest will have a very large geographic coverage.

• Large Demographic Coverage: In addition, millions of users of different ages,
genders, races, or origins, participated in the social media activities every day.
The created information can be mined to extract information of interest covering
a wide range of demographics.

• Real time: The social media information streams posted in real time allow us to
update, track, and monitor events of interest in real time or near real time that
surpass the conventional approaches.

• Low Cost: As data is freely accessible and collected from the Internet, the policy
makers require less effort and expense compared with the traditional surveying
approaches.

Our recent studies showed that mining information from social networks can
provide some insights into the activities of marijuana use across the U.S. In this
book chapter, we will discuss our techniques used to collect and mine social media
streams to extract useful information. The remainder of this book chapter is
structured as follows. Section 2 summarizes related work for social network-based
approaches for public health applications. In Sect. 3, we present in detail the
methodology used in our system, including data collection and data processing
methods. Finally, Sect. 4 concludes the chapter.

2 Background and Related Work

2.1 Social Networks

Craigslist
Craigslist is a well-known website for classified advertisements across 700 cities
and 70 countries.1 There are about 80 million classified ads posted each month in
different sections devoted to jobs, housing, community, for sale, services, etc. The
huge amount of data created by users in Craigslist everyday could suggest the
interests or concerns of communities geographically located in different places
thanks to the unique web structure of Craigslist, where ads are tagged with locations
and of interest of only users living within the vicinity.

1http://www.craigslist.org/.
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Twitter
Twitter is a micro-blogging website that allows users to post messages of 140
characters or less called “tweets”.2 Twitter has become the biggest daily source of
news, public opinions, and personal discussions. For example, on the day of the
2016 U.S. presidential election, Twitter had nearly 40 million messages sent by
midnight that day [12]. Twitter has 310 million monthly active users, posting
hundreds of millions of tweets per day.3 People on Twitter share, exchange, and
discuss any events of their life including various issues relating to their health
conditions or health-related behaviors. This phenomena leads to a research area
among public health scientists to achieve public health analytic outcomes by har-
nessing the vast amount of publicly available health-related data.

2.2 Public Health Surveillance via Social Networks

Social networks such as Twitter, Facebook, and Craigslist have quickly become
important sources for researchers to track and monitor the public health issues. For
example, social media data has been successfully mined and leveraged to empower
the near real-time influenza epidemics surveillance. Google Flu Trends track the
rate of influenza daily in the U.S. using query logs, several days faster than the
Center for Disease Control and Prevention’s (CDC) reports [13]. To further
improve the performance of influenza detection, researchers in [14] extracted the
influenza-related tweets on Twitter then employed machine learning techniques to
classify actual messages regarding flu patients. The scheme results in an estimation
of at the outbreak and early spread of influenza with high correlation (0.97 corre-
lation) to the official data by the traditional methods. A number of other research
enterprises have continued to enhance the influenza prediction accuracy [15, 16].
Notably, [17] introduced a machine learning-based approach fed by the fusion of
data from multiple sources including Twitter, Google searchers, hospital visit
records, and other existing surveillance systems to provide real-time (“nowcast”)
estimates of influenza rates in the U.S.

The social media-based surveillance method is also proposed to capture other
chronic diseases such as cancer, asthma, toothache, etc. The authors in [18] examined
the social network information to get insights into the obesity and diabetes statistics
by building a model that maps demographic variables to food names mentioned on
Twitter. The system achieved a Pearson correlation of 0.77 with the existing statistics
across 50 states in the U.S. Another phenomenon such as cardiac arrest is also
monitored from Twitter. The work of [19] collected tweets published in April–May
2011 with keywords cardiac arrest, CPR, AED, resuscitation, heart arrest, sudden
death, and defib to learn public knowledge about this disease. They characterized

2https://twitter.com/.
3https://about.twitter.com/company/.
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tweets by content, dissemination, and temporal trends. Finally, they used the infor-
mation retrieved from Twitter to improve resuscitation-related education.

More recently, many researchers have demonstrated the potential for tracking
addictive substance use including alcohol and tobacco in the population via social
networks. Reference [20] analyzed the content of Twitter posts to detect
tobacco-relevant tweets and sentiment toward the new and emerging products like
hookah and electronic cigarettes. Several machine learning classifiers such as Naïve
Bayes, k-nearest neighbors, and Support Vector Machine were used to detect
tobacco-related/not-related tweets as well as positive versus negative sentiment.
Another application of social networks includes detecting the activity of quit
smoking social network accounts. The authors in [21] collected Twitter users who
tweeted the keywords “quit or stop smoking” or “smoking cessation” to detect the
evidence of smoking cessation. In addition to tobacco, the researchers found the
potential of high exposure of Internet users, especially, children and adolescents to
alcohol marketing posts on the social media [22, 23]. The studies suggest that new
regulations are needed to impose further restrictions on marketing campaigns
regarding addict substances.

2.3 Marijuana in Social Networks

Since the first legalization of recreational marijuana in Colorado in 2012, the public
health community started to raise questions about monitoring the marijuana use
trend. In an effort to leverage the public content from these sources, the authors in
[24] examined the perceptions of marijuana chatters on Twitter to grasp the
demographics of the influential Twitter users. Most marijuana-related tweets
exhibited a positive attitude from the Twitter members in which the number of
pro-marijuana tweets far exceeds that of anti-marijuana tweets (by the factor of 15).
Furthermore, more young African–American users tweet the marijuana messages in
comparison with the Twitter average. Another approach is using the “visual” social
network—Instagram to get some insights about marijuana-related content [25]. The
authors acquired 417,561 Instagram marijuana posts with pictures via the related
hashtags in November and December 2014, to better understand the new and trendy
forms of marijuana consumption together with the marketing of marijuana use.

3 Technical Approaches and Evaluations

3.1 System Architecture

The systematic workflow of our data collecting and processing is illustrated in
Fig. 1. We first build a marijuana vocabulary that includes formal and slang words.
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According to The Online Slang Dictionary,4 there are at least 180 terms for mar-
ijuana, such as pot, weed, 420, stone, etc. The server with Python scripts sends API
or HTTP request to the web. While with the Twitter, the script accesses via the
REST API, with Craigslist, it calls via the HTTP requests. Depending on the data
format, the returned data will be preprocessed before saving into the content
database. The preprocessing stage includes removing duplicate and cleaning out the
unrelated data. To get the analytic outcomes, we implement several text-mining
techniques to extract valuable patterns.

3.2 Revealing Marijuana Use via Craigslist

Data Collection and Processing

Craigslist is a worldwide popular classified advertisements website providing list-
ings in several categories such as jobs, housing, and items wanted.

Figure 2 shows the main page of this website at Chicago. Our research focuses
on rental housing posts in the United States and the data collecting process is
decomposed into several steps. Firstly, we list all the sites of Craigslist over the
entire 50 U.S. states.

In each site, we pick rental house as the desired category to study the marijuana
concern. Besides, Craigslist ads are very challenging due to the unstructured ads in
which an example is illustrated in Fig. 3.

Therefore, we perform the two following steps before storing significant infor-
mation in our database:

• Duplicate and Outlier Removal: We also notice that there are many duplicate
ads posted on Craigslist despite the no-duplicate policy of Craigslist. So, we
remove the duplicate ads which have the same titles including price, location,

Fig. 1 The workflow of data collection and processing

4http://onlineslangdictionary.com.
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the number of bedrooms, or those with different titles but the same content will
be considered to be duplicated. Our data preprocessing step also filters out all
outlier ads with unrealistic prices.

• Extracting Marijuana-Related Ads: Next, we use text mining and semantic
analysis algorithm to extract ads with having concerns about the use marijuana.
The accuracy of corpus extraction in this step is very important as it determines
our data analysis outcome. Interestingly, in our text processing, we found out
that the phrases have “420” term such as “420 friendly” or “420 ok” are often
used in the ads than the formal phrases have the “marijuana” term itself.
However, due to the unstructured texts, we need to filter out “420” unrelated
terms. For example, these phrases “#420”, “APT 420”, “420 bucks per month”,
“my number is xxx-420-xxxx”, etc., appear very often in housing ads but they
should not be considered as marijuana-related phrases. Our developed text
mining and semantic algorithms have accurately filtered out all of these false
positive records.

Table 1 shows some examples of our collected dataset across 50 states in the U.
S. After removing the duplicate, outlier, and irrelevant ads, we constructed a dataset
of 200,000 rows and 9 columns where each row represents an ad and each column

Fig. 2 The main page of Craigslist for the state of Chicago
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represents different information extracted from the ad including title of the ad, time
listed, state, city, marijuana corpora, rent price, etc. In the dataset, we counted the
number of occurrences of each marijuana corpus in different columns. We grouped
all marijuana-related corpora with “420” keyword such as “420 is ok”, “420 fine”,
“is 420 allowed” to the field “420 friendly”.

Evaluations and Discussions

Our extensive analysis based on the collected data provides some insights into
marijuana use and concerns across different states in the U.S. Our data indicated
significant differences in marijuana use concerns depending on the legal regulations
associated with states and geographic locations. The main findings are summarized
in the following subsections.

Fig. 3 Examples of annotated ads in Craigslist with information of marijuana use concern,
locations, etc.
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Marijuana-Related Terms

In our data analysis, we found out that “marijuana” term is not the most often used
term to describe marijuana-related concerns (e.g., allowed or not allowed use of
marijuana). This is a surprising result at first as based on the existing studies we
expected “marijuana”-related keywords should be the most often used term. By
further carefully examining all marijuana-related terms, both formal and slang ones
in the “housing” category, surprisingly, we found that “420” term (e.g., “420
friendly”) is most often used in the rental ads to indicate marijuana use concerns,
instead of “marijuana”-related keywords. More specifically, we found out that the
“420” term used the most in two subcategories “room & shares” and “room/share
wanted”, appear more than ten times as the “marijuana”-related keywords as shown
in Table 2 and about four times more than total of all other marijuana-related
keywords used. This finding is very interesting as it suggests a new term to indicate
“marijuana” term when conducting text mining.

Our result is a great complement to the existing studies on marijuana-related
aspects in online platforms such as [24, 26]. Those studies skip very important
“420” marijuana-related keywords when investigating marijuana-related content on
Twitter.

The Division of Rental World in Marijuana-Related Ads

Our study further revealed the difference of keyword usages in describing marijuana
concerns between organizations and private lessors. Based on our collected data, we
compared the number of rental ads with and without marijuana-related terms from
subcategories “office & commercial” in which listings are from rental companies. In
this analysis, we only focused on four marijuana-legalizing states including
Colorado, Washington, Oregon, and Alaska. The data indicates that rental com-
panies tend to use formal keywords such as “marijuana” or “cannabis” while the
private parties used “420”-related keywords more often as indicated in Table 2.
Table 3 shows the total number of posts containing term “marijuana”, “cannabis”,
and “420”-related term in four states within one month.

Table 2 Summary of
marijuana-related terms in
subcategories of “housing” in
the state of Colorado

Marijuana-related terms summary

Category T1 T2 T3 T4 T5

Rooms & shares 1012 387 26 38 149

Room/share wanted 418 46 35 55 19

Apts/housing for rent 148 340 128 41 91

Sublets & temporary 108 42 11 17 39

Total 1686 591 200 151 298

T1 = “420 friendly”, T2 = “marijuana”, T3 = “mmj”,
T4 = “cannabis”, and T5 = “pot”
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Comparing to the Marijuana State Laws Map and Google Marijuana Keyword
Search.

To validate and verify our data collected on Craigslist about marijuana use, we
linked the ads to their geographic locations and used colored map to indicate the
number of related keywords used across 50 states in the U.S. Figure 4 displays the
marijuana state laws map as of May 20165 (Fig. 4a) and our marijuana-related

Table 3 Summary of
marijuana-related terms in
subcategory “office &
commercial”

States Office & commercial subcategory

“Marijuana” “Cannabis” “420
friendly”

Colorado 223 68 14

Washington 181 29 13

Oregon 497 303 7

Alaska 23 25 2

Fig. 4 Comparison of a state marijuana laws map and b geographical distribution of
marijuana-related corpora ads in Craigslist (number of listings per population)

5http://www.governing.com/gov-data/state-marijuana-laws-map-medical-recreational.html.
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corpora ads extracted from Craigslist (Fig. 4b). In the state marijuana laws map,
light green, dark green, and gray colors represent states with legalizing marijuana
for recreation, for medical, and not legalizing, respectively. Figure 5a, b show
correlation tables of marijuana keyword search in Google over last five years
(Google 5Y), three years (Google 3Y), and last year (Google 1Y) versus state
population-normalized marijuana-related ads in Craigslist of the 50 states and top
10 states. The data collected in Craigslist with “marijuana”-related ads are strongly
correlated with the states where marijuana uses are legal in some forms in both the
state marijuana laws map and Google search. This is expected, as marijuana uses
are legal in those states; thus, lessors more often use marijuana-related corpora (e.g.,
allowed or not allowed) in their ads to attract more lessees.

Marijuana Black Market: The Hidden World Revealed

Interestingly, our data revealed that the terms “420”-related words which have been
used very often in the ads in some states such as Texas, Florida, or Nevada in Fig. 6
where the use of marijuana in any form is illegal. Based on the federal laws and
state marijuana laws map, we expected that less or no ads with concerns about the
use of marijuana would be posted in those states because, obviously, no one in
those areas is allowed to use marijuana in any forms. Surprisingly, our data indi-
cated a contrary observation. A significant number of rental ads included
marijuana-related keywords in their ads have been posted in these areas. For
example, Florida has more than 900 ads posted with marijuana-related keywords.
From the business and public health aspects, these ads suggest some level of actual
marijuana use in those communities; thus, the ads have been crafted with those
keywords to attract more lessees in these areas. In other words, the evidence from
the collected data can be interpreted as there exists some level of illegal marijuana
use in those states and the findings shed some light on those aspects that authorities
and public health agencies should develop appropriate policy and regulation to
restrain the reality of the marijuana use.

Fig. 5 Correlation table of Google Marijuana keyword search versus Marijuana-related corpora
ads in Craigslist a all states; b top 10 states
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3.3 Characterizing Marijuana Activities via Tweets

Data Collections and Processing

Twitter provides developers several APIs to create tweets, read user profile, fol-
lower data, in which the Search API is useful in monitoring and searching tweets in
real time. Therefore, we have conducted experiments on Twitter data during
November 2016, collected and processed more than 300,000 marijuana-related
tweets in the English language. Next, the server component, written in Python,
interacts with the Twitter Search API to collect data from Twitter data source.
While the Twitter Search API usually serves up to date Tweets, our system allows
us to bypass this limitation of time constraints by basically replicating the way the
Twitter Search engine works on browsers. Using marijuana-related terms stored in
Vocabulary component, the server calls the API by the command: “https://twitter.
com/i/search/timeline?f=realtime” with following parameters:

• q: a query text in which searched tweets will contain. It is a word and phrase
relating to marijuana, pre-stored in our vocabulary.

• since: the lower bound of the posting date of searched tweets.
• until: the upper bound of the posting date of searched tweets.
• lang: the language of searched tweets.

This API retrieves a list of matched tweets in the form of an HTML string.
Finally, the server extracts useful data from HTML string and save them to our
tweet database component. The resulting tweets are stored in a NoSQL tweet
database which includes $316,191$ documents relating to marijuana. Each docu-
ment represents a tweet with 15 different fields extracted from the JSON object

Fig. 6 Frequencies of “420 friendly” corpora in the “housing” category
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resulted from our data collection process, including username, URL, external links,
text, the number of retweets and favorites, keyword, state, posted time, types of
devices, etc.

3.4 Evaluations and Discussions

Marijuana Unigram and Bigram Clouds

Unigrams and bigrams allow generating cloud tags for illustration of popular terms.
Figure 7a shows the most frequent terms among unigrams (after removing some
most common terms in English). Generally, “dope”, “weed”, “pot”, and “mari-
juana” are some highlight words. Besides those four favorite words, there are many
action words associated with marijuana consumption such as “smoke”, “smoking”,
“buy”, “like”, “love”, and “smell”. Interestingly, data extracted from our
text-mining algorithm indicated that there were many terms with provocative
meaning such as “ass”, “bitch”, “shit”, or “dam” are usually used in marijuana
tweets. In addition, our data also shows a strong correlation between a number of
tweets and some geographical locations, which appeared have substantial activities
related to cannabis. For example, Colorado, which has firstly legalized using
marijuana for adult 21 years of age or older, is mentioned most. This suggests that
legalization of marijuana in many areas has sparked a controversy, including
positive and negative opinions.

Figure 7b reveals more-detailed information of marijuana use via the bigram
cloud. Apparently, this type of cloud clearly shows many marijuana-related
vocabularies such as legal, melting, dope, super, crock, etc. Also, the frequency of
pair words which is related to legalization is very popular. It may reflect the event of
state legalization votes during November. The frequency of “medical marijuana”

Fig. 7 Unigram cloud (a) and Bigram cloud (b) of marijuana-related tweets collected during
November 2016
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indicates that more and more users want to promote the benefit of using marijuana
for medical purposes.

Identifying Users’ Attitudes via Tweets

Our data indicates that we can actually distinguish users’ attitudes toward can-
nabis use via the number of outer links in their tweets. Outer links or external links
are identified, based on the total number of URLs in the tweet metadata including
full URLs and shortened URLs. Particularly, more than 300,000 tweets in our
database, there are total 158,814 tweets without outer links and 157,377 tweets with
outer links. Table 4 shows top 20 users who had outer links in their tweets. Our data
analysis reveals that most of these users (17/20) were from states where the use of
marijuana for medical purpose or recreational use is legal (e.g., Colorado,
Washington, Illinois, Massachusetts, California, and New York). For example, top
three users with most tweets containing external links, unsurprisingly, come from
Denver, Colorado—one of the first states where marijuana is legal for both medical
and recreational purpose. More specifically, we find out that most of these users are
likely to be news and magazine organizations such as Potnetworkcom, DenverCP,
PhoenixCP, Boston_CP, WeedFeed, and MME_MESA. For example, user
Potnetworkcom with 1638 tweets has a website http://potnetwork.com/—that

Table 4 Top 20 users posted
marijuana-related tweets with
external links

User Number of
links

Place

Potnetworkcom 1638 Denver, Co

eatin_n_streets 1582 Denver, Co

DenverCP 764 Denver, Co

_DiegoPellicer_ 654 Seattle, WA

MME_MESA 424 Mesa, AZ

ermphd 410 Austin, TX

OG_Chino 397 Los Angeles, CA

ABG_Marketplace 343 Kansas City, MO

WeedFeed 271 Chicago, IL

Boston_CP 270 Boston, MA

SLM420LOVE 269 California, CA

CoCannabisCo 266 Oregon, OR

SpeakEasy_SEVL 252 Colorado Springs,
CO

Chance_Takers 243 Atlanta, GA

greco_james 238 Phoenix, AZ

Diabetes_Newzz 236 New York, NY

PhoenixCP 233 Phoenix, AZ

420digitalweb 224 Denver, Co

Cannabis_Card 212 San Diego, LA

StartupCannabis 206 New York, NY
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publishes all things about Marijuana and entertains other users “with up to date
information about marijuana pop culture” or DenverPC belongs to website http://
toplocalnow.com/ that tweets breaking news and weather updates from Denver and
many other cities. Our data reveals that many organizations, which provide services
and products associated with marijuana, tend to utilize Twitter to promote their
products and generate publicity.

We use a tweet sentiment analysis tool by Mashape6 to estimate the Twitter user
attitude toward Cannabis. The tool works by examining individual words and short
sequences of words (n-grams) and comparing them with a probability model. We
analyze two sets: the tweets with outer links and tweets without outer links for
evaluation. In Fig. 8, we present information about the proportion of the sentiment.
Overall, for the set of tweets with URLs, the percentage of positive tweets is higher
than the negative tweets. For the set of tweets without URLs, however, the per-
centage of positive tweets is much lower. Considering the group of positive tweets,
the proportion of the positive tweet with external links is 62%, compared with 32%
of tweets without external links. This implies that many users who attach external
links to some websites try to deliver the information about the benefits of marijuana,
such as for medical and experiments. They might want other people to perceive the
advantages of marijuana. Users, who do not attach URLs in their tweets, can be
individual marijuana smokers. However, because of many offensive terms (e.g.,
“bitch”, or alike words) included in their tweets, they are identified as having
negative sentiments toward marijuana.

Fig. 8 Sentiment analysis of 158,814 tweets without outer links and 157,377 tweets with outer
links: Tweets without outer links seem to be more negative than ones with outer links

6https://www.mashape.com/.
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Temporal and Spatial Distribution of Tweets

The volume of marijuana-related discussions is largely driven by political events.
Figure 9 shows the daily distribution of the number of tweets relating to marijuana in
November 2016. Clearly, in the first week of the month, the number of tweets
increased at an exponential rate and reached a peak on November 8. The tweets
express the user’s emotion and opinion about the marijuana policy reforms.
For example, on November 9 four more states (California, Nevada, Maine,
and Massachusetts in addition to Colorado, Washington, Alaska, Oregon, and
Washington DC) voted for legal marijuana consumption of both recreational and
medical purpose [27]. Another important reason is that the same period, the outcome
of US presidential election was decided and the elected president has shown support
for using cannabis for medical purpose and is likely to encourage the federal gov-
ernment to allow more states to vote on legalizing recreational marijuana [28].

It is interesting to estimate the tweet frequency during the regular weeks, i.e.,
without special effects of presidential elections or marijuana legalization events.
We, therefore, consider the time from November 15 to 31.

The research presented at [29] proves there are more tweets about alcohol during
the weekend. This is also true for marijuana. Figure 10a presents a daily distribu-
tion of marijuana-related tweets in regular weeks, i.e., excluding the abnormal
weeks of U.S. Election Day 2016 and cannabis legalization election days. We
observe a clear trend that there is a significant uptick in the number of tweets at the
weekend as compared to weekdays. We make a prediction that at the weekend,
users tend to have more spare time to enjoy recreational activities. Also, Twitter
accounts of celebrities, the media or businesses might exploit the value of weekend
tweeting to post more tweets since their audiences have more time to consume and
share content.

By the end of November 2016, there are eight states including California,
Nevada, Maine, and Massachusetts, Colorado, Washington, Alaska, and Oregon,

Fig. 9 Daily distribution of the number of tweets relating to marijuana in November 2016: there
is an exponential increase in the number of marijuana-related tweets during the week of the US
presidential election and legalization votes in some more states
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and Washington DC which have been legalized to use marijuana for both recre-
ational and medical purpose.7 Our spatial graph in Fig. 10b shows that there are
more tweets from those eight states, thus matching with the marijuana state law map
in 2016. The number of tweets, however, is also quite high in some states such as
Georgia. Based on the federal laws and state marijuana laws map, we expect that
fewer marijuana-related tweets in this state because this area only allows for limited
medical purposes. Surprisingly, our data indicated a contrary observation. This can
be interpreted, as there is some level of marijuana use beyond the medical purposes.
Further study on such issues is considered as our future work.

It is known that 82% of active users are on mobile phones.8 This raises us a
question on the device types of marijuana tweeting users. Within more than 91,000
users we process, about 67% use mobile phones (51% for iPhone and 16% for
Android phones) via the Twitter mobile application to post their tweets (Fig. 11).

There are about 8695 users who use Internet browsers such as Chrome, Firefox,
and Safari that are in the group of Twitter Web Client. Importantly, many users
(remaining 23.5%) employ third-party services to publish their marijuana-related
tweets. Two such popular services are IFTTT and TweetDeck. IFTTT, an abbre-
viation of “If This Then That”, is a web-based service that allows users to tweet
automatically based on schedules or some particular events. Similarly, TweetDeck
is a Twitter tool for real-time tracking, organizing, and engagement that helps users
to reach their audiences by automatic postings. Thus, there is an unusually less
number of users using mobile devices when comparing to the average number of
82%. Our observed data can explain that in the marijuana-related tweets, many
users are employing automated posting services to promote their products or
implementing marketing strategies.

Fig. 10 a Daily distribution of marijuana-related tweets in a week during November 2016—the
average for the whole month excluding the day of presidential election and marijuana legalization
vote; b the state map of the marijuana-related tweet frequencies (the number of tweets over the
population of each state)

7http://www.governing.com/gov-data/state-marijuana-laws-map-medical-recreational.html.
8https://about.twitter.com/company.
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Marijuana-related Hashtags

Topics in Tweeter are categorized based on hashtags, labeling words or phrases
preceded by a pound sign (#). By using hashtags, Twitter’s users can express their
tweet’s content, and thus, specific subjects of discussions among users can be found
more quickly.

Figure 12 illustrates most common hashtags among marijuana-related discus-
sions. Unsurprisingly, #marijuana #cannabis #dope and #weed are the most ubiq-
uitous terms. Besides, other marijuana-related hashtags are also frequently used
such as #pot, #kush, #mmj, #hemp, #cbd, and #thc. Two terms #cbd and #thc,
respectively, refer to Cannabidiol and Tetrahydrocannabinol, two main ingredients
in the marijuana plant. #mmj means “marijuana”.

We also notice that some political hashtags frequently appear such as #legalizeit,
#electionnight, #electionnday, #vote, and #YESon. #YESon means “Yes on”, a
typical phrase used by Twitter users in the election campaigns. There might be a
variety of reasons for this circumstance. Firstly, our dataset is collected during
November 2016. During this time, nine states were voting for marijuana legaliza-
tion, including Florida, Massachusetts, North Dakota, Maine, Arkansas, Montana,
Arizona, Nevada, and California. On November 8, California, Nevada, Maine, and
Massachusetts all voted for legalized use, sale, and consumption of recreational
marijuana. Secondly, the appearance of political hashtags #electionnight, #elec-
tionnday, and #vote reflects US presidential election event happening at the same
time. It is clear that the presidential candidates’ attitudes and the new government’s
policy toward the state marijuana legalization trend will dramatically affect every

Fig. 11 The proportion of devices of the users who post marijuana-related tweets on Twitter
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marijuana business and individual who consumes marijuana, just provoking a lot of
discussions on this topic.

4 Conclusion

This book chapter describes some preliminary results of a new research trend by
using social media to track and monitor the perception and consumption of the
emerging addictive substances such as marijuana. We conducted our collecting and
mining techniques for cannabis-related content from two well-known social net-
work websites: Craigslist and Twitter. Firstly, we developed lightweight
text-mining algorithms to extract marijuana-related corpus from unstructured ads in
Craigslist to reveal the geographic distributions of marijuana use. Our result indi-
cates a strong correlation of ads with marijuana use concerns with the state mari-
juana laws map and Google marijuana keyword search in states where the
marijuana use is legal. Interestingly, our data also reveals some strong concerns
about marijuana use in other states, where possession of marijuana in any form is
illegal. Second, we also performed some statistical data analysis on marijuana
content from Twitter during November 2016. The study exhibited some interesting
patterns including the frequencies of the Unigrams and Bigram of marijuana tweets.
The opinion of state marijuana legalization votes and the US presidential election,
some levels of association between users who tweet with and without external links,

Fig. 12 Top 20 hashtags in marijuana-related tweets: #marijuana, #cannabis, #dope, and #weed
are most common hashtags
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the distribution of user devices, the frequencies of posts within a week, and the
differences between the way and purpose of the individual users and the organi-
zational users. Those findings would suggest some valuable patterns which could be
used as a marijuana surveillance approach for federal authorities and public health
agencies in developing policy and regulations. More importantly, the results pro-
mise a forward step toward online marijuana surveillance capable of providing a
larger geographic–demographic coverage with low cost and time efficiency.
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Online Public Health Intelligence: Ethical
Considerations at the Big Data Era

Hiroshi Mamiya, Arash Shaban-Nejad and David L. Buckeridge

Abstract Often times terms such as Big Data, increasing digital footprints in the
Internet accompanied with advancing analytical techniques, represent a major
opportunity to improve public health surveillance and delivery of interventions.
However, early adaption of Big Data in other fields revealed ethical challenges that
could undermine privacy and autonomy of individuals and cause stigmatization.
This chapter aims to identify the benefits and risks associated with the public health
application of Big Data through ethical lenses. In doing so, it highlights the need for
ethical discussion and framework towards an effective utilization of technologies.
We then discuss key strategies to mitigate potentially harmful aspects of Big Data
to facilitate its safe and effective implementation.

Keywords Public health ethics � Privacy � Public health surveillance � Public
health intervention � Big Data health analytics � Online social media

1 Introduction

Primary objectives of public health agencies are to protect and promote the health
of citizens through population-based strategies [1]. Public health actions include
legal measures such as mandated use of seatbelt and motorcycle helmets, taxation

H. Mamiya (&) � D.L. Buckeridge
Department of Epidemiology and Biostatistics and Occupational Health, McGill University,
Montreal, QC, Canada
e-mail: hiroshimamiya@gmail.com

D.L. Buckeridge
e-mail: david.buckeridge@mcgill.ca

A. Shaban-Nejad
Department of Pediatrics, Oak-Ridge National Laboratories (UTHSC-ORNL)
Center for Biomedical Informatics, University of Tennessee Health Science Center,
Memphis, TN, USA
e-mail: ashabann@uthsc.edu

© Springer International Publishing AG 2017
A. Shaban-Nejad et al. (eds.), Public Health Intelligence and the Internet,
Lecture Notes in Social Networks, https://doi.org/10.1007/978-3-319-68604-2_8

129



of unhealthy food and mandatory reporting, testing and treatment of serious
communicable diseases. Voluntary measures include preventive programs such as
vaccination, educational campaigns for promoting healthy lifestyle, and nutrition
supplementation to economically disadvantaged populations. Because health and
health-related behaviors of populations can be highly influenced by environmental
factors such as air pollution, green space, retail food environment, and hygiene,
public health agencies are also responsible for improving the living environment
[2]. An equally important role of public health is the surveillance of population
health status, which encompasses spatiotemporal distribution of disease outcomes,
behavioral risk factors, and physical and social environment affecting health. As a
backbone of public health activities, surveillance provides critical insights in
population health status to guide the development, management, and evaluation of
interventions. As well, surveillance has a critical role in identifying of health needs
among disadvantaged populations, thereby assisting the development of equitable
health interventions.

The role of public health agencies considerably expanded from solely tracking
and controlling of communicable diseases that were the primary cause of mortality
up to the early twentieth century [3]. Noncommunicable diseases such as cancer,
cardiovascular diseases, and diabetes, are now responsible for the majority of global
death and disability [4], which placed increasing importance on the monitoring and
preventive interventions for lifestyle risk factors such as diet, physical activities,
and tobacco use. Socioeconomic and demographic inequality in health remains an
important public health problem requiring the development and evaluation of
equitable intervention reaching to underprivileged individuals. Other critical public
health mandates include prevention and surveillance of injuries, assessment of
healthcare performance, improvement of maternal and infant health, and disaster
response. Furthermore, health of public is threatened by the resurgence of
vaccine-preventable diseases [5, 6] and constantly emerging infectious diseases
with significant national and global health consequence, including Severe Acute
Respiratory Syndrome (SARS), West Nile Virus, the 2009 pandemic H1N1
influenza, and more recently the epidemic of Ebola hemorrhagic fever in the West
Africa [7]. Ever-growing complexity and breadth of public health tasks call for
innovative answers strengthening capacity of health agencies.

1.1 Ethical Challenges in Public Health Practice

Although individual liberties such as the right to privacy and autonomy represent a
fundamental importance in our society, public health agency’s obligation to maxi-
mize community good and societal well-being inevitably conflicts with these values
[8]. As an example, mandatory reporting and disclosure of personal information [9]
in the name-based control of human immunodeficiency virus (HIV) imposed privacy
threats and stigmatization among infected and heterosexual men [10, 11], whereas
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the control of tuberculosis (TB) often resulted in the use of police power to enforce
isolation and detainment of diseased individuals and their contacts.

In addition, health promotion programs (e.g., promotion of healthy diet and
physical exercise) can lead to victim blaming and stereotyping towards individuals
with stigmatizing conditions such as obesity, treating the failure to comply healthy
lifestyle as a matter of personal responsibility [12]. Policy intervention is invariably
challenged by individualism and libertarian advocates [13], as exemplified by the
opposing arguments against motor vehicle helmet law claiming excessive state’s
police power and paternalism acted upon the liberty of the riders and discrimination
in classifying them as a high-risk class, despite overwhelmingly positive evidence
for the use of motor vehicle helmet in preventing death [14].

As for disease surveillance, public health agencies are exempted from routine
ethics review and obtaining informed consent from patients to access to personally
identifiable information that are collected for public and nonpublic health purposes,
such as patient care and medical billing [9, 11, 15]. Although the exemption is
necessary in a setting where immediate access to personal data and subsequent
actions are paramount as in the control of certain communicable diseases such
amendment was also extended to the monitoring of noncommunicable diseases,
often sparking dispute in the limit of data access [16]. Breach of patient health
information is a critical confidentiality problem considering the amount of personal
data analysts, yet such incidence is surprisingly common among local health
agencies [17, 18].

Taken together, public health intervention and practice are subject to a consid-
erable moral challenge and longstanding dispute in seeking a trade-off between
preservation of individual’s liberties and collective benefits of the population.

1.2 Big Data and Web 2.0 Technologies

The web and mobile applications supported by the Web 2.0 technologies led to
unprecedented growth of personal information and communication footprints
available in the Internet. The technologies and devices that surround modern lives
continuously capture digital traces of daily activities including financial, environ-
mental, and social interactions. The advances in “Big Data” [19] research has
created a unique opportunity to process these networks of heterogeneous data to
generate explanatory and predictive models [20], leading to field applications in
commercial and political sectors to generate insights into and influence voter and
consumer behaviors [21]. As an example, online browsing records are routinely
used to monitor credit card fraud, develop individually targeted marketing, and
create customer segmentation [21–23].

Big Data can be loosely explained by the following three dimensions:
(i) Volume that explains how large is the datasets; (ii) Velocity that indicates how
fast these large datasets are processed, and (iii) Variety, which refers to how dif-
ferent are these datasets in sources and formats [24]. Although defining Web 2.0
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requires technical discussion [25], in the context of public health application, we
characterize the term as a group of technologies allowing web applications/services
to: (a) provide capabilities to upload and share contents by users; (b) harness
collective intelligence extracted from the user contributed data; (c) provide dynamic
and tailored contents matched to user’s profile or needs; and (d) the use web as
platform, thus runs in wide range of devices. Some examples of Web 2.0
applications/services are search engines, blogs, multimedia sharing websites (e.g.,
YouTube), social networking services (SNS), and business review websites (e.g.,
Yelp).

Although the application of Big Data and Web 2.0 applications/services in
public health activities is largely in its infancy, their potential in enhancing the
capacity of surveillance and intervention led to a raised enthusiasm [26–30].
Shadowed by the excitement, however, ethical consequences of implementing these
technologies received inadequate attention to date [31, 32]. As the earlier adoption
in commercial sector revealed their privacy harming aspects and resulting public
concerns towards the indiscriminate use of personal data by industries [21, 33], it is
imperative to address the potential benefits on health of public and risks to indi-
viduals liberties of Big Data and Web 2.0 applications/technologies. Following
section describes their opportunities of in advancing the science and practice of
public health, followed by potential harms upon application to public health
surveillance and intervention from the ethical perspective. Finally, we provide
strategies to mitigate the risks in a hope to provide an initial step towards the
development of legal safeguards and guidelines.

2 Opportunities of Big Data and Web 2.0 Technologies

The digital stream of personal, environmental, and social attributes can be gathered
and analyzed at a large scale, whereas web applications and mobile devices provide
means to reach a large number of individuals at relatively low cost [34].

The transformative features of digital/mobile and participatory technology
include ability to assess citizen sentiment and deliver individually tailored (targeted)
message at low cost [35], peer support for proactive and positive health-related
behaviors among online community [36], timely access to citizen report at global
scale through “crowdsourcing” [37, 38], and improved outreach to young and
socioeconomically deprived individuals [39, 40]. In addition, the widespread use of
digital devices (e.g., mobile phones) provides effective communication channel for
reporting disease outbreaks by citizen sentinel network in low-resource settings
[41]. In effect, participatory surveillance offers a potential to create a mutual col-
laboration between public health agencies and citizen sentinel who submits local
information and in return receives relevant information to their context. This is
contrary to the current use of online data by commercial industries, where the users’
data is routinely sold and/or analyzed by service providers (although aggregated or
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anonymized), and the profit from inferred/discovered knowledge is not shared with
the Internet users, while the users suffer from privacy intrusion [23].

From the perspective of social justice, an equally important blessing of the
mobile communication technology is their outreach to population subgroups that
were previously unreceptive to or unreachable by traditional communication
channels, for whom health disparity often exists [42, 43]. Finally, given the ongoing
shift of citizen communication and information seeking to the digital environments
[40], surveillance of online information and communication environment is likely
to be an essential task to identify emerging public health challenges such as online
advertisement of unhealthy products.

2.1 User Engagement and Empowerment

Traditional public health communication has been largely unidirectional and uni-
form. Health promotion, risk communication, and educational messages were
typically disseminated through traditional media (e.g., television, radio, and printed
media) without reflection of the individual context and needs [44]. The user cen-
trality of the Web 2.0 applications/services has a potential to increase citizen
engagement with public health messages through personalized and tailored contents
[39, 44, 45]. Tailoring is particularly suited to convey clear and relevant infor-
mation to those who are lacking sufficient health and technology literacy. In
addition, interactive and synchronous nature of these technologies can promote
bidirectional communications between public health organizations and users,
potentially allowing health agencies to respond to user inquiries, share ideas, and
encourage user-generated health contents [39] as well as facilitating peer supports
and sharing of experience within the communities.

Furthermore, collaborative characteristic of the Internet can mitigate the effect of
victim blaming due to stereotyping and labeling by media [46] by providing an
environment for peer-supporting communities that can empower socially under-
privileged individuals with stigmatized health conditions, such as obesity and HIV
[47, 48]. As well, the openness of the Internet provides an opportunity for activism
and resistance against “culture of stigma” or public ridicule towards these indi-
viduals [47, 49, 50].

2.2 Population Reach

In the United States, the digital divide in terms of access to the Internet is gradually
closing across socioeconomic and demographic groups. In 2015, 74% of
low-income individuals reported Internet usage, a 40% increase from 2000, and the
gap in Internet adoption between high- and low-income groups shrunk from 47% in
2000 to 23% in 2015 [51]. Turning to education, 64% those without high school
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diploma used the Internet in 2015, relative to 19% in 2000, narrowing the gap from
59% in 2000 to 29% in 2015 [51]. Across age groups, Internet usage showed the
steepest increase among seniors, climbing from 14% in 2000 to 58% in 2015.
Driving this change is the widespread use of smartphones, which are owned by
nearly two-thirds of adults in 2015 in developed nations, and undergoing rapid
uptake in developing nations [52, 53]. In addition, the socioeconomic difference in
the use of SNS appears to be absent in the U.S. [54], which suggests the equitable
quality of health promotion through this channel.

Combined with the anonymity of the Internet, the wide population outreach is
particularly effective in addressing sensitive and stigmatized topics among
hard-to-reach individuals, such as men who have sex with men, older adolescents
and young adults, and those affected by mental illness [40, 55]. As an example, the
Internet has become a popular venue to find sexual partners among high-risk
individuals for HIV infection who are unlikely to seek medical attention due to the
lack of information on testing or feeling of shame, or stigmatization. Anonymous
and voluntary counseling services within partner-finding websites greatly lowered
barrier to clinic visits [56]. Socioeconomically disadvantaged and stigmatized
individuals now have a greater opportunity to seek and access relevant health
information and resources.

2.3 Online Surveillance

Although the Internet is becoming a primary media for health information seeking
and communication among youth [55, 57], it is a highly unregulated environment
filled with information lacking credibility and legitimacy and became an important
channel for marketing of unhealthy products (and thus behaviors) created by
industries. For instance, discussion of alcohol consumption in youth SNS com-
munities is manipulated towards pro-drinking by alcohol industries [58]. Twitter is
an important tool for marketing e-cigarettes, with overwhelmingly positive mes-
sages generated for commercial intent [40, 59, 60]. Industries are far ahead of
realizing the value of social media in pursuing consumer behaviors, with estab-
lished tactics such as creating online “viral” messages [62].

Governments cannot freely regulate the contents of the Internet unless infor-
mation pose a clear threat to the health of public. However, continuous monitoring
of online health information and its potential impact on health-related behavior is
necessary. Given the growing importance of the Internet as a source of health
information, facilitating access to credible information will be beneficial to the
public. This is particularly relevant to individuals suffering chronic health condi-
tions who may desperately seek expert advice [63, 64]. Finally, social media is an
important venue to identify a new generation of public health issues including
online bullying, sexual solicitation, and depression from SNS use [40].
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3 Ethical Challenges in the Use of Big Data and the Web
2.0 Technologies

Lack of appropriate regulation on collection and analysis of personal data by
industry and government surveillance resulted in public concerns about the loss of
privacy and autonomy and profiling of citizens [21, 65]. Tracking online customer
activities (often secretly to users) became industry-wide practice. Personally,
identifiable data is routinely collected, centralized, and permanently stored by
search engines and social networking sites (SNS) and undergoes mass disclosure
(i.e., sold to their parties) without users’ permission and even awareness [66]. Such
data is in turn used to predict personally sensitive attributes including sexual ori-
entation, political view, parental separation [21, 67] and to generate personalized
advertisement aimed at driving consumer preference and decision [68]. In addition,
widespread sharing of personal information on the Internet poses a unique chal-
lenge in defining online privacy [69, 70]. Users self-disclosing personal information
in SNS or blogs typically expect their messages to be exposed to the online world.
However, it does not imply that the data is subject to amassing and indiscriminate
use, as such activities can lead to reidentification and potential harm to the users
[70], which certainly conflict with the users’ expectation [69]. Individuals who are
affected by stigmatizing illness particularly express concerns with the unintended
use of their data by third parties [71]. Despite the public nature of social media,
privacy does exist as a right to prevent data usage that leads to stigmatization,
restriction of liberty, and violation of privacy.

Some users publish their health and non-health information openly due to the
sheer lack of privacy concerns and awareness. Such users are unlikely to be familiar
with the contents of the privacy policies and statements in social media, which may
state the usage of personal information by third parties. Even if users attempt to read
privacy statements, inconsistency and complexity of privacy settings and policies in
ever-growing social media applications make controlling of personal information
far from trivial [72–74]. Yet, the legitimacy of these policies without users’ explicit
understanding in terms of risks and benefits is highly questionable. Therefore,
sharing of sensitive information in the online environment does not necessarily
equate to consent for data usage. Furthermore, it is not clear whether the data usage
policies in these websites encompass public health surveillance. Although public
health agencies are exempt from obtaining consent for secondary use of patient
health records, such action is justifiable only in the presence of clear and immediate
public health risk [11].

3.1 Profiling and Predictive Analytics

Predictive analysis can be performed at both individual and community levels for
predicting of future health-related attributes (e.g., diseases, prognosis, behaviors,
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and resource utilization), or inferring unobserved health-related attributes status as
in disease diagnosis. Rapid increase and linking of personal, social and environ-
mental information from a large number of individuals in the Internet provide a
sufficient set of predictive features for an accurate inference of sensitive personal
attributes [75] such as body mass index, depression, emotion, sexual orientation,
personality, and various behaviors [76–78].

Because predictive features are not directly collected from individuals but often
accumulated in organizations running such algorithms, the targeted individuals
have little control over the use of their information against the prediction of their
personal or community attributes. These predicted personal features can be highly
sensitive and potentially used in ways to damage their liberty and reputation [75].
The indiscriminate use of predictive algorithms can open a potential avenue to a
public health analog of “predictive policing”, where health agencies could target,
contact, and impose restrictive interventions on individuals with heightened risk of
developing highly pathogenic communicable disease or behavior (e.g., violence and
illicit drug use) of public health significance.

Similar to medical screening, these algorithms can facilitate early identification
and notification of potentially serious health condition(s) to facilitate effective
prevention measures. However, “black box” algorithm-based diagnosis and risk
prediction from online data sources are qualitatively distinct from screening. Unlike
screening test which are typically performed with informed participation, predictive
algorithms can secretly profile millions of social media users without awareness of
those who are targeted. Accidental or intentional disclosure of their predicted dis-
ease status can affect socioeconomic status including employment and insurance,
whereas prediction of highly personal characteristic such as sexual orientation can
be intrinsically offending. Excessive use of predictive algorithms to generate a large
repository of sensitive characteristics can be highly concerning. It is therefore
challenging for individuals to escape from the privacy assault from prediction and
resist presumptive activities and automatic profiling by the government [79, 80]
especially in the face of automatic data collection by ubiquitous sensor devices
(e.g., including mobile smart phones), with their often opt-out nature of data
submission.

Application of predictive algorithm at a community or group level, in general,
prevents privacy harm at individual level due to aggregation; however, profiling
and ranking communities by future disease burden may lead to public discomfort
and label high-risk communities (e.g., high prevalence of smoking, obesity, or
alcohol consumption) as a potential burden for a society. Community health pro-
filing based on traditional data sources, such as population health survey, has been a
routine task of health department. However, prediction of future community health
by a data-driven approach undermines the fundamental value of “right to know” for
citizens, potentially causing distrust to health authorities. At worst, the fear of being
labeled by such algorithms will lead privacy-sensitive individuals to avoid the use
of social media, whereas those lacking privacy and technology literacy will give up
all their personal attributes to the intrusive activity of predictive algorithms.
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3.2 New Age of Digital Divide

Although diminishing steadily, digital divide impedes fair distribution of techno-
logical benefits throughout the society. Individuals lacking connectivity to the
Internet may be protected from data gathering activities of government and
industries; however, their needs and voices may be underrepresented in the online
society, resulting in interventions not reflecting their socioeconomic and cultural
needs and interests.

An emerging and equally important form of technological disparity is a gap in
usage purpose and capability to make effective use of online content for informed
health-related decision-making [45, 81, 82]. Even with the Internet access, those at
the lower level of educational attainment are less likely to use the online contents
for the enrichment of their socioeconomic resources (e.g., beneficial information to
promote career, education, and social position) and health information seeking [83,
84]. One of the main factors driving this usage gap, or secondary-level digital
divide, is a lack of technology literacy among individuals with low socioeconomic
status [64, 85].

However, the usage gap appears to exist even if conditioned on technological
literacy, suggesting the presence of motivational factor(s) [83]. Although such
differential usage may have existed in traditional media including newspapers and
televisions, the amount and diversity of information on the Internet are far greater,
thereby resulting in a potentially larger inequality in terms of benefit from the
Internet across social classes [83]. If the usage pattern of the Internet has a stronger
reflection of existing socioeconomic status than the usage pattern of traditional
media, simple reliance on technology-based interventions may lead to the exacer-
bation of socioeconomic disparity in health-related knowledge and behaviors and
other gains from Internet-based interventions.

At the international level, borderless nature of digital data could inadvertently
introduce inequity across nations as well when used in global health surveillance.
For example, data generated in low and middle-income countries is often analyzed
in research labs and public health organizations in developed nations with little or
limited return to the population health in the countries of origin, who may be
eventually discouraged to share information in the event of an international health
crisis [86].

4 Discussions

Used effectively, researchers and public health agencies can harness the power of
Big Data and Web 2.0 technologies to meet the expanding responsibility of public
health and improve the community and individual health. If, however, their ethical
challenges remain unaddressed, public distrust and opposition can prevent the
utilization of potentially useful technologies and dataset, thereby limiting the
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capacity of public health agencies in the future. One of the challenges lies in the
speed of technological advancement and their potential applications that could far
exceed the pace legislation can catch up. Nevertheless, there is an urgent need to
discuss the development of tactics to facilitate their implementation into public
health practice.

In this section, we explore key aspects of Big Data and Web 2.0
applications/services needed for (i) minimization of privacy harm; (ii) fair distri-
bution of benefit; and (iii) transparency and user engagement.

4.1 Privacy and Confidentiality

Given the growing concerns over the intense data gathering activities by govern-
ment and industries [87], public acceptance towards the application of social media
and mobile technologies hinges to adequate assurance of privacy and confiden-
tiality. Currently, existing local public health laws about the collection, storage, and
sharing of electronic health data are inconsistent and incomplete, and typically
require major review and reform to reflect the growing use of electronic personal
information [18]. In addition, the challenge of defining privacy in online personal
information makes the protection of privacy even more complex [88]. Attempts to
seek privacy solution are scarce [71, 88], yet urgently needed.

Policy

Guidelines for security, privacy, and confidentiality concerning the use of per-
sonally identifiable information under public health purpose have been subject to
discussion. Although these discussions do not specifically address the application of
online personal information but more often limited to patient data generated and
maintained by healthcare organizations, they are broadly applicable to the sec-
ondary use of personally identifiable information in the online environment.
Specifically, the amount of personal information collected should be the minimum
necessary to meet the well-defined goal of surveillance and the disease control
program [89]. The openness of the Internet and rapidly lowering cost of data
storage can create a temptation for large-scale collection, process, and centralization
of personal information. Such practice, if not guided by clearly defined usage
purpose, will introduce a predictable risk of reidentification [9].

Public release of findings from surveillance programs (i.e., reports) requires
appropriate de-identification measures such as data aggregation to prevent reiden-
tification and should be subject to automated or manual review prior to dissemi-
nation [90]. If findings are related to stigmatizing diseases, a prior consultation with
affected communities is needed to prevent stigmatization and discrimination.
Unfortunately, no de-identification method can assure complete anonymity as the
linkage to a large number of external and publicly available data can lead to
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reidentification of individual [91, 92]. Therefore, the definition of anonymity needs
to be treated as continuous scale [21], with the privacy risk of individuals carefully
balanced against the health of population achieved by public health programs.

Moreover, limitation of the scale and scope of data collections and disclosure
needs to be clearly specified even during public health crisis such as the emergence
of highly pathogenic communicable diseases. The exemption from obtaining ethics
review and patients’ consent to access personal health information opens up
unlimited authority for data access and potentially results in an excess level of
intrusive activities [93]. However, the totalitarian measures of disease control do
not guarantee success, while public disapproval and outcry are certain, which
potentially pushes back the utilization of the modern data science technology in
public health.

Privacy by Design and Education

Confidentiality policies need to be accompanied by organizational practice, which
can be achieved by training of employee who has access to data and the imple-
mentation of preventive technologies. Rigorous authentication and authorization
protocols play a primary role in restricting inappropriate data release. These include
multiple modes of authentication, the minimum necessary number of personnel
with data access, physical restriction to workstations and servers, and periodic
review of access privileges. Encryption of data transfer and communications is
another necessary system-wide security measure, particularly when remote access
to data sources is required. In addition, any personal information in the data center
should be accessed by authorized individuals only on the need-to-know basis.

Most breaches of personal health information are unintentional and occur
internally within health organizations as opposed to the external cause with the
malicious purpose [18]. Effective prevention of data breach can be achieved by
enhancing vigilance in handling personal information through confidentiality
agreements with data analysists. They need to be properly informed the conse-
quences of inappropriate disclosure including disciplinary actions. Furthermore,
routine auditing of data usage will allow the detection of breach and malpractice as
well as provide an enforcement and awareness for privacy-conscious activities.

Information Control

Whether one’s data is intended to be viewed by public or peers, assurance of
information privacy requires that consumers have control over their personal
attributes in terms of what information to share with whom for what purpose, in
addition to receiving adequate information about privacy policy in the Web 2.0
applications/services. Ideally, these controls encompass the amount and type of
information for location-based analysis, spatiotemporal context, and the recipients
and users of such data as well as access to the result of analysis [88].
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Unfortunately, low availability, readability (e.g., excessive text), and inter-
pretability (e.g., legal terms) of policy statements even among commonly used
applications deter the consumers and consequently leave them blind with privacy
risks [66, 73]. In addition, there are common misconceptions about the policy in
social networks, such as the lack of complete understanding in the “permanency” of
recorded data and the false sense of security from reidentification among Twitter
users [71]. As well, many users wrongly interpret the presence of a privacy policy
as the assurance for the protection of their personal data, even though the policy
statements do not always describe privacy protection [94]. Therefore, users often
fail to set the appropriate level of disclosure, resulting in unintended disclosure of
their own and others’ sensitive information [95, 96]. A clear privacy policy in terms
of confidentiality rules, usage, and sharing of personal information by service
providers and third parties is needed, and such information should be provided in
the sixth-grade reading level [73]. In addition, standardization of terminology and
formats of privacy statements should be implemented across providers/developers
of health applications [97].

4.2 Population Reach and Engagement

Improvement in citizen engagement and population reach is crucial for effective
dissemination of public health interventions and maintaining representative popu-
lation in public health surveillances. Specifically, strong public engagement and
collaboration can ensure accurate data quality and prevent loss to follow up in
longitudinal data collection. On the other hand, wider population outreach facili-
tates the inclusion of underserved and hard-to-reach individuals.

Although the primary level of digital divide (i.e., lack of access to the Internet)
may continue to decline due to the widespread use of mobile devices, the gap
remains important for certain population subgroups, such as those who live in the
rural area [45, 51]. Providing communication infrastructure and affordability of
Internet access to these communities requires public/private collaboration and
government subsidization [85]. In addition, lack of access among socioeconomi-
cally disadvantaged population persists in many developing nations [85], where
providing shared connection at community access center may provide an only
viable solution [98].

Narrowing the secondary level of digital divide (i.e., usage pattern of the Internet
among those who have access) will at minimum require improvement of technology
and health literacy, which may encourage active participation (e.g., sharing infor-
mation, peer to peer communication, and seeking credible health-related informa-
tion) [64, 85]. At the same time, the complexity and amount of information should
be minimum necessary to meet the need for users with a minimum level of health
literacy [45]. Because usage gap may also depend on factors beyond literacy (e.g.,
sociocultural preference) [83], further research is needed to explore such barriers
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and to identify approaches aimed at motivating Internet usage for the empowerment
of health-related behaviors and information seeking.

Evaluation of behavioral change through the Web 2.0 applications/services has
been relying on a small-scale randomized trial [34, 99]. However, study population
from small trials do not adequately represent the heterogeneous needs of general
population, particularly when measuring the performance of interventions among
underserved and underprivileged population segments who may be less likely to
participate into these studies due to the lack of access to the Internet or motivation
for participation. Large-scale trials with the minimization of attrition or natural
experiment will provide the best evidence needed to identify equitable quality and
effectiveness of Internet-delivered interventions.

To date, the majority of research studies investigating the applications of social
media have not been completely successful to exploit the “social” component;
rather, researchers tended to treat SNS as a mere broadcasting tool that does not
incorporate tailoring of messages meeting the diverse socioeconomic and cultural
context of users [48, 99, 100]. Simply focusing on unidirectional communications
ignoring the interactivity, tailoring, and peer engagement is likely to add little value
over traditional communication channels. Efforts should be allocated towards
leveraging the user-centric features of participatory applications to meet heteroge-
neous needs of population subgroups, and the tailored messaging should encourage
informed decision-making for people with varying language, cultural background,
disability, health and technological literacy and numeracy [101–103]. With the
media-rich feature of the Internet, messages can be conveyed by the combination of
images and video for the latter users for enhanced uptake [45].

Properly crafted health message and engaging environment will be an effective
instrument to empower individuals, especially those with stigmatizing illness, who
are more likely to use the Internet to seek health information and peer support
[49, 104]. However, given the fact that health promotion messages can be amplified
and escalate to the public ridicule of individuals suffering from potentially stig-
matizing conditions, contents should be delivered in such a way to minimize
stereotyping, while facilitating the active participation and empowerment of these
individuals [49].

4.3 Transparency

Public health is a societal effort requiring active citizen engagement, which
demands transparency of public health practices and decision-making process.
Transparency implies timely dissemination of information related to the process of
data collection and analysis, purpose, risks (e.g., privacy issues), and benefits of
surveillance [105]. For public health interventions, all levels of relevant decision
process (i.e., planning, implementation, operation, evaluation, and public reporting)
should be available to the public. Providing such information to disadvantaged
individuals and communities who are often least likely to benefit from public health
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actions [71, 105] is particularly an important task towards increasing the
transparency.

Informing community is especially important when using publicly available
online data since (i) public perception of Big Data analytics may have been
transformed from “creepy practice” to actual privacy threatening after the previous
revelation of government surveillance and industry practice conducted largely
unknown to public [65, 106]; (ii) inappropriate use of such data will result in more
serious damage to privacy and autonomy of individuals due to a large population
coverage of digital data; and (iii) surveillance programs and predictive algorithms
processing unstructured online data often require complex analysis, which is
beyond understanding of lay community members. The feeling of being monitored
and profiled by a “black box algorithm” can cause serious distress among people.

One of the major benefits of public disclosure is to prevent illegitimate and
unjustified use, manipulation, and distribution of personal information by health
departments while facilitating the minimum necessary data collection and analysis
for specific and intended purpose only [21]. Finally, in anticipation of a public
health crisis (e.g., bioterrorism and emerging infectious agent of pandemic poten-
tial) and the resulting use of authoritative power for effective emergency response, it
is critical to specify appropriate safeguards for individual rights and due process
[107]. Despite unavoidable risk on privacy, patients and the general public would
allow the secondary use of their data for surveillance; however, such trust is
unlikely to be cultivated unless the transparency showing the rationale of the
monitoring program is provided [61].

5 Conclusions

Successful application of Big Data will provide enhanced capabilities for disease
surveillance and dissemination of public health interventions. Public health
surveillance can also benefit from the data stream generated by a large number of
sentinel citizen, and ubiquitous nature of Web 2.0 applications/services which
enable increased population outreach. The interactive and collaborative character-
istics of the Web 2.0 applications/services are likely to enhance citizen engagement
with health interventions and encourage proactive contribution of user information
to public health surveillance. In addition, the anonymity of the Internet provides a
protection from stigmatization and stereotyping when communicating with public
health agencies or among peers.

However, the utilization of these technologies will be justifiable only if
accompanied with a clear ethical framework and guideline. Applications of Big
Data are still in their infancy, and the impact on public health practice is yet to be
revealed. However, it is crucial to explore the potential benefits and harms at the
earliest opportunity to avoid repeating the lessons learned from industries and to
maximize its utility for the public good.
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