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Preface

Until the 1980s, a tacit agreement among many physical oceanographers
was that nothing deserving attention could be found in the upper few meters
of the ocean. The lack of adequete knowledge about the near-surface layer of
the ocean was mainly due to the fact that the widely used oceanographic
instruments (such as bathythermographs, CTDs, current meters, etc.) were
practically useless in the upper few meters of the ocean. Interest in the near-
surface layer of the ocean rapidly increased along with the development of
remote sensing techniques. The interpretation of ocean surface signals
sensed from satellites demanded thorough knowledge of upper ocean
processes and their connection to the ocean interior.

Despite its accessibility to the investigator, the near-surface layer of the
ocean is not a simple subject of experimental study. Random, sometimes
huge, vertical motions of the ocean surface due to surface waves are a
serious complication for collecting quality data close to the ocean surface.
The supposedly minor problem of avoiding disturbances from ships’ wakes
has frustrated several generations of oceanographers attempting to take
reliable data from the upper few meters of the ocean. Important practical
applications nevertheless demanded action, and as a result several pioneering
works in the 1970s and 1980s laid the foundation for the new subject of
oceanography — the near-surface layer of the ocean.

In 1988, K.N. Fedorov and A.l. Ginzburg published a monograph “The
Near-Surface Layer of the Ocean”, which summarized many of the new
results but which was printed in limited numbers. In 1992 this book was
translated into English. Since the publication of Fedorov’s book, this area of
research has dramatically advanced. Numerous exciting new experimental
and theoretical results have been obtained. The idea of the importance of the
ocean-atmosphere coupling on small scales found its practical realization in
the TOGA COARE program which took place between 1992 and 1994. The
concept of one-dimensional upper ocean dynamics has been enriched with
the consideration of three-dimensional spatial structures. In particular,
spatially coherent organized motions are attracting more attention.

Our book provides a comprehensive account of the structures and
dynamics of the near-surface layer of the ocean under different
environmental conditions. Fedorov’s pioneering monograph attempted to
achieve this objective, but it had unfortunate gaps and redundancies. Now it
is possible to provide a more coherent presentation of this important subject.

In this book, detailed treatment is given to the following topics:
molecular sublayers, turbulence and waves, buoyancy effects, fine
thermohaline structure of the near-surface layer of the ocean, spatially
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coherent organized motions having surface manifestations, and the high
wind-speed regime. Although this selection of topics depends somewhat on
the specific research interests of the authors, the monograph attempts to
systematically develop its subjects from physical and thermodynamic
principles. The accent on the analysis of the results from recent major air-sea
interaction experiments (including the data collected by the authors) is our
effort to ensure that the book comprises the most comprehensive and reliable
sum of knowledge that has been obtained in this area of research. For the
subjects that are related to the physics of the near-surface layer of the ocean
but not covered in the book in sufficient detail (or not covered at all), the
reader is referred to useful literature. Among these subjects are the
biochemistry of surface films (The Sea Surface and Global Change, edited
by P.S. Liss and R.A. Duce, 1997), surface wave dynamics (Donelan and
Hui, 1990), atmospheric boundary-layer dynamics (Stull, 1988), mixed layer
modeling (Kantha and Clayson, 2000), air-sea fluxes (Businger and Kraus,
1994; Csanady, 2001), and coupled ocean-atmosphere systems (Godfrey et
al., 1998).

Chapter 1 introduces the reader to the main theme of the book—the
near-surface layer of the ocean as an element of the ocean-atmosphere
system. A general discussion of upper ocean dynamics and thermodynamics
sets the stage for the content of Chapters 2—7. This discussion introduces the
different processes that mix and restratify the upper ocean.

Very close to the air-sea interface, turbulent mixing is suppressed and
molecular diffusion appears to dominate the vertical property transport.
Viscous, thermal, and diffusive sublayers close to the ocean surface exist as
characteristic features of the air-sea momentum, heat, and mass transport.
Their dynamics, discussed in Chapter 2, can be quite complex due to the
presence of surface waves, capillary effects, penetrating solar radiation, and
rainfall.

Chapter 3 provides insight into dynamics of the upper ocean turbulent
boundary layer. The turbulence regime is the key to understanding many
other processes in the near-surface layer of the ocean. Because
methodological issues of turbulence measurements near the ocean surface
are still not resolved, we start Chapter 3 with analysis of the existing
experimental approaches. (The measurement of wave-enhanced turbulence is
a very important but specialized topic.) Analyses of turbulence observations
reveal different (sometimes contradictory) points of view on the role of
surface waves. Recent observations obtained under a wide range of
environmental conditions allows us to explain and, in some cases, to
reconcile different points of view.

The wave-induced turbulence does not depend directly on stratification
effects, and it is therefore reasonable to analyze the stratification effects
separately. The analysis of stratification effects on turbulence in Chapter 3 is
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based on some analogy between the atmospheric and oceanic turbulent
boundary layers. This analogy has been employed in the studies of Steve
Thorpe and Michael Gregg. It may only be observed starting from the depth
where wave-breaking turbulence is not important. A discussion of the
surface mixed layer versus the Ekman layer concept will illustrate the depth
to which momentum supplied by the wind penetrates relative to where the
base of the mixed layer is found.

Chapter 4 is devoted to the fine thermohaline structure of the near-
surface layer. We consider the penetrative solar radiation and the impacts of
the distribution of radiant heating on the mixed layer dynamics. Stable
stratification in the near-surface ocean due to diurnal warming or rainfall can
reduce the turbulence friction, which results in intensification of near-surface
currents. Unstable stratification leads to convective overturning, which
increases turbulent friction locally. In addition, discrete convective
elements—analogs of thermals in the atmosphere—penetrate into the stably
stratified layer below and produce non-local transport. Experimental studies
at the equator have produced striking examples of local and non-local effects
on the dynamics of the diurnal mixed layer and thermocline. The last section
of this chapter demonstrates how the local (diffusive) and non-local
(convective) transport can be parameterized and incorporated into one- or
three-dimensional models. This chapter contains a few effective examples of
spatial near-surface structures. These examples should motivate the reader to
study in detail the relatively lengthy Chapter 5.

Chapter 5 is devoted to the coherent structures within the near-surface
layer of the ocean. Spatially-coherent organized motions have been
recognized as an important part of turbulent boundary layer processes. In the
presence of surface gravity waves, the Ekman boundary layer becomes
unstable to helical motions (Langmuir cells). “Wind-rows” can often be seen
from space due to spray patches and have already been used in advanced
remote sensing algorithms to determine the direction of near-surface winds.
Ramp-like structures are a common feature of boundary layer flows; they
are, however, oriented perpendicular to the wind direction, while Langmuir
cells are roughly aligned with wind. The Langmuir cells and ramp-like
structures entrain bubbles and can be traced with side-scan sonars. Other
types of quasi-periodical structures in the near-surface ocean, such as
freshwater lenses produced by rainfalls and near-inertial oscillations induced
by moving storms may have distinct signatures in the sea surface
temperature field. Sharp frontal interfaces are an intriguing example of self-
organization. These interfaces are supposedly related to the subduction
process and are of different nature in mid- and low-latitudes. Internal waves,
resonant interactions between surface and internal modes, and billows in the
diurnal thermocline also produce signatures on the ocean surface under
certain conditions.
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Chapter 6 addresses high wind speed conditions, when breaking waves
intermittently disrupt the air-sea interface producing a two-phase
environment—air-bubbles in water and sea spray in air. These two-phase
mixtures alter the distribution of buoyancy forces, which may affect the air-
sea dynamics. The volume nature of the buoyancy forces further complicates
the dynamics. Section 6.1 describes air-bubbles in the near-surface layer of
the ocean. Section 6.2 has extensive references to the works on sea-spray
production. Effects of sea spray as well as air bubbles on air-sea exchanges
in a tropical cyclone are the subjects of Section 6.3.

Chapter 7, the final chapter of this monograph, describes current and
potential applications of the near-surface results. Among these applications
are remote sensing of the ocean, marine optics, marine chemistry and
biology, ocean acoustics, and air-sea gas exchange. The last section of this
chapter contains possible application of the near-surface results to ocean
general circulation and climate modeling.

The upper ocean processes obtain another level of complexity in coastal
zones due to several possible additional factors, including river (and other
freshwater) discharge, wider range of air-humidity and air-sea temperature
differences, typically short wave fetch (for offshore winds), wave shoaling,
refraction, and breaking, surface and bottom boundary layers merging
approaching the coast, anthropogenic surfactants and other contaminants
(sewage, nutrients). Suspended sediments (due to river outflows and to wave
action) alter optical properties and stratification. Though some of the related
issues are discussed throughout the book, no attempt is made in this book to
present the near-surface processes of coastal zones in a systematic way.

This book is mainly directed toward research scientists in physical and
chemical oceanography, marine biology, remote sensing, ocean optics and
acoustics. To broaden the potential audience, we have tried to make the book
interesting and informative for people with different backgrounds. We also
try to keep its style as close as possible to a textbook format to make it of
value for graduate studies in oceanography and environmental sciences.
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Chapter 1
INTRODUCTION

General discussion of the principles and equations governing

ocean-atmosphere interactions sets the stage for the main subject
of this book.

1.1 The Ocean Near-Surface Layer in the Ocean-
Atmosphere System

The top 2-3 m of the ocean has the same heat capacity as the entire
atmosphere above. Of the penetrating solar radiation, 50% is absorbed
within the first 0.5 m of the ocean. Of the breaking surface wave kinetic
energy, 50% dissipates within 20% of the significant wave height from the
surface. These facts highlight the special role of the near-surface layer of the
ocean in the ocean-atmosphere system.

Historically, standard oceanographic instruments (like CTDs, ADCPs,
and most types of turbulence profilers) have not produced high quality
measurements in the upper few meters of the ocean. As a result, important
processes in the near-surface layer of the ocean, like the large diurnal
warming event shown in Figure 1-1, were largely missed. The aim of this
monograph is to cover this gap to provide the reader with a more complete
picture of the upper ocean, which is of increasing importance for certain
practical applications such as remote sensing, climate modeling, and
determining the global carbon cycle.

We define the near-surface layer of the ocean as being immediately
adjacent to the air-sea interface and dominantly influenced by the local
fluxes of heat, moisture, momentum and gas from the atmosphere. It is
impossible to give a universal definition of this layer in meters because the
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mixing regime below the air-sea interface strongly depends on
meteorological, radiation, and surface wave conditions. Instead in this
monograph the near-surface layer of the ocean is considered as an integral
part of the ocean-atmosphere system. There are in fact some processes that
are unique to the upper few meters (e.g., wave breaking) or even for the
upper few millimeters (e.g., molecular transport) of the ocean. Other
processes may be confined to the upper few meters of the ocean under
certain conditions (e.g., large diurnal warming events) but for different
environmental conditions will have depth scales of tens of meters. There are
also processes that originate at the air-sea interface but extend to the overall
depth of the upper ocean mixed layer (e.g., Langmuir circulations and
nighttime convection).

The variety of forcing factors, in combination with nonlinear feedbacks,
result in different near-surface regimes. Fedorov and Ginzburg (1988)
consider five regimes in the near-surface layer of the ocean:

1) Intensive wind-wave mixing (wind speed at 10 m height above the

ocean surface U;p> 8-10 m s'l);

2) Intensive convection (nighttime, winter, or atmospheric cold fronts);

3) Langmuir circulations (Uyo from 3 to 10 m s™);

4) Intensive solar heating under low wind and calm weather conditions

(Ujp from 0 to 3-5 m s'l);

5) Near-surface freshening due to rain.

This classification is still valid in general and is useful for many
practical applications. At this point, however, it requires comment.

The near-surface ocean under regime 1 is usually well mixed. However,
surface molecular sublayers, which are not included in this classification,
may develop even under conditions of intensive wind-wave mixing though
only between wave breaking events (see Chapter 2).

The Langmuir circulations, which are considered as a separate regime
(regime 3) by Fedorov and Ginzburg, is a type of spatially coherent
organized motions in the upper ocean. There are also other types of
organized structures in the upper ocean, that are not included in the Fedorov
and Ginzburg classification but which are widely observed in the near-
surface ocean (see Chapter 5). These are ramp-like structures, large-
amplitude internal waves (developing on a shallow diurnal thermocline or
rain-formed halocline), sharp frontal interfaces, and penetrative convection.

Now, it is becoming clear that conditions of very high wind speeds (U;o>
25-30 m s) should be considered as a separate near-surface regime. In these
extreme conditions a two-phase environment with gradual transition from
bubble-filled water to spray-filled air is formed (Chapter 6).

Before proceeding to the main subject of this book, the near-surface layer
of the ocean, in Chapter 1 we provide a general discussion of the governing
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equations and air-sea interaction processes. The organization of the material
in the rest of Chapter 1 is as follows:

Section 1.2 formulates the equations of fluid dynamics that govern the
ocean-atmosphere boundary layers. Most of the equations for the near-
surface ocean and the calculated results in this book are derived from these
basic equations. Surface heat, momentum, and freshwater fluxes provide
boundary conditions for equations formulated in Section 1.2. These surface
boundary conditions are discussed in Section 1.3.

o
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Figure I-1. The temperature field in the upper 3 m of the ocean during a large diurnal event in
the equatorial Pacific Ocean, from measurements by bow-mounted sensors (see Section
3.2.5). Temperature is given by the color bar on the right. Adapted from Soloviev and Lukas
(1997a) by permission of Elsevier.

Section 1.4 considers solar radiation and its absorption in the near-surface
layer of the ocean. The solar energy is the major forcing factor in the ocean-
atmosphere system. For the upper few meters of the ocean, it should be
treated as a body (volume) source of thermal energy. Formally, this term
does not enter the surface boundary condition for heat flux. The rain
contribution to the surface and volume heat fluxes is considered in Section
1.5.

Surface waves are the most important process distinguishing the near-
surface layer of the ocean from its deeper layers. In Section 1.6, the elements
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of surface wave theory directly relating to the dynamics of the near-surface
layer of the ocean are introduced as solutions for the equations of fluid
mechanics.

Matching the dynamics and thermodynamics of the ocean and atmosphere
occurs in the planetary boundary layers (PBL), which are the subject of
Section 1.7.

1.2 Basic Equations of Fluid Mechanics and Useful
Approximations

1.2.1 Mathematical notation and governing equations

This book covers a variety of topics relating to different disciplines.
Some reuse of symbols for different properties is therefore unavoidable. This
is noted in the list of frequently used mathematical symbols given in
Appendix. An attempt is made to avoid situations where a symbol with two
different meanings would appear in the same equation or even in the same
section. Symbols that appear only locally in the text typically are not
included in the list of frequently used mathematical symbols.

The main equations that govern the oceanic and atmospheric boundary
layers including the near-surface layer of the ocean have been formulated
and discussed in many scientific publications. The full system of equations
includes conservation laws for mass, momentum, heat, energy, salt or
humidity plus the equation of state. The transport equation for an arbitrary
passive tracer can be easily included.

From the developments of LeBlond and Mysak (1978) and Mellor
(1996), the components of the momentum equation on a rotating sphere are
as follows:

0
% 0% | Ot 0Ty (1.1)
Ox Ox oy 0z

p[%—fwfywj:

or, Or or
p(&+fuJ:_8_p+ 22— (1.2)
Dt oy  Ox oy 0z
Dw op 0O 6Tyz ot
- _ =—pog T = 1.3
(Dt / y”) PE % T oy | or (1.3)
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is the water density, and b = ui + vi + wi + ﬁ The

Dt Ox Oy oz Ot
rectangular coordinate system has its origin at the sea surface, with x
directed eastward, y directed northward, z directed upward, and u, v, and w
represent the corresponding velocity components; ¢ is time; [ =2Qsing

where p

and f, =2Qcos¢@, where Q is the magnitude of the Earth’s rotation vector

and ¢ is the latitude; p is pressure; g is the acceleration due to gravity.
Symbol 7 denotes different components of the stress tensor, due to viscosity
(and to fluctuating velocities if », v, and w refer to ensemble mean
quantities.)

In the Boussinesq approximation, which is applicable to many oceanic
conditions, the density changes in equations (1.1)-(1.3) can be neglected
except in the gravity term entering (1.3) where p is multiplied by g . The
Boussinesq approximation is not valid for acoustic applications and for two-
phase environments like the surface wave breaker.

The system of equations (1.1)-(1.3) is complemented with the continuity
equation for incompressible fluids,

u, oy, (1.4)
ox 0Oy Oz

In the general case of an isotropic Newtonian fluid, the different
components of the viscous stress tensor depend linearly on strain
components (Mellor, 1996):

ou ou 0Ov ou Ow
2— —+— —+—
ox oy Ox 0z Ox
XX ¥x zX
ror 7 |=pk,| DLy v 0w (1.5)
o7 ox Oy oy 0z Oy
TXZ T}’Z TZZ
ow Ou Ow Ov ow
—t— —+—  2—
ox 0z Oy Oz oz

where p is the water density that under the Boussinesq approximation can
be treated as a constant, and K,, is the kinematic viscosity. (Newtonian

fluids are fluids that have linear dependence of the stress tensor on strain
components.)
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1.2.2 Boundary-layer approximation

Adjacent to the air-sea interface there are boundary layers in both the
atmosphere and the ocean. Their thickness is much less than their horizontal
dimension, which leads to the so-called boundary-layer approximation.
Under this approximation, the motion and continuity equations (1.1)-(1.4)
are as follows (Mellor, 1996):

Oy OO O O 107, (1.6)
ot ox Oy oz pox p Oz

or,,
@+u@+v@+w@+ﬁl=—la—p+i TZ}', (1.7)
o ox 0y z poy p Oz
0
L ——pg, (18)
oz
Qu oy, (1.9)
ox oy Oz

Under the boundary-layer approximation, the conservation equation for
vertical momentum (1.3) reduces to the hydrostatic equation (1.8). This
equation provides a substantial simplification of the governing system of
equations because the vertical distribution of pressure can be determined
from the density field, and it does not directly depend on the fluid motion.

The heat, salinity, and other material transport equations in the upper
ocean under the boundary layer approximation are as follows:

(1.10)

b

© 0® e o) o0 o, 00,
pc, | —+u—+v—tWw— |=——= L =T
"\ ot ox Oy Oz 0z 0z Oz
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ot ox Oy oz 0z Oz
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0G 1,969 G 96 _6n o (1.12)
ot Ox oy oz oz oz

where ¢, is the specific heat capacity, © is the potential temperature, S is
the salinity, and C, is the concentration of i-th component of tracer
admixture; O, J, and G, are the vertical fluxes of heat, salt, and i-th
component of tracer, respectively. Iz and Q,, are the volume heat sources due
to absorption of solar radiation and decay of raindrops penetrating the sea
surface; J, is the volume source of freshwater due to the absorption of
raindrops; G, is the volume source of material or gas (due to bubbles,

biochemical reactions, etc.), and o, is the dissolution rate. Parameterizations

for Iz, O,1, and J,, are provided in Sections 1.4 and 1.5. Parameterizations
for G,, in application for gas transport are discussed in Section 7.5.

For most near-surface applications, ® is practically equivalent to
thermodynamic temperature, 7; however, the difference between the
potential and thermodynamic temperature becomes more important when a
weakly stratified mixed layer is considered (Section 5.4).

The vertical heat flux is related to the gradient of temperature according
to Fourier’s law:

Q=—c,pK,—, (1.13)

where K7 is the coefficient of thermal diffusivity. The vertical salt and scalar
tracer fluxes are related to gradients of salinity and concentration according
to Fick’s law:

J=—pK, =, (1.14)
0z

G, =-Kg % ; (1.15)
0z

where K¢ and K, are the diffusion coefficients for salt and an arbitrary
scalar tracer, respectively.
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1.2.3 Low Rossby number approximation

Further simplification of equations (1.6)-(1.7) is possible under the low
Rossby number,

R0=u,/(lf)<<1, (1.16)

where u; is the typical velocity scale, / is the length scale characteristic of
horizontal variation of properties in the ocean, and f is the Coriolis
parameter. Under the boundary layer and low Rossby number
approximations, the advective terms in equations (1.6)-(1.7) vanish reducing
these equations to:

Ou_ o Lop 107, (1.17)
ot pox p Oz

0
LU N0 A (1.18)
ot poy p Oz

Equations (1.10)-(1.12) for the heat, salinity, and other substances are
unaffected by the low Rossby number approximation since the Coriolis term
does not enter into those scalar equations.

1.2.4 Turbulence and turbulent kinetic energy budget

In the ocean, the diffusion processes are usually associated with
turbulence. Turbulence can occur because of local (shear or convective) flow
instability or may be transported from a nonlocal source by advection,
convection, or turbulent velocity and pressure fluctuations. An important
source of turbulence in the upper ocean is surface wave breaking (Chapter
3).

The criterion for shear instability commonly used in hydrodynamics is
the Reynolds number,

Re=ul/v (1.19)

where u; is the velocity scale, v is the molecular coefficient of kinematic
viscosity (v =1.1-10"m?" at 7 = 20°C and S = 35 psu), and / is the
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characteristic length scale. The transition from a laminar to turbulent flow
usually occurs at Re_ ~10°.

Convective instability of the flow results from unstable temperature or
salinity stratification. A relevant nondimensional criterion for thermal
convection is the Rayleigh number,

Ra=—a,gATh" [(x,v), (1.20)

where g is the acceleration of gravity, oy is the thermal expansion coefficient
of seawater (&, =—2.6-107°C" at T = 20°C and S = 35 psu), AT is the
vertical temperature difference between the top and bottom of the convecting
layer, 4 is the layer thickness, and 7 is the molecular coefficient of thermal
diffusivity (x, =1.3-107 m® s at 7 = 20°C and S = 35 psu). The term,
ar AT = Ap/p, represents the fractional density difference between the top
and bottom of the convective layer. The transition from laminar to turbulent
convection is usually observed in the ocean for critical Rayleigh number Ra,,
~ 5x10* (Turner, 1973).

The Reynolds number associated with ocean currents are very large, on
the order of 10’, and these currents are generally turbulent. Rayleigh
numbers in the ocean are also very large (typically greater than 10" for a
temperature difference of 0.1°C over 10 m), so convection is usually
turbulent. However, for strong stable stratification Ra may drop below Ra,.
In the near-surface ocean such cases can occur under extreme conditions of
calm weather and strong insolation or precipitation (Chapter 4).

Although originally derived for laminar flows, parameterization laws
(1.5) and (1.13)-(1.15) are applicable for characterizing the turbulent
transport of momentum and scalar properties like temperature, salinity, or
gas. In the case of a turbulent flow, coefficients K, K7, K5 and K¢ represent
the turbulent eddy transport. The conservation equations for momentum,
heat, salt, and passive tracers expressed in terms of turbulent eddy
coefficients appear exactly in the same form as their laminar analogs (1.1)-
(1.3) and (1.10)-(1.12). In a developed turbulent flow (i.e., at large Reynolds
numbers), Ky, Kr, Ks, and K¢ are approximately equal (unlike the
corresponding molecular diffusivities).

Turbulent eddy coefficients depend on the flow, geometry, and
stratification. In the simplest form, the turbulent eddy coefficient for
momentum is parameterized based on Prandtl’s mixing length hypothesis

K, ~lu, and Kolmogorov’s hypothesis u, ~+Jb, where [ is the mixing

length, and b is the turbulent kinetic energy (TKE). More sophisticated semi-
empirical closure schemes are considered in Chapters 3 and 5.
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The individual components of the turbulent kinetic energy (TKE) budget
are given in the form derived by Garwood (1977):

T - ro12 A - -
Lou” _ nplu_0|wu +£a—u+fu'v'—fvu'W'—£, (1.21)
2 ot oz 0z 2 p Ox ’ 3

7 - ro12 ! ! .
1oV v O\ WVl PV i E (1.22)
2 ot oz oz| 2 p Oy 3

0 _ 7
1w g ofw” WP | pow Oy - (1.23)
2 ot P oz P p Ox 3

where p' is the density fluctuation, ¢ is the viscous dissipation and primes
denote the fluctuating components. Garwood and Gallacher (1985) studied
the usually neglected horizontal Coriolis term ( f,u'w ) in the turbulent

kinetic energy budget. In this term, the Reynolds stress interacts with the
northward component of planetary rotation to exchange turbulent kinetic
energy between horizontal and vertical components. In fact, the sum of
equations (1.21)-(1.23) does not contain the horizontal Coriolis term:

D My X gy E (1.24)
o Co Yoz Yo, 0z

where b= (u'2 +v+w? )/2 and b'= (u'2 +vr+w? )/2 are the turbulent

kinetic energy (TKE) and its fluctuation, respectively; E=w'(b'+ p'/ p) is
the vertical flux of TKE; 7 =— pu'w' and T,.=-— pv'w' are the components

of the Reynolds stress. The term associated with buoyancy forces
(gw'p'/p) can be expressed in terms of the turbulent heat (O =¢ p@ "),

salt (J = pS' "), and tracer concentration (G, =w'C, ) fluxes as follows:

—_— G
& o= aTgQ ﬂsgj + z ,0 ,O) i
P c,p P 2

, where «, is the thermal
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expansion coefficient of seawater, S is the coefficient of saline contraction,
and p, is the density of i-th tracer.

1.3 Boundary Conditions

In order to compute changes in the ocean-atmosphere system, it is
necessary to know the appropriate conditions to apply at boundaries. Volume
sources must also be specified. In this section we consider the surface
boundary conditions for the momentum, heat, and mass balance equations.
The boundary condition for the turbulent kinetic energy equation is
considered in Section 1.6.6. The volume sources due to solar radiation and
penetrating raindrops are discussed in Sections 1.4 and 1.5 respectively.

Under sufficiently high winds, the phase boundary between air and
water is locally disturbed by wave breaking events producing a two-phase
zone (air bubbles in water and sea spray in air) of a finite thickness. The
quantitative characterization of the boundary conditions under very high
wind-speed conditions is still a challenge (see Chapter 6).

1.3.1 Types of surface boundary conditions

For the air-sea interface, boundary conditions are usually formulated in
terms of velocity, temperature, and concentration or in terms of momentum,
heat, and mass (gas) fluxes. In many practical situations, the detailed
structure of the air-sea interface is difficult to resolve, in particular, due to
the presence of molecular sublayers (see Chapter 2). As a result, a
formulation of boundary conditions in terms of fluxes is often more suitable.

The surface boundary conditions for momentum balance equations (1.17)
and (1.18) expressed in terms of fluxes are as follows:

To=T7

(1.25)

Xz

and 7, =7

z—-0 RS PN

where 7, and 7, are the east- and northward components of the surface

wind stress, and z ——0 denotes the one-sided limit from the water side.
(Strictly speaking the wave- or rain-induced component of the wind stress
should be treated as a volume source of momentum in the near-surface layer
of the ocean, which, however, requires the addition of the volume source
term into the equation for momentum balance.)

The surface boundary condition for the heat transport equation (1.10) in
water is as follows:
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0, =0, ,=9,+0,+1,+0,, (1.26)
where ), is the net surface heat flux; O, and O, are the sensible and latent
heat fluxes respectively; /, is the net longwave radiative flux; O _ is the

surface component of the rain-induced heat flux (see Section 1.5.4). Solar
radiation does not enter the surface boundary condition because it is treated
as a volume source of heat.

The surface boundary condition for the salinity transport equation (1.11)
is associated with freshwater fluxes at the air-sea interface. A vertical
balance of freshwater flux across the ocean surface is as follows (Mellor,
1996):

E—-P+m,-(1-S,)=0, (1.27)

where S, is the sea surface salinity; £ is the evaporation rate, which is
related to the latent heat flux as

Oy =LE, (1.28)

L is the specific heat of vaporization for water; P is the precipitation rate,
and m, is the flux of seawater to the sea surface in units of volume of water

per unit area per unit time. The factor (1 - SO) accounts for the exclusion of

salt from seawater. The salt flux at the waterside of the air-sea interface in
units of mass of water per unit area per unit time is

Jy=J

= pSym, . (1.29)

z—>-0

Combining (1.27) and (1.29) leads to the following boundary condition
on the salt flux at the ocean surface:

Jy=—(E~P)S,/(1-8,)~~(E~P)S,=—(Q; /L~ P)S,. (1.30)

Note that S, ~35psu = 0.035; therefore, factor (1-S,) is replaced with
unity in (1.30).

The salinity increases towards the ocean surface when evaporation
exceeds precipitation (E > P) or decreases when precipitation exceeds
evaporation (E < P) because of freshwater flux subtracted from or added to
the surface water, respectively. Vertical salinity gradients developing in the
near-surface layer of the ocean due to surface forcing are considered in
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Chapter 2 of this monograph in relation to the microlayer and in Chapter 4 in
relation to diurnal warming and precipitation effects.

Due to generation and subsequent evaporation of spray droplets, salt
crystals are transported into the atmosphere (see Chapter 6); however, no
significant mass of salt actually crosses the air-sea interface. Although this
amount of salt is unimportant from a salt balance point of view, the salt
crystals left behind by evaporating spray play a role in the radiation balance
and in cloud microphysics as condensation nuclei.

Fluxes of momentum, heat, and moisture at the air-sea interface can be
estimated from covariance and inertial-dissipation measurements in the
atmospheric boundary layer. However, such direct flux measurements are a
rather complicated experimental task, which is only performed during
specialized field campaigns. For many practical purposes, the fluxes at the
air-sea interface can be linked to the properties of the bulk of the atmosphere
and ocean and the properties of the interface.

The balance of forces that act upon the air-sea interface constitutes the
dynamic boundary condition in the potential theory of surface waves. This
boundary condition is discussed in Section 1.6.1.

1.3.2 Bulk-flux formulation

The turbulent flux of property x is parameterized in bulk-flux
algorithms as follows (Smith et al., 1996; Fairall et al., 2003):

w'y'=c?cp’U,Ay=C,U Ay, (1.31)

where w is the vertical component of the wind velocity vector, y can

represent components of wind velocity vector, temperature, specific

humidity, or the mixing ratio of atmospheric gases (the prime sign denotes a

fluctuation); ¢, is the bulk transfer coefficient for property y, C, = c;zcgz

is the total transfer coefficient (symbol D is reserved for wind speed).
The mean wind speed relative to the ocean surface U, is composed of a

mean vector part (v and v components) and a gustiness component (U, ) in

the following way:
P P P 1/2
U,=(+v+U.) (1.32)
The air-sea difference in the mean value of y is defined as follows:

AY = Ys = 2(2) (1.33)
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Both U, and Ay are referenced to the specified height, z, of the mean

quantities above the mean ocean surface (usually z = 10 m).
The bulk-flux formulation for the magnitude of wind stress

7,=(% +7%,) " following from (1.25) and (1.31) is as follows

7, =CopUy" s (1.34)

where C, is the drag coefficient, p, is the density of air, U, is the wind

speed at 10 m height (z = 10 m). Sensible, Q7 and latent, O heat flux are
estimated from the following bulk formulations:

Or =¢,,p.CrU,, (To _Ta) (1.35)

0, =Lp,C,U,(9,-9,) (1.36)

where ¢, is the specific heat capacity of air at constant pressure, Cr is the

bulk transfer coefficient for sensible heat, Cr is the bulk transfer coefficient
for latent heat, 7, is the sea surface temperature (SST), 7, is the air
temperature at 10 m, ¢, is the saturation specific humidity of air at sea
surface temperature, and ¢, is the specific humidity of air at 10 m.

For order of magnitude estimates, C,) ~1.1x 10~ for Ujp=5m s'l, while
for wind speeds within the range, 6 m s < U,, <22 m s, Smith (1988)
suggested a linear relationship

C, ~1x107-(0.61+0.063U,,) (137)

Smith (1988) also proposed empirical formulae for the sensible and latent
heat transfer coefficients:

(1.38)

r =

B { 0.83 x 107 for stable conditions

1.10x107* for unstable conditions

and

C,=15x10", (1.39)
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which are in reasonably good agreement with data in the above wind speed
range.

Advanced bulk flux algorithms are based on the Monin-Oboukhov
similarity theory (see Section 1.7.2), representing the fluxes in terms of
mean quantities. While there are many algorithms available today, we will
restrict our discussion to the COARE 3.0 bulk flux algorithm (Fairall et al.,
2003).

The transfer coefficients depend on the Monin-Oboukhov stability

parameter ¢ = |z| /L,:

¢, (¢)=cs /[1-clsx v, (£)] (1.40)

where z is the height of measurements, L, is the Oboukhov buoyancy

1/2
20

stratification (¢ = 0), y, is an universal function of stability parameter £,

length scale, ¢, =x/ ln(z/ z, Z) is the transfer coefficient under neutral
K is the von Karman constant (commonly used value £ = 0.4), and z, is the

surface roughness length for property y under neutral stratification in the

atmospheric boundary layer. The stability parameter is given by the formula
of Zilitinkevich (1966):

—xgl] (w'_@'+o.61TwT/)

T (_W)3/2

S , (1.41)

where g is the acceleration of gravity, and 7 is the absolute temperature in K.
—\1/2
It is convenient to define a velocity scaling parameter u,, :(—w’u’) ,

which is known as the friction velocity (in the atmosphere, in this case) and

respective scaling parameters for temperature O, =-w'®'/u and

humidity ¢, =-w'q'/u,,. Here w'u' denotes the streamwise component of
the vertical momentum flux. The kinematic fluxes in (1.41) can then be
replaced with u,, ©, , g, obtained by iteration within the bulk algorithm.
The bulk model formulated in (1.31), (1.40), and (1.41) has to be
completed with representations (parameterizations) of the roughness length
(or, equivalently, the transfer coefficients) and the profile stability functions
(v, ). The roughness length can be parameterized with Charnock’s (1955)

velocity roughness formula plus a smooth flow limit expression from Smith
(1988):
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Zy, = Aot 1g+0.11v, /u,, (1.42)

where a-=0.011 for the COARE algorithm, and v, is the kinematic
molecular viscosity of the air.
The profile stability functions near neutral stratification conditions v, are

known from accurate measurements over land, in particular, from the Kansas
experiment (see Section 1.7.2). These functions have been extended
theoretically for highly convective conditions (Fairall et al., 1996). For
highly stable conditions, the Kansas functions predict zero fluxes. Later,
Beljaars and Holstlag (1991) found finite, but highly intermittent, values for
fluxes in very stable conditions and corrected the Kansas functions for the
stable stratification limit. Adopting the stability functions with improved
convective and stable limits eliminates occasional pathological results
obtained with earlier versions of the COARE algorithm.

The addition of gustiness provides finite scalar fluxes as the wind speed
approaches zero. In the COARE algorithm the gustiness is introduced using
the convective velocity scale, w, ,

PR 1/3
U,=Bw.=p. (? w’®v'zcj : (1.43)

where z. is the depth of the convective boundary layer; ®, is the virtual
potential temperature, which is analogous to the potential temperature that
removes the adiabatic temperature variations caused by changes in the
ambient pressure of an air parcel but also accounts for humidity effects
(Stull, 1988), and f. is an empirical coefficient ( B, ~1.25).

Figure 1-2 shows the comparison between measured and modeled
(COARE bulk flux algorithm) velocity transfer coefficients as a function of
wind speed. Typically, measurements or model output provide input
atmospheric variables (U, T, ¢) to a bulk flux algorithm at reference height z
and the surface properties (current vector, temperature). The surface value
for specific humidity is computed from the sea surface temperature and the
vapor pressure of seawater. Strictly speaking (1.31) requires the true
interface temperature, 7, and salinity, Sy, but usually only the temperature
and salinity at some depth are available. The vapor pressure of seawater is
0.98 times the vapor pressure of pure water (Kraus and Businger, 1994). The
dependence of the vapor pressure on the typical salinity changes in the near-
surface layer is negligible (except during heavy rainfalls when S, may drop
for as much as a few psu, see Chapters 2 and 4). When it is not raining, the
salinity diffusion sublayer implies that the true salinity is only a few tenths
psu higher than the bulk water salinity near the surface.
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Figure 1-2. Median 10 m neutral velocity transfer coefficient as a function of 10 m neutral
wind. Error bars indicate the statistical uncertainty (one sigma) of the median based on the
distribution within the mean wind speed bin. Results of different experimental techniques are
also shown: O is the combined covariance and inertia-dissipation values, X is the inertia-
dissipation values only, and ¢ is the covariance values only. Reproduced from Fairall et al.
(2003) by permission of American Meteorological Society.

In Figure 1-3, a scatter plot of streamwise covariance stress
measurements is shown together with the COARE bulk-flux algorithm
prediction. Negative values are part of the normal distribution of individual
measurements. Grachev and Fairall (2001) found that at very low winds
there is a tendency for the streamwise component to average to a negative
value; this could be interpreted as the return of momentum to the atmosphere
by waves. Though the COARE 3.0 algorithm incorporates a dependence of
the bulk coefficient on the wave age, the bulk algorithm does not deal with
negative momentum fluxes. This effect represents a difficulty in bulk-flux
parameterizations.

The near-surface temperature gradients due to the cool skin (see Chapter
2) and diurnal warming may have some effect on the bulk-flux
parameterization. The cool skin results in an interface temperature that is
several tenths °C cooler than the bulk water near the surface. During light
wind and sunny conditions, the upper few meters of the ocean may also
warm by 1-3°C (see Chapter 4). In order to address these physics, the
COARE algorithm incorporates sub-models that represent the millimeter-
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scale cool skin near the interface and the diurnal warm layer in the upper few
meters of the ocean, which estimate 7} from 7.

0.2

0.15

0.1

7, (Nm?)

0.05

-0.05
0

Figure 1-3. Covariance measurements of the streamwise momentum flux (rx) as a function of
10 m neutral wind speed. The individual points are nominal 1-hour averages. The solid curve
is the COARE 3.0 bulk flux algorithm. Reproduced from Fairall et al. (2003) by permission
of American Meteorological Society.

The bulk coefficients Cp, Cr, Cp, and, especially K, are poorly known for
very high wind speeds. The COARE bulk flux algorithm has been validated
for wind speed ranging from 0 to 20 m s™. There are some indications that
under very high wind speed conditions, starting from 35 or 40 m s™, the bulk
coefficients may no longer be increasing with wind speed (Section 6.4.3).

The effects of sea spray, which are important under high wind speed
conditions, have yet to be satisfactorily quantified. Sea spray enhances
evaporation, influences atmospheric stratification and also transports
momentum. Sea spray effects have been included in a heuristic bulk flux
algorithm (Andreas, 2004) which, however, is not based on any data.

Since many trace gases of practical importance (CO,, O,, etc.) are almost
infinitely soluble in air, the main difference in gas concentration is on the
waterside of the air-sea interface (Bolin, 1960). The bulk-flux formulation
for air-sea gas exchange is therefore somewhat different from (1.31):

G, =G|, ,=K,AC, (1.44)
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where AC is the effective air-sea gas concentration difference, and K, is the
gas transfer (piston) velocity. Expressed in terms of the gas partial pressure
in water (p,) and in air (p,), and gas solubility S,, formula (1.44) reads as
follows:

G,=K,S,(p,—p.,)- (1.45).

Strictly speaking, partial pressure in equation (1.45) should be replaced
with gas fugacity (DOE, 1994). The fugacity of an ideal gas is simply its
partial pressure. In terms of fugacity, the thermodynamic relationships for
real (non-ideal) gases coincide with those established for ideal gases. An
example of non-ideal gas is CO,. For typical oceanic conditions, the
difference between the CO, partial pressure and CO, fugacity is, however,
only about 1 patm, which is about 0.3% of the CO, fugacity in seawater.

The air-sea gas transfer velocity K, is determined by the properties of

the turbulent boundary layer and sea surface (Section 7.5.1), while simplified
parameterization formulas imply that K, is a function of wind speed only. A
complicating issue is the bubble-mediated gas transport because it is a
volume source, which depends on bubble dynamics (see Chapter 7).
Representation of the volume source term Gy in equation (1.12) involves
such issues as gas solubility, bubble-mediated transport, and, in many cases,
bio- and photochemical reactions in the sea surface microlayer.

1.3.3 Long-wave radiation

In many instances, the longwave radiation emitted from the sea surface
(longwave exitance) is nearly balanced by the downward longwave radiation
(longwave irradiance) emitted primarily from moisture in the atmosphere. It
is possible, however, for the difference to be significant. To compute
longwave exitance it is assumed that the ocean radiates as a gray body. This
implies that the longwave exitance is proportional to the fourth power of the
absolute sea surface temperature when expressed in degrees Kelvin (K).

The net long wave radiation flux is parameterized as follows:

IL = SWO-T;)4 - gwEa 2 (1 46)

where o =5.67x10W -m K "is the Stefan-Boltzmann constant, 7, is
the sea surface temperature, &, ~0.97 is the infrared emissivity of water

(fraction of black-body radiation), and E, is the long wave irradiance from
the sky that can be measured with an Eppley Precision Infrared Radiometer
or calculated with an existing algorithm (see Katsaros (1990) for a review).
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Ideally, the temperature difference across the millimeter-thick cool skin
should be accounted for. Yet the temperature profile in the top few
millimeters of the ocean is extremely difficult to measure. In many locations
of the ocean the temperature in the upper few mm differs from the
temperature at 0.5 m or more below the surface by less than 0.5 K. In some
places and times, the difference can be as much as 4-5 K, making a
correction to the bulk temperature necessary in order to closely approximate
the skin temperature (Fairall et al., 1996).

1.4 Solar Radiation

1.4.1 Definitions

Radiation in the atmosphere and ocean can be described in terms of
radiance, which is the radiant energy per unit time arriving from a specific
direction and passing through a unit area perpendicular to that direction.
Irradiance, or downwelling irradiance, is defined as the radiant energy that
passes through a unit horizontal area per unit time coming from all directions
(Kraus and Businger, 1994):

2z 7wl2
I,= ] [ L(z,0,¢)cosOsin0d0dg, (1.47)

$=00=0

where L(z,9,¢) is the radiance in the direction defined by the zenith angle
6 and azimuth angle ¢, and z is the depth. Zenith angle € is defined so that
the direction pointing vertically downwards corresponds to zenith angle of
zero. Exitance 1,, or upwelling irradiance, which is the irradiance from

below the unit horizontal area, is defined by a similar integral but with the
zenith angle limits corresponding to the hemisphere below the unit area:

2r =«
I,=[ | L(z,6,¢)cosOsin0dOdg (1.48)

$=00=1/2

Certain applications considered in Chapter 7 require introduction of
spectral irradiances and radiances. Following IOCCG (2000), the spectral
irradiance, or the spectral downwelling irradiance, is defined as

27 7l/2
E,(42)= [ [L(4,2,0.¢)cosOsin0dOdg (1.49)

$=060=0
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where L(9,¢,ﬁ,,z) is now the spectral radiance and A is the wavelength.
Likewise, the spectral exitance, or the spectral upwelling irradiance, is
defined here as follows:

2z V3
E,(%2)= [ [ L(4,20,4)cos0sin0d0dg, (1.50)
$=00=r/2

The radiation budget at the sea surface consists of shortwave and long-
wave components. Shortwave solar radiation is one of the most important
components of the air-sea energy budget, accounting for almost all of the
heat transferred into the ocean. Penetrating solar radiation and its variability
in space and time are important for both the physics and biology of the ocean
surface layer. Biologically, the photosynthetically available radiation (PAR)
portion of the solar irradiance spectrum (usually from 400 to 700 nm)
regulates marine primary productivity and therefore the evolution of aquatic
ecosystems.

About one half of the penetrating solar radiation is absorbed within the
upper half a meter of the ocean, while the longwave radiation is absorbed in
or emitted from the top several um of the ocean. Global circulation models
of the ocean often consider the incident shortwave solar irradiance as a heat
flux applied directly to the ocean surface. For studying the near-surface layer
of the ocean, however, the solar radiation is more appropriately treated as a
volume source of energy (see equation (1.10)), which requires detailed
knowledge of solar energy absorption as a function of depth. At the same
time, the net longwave irradiance in most practical applications is considered
as a source of energy applied to the ocean surface and thus entering
boundary condition (1.26).

Currently, models to predict upper ocean properties, such as temperature
and primary productivity, use either shipboard measurements or
climatological irradiance levels as input. /n sifu measurements, generally
confined to process studies, are sparse while regional and seasonal averages
produced from meteorological data collected aboard ships of opportunity are
limited in both accuracy and coverage. Radiation fields from combined
satellite data promise dramatic improvement in providing surface boundary
conditions on global scales for upper ocean models.

1.4.2 Solar constant and insolation

The radiation from the Sun received at the top of the Earth’s atmosphere
on a surface oriented perpendicular to the Sun’s rays (at the mean Earth-Sun
distance), integrated over all wavelengths (hence total solar irradiance, is
called the solar constant. It has been shown that the solar constant varies on
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time scales from minutes to decades (Figure 1-4). The largest variations of
up to a few tenths of a percent occurs on time scales from days to several
months and are related to the photospheric features of solar activity.
Decreases in the irradiance occur during the appearance of sunspots; increases
due to bright faculae. The long-term modulation of the solar constant is
associated with the well-known 11-year solar activity cycle and with less studied
longer-term changes (Foukal, 2003).
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Figure 1-4. Composite total solar irradiance at the top of the Earth’s atmosphere (solar
constant) monitored since 1978 with satellites. (After Frohlich, 2000.)

The total (spectrally integrated) downwelling solar energy at the ocean
surface, I,, which is also called the surface solar irradiance or insolation,
substantially depends on the latitude, season, time of day, and optical
properties of the earth’s atmosphere. While satellites accurately measure the
solar constant, the surface solar irradiance is much more difficult to assess.
Passing through the earth’s atmosphere, the sunlight is absorbed and
scattered. Absorption in the atmosphere occurs mainly in the ultraviolet and
infrared bands and is weak in the visible band. The ultraviolet part of the
solar radiation spectrum is absorbed essentially by ozone. The ozone
absorption limits the solar irradiance at sea level to wavelengths greater than
0.29 um. The infrared part of the solar spectrum is absorbed by CO, and
even more strongly by water vapor.
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Molecular scattering by gases in the atmosphere closely follows a
Raleigh law, obeying a A*% relationship, which mainly results from the
anisotropy of the air molecules involved in the scattering. The solid particles
suspended in the atmosphere scatter the light close to a A" relationship,
while the water droplets in clouds and fog scatter the light with no
wavelength dependence. The water droplets, nevertheless, absorb strongly in
the infrared part of the solar spectrum.

For the analysis of the solar radiation as a volume source of energy in the
near-surface layer of the ocean, it is important to know the surface solar
irradiance and its spectral distribution. The magnitude of the solar energy
reaching sea level is essentially a function of cloudiness and the thickness of
the section of atmosphere penetrated (i.e., of the latitude, month of year, and
time of day-the sun’s elevation). We first consider the case of clear skies
and, then, the more complex problem of skies partially or totally covered by
clouds.

1.4.3 Insolation under clear skies

The surface solar irradiance /., under a clear sky is proportional to

cos@, where @ is the zenith angle. This leads to the following formula
(Lumb, 1964):

I r=m] cosl, (1.51)

where /, is the solar constant, and m, is a factor determined by the optical
properties of the atmosphere.

The zenith angle is dependent upon geographical latitude ¢, solar
declination angle o, and time of day in the following way:

0 =cos™ [sin(/)sin&+cos¢cos5cos(1800 x(t—to)/to)] , (1.52)

where time of day ¢ is given in solar time as the hour of the day from
midnight, and 7= 12 hr. Solar declination angle Jis defined as a measure of
how many degrees North (positive) or South (negative) of the equator the
sun is when viewed from the center of the Earth. The solar declination
angle,

& =p, cos| 27 (1,-1,)/d, |, (1.53)

varies from +23.5° (North) in June to -23.5° (South) in December. Here:
?, =23.45" is the latitude of the Tropic of Cancer; d is the year day,
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t, =173 is the day of the summer solstice, and d, =365.25 is the average
number of days per year.

Factor m, depends strongly on atmospheric variables. Numerous
formulae have been proposed to estimate this factor. Lumb (1964) found
from an interpolation of the stationary weather ship data (52°30°N, 20°W)
that under virtually clear skies, m, = a, +b, cos@, where a;, = 0.61 and b, =

0.2.

More sophisticated algorithms for m, have since been developed. A
relatively simple yet accurate analytical formula to compute surface
irradiance and PAR at the ocean surface under clear skies was proposed by
Frouin et al. (1989). Their formula represents a parameterization of the more
complex radiative transfer model of Tanre et al. (1979) and requires inputs
of date, solar zenith angle, visibility, aerosol type, and the vertically
integrated concentrations of ozone and water vapor. When compared to the
Tanre et al. (1979) model, the Frouin et al. (1989) formulation is accurate to
1-2% for solar zenith angles below 75°.

1.4.4 Insolation under cloudy skies

Bishop and Rossow (1991) developed a computationally effective
scheme for computing the surface solar irradiance during cloudy conditions.
The fast algorithm for surface solar irradiance (FAST) utilizes the solar
zenith angle (€ ), atmospheric water vapor profile (H,O) and ozone column
abundance (O;), the cloud fraction and optical thickness, the visible surface
reflectance (Rs), the surface type (land, water, coast, ice), and the surface
pressure. The main algorithm components are depicted in Figure 1-5.

atmosphere

acrosols

As

by |

Rs Ocean/Land/Ice Surface|

Qcrr

Figure I-5. Schematic representation of the components of the fast scheme for surface solar
irradiance. Adapted from Bishop and Rossow (1991) by permission of American Geophysical
Union.
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Figure 1-6. Example: surface solar irradiance at 3 hourly and daily resolutions from ISCCP
(After Bishop et al., 2000. © 2000 NASA.)

The cloudy sky component of the calculation, QO ¢;p, begins with the direct
solar energy flux to the cloud top (QOpr), which is Q¢;z evaluated with zero
surface reflectance and zero cloud fraction. A fraction of that flux is
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reflected back to space using a solar zenith angle dependent on cloud albedo
Ay The remaining transmitted fraction exiting the cloud base, not absorbed
by the surface (determined by surface reflectance, Ry), is reflected upward
and is reflected downwards again from the cloud base (determined by
spherical cloud albedo, 45).

The International Satellite Cloud Climatology Project (ISCCP) produced
global surface solar irradiance fields for several years (beginning in July
1983) using data from a number of satellites. Data were temporally resolved
every 3 hours and spatially resolved at 0.5° x0.5” latitude and longitude.
The major input data set for the ISCCP contained information about clouds,
the atmosphere and the ocean surface at nominal 30 km resolution (4-8 km
pixel size, randomly sub-sampled at 30 km resolution) collected every 3
hours from around the globe (Bishop et al., 1997). These data were then used
to produce a 0.5 by 0.5 degree gridded product. The ISCCP data were
available eight times per day for most of the globe (Figure 1-6) but gaps in
the dataset were present over regions observed less frequently by polar
orbiters rather than geostationary satellites. Validation of this remote sensing
approach to collecting radiation data has been done by Waliser et al. (1999)
by comparisons between buoy-observed, satellite-derived, and modeled
surface shortwave flux over the subtropical North Atlantic for data collected
during the Subduction Experiment.

1.4.5 Albedo of the sea surface

Albedo is the ratio of the amount of electromagnetic radiation reflected
by the surface of a body to the amount incident upon it, commonly expressed
as a percentage. The albedo of the sea surface is defined as follows (Ivanoft,
1977):

A=1,11,=(I,+1,)/1,, (1.54)

where I, is the surface solar irradiance, I, the solar irradiance reflected from
the sea surface, and 7/, is that part which is upward back-scattered from
below the sea surface. Introducing the reflectance coefficient of the sea
surface,

R,=1/1,, (1.55)
the definition of albedo (1.54) can be rewritten as follows:

A=R +1,/1,, (1.56)
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while the flux absorbed by the sea is equal to
I,—(1,+1,)=1,(1-A4) (1.57)

Fresnel’s formula can be used for an idealized plane sea surface to
calculate the reflectance coefficient, R,, which is independent of absorption
and scattering properties of the waters. Curve 1 in Figure 1-7 corresponds to
the idealized case of direct incident solar rays and flat ocean surface; curve 2
includes scattered solar radiation as well (cloudy sky). The reflectance
coefficient typically lies in the range of 5 to 7 % for a plane sea surface and
an overcast sky, but can exceed 30 % when the sun is low on the horizon of
a clear sky.

Cox and Munk (1956) and Saunders (1967a) studied reflectance
calculations in more complicated situations including rough seas and low
solar elevation. Their results are also shown in Figure 1-7 (curve 3). Note
that the solar elevation £ and solar zenith angle @ are related by: & = 90° — 6.
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Figure 1-7. Reflectance coefficient (R, in our notation) as a function of the solar elevation &
Here: curve 1 is the idealized case of direct incident solar rays and flat ocean surface; curve 2
the case of total (direct and scattered) solar rays and flat ocean surface; curves 3 the case of
direct solar rays and rough seas. Curves 3 are calculated from the Cox and Munk (1956) data
for two different assumptions regarding multiple reflections at low sun elevations. (After
Ivanoff, 1977.) Copyright owner could not be found.
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For rough seas, the angle of incidence of direct solar rays varies with the
slope of the waves. Difficulty again arises when the sun is low on the
horizon, giving rise to shadow zones and multiple reflections. For solar
elevation greater than about 25° surface roughness slightly increases the
ocean surface reflectance. For lower angles, surface roughness results in a
sharp reduction of the reflectance (Figure 1-7).

The formula for albedo (1.56) contains the ratio of upward to downward
irradiance, /,/1;. Its magnitude and spectral distribution vary considerably as
the absorption and scattering properties of the water change. In extremely
clear water the spectral ratio of the upward to downward irradiance can
reach 10% for A = 0.4 pm wavelength, while in strongly scattering water
this ratio can also reach 10% for A between 0.55 to 0.56 um. Ratio 1,/I,
(remember that /, and I, are the integrals over all wavelengths) has a
maximum of only 2% (when the water is very clear or strongly scattering)
though it does not exceed 0.5% in typical situations. The upwelling light
from the sea determines ocean color, which contains useful information
about the upper ocean waters. The ocean color can be remotely sensed from
satellites (see Section 7.1.6).

Experimental values of the albedo are very close to those shown above
for the reflectance. Under clear skies, when solar elevations & exceed 20° -
25°, the sea state plays a relatively minor role, the albedo of the sea can be
roughly estimated from the Laevastu (1960) formula:

A=300/¢&, (1.58)

where ¢ is in degrees, and 4 is in %.
For angles 25° < £< 50°, empirical formula

A=250/¢ (1.59)

is more accurate than (1.58).

Payne (1972) parameterized sea surface albedo values from field data as
a function of atmospheric transmittance (defined as the ratio of downward
irradiance incident at the sea surface to irradiance at the top of the
atmosphere) and solar zenith angle. Subsequent field study of Katsaros et al.
(1985) and simulation with a radiation model by Ohlmann et al. (2000a)
demonstrated good agreement with the Payne et al. (1972) parameterization
for solar elevation angles &>25°.

For solar elevations & <25°, the values obtained by different authors,
however, differ greatly as a result of the strong influence of the sea state.
This presents a serious problem when calculating the rate of solar energy
absorption by the ocean in latitudes higher than 50° or 60°. For these
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latitudes, according to Payne (1972), mean values of albedo can be as high
as 44%, while Budyko (1963) suggested values that do not exceed 23%.

The radiative models considered above treat radiative transfer in the
atmosphere and ocean separately, often by regarding one medium as a
boundary condition for the other. Coupled atmosphere-ocean radiative
transfer models treat absorption and scattering by layers for both the
atmosphere and the ocean explicitly and consistently. Such models are
capable of more accurately calculating radiative flux and albedo over the
ocean surface based on the optical properties of the atmosphere and ocean
(Jin et al., 2002). The key input parameters in the Jin et al. (2002) model are
aerosol optical depth, surface wind speed, and total precipitation water from
in situ measurements. According to the results of the field test shown in
Figure 1-8, the mean model-observation differences for the ocean surface
albedo are generally less than 1%. Sensitivity tests conducted by Jin et al.
(2002) indicate that the incorporation of scattering effects by air bubbles
and/or suspended material into the algorithms has the potential to further
reduce the model-observation differences in the ocean surface albedo.
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Figure 1-8. Model-observation comparison for the sea surface albedo A4 as a function of solar
zenith angle € at a site 25 km east of Virginia in the Atlantic Ocean for 3 months from June
to August 2000. The mean difference between model and observations is 0.44%; standard
deviation is 0.34%. Adapted from Jin et al. (2002) by permission of American
Meteorological Society.
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1.4.6 Attenuation of solar radiation in the ocean

Similar to moist air, the attenuation of solar radiation in seawater
involves both absorption and scattering. The absorption consists mainly of a
conversion from radiant energy to heat, with some of the absorbed radiant
energy being involved in chemical reactions such as photosynthesis. In
reality, the portion of solar energy penetrating into the oceans and involved
in photosynthesis is usually only of order 0.1%. The scattering of solar
radiation consists of changes in the direction of photons without losing
energy. This process increases the path length of photons between the sea
surface and the depth under consideration. As a result, scattering leads to
increased absorption and an additional energy loss.

An optical property that is often used in models of light penetration is
the diffusive attenuation coefficient for downwelling irradiance, or K, which
defines the rate of decrease of downwelling irradiance with depth:

B 1 dEd(/LZ)
Kd(ﬂ)——Ed(/LZ) yat (1.60)

It is one of the important geophysical variables that can in principle be
derived from ocean-color data (see Section 7.1.6).

Following the classification of Preisendorfer (1976), the diffusive
attenuation coefficient defined with (1.60) is an apparent optical property,
because it can be modified both by the nature and quantity of substances
present in the medium and by the zenith-angular structure of the incident
light field. At the same time inherent optical properties, according to
Preisendorfer’s classification, are the properties that are independent of
variations in the angular distribution of the incident light field, and solely
depend on the type and concentration of substances present in the medium.

The attenuation coefficient (including both absorption and scattering) is
defined for the idealized conditions of collimated, monochromatic flux
incident normally on the water, and traversing an infinitesimally thin layer of
the water. Absorption is caused by the water itself, by dissolved salts,
organic substances in solutions and by suspended matter. The absorption
coefficient for pure water increases rapidly towards long wavelengths and
exceeds 2.3 m™ for wavelengths greater than 0.8 um. The absorption
coefficient value in the ultraviolet is less well known than for the visible
spectrum.

Scattering is partially due to molecules of water and substances in
solution, but mainly results from suspended matter. Scattering becomes less
important compared to absorption as absorption increases towards longer
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wavelengths, eventually becoming negligible at wavelengths greater than
0.7-0.8 um.

Investigation of the progressive attenuation of daylight with depth must
simultaneously take into account the inherent properties of the water
(absorbing and scattering) and the angular and the spectral distributions of
light incident on the sea surface. Numerous experimental and theoretical
studies have been carried out with these aims especially in relation to the
remote sensing of the ocean color (see Section 7.1.6). Here, we will limit the
following discussion to an analysis of the solar energy absorption as a
function of depth, for this is the term entering the equation for heat
conservation.

Table 1-1. Absorption of solar radiation in the top 1 m below the water surface.

Depth, m Absorbed part of total solar radiation, %
Bethoux (1968) Pruvost (1972)

0.01 17 13

0.1 35 31

0.2 41 41

0.5 ~50 -

1 - 56.5-65

The attenuation of solar radiation with depth appears to follow a more or
less exponential form depending on the wavelength or spectral band.
Absorption of solar radiation in the top meter of the ocean (integrated over
wavelength), according to measurements of Bethoux (1968) and calculations
of Pruvost (1972), is given in Table 1-1. This data indicates that solar
radiation is absorbed very unevenly in the upper ocean.

The absorption and scattering of light for wavelengths exceeding 0.7-0.8
pum mainly determine the transmission of solar radiation within the upper
meter of the ocean. Chlorophyll, organic substances, or suspended matter do
not affect the inherent optical properties of the oceanic water for these
wavelengths. According to the radiative transfer model of Ohlmann et al
(2000a) a tenfold increase in chlorophyll concentration results in less than
1% change in solar transmission for the upper ten centimeters of the ocean
(Figure 1-9).

For depths greater than 1 m, with a greater portion of the irradiance in
the visible spectral region (i.e., for less than 0.7-0.8 um wavelength), the
dependence of solar irradiance on the inherent optical properties of the water
is more evident. Respectively, Jerlov (1976) proposed an optical
classification of oceanic surface waters by distinguishing three major water
types: I, II, and III and later adding two intermediate types: IA and IB and
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coastal turbidity types: 1, 3, 5, 7, 9. (In the open ocean chlorophyll
concentration mainly determines inherent optical properties of for ), <0.7um).
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Figure 1-9. Solar transmission differences between the base case (chl = 0.03 mg ni>, 0= 0°,
clear skies) and cases of increased chlorophyll concentration (chl = 0.1, 0.3, 1.0, 3.0 mg n1°).
Reproduced from Ohlmann et al. (2000a) by permission of American Meteorological
Society.

The absorption of solar radiation in the ocean can be expressed in the
following way:

L(2)=(1=A) I, f (2), (1.61)

where I, is the surface solar irradiance (spectrally integrated), and function
fr (z) characterizes the absorption of solar radiation with depth. Paulson

and Simpson (1981) parameterized f, s a sum of nine exponentials:
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fe(2)=> a,exp(a,z), (1.62)
i=1

where a, are the weights corresponding to the spectrally distributed

absorption coefficients o, The absorption coefficients in this
parameterization were determined for pure water only based on
measurements of Schmidt (1908). The more recent determination of the
absorption coefficients in clear water by Pope and Fry (1997) produced
similar results.

Table 1-2. Trradiance absorption coefficients o; and spectral weighting coefficients q;
according to Paulson and Simpson (1981) and the modification of coefficient o, proposed by
Soloviev and Schliissel (1996), based on Jerlov’s water-type classification.

Wavelength i a; a,
(um) (m™)
0.2-0.6 1 0.2370 2.874 x 107
0.6-0.9 2 0.3600 4.405 x 107!
09-1.2 3 0.1790 3.175 x 10
1.2-1.5 4 0.0870 1.825 x 10*
1.5-1.8 5 0.0800 1.201 x 10°
1.8-2.1 6 0.0246 7.937x 10°
2.1-24 7 0.0250 3.195 x 10°
2.4-27 8 0.0070 1.279 x 10*
2.7-3.0 9 0.0004 6.944 x 10*
Water | 1 1A 1B I 11 1 3 5 7 9
type
o 1 0.066 | 0.076 | 0.088 | 0.132 | 0.382 | 0.49 0.70 1.00 1.09 1.60
(m")

To extend the calculations to real ocean water, Soloviev and Schliissel
(1996) proposed a small modification of the Paulson and Simpson (1981)
parameterization. For wavelengths smaller than 0.6 pum, the absorption is
strongly modified by phytoplankton, suspended inorganic matter, and yellow
substance (Jerlov, 1976). These substances are not important at longer
wavelengths because of a strong decrease of their absorption coefficients
with wavelength. Therefore, taking Jerlov (1976) into account, Soloviev and
Schliissel (1996) replaced the absorption coefficient for the spectral band
0.2 to 0.6 um by average values calculated from narrow-band spectral values
for different types of water representing varying oceanic (types I, IA, IB, II,
and III) and coastal turbidity (types 1, 3, 5, 7, 9). Furthermore, they excluded
the spectral range below 0.31 pum because of the strong absorption by
atmospheric ozone. The absorption coefficients from Soloviev and
Schliissel (1996) are listed in Table 1-2. Verevochkin and Startsev (2005)
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have proposed to separate the spectral band 0.2 to 0.6 um into two
subranges, which provides a better approximation of the solar radiation
absorption for the different types of oceanic water. This improvement,
however, has only marginal effect for the upper meters of the ocean.
Formulation (1.61)-(1.62) provides a convenient description for the
volume source 0/,/0z in equation (1.10). Dependence of the incident solar

radiation in the infrared range on the water vapor content (Ivanoff, 1977)
may, however, affect values of the weight coefficients a; - aq in Table 1-2.

1.5 Rain Forcing
1.5.1 Dynamics of rain drops at the air-sea interface

Raindrops falling on to the sea surface behave differently depending on
their size and impact velocity and they represent both a surface and a volume
source of freshwater (Schliissel et al., 1997). Drops of rain typically reach
the sea surface at their terminal velocities, the vertical velocity when the
gravitational force equals the drag force. Small droplets with a low impact
velocity cannot break the surface and thereby accumulate freshwater on top
of the sea surface. Heavier drops with higher vertical velocities can coalesce
into the sea surface with little or no splashing and generate a vortex ring that
penetrates downward into the ocean (Katsaros and Buettner, 1969;
Rodrigues and Mesler, 1988; Hsiao et al., 1988). Alternatively, they repel or
splash with the formation of a Rayleigh jet (which is the jet-like column of
fluid at the sea surface). The occurrence of the Rayleigh jet depends on the
Weber number

We=w,(p,D/c,)"”, (1.63)

where D is the drop diameter, w, is the impact (terminal) velocity, p, the
density of the drop, and o, the surface tension.

For small Weber numbers the drop entering the ocean directly penetrates
downward without any prominent splash or jet production. For larger Weber
numbers a jet is produced and the vortex formation is deferred until a
secondary drop breaking off the tip of the jet column makes its way into the
ocean. There is a critical Weber number We,_ at which the transition from the
direct coalescence to the production of a jet and/or splash takes place;
according to Hsiao et al. (1988), We, =8. Rodriguez and Mesler (1988)
found that the submergence of large primary drops into the water is rather
low due to their high impact velocities, in contrast to secondary ones that



Chapter 1: INTRODUCTION 35

break off the Rayleigh-jet column and enter the ocean at lower velocities
allowing them to penetrate to deeper levels.

Remarkably, the formation of vortex rings is associated with drop
oscillations. The best coalescence of an oscillating drop with the ocean
occurs when the drop is spherical and changing from an oblate to a prolate
spheroid at the moment of contact with the surface (Chapman and Critchlow,
1967).

Natural rain is an ensemble of raindrops. The penetration depth of
primary and secondary drops depends not only on the behavior of single
events, as mostly analyzed in laboratory studies, but is also governed by the
interaction of raindrops with the vortex rings and surface waves generated by
them. For natural rain, Maxworthy (1972) concluded that the depth z,

reached by the vortex rings is proportional to the initial drop radius 7. The
constant of proportionality is large (a, =z,/r(>300) for single drops but

decreases to a =100 for a drop ensemble (Manton, 1973).
The kinetic energy of a falling drop entering the ocean is large compared
with the potential energy reached at z,; respectively, the buoyancy effects

on the penetration depth can be ignored. The freshwater flux due to rain
decreases the near-surface salinity and, thereby, further (though only
slightly) reduces the buoyancy effect on the submerging drops.

1.5.2 Surface flux of freshwater due to rain

The total volume of the rainwater is
Vo=V, Igﬂron(ro)dn), (1.64)
0

where V= mh3 is the unit volume included by Schliissel et al. (1997) for
dimensional correctness of the equation, and n(ro) is the raindrop

distribution expressed in the number of drops per (volume) unit of air per
equivalent drop radius. The dimension of 7(7,) is m”m’, and is commonly

described by the Marshall-Palmer distribution (Marshall and Palmer, 1948)

”(”o)Zj—N=no exp(-2A7,) , (1.65)

o
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where 7, =8x10° m’m’ and A=4.1x10°(3.6x10°P)"" (in m") are

parameters describing the distribution, P is the rain rate (in m s™), and N is
the particle density (in m™).

Natural rain can exhibit more complicated drop size distributions
(Ulbrich, 1983). In particular, (1.65) does not capture “instantaneous”
raindrop size distributions. Remote sensing of reflectivity and attenuation
with the dual-wavelength radar technique, or the reflectivities at horizontal
and vertical polarization with the polarimetric radar, opens new
opportunities in the measurement of rain parameters (Zhang et al., 2003). At
this point the use of the Marshall-Palmer dependence is “justified” only by
the fact that the rainrate has nearly always been the only rain parameter
measured.

From (1.64) and (1.65), the total volume of rainwater is

Vy=V, %ﬂno Ir03 exp(—ZAr0 )dr, =V,

0

zn,

2A*

(1.66)

Surface tension prevents drops with smaller than critical radius », from
entering the water body, since they do not have sufficient energy to
overcome the surface tension. These drops stay on the sea surface and lead
to a surface flux rather than a volume flux. The critical radius below which
raindrops do not penetrate the ocean surface has been observed to be .= 0.4
mm by Oguz and Prosperetti (1991) and about 7, = 0.75 mm by Green and
Houk (1979). The latter result was obtained in a laboratory experiment at
rather low impact velocities, however.

The volume of freshwater that does not submerge but stays at the surface
is determined as follows:

47
[rs exp(-2A%,)dr,.  (1.67)

0

V.=V, ]%72'720}’03 exp(—2Ar, )dr, =V, 8A
0

Schliissel et al. (1997) obtained the following solution to (1.67):

AN 8AYF
+

V.=V, {1 —[1 +2A7, + jexp(—2ArE)} . (1.68)

The volume of freshwater due to rain submerging into the ocean is:
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V,=V,—V,=V, (1 +2Ar, + 2071 + gA%?jexp(—zArc) . (1.69)

Figure 1-10 shows dependence (1.69) for two critical radii

r =0.4 mm
C

o
e
e

0 1 L | 1
0 10 20 30 40 50

P (mmh™"

Figure 1-10. Volume fraction of rain that submerges into the ocean as function of rainrate for
critical radii of 7,= 0.4 mm and r, = 0.75 mm.

1.5.3 Volume source of freshwater due to rain
Following Schliissel et al. (1997), we assume that the volume of a drop

decays exponentially with depth, which results in the following parametric
dependence:

Vr(z)zVOexp(i], z<0, (1.70)

ar;,

where is V] the initial volume of the drop. Respectively, the drop radius r
changes with depth as follows:
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P(z)=r exp(i] or r(z)=r, exp[ z

ar, 3ar,

J. (1.71)

The drop-size distribution at depth z changes according to

_6N_8N%

=—=——", 1.72
. (r) or  or, or (1.72)
which, with (1.71) and (1.65), leads to
n (r)—n exp| —2Ar, +—— |/| 1-—= (1.73)
: 0 X * 3ar, 3ar, | '
The freshwater volume at depth z is given by integral
V(Z)ZVu_[E”V n, (r)dr. (1.74)

Substituting (1.71) and

dr:exp( z J[p z jdro (1.75)
3ar, 3ar,

into (1.74) results in the following integral:

8AY z
V(z)zTVO [rs exp| —=2Ar, dr,, (1.76)

ar,

which is equivalent to

8AY | z c 2
V(z) = 3 v, { jr03 exp (a_r —2Ar, jdro - jr03 exp[a—r —2Ar, )dro} . (177
0 0

0 0

With the first integral on the right side of (1.77) expressed via the
MacDonald function (or modified Bessel function) K, (see Gradshtein and
Ryzhik, 2000), the source function for penetrating rain in the near-surface
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layer of the ocean due to penetrating raindrops can be represented as

follows:

v(z)

where
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(1.78)

[ exp [air —2Ar, ]dro . (1.79)
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Figure 1-11. Decay function of the freshwater volume in the upper ocean due to rain f, for
two critical droplet radii: (a) »,=0.75 mm and (b) 7, = 0.4 mm. The rainrate P is given below

each curve.

Figure 1-11 shows dependence (1.79) as a function of depth for a
number of rainrates and for two critical radii, , = 0.75 mm and »,= 0.4 mm.

The ratio between penetration depth and drop radius is taken as
a=z,/r,=100.
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1.5.4 Rain-induced heat flux

Since the surface volume flux density is the surface rainrate,
P=d’V,/dA.dt , the heat flux related to rain is defined as follows:

d’v,
: T -T 1.80
dAgdt Cprpr( w r)’ ( )

Oy =

where A, is the area, and ¢ is the time, Cpr is the specific heat, and p, is the

density of rain water, 7. is the raindrop temperature, 7, is the temperature of

the upper ocean (which is a function of depth in the general case).
The heat flux density produced by drops not submerging into the ocean
is then determined from (1.68), and (1.80) as follows:

Q. =Pc,.p,(T,-T)[1- £,(0)]=
(1.81)

4N 8AF

Pcp,p,(n—z)[l—(HZAm e+

]exp(—zArc )}

where T, is the sea surface temperature. This surface heat flux enters
boundary condition (1.26).

The heat flux related to the freshwater volume flux following from (1.78)
and (1.80) is:

O (Z):Pcprpr (T;v_]:f).fV (Z): (1.82)

where decay function f,(z) is determined by (1.79). Formula (1.82)

provides a parameterization for the volume source due to rain, 60, /0z,
entering equation (1.10).

1.5.5 Surface stress due to rain

Wind accelerates the raindrops horizontally as they fall. The horizontal
momentum acquired by the drops on their way from clouds to the ocean
surface is released in the near-surface layer of the ocean producing tangential
stress. Caldwell and Elliott (1971) parameterized this additional stress in the
following way (ignoring the effect of raindrops penetrating the sea surface):

7, =y, U P (1.83)
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where U is the wind speed at 10 m, and y is an empirically determined
factor that varies between 0.8 and 0.9 in most cases except for situations
where only very small drops are involved, and P is the rain rate given by the
volume rate of water accumulation per unit surface area.

For heavy rainfall, raindrops may provide an appreciable contribution to
the momentum flux at the air-sea interface. In addition to raindrops, the
contribution of sea-spray droplets to the momentum flux may become
significant for hurricane force winds (Chapter 6).

Similar to (1.82), the rain-induced momentum flux can be decomposed
into the surface 7, and volume 7, components as follows:

5, =0,UPf, (2). (1.84)

and

T = 7P,~U10P[1 - Iy (0)] =

4N°r7  BAK

(1.85)
1w U P|1-| 1+2Ar, +T+T exp(—ZArc)

1.6 Surface Waves

The theory of surface gravity waves is one of the oldest areas of
hydrodynamics. In particular, wave motion was one of the first subjects to
which classical potential theory was applied. There is extensive literature
covering various aspects of this phenomenon (cf. Phillips, 1977 and LeBlond
and Mysak, 1977 for review). The aim of this section is to describe the main
properties of surface waves important for understanding the near-surface
processes.

1.6.1 Potential approximation

Surface gravity wave motion is a large Rossby number problem.
According to (1.16), for typical wave orbital velocity #,=1 m s, wavelength
A =100 m, and Coriolis parameter /=10 s™', the Rossby number estimate is
Ro=10">>1. Vertical velocity components are comparable to the
horizontal velocity components, invalidating the boundary layer
approximation (1.6)-(1.9).

In the application to surface waves, the equations of hydrodynamics
(1.1)-(1.3), and (1.4) can be written as follows:
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ou ou 8_u__l6_p

w , (1.86)
ot ox oz p Ox

—tUu—+W—=——-g, (1.87)

ou + ow =0. (1.88)
ox Oz

The presence of advective and acceleration terms on the left side of (1.87)
means that the flow is not hydrostatically constrained.

In addition to large Rossby number approximation (neglecting Coriolis
terms), flow in equations (1.86)-(1.87) is specified as two-dimensional, since
short ocean waves are nearly two-dimensional and the x, z coordinate system
can be aligned to correspond to the direction of propagation. Therefore, all
derivatives with respect to y and the velocity component v are zero. The
density is constant and viscous terms are neglected (ocean waves dissipate
weakly).

Differentiating (1.86) with respect to z, and (1.87) with respect to x, and
finally subtracting the second result from the first one eliminates the
pressure. This results in

Do, o (1.89)
Dt ‘
ou ow . . .
where o, =— . is the vorticity component in the x, z plane. If at some
z  OX

initial time all the velocity fields are zero, o, is initially zero and according
to (1.89)

ou ow
L oW 1.90
70z oOx (1.90)

for all time thereafter. Therefore, equations (1.86) and (1.87) can be replaced
by the much simpler equation (1.90). Together with equation(1.88), we have
two equations with two unknowns, ©# and w. It is then possible to reduce
these to one equation for a potential function
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uzﬁ, w=%, (1.91)
Ox 0z
satisfying (1.90).
When dealing with a free surface boundary condition, use of the
potential function is more convenient. By stipulating (1.91) and inserting the
expression into (1.88) we obtain Laplace’s equation

o’y ¢
e + o 0. (1.92)

Equation (1.92) is useful if solving for flows bounded by solid surfaces.
For example, if # is a local coordinate normal to the solid surface and the
velocity normal to the solid surface is zero, d¢/on will also be equal to
zero. Since the bottom is a solid surface and we have excluded viscous
terms, @ =0¢/0z =0 at the bottom.

Since the free surface is exposed to the atmosphere, the dynamic free-
surface condition is imposed by the requirement that the difference of
pressure on two sides of the interface,

Ap=p-p,, (1.93)
is balanced by the effect of surface tension. For constant atmospheric

pressure po, the boundary condition at z = 7 is then derived from (1.86)-
(1.87) in the form of Bernoulli’s equation (see, for example, Debnath, 1994):

,(e1.0) 2[4, (.t 4. (e’ |+
(1.94)

(o2
gn(x,t)=—n.,(x1
(v1) =2 (1)

where o is the surface tension (o, ~ 7x10~ N m™ for seawater).

Note that for compactness, a subscript notation has been adopted here
such that, for example, ¢, =0¢/0x . Equation (1.92) then becomes

$.+¢.=0. (1.95)

Equation (1.94) is the dynamic boundary condition; it relates the surface
elevation to the velocity field through the velocity potential ¢. A second
surface boundary condition is the kinematic boundary condition:
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6. (x,n,0) =@, (x,0.6)m,(x,t) +7,(x,1). (1.96)

At the bottom, z=-#h,, the kinematic bottom boundary condition is as
follows:

¢, (x,~h,,1)=0. (1.97)

Equations (1.94) to (1.97) complete the formulation for irrotational gravity
waves, except for stipulating initial and lateral boundary conditions.

1.6.2 Linear waves

Equations for the linear problem are difficult to solve since surface
boundary conditions given by (1.94) and (1.96) are nonlinear. In classical
wave theory, the amplitude is assumed to be small when compared to the

wavelength. Boundary conditions (1.94) and (1.96) are replaced with their
linear approximations as follows:

#(x,0,0)+ gn(x,t)=0,p"'n,,, (1.98)

4. (x,0,t)=n,(x,1). (1.99)

For an elementary solution of this system in the form of plane harmonic
waves,

nzacos(E-i—wZ), (1.100)
the velocity potential is as follows

_wacoshk(z+h,)
"~ ksinhkh,

sin(k - - o). (1.101)

The frequency @ and modulus & of the two-dimensional wavenumber vector
are related to each other via the dispersion relationship

o(k)=[(gh+ok* | p)tanhin, | . (1.102)
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For deep-water waves, kh, >>1, and expression (1.101) reduces to
¢=k"aa)exp(kz)sin(l€-fc—a)t), (1.103)

with dispersion relationship

1/2

o(k)=(gk+ok’/p) . (1.104)

For very short surface waves, where o k° >> pg, gravity becomes
negligible compared to surface tension; waves of this type are known as
capillary waves. On the other hand, when o k* << pg, surface tension is

negligible and the dynamics are dominated by gravity.
The phase speed of deep-water waves following from dispersion
relationship (1.104) is as follows

c=wlk=(glk+oklp). (1.105)

Analysis of (1.105) shows that the phase speed has a minimum
c=c,=(4go,/p) =023 ms'at k=k,=(gp/o, )1/2 ~360 m"' where
gravity and surface tension are equally important. The phase speed of gravity
waves (k <<k, ) increases with wavelength A=27/k or with decreasing
wavenumber k. The phase speed of capillary waves (k >> k) decreases with

wavelength A or with decreasing wavenumber k.

1.6.3 Nonlinear waves

A solution for the nonlinear system (1.94)-(1.97) is the plane steady
nonlinear wave in the form 7 (fc,t) =7 (x—ct) propagating along axis x
with a constant speed c. Stokes (1880) showed that the surface wave

elevation of a plane wave train in deep water can be expanded in powers of a
small parameter € = ak << 1. The third order result is as follows:

77=acos€+%kazcos2¢9+§k2a3005319+..., (1.106)

where the phase 6 =kx— ot and
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o :gk(l+a2k2+%a4k4+...j. (1.107)

Equation (1.106) is the Fourier series for the wave displacement 77. As
illustrated in Figure 1-12b, the wave profile described by solution (1.106) is
no longer sinusoidal. It has a flattened trough and a peaked crest. In finite
amplitude waves, fluid particles no longer trace closed orbits, but undergo a
slow drift in the direction of wave propagation; this is the so-called Stokes
drift.

a) Linear harmonic wave
0.1y

-0.1 . !
b) Stokes limiting steepness wave

EO/\/\/\

1
c) Gerstner limiting steepness wave

10 5 0
kx

Figure 1-12. The surface elevation profile of linear (a) and nonlinear (b, c) waves.

As originally described by Stokes (1880), the maximum possible wave
amplitude is a_, =0.074, at which point the crest becomes a 120° angle.
Attempt at generating waves of larger amplitude results in instability at the
wave crest.

The system of equations (1.94)-(1.97) considered above describes a
potential (i.e., a non-rotational) approximation of the surface gravity wave
theory. Gerstner (1802), however, found an exact solution of the equations
of hydrodynamics (1.86)-(1.88) in Lagrangian coordinates in the form of
steady, plane vorticity waves of finite amplitude on the free surface of an
infinitely deep ideal fluid. According to his solution, illustrated in Figure
1-12c, coordinates (x, z) of the fluid particle (in the absence of waves located
at (x1, z;)) are the following function of time:
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x=x, —aexpkz, sin[k(x1 —cl)], (1.108)

z=z,+aexphz, cos| k(x, —ct)], (1.109)

where k is the wavenumber, ¢ = (g/k)"?; and a is the wave amplitude at z;, =

0. This is a closed orbit trajectory with the rotation in opposite direction to
the particle path (LeMehaute, 1976).

1.6.4 Wave breaking

If the ratio of wave amplitude to wavelength increases (due to wind
work, for example), the waves are gradually deformed, become unstable, and
eventually break, forming a whitecap. Wave breaking and the subsequent
formation of whitecaps, bubbles, and spray droplets are complicated
hydrodynamic processes. The full problem involves the wave dynamics
before breaking, the transition of the one-phase medium to a two-phase
mixture (bubbles in water and water droplets in air), and the hydrodynamics
of the two-phase mixture. Improved knowledge of the wave breaking is vital
for a better understanding of air-sea interactions from micro- to global scales
(Melville, 1996).

The study of wave instabilities goes back to the classical works of
Stokes (1880) and Michell (1893). Stokes suggested that wave-breaking
inception occurs when the wave profile reaches the limiting wave steepness,
and the water speed at the crest is equal to the phase speed of the wave.
Theory suggests that the limiting steepness is achieved when the crest angle
attains 120°, and a,./ A = 0.07. However, observations show that waves
usually break before achieving the limiting Stokes form. One possible reason
is that a limiting wave, with a 120° angle at the crest, has less energy than in
a lower, symmetric wave with a smooth crest (Longuet-Higgins and Fox,
1978). Another reason is that the vorticity at the crest of the wave induced by
the generating wind stress reduces the limit on wave steepness (Debnath,
1994). As a result, deep-sea wind waves with steepness larger than 0.10 are
rarely encountered. Vorticity of the opposite sign theoretically increases the
limiting wave steepness. This can be observed when the wave travels
opposite to the wind direction. According to the closed-orbit Gestner theory,
the maximum limiting steepness is 0.31, while the vorticity at the crest tends
to infinity. Wave breaking is a complicated nonlinear phenomenon with
wide variations in type and conditions. A general rotational wave theory
including the mass transport due to wind action has yet to be finalized. An
experimental demonstration of the limiting form of the wave appears to be
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difficult, even though considerable empirical studies on the breaking process
are available.

Mason (1952) distinguished two types of breaking waves, spilling and
plunging breakers, applying to most situations in the open ocean. The
transition from one kind to another is gradual, so such classification is more
qualitative than quantitative. Galvin (1972) extended this empirical
classification by introducing also collapsing and surging breakers, which are
typical for shoreline.

In the open ocean, when the wave height reaches its maximum value,
breaking first appears as foam and bubbles on the crests of the steepest
waves. This is a spilling breaker according to the Galvin (1972)
classification. It is usually accompanied by a relatively small amount of
kinetic energy dissipation, and the wave crest for this type of breaker is
almost symmetric.

When the front face of the wave becomes steep, the crest curls over the
front face and falls into the base of the wave producing a large splash. This
plunging breaker type is not unusual for wave breaking on beaches but much
less frequent for deepwater waves.

In general, the problem of surface wave instability in deep water is a
three-dimensional one. McLean et al. (1981) found two types of three-
dimensional instability of finite-amplitude surface waves. Su (1982) later
reported experimental evidence of these types of instabilities.

surface
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Figure 1-13. Schematic representation of the Longuet-Higgins and Turner (1974) model of
advancing spilling breaker. The wave is moving from right to left and has a whitecap on its
forward face. Here ¢ is the thickness of the whitecap. Reproduced with the permission of
Cambridge University Press.

Spilling breakers are typical for deepwater (open ocean) conditions. A
characteristic property of a spilling breaker is that, as it breaks gently at the
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crest, it traps enough air bubbles for the resulting air-water mixture to be
significantly lighter than the water below it. This density difference inhibits
mixing with the face of the wave, so that the whitecap rides on top of the
sloping sea surface. Accordingly, Longuet-Higgins and Turner (1974)
proposed treating a spilling breaker as a turbulent gravity current riding
down the forward slope of a wave in the same way a turbulent gravity
current rides down a solid slopping boundary (Figure 1-13). As the flow
continues, the turbulence leads to the entrainment of water from the wave
surface below. This results in further incorporation of air, especially near the
front of the whitecap, maintaining the density difference.

In the Longuet-Higgins and Turner (1974) model, the mean thickness of
the whitecap o increases proportionally to distance s from the wave crest,
while the whitecap accelerates down the slope. For maintaining the
stationary state of the wave breaker corresponding to the limiting Stokes
wave with a 120° angle at the crest (6= 30°), p’ should be at least 8% less
than p.
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Figure 1-14. Schematic showing three phases of spilling breaking for weak and strong surface
tension effects. Reprinted from Duncan (2001) with permission by Annual Reviews www.
Annualreviews.org

The behavior of the spilling breaker depends on wavelength. For long
waves, the wave breaking processes results in the appearance of a turbulent
patch of fluid on the forward slope of the wave (as schematically shown in
Figure 1-13). For short waves (1< 10 cm), the wave breaking process is
greatly influenced by surface tension; the turbulent bore is replaced with a
capillary wave train that can break down without overturning of the water
surface (see sketch Figure 1-14). This process resembles the microscale
wave breaking that is described in Section 2.2.2 in relation to the sea surface
microlayer.
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1.6.5 Statistical description of surface waves
The detailed configuration of the ocean surface generally varies
irregularly in time and space due to a broad spectrum of surface waves.
Ocean waves can therefore be treated as a random process and analyzed with

statistical methods. A stationary, random surface elevation 77()?,1) can be
represented in terms of a Fourier-Stieltjes integral,

n(%.1)= [[dz, (k.o)exp| i(k-%-ar)], (1.110)

where the integration is over all time and wavenumber space. Fourier-
Stieltjes coefficients are defined as follows:

- R Oatk,w#k,0'
dZ”(k,a))dZ”(k,a))z Y(lg,a))dlzda)atlgzlg’,a)za)' (L1

where Y(l;,a)) is the surface wave spectrum.

The wavenumber spectrum is obtained by integrating all frequencies:

lP(/E): ?Y(E,a))da), (1.112)
and the frequency spectrum by integrating all wavenumbers:

®(w)= ?Y(E,a})dl?. (1.113)

It is possible to show that for a stationary wave field, d)(a)) is real and is
symmetrical with respect to @ = 0. Often only positive frequencies are
therefore considered, so that

©

®(w)=2[Y(k,0)dk . (1.114)

0

The root mean square elevation
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H,, =\(7) (1.115)

is related to the frequency spectrum as follows

<n2>:fq>(a>)da>. (1.116)

Significant wave height Hyis defined as the mean of the highest one third of
the waves. In the absence of swell, it is related to H,,; by

Hy=4H (1.117)

rms *

The sea is fully developed when the waves have grown to their maximum
amplitude for a given wind speed. This implies that the shore is far away
(i.e., the sea is not fetch-limited) and the wind has been blowing for a long
time so that the wave spectrum has become saturated and no more energy
can be added.

In a fully developed sea the factors that are expected to be important for
describing the surface wave spectrum are the wave frequency o, wind speed
U,, and acceleration of gravity g (Kitaigorodskii, 1962). Standard

dimensional analysis leads to the following dependence:
®(0)g’ /U =¢,(U,0/g), (1.118)

where ¢, is a universal function. Pierson and Moskowitz (1964) plotted
several field spectra for saturated conditions according to scaling (1.118) and
proposed an interpolation formula,

®(0)g’ Uy Uy
_Sg:4.05x10-3(ﬂj exp[—o.74(ﬂj } (1.119)
U g g

20

where U,, is the wind speed at 20 m height. The latter became known as the

Pierson-Moskowitz spectrum.
Two useful relations following from (1.119) are:

gH/Uj =02, and (1.120)

Uy, /g =0.88, (1.121)
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where o, is the frequency of spectral peak.

For a saturated wavenumber spectrum, in the analysis leading to equation
(1.118) frequency w is replaced with wavenumber vector &k, which results in
the following dependencies (Phillips, 1977):

W (k)= (9,k)=k"¢ (9 ki /g), (1.122)

¥, (k)=k"¢,(ku/g), (1.123)

where ¢, and ¢; are universal functions, 4 is the wave direction, and u, is
the friction velocity. The wavenumber modulus spectrum, ¥, is defined as
follows:

W, (k)= [ ¥(9.k)kdd (1.124)

The high frequency and high wavenumber tails of the surface wave
spectra have been a subject of substantial interest. The small-scale waves
that control these parts of the spectra determine the momentum exchange
between the atmosphere and the ocean. These waves have other practical
significance in air-sea heat and gas exchange, and are also important in
remote sensing (Chapter 7). As to the low frequency and low wavenumber
spectrum, it is not completely clear if the equilibration of the surface wave
spectrum can be achieved at all (Balk and Zakharov, 1998).

1.6.6 Kinetic energy flux to waves from wind

The energy transfer from the wind to the wave field is the driving force
for wave breaking, which is the main factor in wave energy dissipation
(Komen et al., 1994). Direct measurement of the kinetic energy flux from
wind to waves is a difficult task. Alternatively, the flux of kinetic energy to
waves from wind can be determined as the integral of the growth rate, S,
over the wave spectrum, where [, is the e-folding scale for the temporal
growth of wave energy in the absence of nonlinear interactions and
dissipation (Terray et al., 1996). Then,

FO:g”%da)dS:g”ﬂw(D”dwdS, (1.125)
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where @, (a), 3) is the frequency-direction spectrum of the surface waves. A

formulation due to Donelan and Pierson (1987) relates S, at each frequency
to the wind speed as

B 20.194&(%”‘ C053—1J|U”/k cosd_j, (1.126)

w P c(k) c(k)

where U_, is the wind speed at the height of one half wavelength

(A/2=x/k), which is taken as the relevant forcing parameter for a
component of wavenumber, &, and phase speed, c(k).

o =Donelan et al. 1985
1 x = Kahma 1981
x = Hasselmann et al. 1973
o = Birch and Ewing 1986
+ = Terray et al. 1996
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Figure 1-15. The ratio of the effective phase speed to the phase speed of the wind wave
spectral peak, ¢/c, , versus inverse wave age, u,,/c,. Reproduced from Terray et al. (1996)

with the permission of American Meteorological Society.

Terray et al. (1996) introduced an effective phase speed, ¢ , related to
wind input by parameterizing F, in terms of this speed and the wind stress

7, as:

F,=cr,/p=cu’, (1.127)
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which is based on an assumption that the entire wind stress is transferred to
waves. The ratio ¢/c, as a function of u,,/c, is shown in Figure I-15.

Here ¢, is the phase speed at the spectral peak of wind waves, and u, is the

friction velocity in the wupper ocean boundary layer defined as

1/2
u, =(z,/ p)
Terray et al. (1996) assumed that the waves are “young” (short fetched
or developing waves) when their age 4, =c,/u,, <13. The “old” waves

(developed seas) were defined by an opposite inequality, 4, >13. For waves
at very early stages of development, ¢ approaches the peak wave velocity,
while for developed seas it is of the order of the friction velocity in the air,
u,,-

For developed seas, ¢ /u,, can be approximated by a constant; equation
(1.127) thus reduces to

Fy~au, (1.128)

w

where «,, 100 is a dimensionless constant. For young waves (4, >13), a,

can’t be a constant. Kantha and Clayson (2004) proposed the following
approximate formula, which is intended to account for wave age:

F, ~4.053-1.°(0.03747 -3.615/ 4,), (1.129)

Appreciable kinetic energy can be transferred to the water by rain
droplets. When a droplet impacts water, its kinetic energy is transferred to
the surface layer of the ocean along with its mass. This process is discussed
in more detail in Chapter 2 in relation to the freshwater skin of the ocean.

1.7 Planetary Boundary Layers

The time and length scales of global oceanic and atmospheric processes
are considerably different for reasons related to disparity in the density of the
two media. These differences are bridged in the atmospheric and oceanic
planetary boundary layers that develop adjacent to the air-sea interface.
These boundary layers are subject to strong turbulence, and the turbulent
exchange coefficients are much higher within boundary layers than outside
of these regions. Ekman and Monin and Oboukhov developed one-
dimensional framework for understanding planetary boundary layers
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1.7.1 Ekman boundary layer

The theory of the planetary boundary layer formulated by Ekman (1905)
provides a convenient framework for the analysis of the Earth’s rotation
effects. Here we present this theory in a manner close to that of Stull (1988)
and Mellor (1996).

The Ekman theory considers a steady, barotropic flow. Retaining the
turbulent stress terms but not the tendency terms, we rewrite equations of
motion (1.17) and (1.18) (low Rossby number approximation) as

lp len. L. 1@ 107,

pox p o0z poy p 0z

(1.130)

Since the flow is barotropic, dp/0x and Op/0dy are constant in the vertical.
It is customary to define geostrophic velocities, u, and v, from the

equations:

_ﬁg:_lé‘_l’ —C (1.131)

pox’ ¢ pay’

(The geostrophic velocity is a fictitious velocity, for which the Coriolis
acceleration exactly balances the horizontal pressure force.) A combination
of (1.130) and (1.131) leads to:

or 1 6Ty
2 = fu +——= 1.132
. Ju = fu, s ( )

~fr=fr, -
Yol

Above the atmospheric or below the oceanic planetary boundary layer, 7_

and 7, and their vertical gradients vanish so that # =u, and v=v,.

zx

Momentum fluxes in (1.132) can be expressed via velocity gradients as
follows:

—, (1.133)

where K,, is the turbulent momentum exchange coefficient or eddy
viscosity. Thus, (1.132) may be written as:
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0 ou 0 ov
— K, — |+ p=fH, —|K,,—|-fu=—Ffu,. 1.134
82( Mﬁzj & 62( M@zj Ju==Ju, ( )

The classical Ekman theory assumes that K, does not vary with z, which is a
strong constraint.
The boundary conditions for the atmospheric boundary layer:

u=v=0atz=0, (1.135)
and

u~u, and v=0 as z > . (1.136)

Condition (1.136) means (without loss of generality) that the geostrophic
wind vector G is directed along the x-axis. In this case the magnitude of the
geostrophic wind,

G=(u+v2) " =u (1.137)

g

When the atmospheric boundary layer is in contact with a moving ocean
surface, the atmospheric surface velocity is not exactly zero as stated in
(1.135). It is, however, generally small relative to atmospheric geostrophic
velocities, so (1.135) can be taken as a fairly good approximation. As stated
in equation (1.136), as z increases indefinitely, the velocity will approach the
geostrophic velocity, although it is only necessary to state that the velocity is
bounded as z —» 0.

Solutions to equations (1.134) with boundary conditions (1.135) and
(1.136) are

u=G[1-e""cos(y,z)]. (1.138)

v=Ge " sin(yEz), (1.139)

1/2

where y, =(2K,,/ f)
(1.139) are shown in Figure I-16a as a function of height. The tip of the
vectors traces out a spiral, which is known as the Fkman spiral.

For constant K, the geostrophic wind vector is aligned 45° (counter)
clockwise from the surface stress vector in the northern (southern)

. The velocity vectors described by solution (1.138)



Chapter 1: INTRODUCTION 57

hemisphere. (Because K, generally is not constant with respect to z in the
turbulent boundary layer, the angle can be different.) The surface wind
stress, which is caused by the drag of the surface wind against the surface, is
in the same direction as the surface wind vector. Because, in this model, K,
does not depend on height, (1.133) with (1.138) and (1.139) at z = 0 result in

1/2

n=(2 +7) = p,G(K,f)". (1.140)

The Ekman layer depth is often defined as A, =x/y,, which is the

lowest height at which the wind is parallel to the geostrophic flow (Figure
1-16). The eddy coefficient in Ekman theory is parameterized as
K, =cpxu, h,, where ¢, =0.1, x is the von Karman constant (x =0.4),

u,, is the friction velocity from the airside of the interface defined as

*a

u,, =(7,/p, )1/2 . The Ekman layer depth is then
h, =2c,xn’u,,l f~0.8u,, /f. (1.141)
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Figure 1-16. Ekman spiral hodograph for (a) wind and (b) current vectors (After Businger,
1982.)
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The analysis of the velocity structure of the ocean surface boundary
layer, or Ekman layer, is similar to the atmospheric layer (except for the
boundary conditions). The surface boundary layer is also called the surface
mixed layer, because temperature and salinity are often well mixed.
equations (1.134) apply equally well to the ocean mixed layer, and
definitions (1.131) are also applicable.

For the analysis of the ocean surface boundary layer, we choose a
coordinate system with the x-axis aligned with the surface stress and with z
being positive upwards. Change of variables, u—u, >u and v-v, > v,

transforms (1.134) into:

0

ou 0 ov
—| K — =0, —| K —|-fu=0. 1.142
2 ), 2,2 e

0z

The boundary conditions for the oceanic side of the interface differ from
those for the atmosphere side. First, shear stress is imposed on the sea
surface by the wind, so that in the oceanic coordinate system:

Km(a—”) =u; and Km(@j =0, (1.143)
aZ z—>—0 aZ z—>—0

whereas, in deeper water, the velocity asymptotes to zero:

u—>0andv—>0 as z—>—o. (1.144)

In equations (1.142) and (1.143), K, and u, refer to their ocean values
(where the surface stress, 7,, has been expressed via atmospheric and
oceanic friction velocities as follows):

T, = p s, = pu’ (1.145)

Solutions to (1.142) with boundary conditions (1.143)-(1.144) are as
follows:

u=u}(K,f)" [e”z cos(—y,z +7r/4)] , (1.146)

v=—u}(K,f) [ sin(-y,z+7/4)]. (1.147)
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Equations (1.146) and (1.147) describe the Ekman spiral in the upper
ocean, which is shown in Figure 1-16b.

Atmospheric pressure systems drive the atmospheric geostrophic
velocities that determine the surface wind surface stress. Across the air-sea
interface the horizontal stress vector is continuous. The sea surface velocity

UO deviates 45° to the right from the wind stress vector 7, (in the Northern

Hemisphere) but, remarkably, retains the same direction as the geostrophic
wind. It is possible to show (see for instance Kraus and Businger, 1994) that

U, =(v,/v)"Gp,! p=0.005G, (1.148)

where v, and v are the viscosities of air and water, respectively.

Observations of wind driven currents in the ocean have shown that the
surface current direction does deviate from the surface wind direction.
However, the observed deviations are less than the 45° deviation predicted
by Ekman theory. Moreover, the spiral pattern usually is more slab-like than
the theoretical Ekman spiral (Price et al., 1987). The main reason is that the
vertical mixing coefficient in the ocean changes up to several orders of
magnitude depending on depth and stratification, while Ekman theory treats
it as a constant.

1.7.2 Monin-Oboukhov similarity theory

The Monin-Oboukhov similarity theory is intended to account for the
effects of stratification in the planetary boundary layer. This theory is based
on the following approximations:

1) Horizontal homogeneity,

2) Stationary state,
3) Constant stress and heat flux.

In the atmospheric boundary layer, the vertical gradients of horizontal
wind velocity u, potential temperature ®, and the dissipation rate of the
turbulent kinetic energy ¢ may then be represented as universal functions of

the stability parameter ¢ :|Z|/L0 (Monin and Yaglom, 1971; Fairall et al.,
1980):

(xzlu,,)ouloz=¢, (), (1.149)

(x2/T,,)00/0z=¢, (<), (1.150)
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xlzleru,’ =4,(<), (1.151)

where 7., =-w'®'/(xu,,), u

dissipation rate of turbulent kinetic energy, stability parameter { is defined

is the friction velocity (in air), ¢is the

*a

in (1.41) and ©# and w are the horizontal and vertical components of wind
velocity vector, respectively. The stability parameter is negative when the
atmosphere is statically unstable and positive when it is statically stable. In
order to make this criterion applicable to both atmosphere and ocean, in the

definition of the stability parameter we have replaced z with |Z| .

For intermediate depths, the constant stress and heat flux assumptions
(that the Monin-Oboukhov theory is based on) strictly speaking are no
longer valid (also because of volume sources). The Monin-Oboukhov theory,
however, often holds even in the case of vertically variable fluxes. An
approach to modifying the Oboukhov length scale Lo in order to account for
the presence of volume sources is considered in Chapter 4.

A commonly used approximation for the universal functions ¢, and ¢r,
based on the Kansas experiment is as follows (Kraus and Businger, 1994):

1+ B¢ for0<¢
~1/4

$y =1 (1-af) for -0.20<¢ <0, (1.152)
(1.26-8.38¢) " for £ <~0.20

1+ ¢ for0<J
g~ (1-ag)"” for-1.0< ¢ <0 (1.153)
(—28.26-98.96£) " for £ <~1.0

where f =5, and « = 16. For the dissipation rate of turbulent kinetic energy
(TKE), Wyngaard et al. (1971) proposed:

(1+0.5|§|2’3)3/2, for ¢ <0
)= ) (1.154)
(1+2557) 7, forg=0
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The mixing coefficients for momentum and temperature are defined as
K, =—uw/ou/dz and K,=-w®'/00/0z, respectively, and can be
defined via the universal functions as follows:

by = s b =0, (1.155)
where
b =K, | (xu.,2), $er =Ky /(KT,,2). (1.156)

Several universal functions from the Monin-Oboukhov theory are shown
in Figure I-17. There are three asymptotic regimes in this theory:
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1) Logarithmic layer, where stratification is negligible (¢ = 0),

2) Free convection ({ — —), and

3) Marginal stability ( — ).

Vertical dashed lines in Figure 1-17 indicate the logarithmic layer
regime. The regime of marginal stability is characterized by linear profiles of
nondimensional shear ¢, and temperature gradient ¢,, which is observed
starting for sufficiently large positive ¢ . The asymptotic regimes are
discussed in more detail in Section 3.4.

The Monin-Oboukhov similarity theory has provided an important
conceptual framework for understanding the dynamics of planetary
boundary layers. The constant stress layer assumption, which is the main
assumption of this theory, is however valid only within approximately 10%
of the total thickness of the planetary boundary layer. The Monin-Oboukhov
similarity theory was originally developed for the atmospheric boundary
layer. Its application to the upper ocean boundary layer has some specific
issues, which are discussed in Chapter 3

1.7.3 Surface mixed layer

The planetary boundary layers are subject to strong turbulence, and the
turbulent exchange coefficients are much higher within boundary layers than
outside of these regions. The surface mixed layer is a generic feature of the
upper ocean. Vertical profiles of temperature, salinity and other scalar
quantities show nearly constant values adjacent to the surface due to
continuous or episodic, but frequent, mixing. Wind-induced shear and waves
are important sources of turbulent mixing in the upper ocean. In addition,
thermal convection, in the form of loss of heat through long-wave radiation
flux and evaporative cooling cause turbulent mixing.

The model of an Ekman layer shows surface stress is carried away from
the boundary layer and toward the interior of the ocean. The Ekman
equations assume a dominant balance between the frictional force and the
Coriolis force while approximating the equations of motion. The velocity
vector then decays in amplitude by spiraling down away from the ocean's
surface toward the interior. The Monin-Oboukhov theory assumes that the
dominant balance is between the frictional force and buoyancy force. It helps
to explain how buoyancy fluxes due to diurnal warming, precipitation, or
horizontal advection suppress turbulence in the upper ocean. The Ekman and
Monin and Oboukhov theories represent a one-dimensional framework for
understanding planetary boundary layers, which may however be a
substantial oversimplification in certain cases (see Chapter 5).

The daily averaged depth of the mixed layer changes with season being
relatively shallow during the spring and summer and deeper during the fall
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and winter. Wind plays a large role in the development of the mixed layer
because of the vertical shear resulting from wind-induced surface currents.
Seasonal wind variations can account somewhat for seasonal mixed layer
depth since winds are stronger in the winter and weaker in the summer. In
addition, heating and cooling influence mixed layer depth. Stronger heating
during the summer leads to greater stratification, stability, and lower
potential energy. On the other hand, cooling destabilizes the water column in
the winter, allowing mixing to occur even in the absence of winds. For this
reason winds and surface heat fluxes combine to affect formation and
seasonal variation of the mixed layer.

In addition to seasonal differences, latitudinal and hemispheric trends are
present in mixed layer depth. Seasonal variation in mixed layer depth
generally increases poleward. This is a result of increased winds and cooling
towards higher latitudes. Mixed layers are generally deeper in the Southern
Hemisphere than in the Northern hemisphere, especially during the summer
(Soloviev and Klinger, 2001). This may reflect the fact that winds are
generally stronger in the Southern Hemisphere and there is a greater input of
heat in the Northern Hemisphere summer.

There are also significant differences in mixed layer depth between
oceans. During the winter, the high latitude North Atlantic develops very
deep (>1000 m) mixed layers. The winter deepening is not nearly as
intensive in the North Pacific. There is net evaporation and hence higher
salinity in the North Atlantic, which may lead to a greater destabilization of
the water column, accounting for the difference.

The mixed layer of the ocean is an important part of the global climate
system. It effectively exchanges momentum, energy, and greenhouse gases
with the atmosphere. Turbulent transport in the mixed layer also controls the
supply of nutrients to the upper, sunlit layers, greatly affecting the
phytoplankton grows and, consequently, the overall biological productivity
of the ocean.

1.7.4 Barrier layer

The depth of the surface mixed layer was traditionally determined as the
depth over which the temperature is uniform. However, in the presence of
strong freshwater sources (rainfalls, ice melting, river runoff) there is often a
halocline within the isothermal layer, which results in a change in density.
Lukas and Lindstrom (1991) refer to the layer between the tops of the
halocline and the thermocline as the barrier layer because of its impact on
the heat budget of the upper ocean. An example of the barrier layer from the
Indian Ocean is shown in Figure 1-18. The temperature within the barrier
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layer is nearly identical to the mixed layer temperature, while the salinity is
larger than in the mixed layer.
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Figure 1-18. An example of the vertical profiles of potential temperature 0, salinity S, and
potential density oy in the upper 200 m layer of the Indian ocean (After Lukas et al., 2001).

The barrier layer is likely to be observed in regions of low winds and
high precipitation favoring the development of a thin fresh surface layer.
Such regions are typically in the western equatorial Pacific Ocean, and the
eastern Indian Ocean due to strong precipitation. Freshwater input from
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rivers is an additional source of freshwater in the eastern Indian Ocean. The
barrier layer can also be important in dynamics of coastal regions with river
run-off (like the Bay of Bengal) and in the marginal polar seas under
conditions of ice melting.

The existence of the barrier layer plays a key role in the onset of £/ Nifio,
through a complex process that involves ocean vertical mixing, sea surface
temperature, wind stress, freshwater flux, and large-scale ocean-atmosphere
dynamics (Lukas and Lindstrom, 1991; Webster and Lukas, 1992; Vialard
and Delecluse, 1998; Maes et al., 2002). The barrier layer favors the
maintenance and displacement of the western Pacific warm pool into the
central Pacific by isolating the mixed layer from entrainment cooling at
depth and by confining the momentum of westerly wind events to a shallow
mixed layer.



Chapter 2
SEA SURFACE MICROLAYER

The top few millimeters of the ocean surface, where properties
are most altered relative to deeper water, are often referred to as
the sea surface microlayer.

The microlayer is involved in the heat and momentum transfer between
the ocean and atmosphere and plays a vital role in the uptake of greenhouse
gases by the ocean. A striking variety of physical, biological, chemical, and
photochemical interactions and feedbacks occur in the ocean surface
microlayer. There is a widely held presumption that the microlayer is a
highly efficient and selective micro-reactor, effectively concentrating and
transforming materials brought to the interface from the atmosphere and
oceans by physical processes (Liss and Duce, 1997). These processes are
very intriguing and potentially of great importance for remote sensing of sea
surface temperature and salinity, climate change, and many other practical
applications still waiting their time to come.

Direct measurement of the sea surface microlayer is still a challenge. As
a result, surprisingly little experimental information exists on the structure of
sea surface microlayers. The majority of microlayer results have been
obtained from laboratory studies.

The physics of the sea surface microlayer is related to fundamental
properties of turbulent boundary layers. While in the bulk of the water
turbulence largely controls the transport, molecular diffusion take over the
transfer of momentum, heat and mass from the upper ocean to the sea
surface because the vertical component of turbulent velocity is suppressed
close to the surface. Surface organic and inorganic films formed as a result
of complex interplay between biological, chemical, and physical processes
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can interfere with air-sea interaction (for instance, via capillary-gravity
waves) and affect the properties of molecular sublayers.

Around breaking waves, the sea surface is not well defined—it includes
the surface of bubbles and the outside of spray droplets, and the overhang of
plunging waves. The height values of the sea surface can be multiply
defined. In this case, the sea surface can be defined only in the topological
sense and the concept of microlayer needs to be extended.

As a first approximation, the thickness of the viscous, thermal, and
diffusion molecular sublayer at the ocean surface can be associated with the
internal (Kolmogorov’s) length scale of turbulence,

n=(vre)", @.1)

where v is the molecular kinematic viscosity, and ¢ is the dissipation rate
of the turbulent kinetic energy. Similar length scales also exist for thermal
and diffusive turbulent processes,

1/4

m=Pr'?(v/e) (2.2)

and

1/4

=S¢ (v /¢) (2.3)

where Pr=v/k, is the Prandtl number (Pr=7.1 for water at 20°C),
Sc=v/u is the Schmidt number (Sc~10?), x, 1s the molecular coefficient

of kinematic thermal diffusivity, and u is the molecular coefficient of
kinematic salinity or gas diffusivity.

An instructive schematic diagram is shown in Figure 2-1. The
logarithmic scale ranges from the diameter of a molecule to the maximum
depth of the world ocean emphasizing the top millimeter of the ocean.
Molecular sublayers extend from the surface to typical depths of about 1500
um (viscous sublayer), 500 um (thermal sublayer), and 50 pm (diffusion
sublayer). There are also organic films on the sea surface.

These are of course only nominal values. The thickness of molecular
sublayers depends substantially on the air-sea interaction regime. In fact, the
structure of the molecular sublayers are quite complex. It depends on wind
stress acting on the sea surface, on shortwave radiation absorbed in the upper
millimeters of the ocean, on heat, salt, freshwater, and gas fluxes crossing



Chapter 2: SEA SURFACE MICROLAYER 69

these sublayers, on gravity and capillary waves and surface films. We will
consider many of these factors in detail throughout this chapter.

Section 2.1 describes the phenomenology of the viscous, thermal, and
diffusion sublayers at the waterside of the air-sea interface. Intimately linked
to the physical processes are the complex chemical, photochemical, and
biological metamorphoses that take place in the ocean microlayer. The
physics of the microlayer, and even the regime of air-sea exchanges, depend
on the organics and chemical composition of surface films, and, to some
extent, on the sea surface microlayer ecosystem.
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Figure 2-1. Schematic representation of the vertical structure of physical processes related to
the sea surface microlayer (Courtesy of Peter Schliissel, private communication).

The physics of the microlayer is discussed in detail in Section 2.2.
Renewal and boundary layer models of the aqueous molecular sublayers are
introduced in Section 2.3. The renewal model results in a coupled set of
parameterizations describing the surface wind drift current, cool skin, and
interfacial gas transfer velocity. In Section 2.4, we discuss the effect of solar
radiation absorption on molecular sublayers. Section 2.5 is devoted to the
effect of precipitation on the microlayer.
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2.1 Phenomenology
2.1.1 Viscous sublayer

Viscous sublayers develop on both sides of the air-sea interface. To our
knowledge, direct measurements of the viscous sublayer either from the
oceanic or atmospheric side of the air-sea interface have never been made
under real oceanic conditions. Information about the aqueous viscous
sublayer of the ocean has been mainly obtained from theoretical
considerations (for instance, Csanady, 1978) or laboratory studies (McLeish
and Putland, 1975; Wu, 1975; and others).
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Figure 2-2. Velocity profile below a free water surface measured in a laboratory tank
(circles). The continuous straight line fits the near-surface slope, and the curved dashed line
follows the mean profile at a solid boundary. The solid boundary dependence is derived from
nondimensional values by Kline et al. (1967). The nondimensional coordinates are as follows:

z'=zu,/v and u" :(uo —u)/u,,, u, is the friction velocity in water, v is the molecular
kinematic viscosity of water, u is the downwind water velocity, and u, is the downwind
water velocity at the surface. Reproduced from McLeish and Putland (1975) by permission of
American Meteorological Society.

Figure 2-2 shows the velocity profile below the water surface measured
for a 0.07 N m™ wind stress in the laboratory experiment of McLeish and
Putland (1975). The slope of the near-surface velocity profile is fit with a
straight line. The linear vertical profile of velocity is a distinctive feature of
the viscous sublayer. The departure of the velocity profile from its linear fit
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can therefore serve as an indicator of the viscous sublayer depth. It is
remarkable that in dimensionless coordinates the thickness of the viscous
sublayer near the free surface is approximately half of what it would be near
a rigid wall. This is explained by the fact that only the vertical component of
turbulent fluctuation is effectively suppressed near the free surface; as a
result, turbulent eddies can penetrate closer to a free boundary than to a wall.

2.1.2 Thermal sublayer (cool skin)

The sea surface temperature may differ from the temperature of the
underlying mixed layer due to the presence of the aqueous thermal molecular
sublayer. This sublayer is also referred to as the cool skin of the ocean
(Saunders, 1967b).

Above the interface, there is a millimeter-thick atmospheric boundary
layer, where the vertical transport is also dominated by the molecular
diffusion. The main temperature difference across the air-sea interface is
observed in the atmospheric rather than oceanic molecular sublayer (Volkov
and Soloviev, 1986).

Figure 2-3 gives an example of the temperature profile in the upper 10
m of the ocean obtained with a fiee-rising profiler (Soloviev, 1992). For this
measurement, the profiler was equipped with a high-resolution temperature
probe (5 um diameter wire sensing element). The shunting of the micro-wire
probe by seawater is small due to the fact that its internal resistance was only
7 Ohms, while the area of the micro-wire surface for this thin wire is
extremely small (Azizyan et al., 1984).

The vertical temperature profile shown in Figure 2-3 was taken during
nighttime. The upper part of the profile reveals an abrupt temperature change
in the upper few millimeters due to the cool skin. This abrupt temperature
change near the surface is associated with the cool skin of the ocean. The
temperature difference across the cool skin in the example shown in Figure
2-3is AT =T, -T,~-0.3°C, where T is the sea surface temperature, and 7,
is the temperature of the bulk (diurnal mixed layer) water. The temperature
gradient below 2 meters represents the remnants of the diurnal thermocline
formed during the previous, daylight hours.

The temperature difference across the cool skin depends on the local
regime of air-sea interaction and thus varies in space and time. Historically,
much effort has been devoted to the cool skin parameterization. Saunders
(1967b) initially parameterized the averaged temperature difference across
the cool skin of the ocean AT by ascribing a constant value to the

nondimensional coefficient, 4, =c, pu*ﬁ/(Pr 0,) . Grassl (1976) found that

Ay varied with wind speed. The parameter A increased from 0 for calm
weather conditions to approximately 5 at moderate wind speeds.
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Kudryavtsev and Soloviev (1985) explained this dependence of A; on wind
speed by the transition from convection to a wind-wave regime.
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Figure 2-3. An “instantaneous” vertical profile of temperature in the upper ocean taken under
low wind speed conditions. (After Soloviev, 1992.)

The typical temperature difference across the cool skin of the ocean is
from -0.2 to -0.3°C increasing approximately two times under calm weather
conditions (Horrocks et al., 2003). Under strong insolation and/or air
temperature exceeding water temperature, the interfacial layer can become
slightly warmer than the underlying water.

Collecting high-quality measurements of the cool skin in the open ocean
is still a challenge, requiring very specialized techniques. In the
oceanographic literature, there are only a few reports of direct profile
measurements in the cool skin in the open ocean (Mammen and von Bosse,
1990; Soloviev, 1992; Ward and Minnett, 2001). At the same time, infrared
measurement techniques have been under intensive development (Saunders,
1967b; McAlister and McLeish, 1969; Hasse, 1971; Grassl, 1976; Paulson
and Simpson, 1981; Schliissel et al., 1990 and others). As a result, most of
the open ocean data on the cool skin come from infrared SST measurements.
A problem of interpretation of the infrared SST measurements is that the
longwave radiation reflected from clouds produces strong disturbance of the
SST measurement. In order to address this problem, Grassl (1976)
constructed an infrared radiometer moving the beam between the sea surface
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and a seawater bath, which substantially reduced the error due to the signal
reflected from clouds. TOGA COARE exploited an advanced version of
Grassl’s method: From 30 January to 24 February 1993, measurements were
taken from the R/V Vickers in the western equatorial Pacific Ocean (156°E,
2°S). The skin temperature measured with this setup was accurate to 0.05°C.

Fiedler and Bakan (1997) and Minnett et al. (2001) have developed a
multi-channel infrared interferometer, which does not require a reference
seawater bath. This approach can provide large high quality datasets of the
cool skin of the ocean.

For calculating the temperature difference across the cool skin from the
infrared SST measurement it is also necessary to know the bulk water
temperature below the cool skin. Unfortunately, measurements with sensors
towed behind or near the ship are disturbed by the ship’s wake, which may
introduce substantial errors. The alternative approach is to derive the bulk
water temperature from a ship’s thermosalinograph, which takes in water
from 3 to 5 m depth; although, a shallow diurnal or rain-formed thermocline
may result in a vertical temperature gradient between the depth of the
thermosalinograph intake and the cool skin layer. An appropriate
temperature correction can be calculated with a diurnal mixed layer model
forced with the air-sea momentum, heat, and precipitation fluxes, assuming
these are available. This correction, however, may introduce outliers by itself
due to errors of the model and atmospheric forcing data.

2.1.3 Diffusion sublayer

The near-surface molecular diffusion sublayer is a crucial element in air-
sea gas exchange. The resistance to air-sea gas transfer for water-side limited
gases is mainly due to the diffusion sublayer in water, which is of the order of
50 um thick (Bolin,1960).

The diffusion sublayer associated with salinity transport has
approximately the same thickness as the gas diffusion sublayer (Fedorov and
Ginzburg, 1979). Under evaporative conditions, the sea surface salinity is
higher than in the bulk of water, while during rainy conditions, a freshwater
skin of the ocean is formed (Schliissel et al., 1997).

There are no direct observations of the diffusion molecular sublayer in
the open ocean because of the complexity of the microscale measurements
near the moving air-sea interface. Some parameters of the aqueous diffusion
sublayer can be evaluated from data on the gas transfer velocity if
practically all gas concentration difference is in the ocean rather than the
atmospheric diffusion sublayer. In particular, the thickness of the diffusion
sublayer is defined as follows:

8, =uAC/G, (2.4)
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where p is the kinematic molecular diffusion coefficient of gas, G, is the
flux of property C at the air-sea interface, AC=C, —C, is the is the

ensemble averaged air-sea gas concentration difference in property C across
the diffusion sublayer, C, and C, are the averaged concentrations of

property C at the water surface and in the bulk (mixed layer) water
respectively. Taking into account (1.50) we obtain the following relationship
connecting the gas exchange coefficient and the thickness of the diffusion
sublayer:

S, =ulK,. 2.5)

2.1.4 Sea surface microlayer ecosystem

The sea surface is a highly productive, metabolically active interface
(Hardy et al., 1997). Due to extreme conditions at the air-sea interface, the
sea surface is believed to be the place where life on the Planet originated (a
competing theory is that of extraterrestrial origin for life on the Earth).

Phytoplankton in the water column produces an abundance of particulate
and dissolved organic material, some of which is transported to the surface
either passively by buoyancy or actively by upwelling, turbulence, and
bubble transport. The natural and anthropogenic compounds deposited from
the atmosphere often accumulate on the ocean surface in relatively high
concentrations compared to those in the water column. The abundance of
organic matter at the sea surface provides a substrate for the growth of the
surface-dwelling organisms, the marine reuston, which inhabits the sea
surface microlayer (Zaytsev, 1997).

Neuston realm is a vast habitat. The distinctive physical and chemical
characteristics of the sea surface can explain a highly diverse and abundant
assemblage of species in the microlayer. Organisms from most major
divisions of the plant and animal kingdoms either live or reproduce or feed
in the surface layers (Zaitsev, 1971). Many of these species are of
commercial and ecological importance. The microneuston, which may be
involved in biogeochemical cycling, and neustonic eggs and larvae of
commercially important fish and shellfish, are of particular interest.

Figure 2-4 shows Hardy’s (1982) conceptual model of the sea surface
microlayer ecosystem. Permanent inhabitants of the surface layer often reach
much higher densities than similar organisms found in subsurface waters.
There are also numerous temporary inhabitants of the neuston. These are
particularly the eggs and larvae of a great number of fish and invertebrate
species. The latter utilize the surface during a portion of their embryonic and
larval development. Some neuston can remain in the microlayer until
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turbulence created by breaking waves at winds exceeding 10-15 m s’
disperses them (Zaitsev, 1971).

Biological effects of chemical and radiative change
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Figure 2-4. Conceptual model of the sea surface microlayer ecosystem. M/W = typical
microlayer to water concentration ratios based on a number of studies. Reproduced from
Hardy (1982) by permission of Elsevier from Progr. Oceanogr. V 11 © 1982.

2.1.5 Surfactants and surface films

Following Liss and Duce (1997), here we use the following terminology:
A film refers to surfactant-influenced surface and a s/ick refers to a visibly
surfactant-influenced surface.

Sea surface films are derived from multiple, sea and land based sources,
including bulk seawater dissolved organic matter, terrestrial sources (natural
and anthropogenic), and from petroleum seeps and spills (Liss et al., 1997).
Surface films dissipate due to loss of material at the surface, including
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microbial degradation, chemical and photo chemical processes, and loss due
to absorption and adsorption onto particulates.

Under favorable physical conditions, the concentration of dissolved
organic matter is sufficient to produce surface enrichments of organic matter
even in oligotrophic waters, where biological productivity is low. Lifecycles
of neuston organisms and phytoplankton blooms also lead to the production
of the surface-active substances.

The source contribution primarily controls the chemical composition of
surface films. A variety of biological, chemical and physical processes may,
nevertheless, change composition, concentration, and spatial structure of the
surface films and thus modify physical properties of the air-sea interface.
Turbulence and diffusion, scavenging and transport by bubbles and buoyant
particles effectively spread surfactants over broad areas of the ocean surface.
At the same time, flow convergences associated with organized structures,
upwelling events, and internal waves have tendency to localize surface-
active materials on various spatial scales, ranging from a few meters to
kilometers (Bock and Frew, 1993; Liss and Duce, 1997).

2.2 Physics of Aqueous Molecular Sublayers

The surface microlayer is subject to disturbances from near-surface
turbulence (wave breaking, shear, convection, rising bubbles, spray hitting
the sea surface, raindrops etc.) Breaking waves that entrain air and thereby
produce whitecaps are the most intense and obvious manifestation of the
turbulent disturbance. Waves may also break without entraining air and
producing whitecapping. This phenomenon is associated with the free-
surface boundary condition and is called microscale wave breaking
(Banner and Phillips, 1974) or rollers (Csanady, 1990). Surface films
on the ocean significantly complicate the physics of the microlayer due
to the involvement of chemical and biological processes.

2.2.1 Convective and shear instability

Convection and wind-induced shear are important factors in the physics
of aqueous molecular sublayers. The molecular sublayers are not stationary
and continuous but intermittent in time and space. The boundary layer
processes in the near-surface layer of the ocean are altered by the presence of
the free surface (see Chapter 3).

Surface cooling and/or salinity increase due to evaporation initiate
convection in the upper layer of the ocean. Convection as a type of
hydrodynamic process has a tendency to self-organization and therefore
exhibits features of organization (Section 5.8). The absorption of solar
radiation or rainfall inhibits the convective instability.
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With no solar radiation and precipitation effects, convective instability of
a thermal molecular sublayer occurs at low wind speeds. Under moderate
and high wind speeds, the molecular sublayers are controlled by the wind
stress and surface waves.

Laboratory experimentation involving visualization techniques helps to
understand the physics of molecular sublayers. Figure 2-5a shows infrared
images of the water surface under convective conditions. The mean
temperature is subtracted in the images. White represents temperatures
above the mean, and black represents temperatures below the mean. The full
range of shades corresponds to 2°C. The spatial and temporal structures
observed in the surface temperature field are obviously linked to the near-
surface turbulence. The thin cool sheets (black on infrared images) are the
convergences, while the wide areas of warm water (white) are divergences.
These processes are indicative of surface renewal events. Note a pronounced
change in the surface structures from light winds to moderate winds (Figure
2-7b).

b)

Figure 2-5. Infrared images of the surface taken in the RSMAS Air-Sea Interaction Saltwater
Tank Facility for: (a) light and (b) moderate winds with an imposed air-water temperature
difference of 10°C. The water is warmer than the air and light areas are warmer water.
(Courtesy of Prof. Mark Donelan, private communication.)

In a laboratory experiment, Syalor et al. (2002) studied the cross-
correlation between surface temperature and the vertical component of
subsurface velocity in the regime of free convection and found practically
zero time lag between the surface and subsurface events. In the Syalor et al.
(2002) experiment, the event occurring at the surface would require a delay
on the order of 20 s to reach 2 cm depth via turbulent transport. Spangenberg
and Rowland (1961), Katsaros et al. (1977), and Volino and Smith (1999)
previously reported falling sheet structures during evaporative convection
penetrating to several cm depth and migrating significant horizontal
distances across the surface before disappearing. As structures pass over the
measurement location, a sudden change in velocity and temperature
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resembling bursting event should almost simultaneously be observed at the
surface and at 2 cm.

Observations in the open ocean appear to be consistent with the idea of
periodic water renewal in near-surface molecular sublayers. Figure 2-6a
shows a temperature profile in the upper 10 m obtained with a free-rising
profiler under conditions of nighttime convective cooling and low wind
speed. The upper part of the temperature profile marked by a rectangle B in
Figure 2-6a is shown in more detail in Figure 2-6b. The simultaneous
conductivity profile is also shown. The upper 2 mm of the conductivity
profile are removed because of the disturbance to the conductivity
measurement in the vicinity of the air-water interface.
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Figure 2-6. (a, b) Vertical structure of the near-surface layer of the ocean from measurements
with a free-rising profiler in the equatorial Atlantic made at night (02:57 LT) under conditions
of low wind speed (Ujp=3 m s™) and intense cooling of the ocean surface (Qy = 170 W m?)
in comparison (c) with the data from laboratory experiment of Ginzburg et al. (1977). Here: T
is the temperature, and C is the conductivity of seawater. (After Soloviev and Vershinsky,
1982.) Reprinted with permission of Elsevier from Deep-Sea Res. 29, 1437-1449. © 1982.

In the upper few cm the temperature (and conductivity) profile is
characterized by inversion, which is presumably caused by convection.
According to Katsaros et al. (1977), the temperature inversions in the upper
few cm can be due to passage of discrete convective elements (thermals).
Figure 2-6¢ shows a temperature profile obtained near the water surface in a
laboratory experiment conducted by Ginzburg et al. (1977) in the free
convection regime.

The conductivity sensor in this experiment had higher spatial resolution
(better than 1 mm in vertical direction) than the temperature sensor and
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therefore revealed more detail (Figure 2-6b). According to estimates by
Soloviev and Vershinsky (1982), in the nighttime convective mixing regime
(no precipitation or insolation) the conductivity profiles in the near-surface
layer of the ocean mainly depend on the temperature rather than salinity
variations. Frictional scales of the turbulent temperature and salinity
fluctuations are

T. 9 and S, = QSy , (2.6)

respectively, S, is the average surface salinity, L is the latent heat of
vaporization, Qr is the latent heat flux, ¢, is the specific heat capacity of
water, and « is the von Karman constant.

For inhomogeneities exceeding the Kolmogorov internal length scale of

turbulence (2.2), the ratio of the temperature and salinity scales expressed in
terms of the equivalent conductivity changes is as follows:

AC, _ 7.1, _Ir LQ,
ACy ¢S, 7 CpSOQE

~25, 2.7)

where y, =(0C/0T); , and y;=(0C/0S), . The estimates of the

S.p
Kolmogorov length scale for temperature (2.2) and salinity (2.3) are
1, =0.7 mm and 77, =0.07 mm respectively. These estimates are made for

the conditions of experiments reported by Soloviev and Vershinsky (1982)
under an assumption that the turbulence is driven by convective instability.
Since the shear and surface wave instability can only add to the turbulence
dissipation level, these are the upper bound estimates of 7, and 7, .

According to (2.7), the contribution of temperature to the conductivity
changes during nighttime convection well exceeds that of salinity. The high-
resolution conductivity profiles can therefore be interpreted in terms of
temperature.

Figure 2-7 shows a series of conductivity profiles in the depth range
from 2 mm to 20 cm obtained during nighttime. The time interval between
successive profiler was from 5 to 9 minutes; the ship drifted for tens of
meters.

For the conditions of this experiment, an estimate for the flux Rayleigh

number defined according to Foster (1971) is Ra, = a,gQ,h" /(x,;*v) =107,
where /4 is the mixed layer depth (equal to 50 m in this estimate). Free

convection at very large Rayleigh numbers is intermittent in space and time
(Turner, 1973). Howard (1966) formulated a phenomenological theory of the
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convection at large Rayleigh numbers that represented turbulent convection
as the following cyclic process: The thermal boundary layer forms by
diffusion, grows until it is thick enough to develop convective instability,
and is destroyed by convection, which in turn dies down once the boundary
layer is destroyed. Then the cycle begins again.
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Figure 2-7. Vertical profiles of conductivity observed during night under convectively
unstable conditions near the surface according to measurements in the equatorial Atlantic. The
time of observation is marked (LST) under each profile. Wind speed U;y =3 m s, net surface
heat flux Qy = 170 W m?. The scale of conductivity is shown in the equivalent temperature
units under the assumption of constant salinity. (After Soloviev and Vershinsky, 1982.)
Reprinted with permission of Elsevier from Deep-Sea Res. 29, 1437-1449 © 1982.

The convective period at the ocean surface is of the order of tens of
seconds only; the horizontal length scale of the convective cells is about 1
cm (Foster, 1971). The vertical profiles shown in Figure 2-7 are consistent
with Howard’s theory in general. Since the profiling time interval greatly
exceeded the intermittency period of the convection, in interpreting the
results shown in Figure 2-7 it is necessary to assume that there is no
correlation between any two successive temperature profiles in this series of
measurements. Following Howard’s (1966) phenomenology, the profiles
obtained at 02:51, 02:57, 03:18, 03:27, and 03:34 LST can be interpreted as
the stage of destruction of the cold surface sublayer by a discrete convective
element (thermal). The profiles obtained at 03:04, 03:09, 03:43, and 03:51
LST can be related to the stage of dissipation of the thermal and beginning
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of the next cycle by the formation of the unstably stratified thermal sublayer
due to the molecular heat diffusion.

The observations shown in Figure 2-6 and Figure 2-7 provide an insight
into the renewal process near the surface in convectively unstable conditions.
In particular, the data is consistent with the concept of intermittent
convection in the near-surface layer, which has found its application for the
modeling of the aqueous molecular sublayers.

2.2.2 Microscale wave breaking

Microscale wave breaking has been the subject of several theoretical,
laboratory, and modeling studies. Laboratory wind-wave studies of Okuda
(1982) and Ebuchi et al. (1987) revealed a high-vorticity region near the
crests of gravity waves with capillary ripples generated ahead of the crests.
Longuet-Higgins (1992) identified the origin of vorticity within this surface
roller as accompanying parasitic capillaries, which themselves generate fluid
rotation (i.e., vorticity) via the surface tension effect (Yeh, 1992; 1995).
Rollers (Longuet-Higgins, 1992), breaking wavelets (Csanady, 1990), steep
wind waves accompanied by a high-vorticity layer near the crest (Okuda,
1982), and microscale breaking (Banner and Phillips, 1974) appear to be
descriptions of the same phenomena.
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Figure 2-8. The characteristic feature of a microscale breaking wave is the bore-like crest
with parasitic capillary waves riding along the forward face. Here: U is the wind speed and C,
is the crest speed of the breaking wavelet (After Longuet-Higgins, 1992). Bottom: photograph
of a breaking wavelet with a wavelength of roughly 0.1 m (adapted from Jessup et al., 1997).

Microscale breaking waves are typically 0.1-1 m in length and a few
centimeters in amplitude. The schematic diagram and the photo from a
laboratory experiment shown in Figure 2-8 illustrate the typical features of
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microscale wave breaking. Note the bore-like structure at the crest
accompanied by parasitic capillary waves distributed along the forward face.
Microscale wave breaking is far more widespread than whitecapping.
Absence of air entrainment makes the microscale breaking difficult to
identify visually. The microscale wave breaking, however, produces the
convergence of flow that leads to intense renewal of surface water. The
process of surface renewal substantially determines properties of the aqueous
molecular sublayers under moderate wind speed conditions (Csanady, 1990).

The widespread occurrence of microscale wave breaking suggests that its
cumulative effect on the fluxes of heat and gas across the air-sea interface is
significant (Csanady, 1990; Banner and Peregrine, 1993; Soloviev and
Schliissel, 1994; Donelan, 1995; Melville, 1996).

2.2.3 Wave breaking and whitecapping

The aqueous molecular sublayers at the air-sea interface are associated
with the action of the tangential wind stress on the sea surface. The
tangential component represents only a part of the total wind stress that is
transferred from the atmosphere to the ocean. Under high wind speeds, a
significant portion of the momentum is transferred to surface waves. Surface
waves periodically break destroying the aqueous viscous sublayer as well as
the thermal and diffusion sublayers. The molecular sublayers regenerate
between wave breaking events.

The ratio of the tangential wind stress 7; controlling the aqueous viscous
sublayer to the total air-sea momentum flux z, is as follows (Soloviev and

Schliissel 1996):

r,=7,(1+Ke/Ke, )7l , (2.8)
where
Ke:uf/(gv). 2.9

is the Keulegan number, which is a fundamental parameter in the dynamics
of free interfaces (Csanady, 1990). At low Keulegan numbers, Ke << Ke,,
interfacial instabilities are suppressed by molecular viscosity.

Formula (2.8) reflects the transformation of a substantial part of the
surface wind stress to form drag and whitecapping at high wind speeds
(valid for stationary conditions only). Figure 2-9 illustrates this dependence
for Ke, = 0.18 in comparison with the data from the Banner and Peirson
(1998) laboratory experiment. The theoretical curve is in reasonably good
agreement with the experimental data taking into account that the estimate,
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Ke.. = 0.18, had been independently derived by Soloviev and Schliissel
(1994) from the wind speed conditions for which energy containing surface
waves first start breaking.
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Figure 2-9. Transformation of the surface wind stress to form drag and whitecapping for high
wind speeds. The line is equation (2.8); the circles represent the experiment of Banner and
Peirson (1998). Adapted from Soloviev and Schliissel (2002) by permission of American
Geophysical Union.

2.2.4 Capillary wave effects

The presence of capillary waves on the sea surface is a characteristic
feature of air-sea interaction. In particular, parasitic capillaries accompany
microscale wave breaking, which is one of the principle mechanisms
controlling the molecular sublayers, as discussed in the previous section. The
overall knowledge about the role of capillary waves in air-sea molecular
sublayers and exchanges is still far from a satisfactory level.

Csanady’s (1990) theoretical analysis suggests that the capillary waves
by themselves do not contribute substantially to the convergence in the
aqueous molecular sublayer. For the molecular sublayers the surface within
capillary waves still appears to be smooth from the waterside, unless there
are substantial divergences occurring in parts of the wavelets, for instance as
produced by the rollers on top of short gravity waves

Wu (1996) refers to laboratory measurements reporting a rapid increase
in the gas transfer velocity coinciding with the onset of capillary waves on
the water surface (Kanwisher, 1963; Broecker et al., 1978). After a critical
discussion of the laboratory findings, Wu (1996) proposed the idea of a
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sudden change of the gas transfer velocity due to the direct influence of the
steep capillary waves on the aqueous molecular sublayer.

Soloviev and Schliissel (1998) proposed an alternate explanation of the
Wu (1996) results: The change of surface roughness due to capillary waves
could directly influence the flow on the airside of the interface, thus
modifying the wind stress. The sudden change could be merely a reaction to
enhanced roughness modifying the wind field rather than a direct impact of
the ripples on the aqueous molecular sublayer. The change of roughness
could result in a sudden increase of the friction velocity and hence in the
intensification of the air-water gas exchange. Another interpretation of the
Wu (1996) results points to the connection between microscale wave
breaking (rollers) and the parasitic capillaries (Soloviev and Schliissel
1998). The rollers, if present in the Wu (1996) experiment, would result in a
significant effect on the air-sea exchange. In any case, this is a rather indirect
influence of capillary waves on the diffusion sublayer.

There is nevertheless evidence of a direct impact of the capillary waves
on air-sea exchange. Saylor and Handler (1997) experimented in a small
laboratory tank with capillary waves from 2.62 to 3.62 mm wavelength
(which corresponds to 400 to 200 Hz frequencies) and found an almost two
orders of magnitude increase in the interfacial gas transport rate as the wave
slope was increased from zero to 0.2 m m™. In this work, small vertical
vibration of the tank generated capillary waves via the Faraday instability.
The Saylor and Handler (1997) experiment provides remarkable evidence
that capillary waves can greatly increase fluxes across the air-water
interface. Applicability of these results to the real ocean, however, is not
completely clear since the Faraday waves differ from the parasitic capillaries
observed in a wind/wave tank or on the open ocean surface. In natural
conditions, the capillary waves of these frequencies (from 200 to 400 Hz)
dissipate quickly and may only cover a very small percentage of the sea
surface, while in the tank waves excited via the Faraday instability
completely covered the water surface.

As seen on the ocean surface, capillary waves indeed appear suddenly
when the wind speed exceeds some threshold level. The wind speed has not
only a mean but also a variance that makes the sea surface patchy with
respect to the coverage with capillary waves (the so-called “cats paws”). As
the wind speed increases, the area covered by ripples gradually increases so
that the surface averaged over a larger area should demonstrate a smooth
transition from no capillary waves to full coverage without an obvious
“jump”. This is relevant to the mean gas transfer (i.e., averaged over some
space and time intervals). The sudden increase should only be observed on a
small scale that might be relevant to fluctuations but not to the mean
exchange.

The sudden increase in gas transfer has been observed mainly (if not
exclusively) in laboratory studies (see for instance Fedorov and Ginzburg,
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1988). The natural variance of the wind speed, and the implied variance of
the surface patches covered with capillaries, does not occur in the laboratory
airflow. This is an important difference between the tank airflow and the
open-ocean wind pattern; it is basically because timescales of wind velocity
fluctuations in the laboratory and in the field conditions are very different
(Soloviev and Schliissel, 1998).

Finally, as summarized by Cox (2001), several processes may be at
work:

1) Convergence/divergence of orbital motions in waves disturbs the
boundary layer at the interface where fluxes are controlled by molecular
diffusion.

2) The decay of capillary wave trains accompanying rollers delivers
horizontal momentum to the water in patches corresponding to the locations
of the wave trains. This patchy driving force can induce turbulent motions of
a size corresponding to the length of the wave train.

3) Short gravity waves and capillaries dramatically increase the
momentum transferred to the ocean via increased sea surface roughness, thus
enhancing near-surface mixing.

In addition, the properties of capillary waves depend considerably on the
presence of surfactants and surface films.

2.2.5 Chemical and photochemical reactions in the sea surface
microlayer

Complex chemical, photochemical, and biological metamorphoses take
place in the ocean microlayer. Photochemical and chemical reactions rapidly
developing within the microlayer could produce a variety of feedbacks to the
biological and physical processes (Plane et al., 1997). For example, elevated
levels of highly reactive intermediate products produced in the microlayer
could represent a ‘reaction barrier’ to the transport of gases and some
chemicals across the air-sea interface. Certain photochemical reactions
destroy or produce surfactants modifying surface films; altered surface
waves from the gravity-capillary band then affect gas exchange rates. Many
other reactions occur within the microlayer, in particular those increasing or
reducing the surface concentrations of certain gases relative to their bulk
water concentrations, as well as those influencing the types and the
distributions of microlayer materials ejected to the atmosphere during bubble
bursts and delivered to the deep ocean by coalescent particles.

2.2.6 Biological and anthropogenic influences

In this book, we mainly focus on the physics of aqueous molecular
sublayers. The physics, chemistry and biology of the sea surface,
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nevertheless, are closely related. For example, phytoplankton in the water
column produces particulate organic matter and a variety of biogenic
chemicals and gases, which then rise to the surface where they enter the
microlayer (Hardy et al., 1997). This organic matter modifies surface films,
which affects the gravity-capillary waves and, thus, the air-sea gas exchange
on the global scale.

Increasing pollution of the ocean threatens marine neuston and represents
one of the significant factors accelerating global ecological changes.
Anthropogenic enrichment of the sea surface impacts natural biochemical
processes in the ocean microlayer affecting the air-sea CO, exchange with
possible consequences for global climate (Hardy et al, 1997).

On the other hand, iron (the element which limits primary biological
productivity) is supplied to the ocean via the surface microlayer. The
increase of productivity due to an increased iron supply stimulates the
ocean’s “biological pump” increasing the CO, uptake by the ocean and
potentially reducing the global warming (Wu et al., 2003).

The mechanical influence of disturbances produced by the swimming
motion of small zooneuston organisms perhaps may also contribute to the
microlayer structure at some level (Gladyshev, 1997). Flying fish, birds, and
ships disturb the microlayer significantly, though only locally.

2.2.7 Effects of surface films

Surface films are an important part of the surface microlayer. Air-sea
exchanges depend on film properties, especially under low wind speed
conditions. The presence of surface films on the ocean is one of the factors
leading to uncertainty in the existing air-sea exchange parameterizations.

The effects of surface films are dependent on surfactant type,
concentration, and wind-wave regime. Breaking waves and near-surface
flow convergences substantially erode the surface films above wind speeds
of 5- 6 ms. Surface films are also fragmented by rain.

Surface films can affect air-sea exchanges through static and dynamic
mechanisms (Liss, 1983). The static mechanism results from the physical
barrier provided by the film; it requires the presence of organized
(condensed, solid) surfactant films that can easily be reproduced in the
laboratory but hardly survive typical oceanic conditions of wind and waves.
The surfactant films or slicks with high surface concentrations of organic
material occupy only a small fraction of the global ocean surface. The
dominant point of view among ocean chemists is that surfactant
concentrations are quite low in the open ocean. The static mechanism
thereby is not of primary importance for typical open ocean conditions (Liss
and Duce, 1997). The dynamic mechanism is more important in the ocean,
because it can be effective even with relatively low surfactant
concentrations.
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The dynamic mechanism relates to the viscoelastic properties of surface
films (Frew, 1997). Non-zero viscoelasticity modifies the surface boundary
conditions, which affects hydrodynamic processes at the air-sea interface.
Figure 2-10 shows infrared images of clean and surfactant covered water
surfaces obtained in convectively unstable conditions. The spatial scale of
the convective structures dramatically changes when surfactant is present on
the water surface compared to a clean surface. The surfactant film inhibits
very fine structures and emphasizes larger-scale motions, some of which can
be vortical.

ra

Figure 2-10. Infrared images of sea temperature under convective conditions for clean (left
subplot) and surfactant covered (right subplot) surface for a heat flux of 407 W m=. The mean
temperature is subtracted in the images so that white represents temperatures above the mean
and black represents temperatures below the mean. The dynamic range of the image is
approximately 1 K. Reused with permission from K.A. Flack, J. R. Saylor, and G. B. Smith,
Phys. Fluids 13, 3338-3345. © 2001 AIP.

Surface films suppress the dependence of surface tension on temperature.
The temperature dependence leads to circulations driven by horizontal
temperature gradients, referred to as the Maragoni effect (Katsaros, 1980).
Horizontal temperature gradients are produced by adjacent but phase lagged
surface renewals. Calculations of the Maragoni effect for typical temperature
gradients produced by the surface renewals show that under low wind speed
conditions the renewal time would be reduced by orders of magnitude in the
case of totally film-free water surfaces. This is not observed in the ocean
because under natural conditions the sea surface is always covered by
surface active agents that diminish the temperature dependence of the
surface tension to negligible values. Although the rain fragments surface
films, there are observations suggesting that even in the case of intense rain
the surface films are not completely removed (Baier et al., 1974).

Dynamic effects are also due to the surface tension itself, which modifies
the length and velocity scales of near-surface turbulence, inhibits wave
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growth (especially capillaries), and enhances wave energy dissipation.
Laboratory and field measurements show that the surface tension can be
reduced by up to 60% due to surface films (Baier, 1972; Huhnerfuss, 1977).

Removal of surface films by convection, rain, near-surface shear, and
breaking waves affects hydrodynamic processes at the air-sea interface,
especially the capillary wave field, which substantially determines the
surface roughness and thus air-sea exchanges. This process has a dual effect
on the gravity-capillary wave field: It damps waves due to increased
turbulence, and it enhances waves due to fragmentation and dissipation of
surface films.

The lack of in situ measurements of the viscoelastic properties of films
under various ocean regimes and particularly under different forcing
conditions, limits the direct estimates of the global surface film effects on
air-sea exchange. There are, however, indications that this uncertainty can be
largely reduced if the mean square wave slope due to capillary-gravity waves
is used rather than wind speed (Frew, 1997). Glazman and Greysuku (1993)
demonstrated the correlation between the surface wind stress and the sea
surface roughness associated with capillary-gravity waves detected by
backscattering from altimeters. This means that surface films may have less
effect on the air-sea exchange parameterizations that are derived in terms of
the mean square wave slope or friction velocity rather than in terms of the
wind speed.

2.3 Modeling Molecular Sublayers during Nighttime
Conditions

Conceptual models of the aqueous molecular sublayers can be divided
into two classes: surface renewal models and boundary layer models. In
renewal models, the properties of molecular sublayers depend on the surface
renewal time. The renewal time is then related to the environmental
parameters causing hydrodynamic instabilities that control the properties of
molecular sublayers. Boundary-layer models are based on the quasi-
stationary representation of boundary-layer processes. Below we describe
these modeling approaches in detail.

2.3.1 Dimensional analysis

Dimensional considerations can provide initial insight into the dynamics
of aqueous molecular sublayers. Here, we ignore the bubble and droplet
production in whitecaps and hence account for only interfacial (direct) heat,
mass, and momentum transport. In the case of stationary meteorological and
wave conditions, the following set of functional dependences can be
formulated:



Chapter 2: SEA SURFACE MICROLAYER 89

E:function(u*,qo,aT,g,v,KT,h) (2.10)
ﬁ:function(u*,qo,aT,g,v,KT,h) (2.11)
K, =function(u*,qo,ar,g,v,y,xr,h) (2.12)

where Au=u,—u, is the velocity difference across the aqueous viscous
sublayer, u, the magnitude of the bulk (mixed layer) horizontal velocity, u,
is the magnitude of the sea surface velocity; AT =7, — 7, is the temperature
difference across the cool skin, 7 is the sea surface temperature, and 7, is
the temperature of the bulk (mixed layer); K, is the gas transfer velocity

defined by equation (1.50); ¢, =0, /(cpp) =(QT + 0, +]L)/(cpp) is the
scaled net heat flux at the sea surface, Qr is the sensible heat flux, /; is the
net longwave irradiance, QO is the latent heat flux; a7 is the coefficient of
thermal expansion of water, g is acceleration due to gravity, v is the
kinematic molecular viscosity, x«, is the thermal molecular conductivity, u

is the coefficient of molecular gas diffusion; and /4 is the depth of the upper
ocean mixed layer.

Since the transport across molecular sublayers is intermittent, functional
dependences in (2.10)-(2.12) are formulated for ensemble-averaged
parameters. These relationships take into account the influence of thermally
driven convection, wind-induced turbulence, and surface gravity waves on
molecular sublayers. The effects of precipitation and solar radiation are
ignored here but considered elsewhere in this chapter.

Choosing the friction velocity (#, ) instead of wind speed reduces the

uncertainty caused by surface films (see discussion at the end of the previous
section). The functional connection between the sea surface roughness

associated with capillary-gravity waves and the wind stress (7, = puf ) also

simplifies the application of observational and theoretical results to remote
sensing applications. Unfortunately, the replacement of wind speed with
friction velocity does not solve the problem of surface films completely,
because the experimental friction velocities are often determined from wind
speed measurements and a bulk flux algorithm, normally ignoring any
surface film effects.

A standard dimensional analysis of functional dependences (2.10)-(2.12)
leads to the following dimensionless relations,
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At /u, = f,(Rf,.Ke,Pr,Ra, ), (2.13)
AT /T, = f,(Rf,.Ke.Pr,Ra, ), (2.14)
K,/u, = f.(Rfy.Ke.Pr,Sc,Ra, ), (2.15)

where T, =q,/u,; f,, f;, and f. are non-dimensional functions of their

non-dimensional arguments: Pr=v/x, is the Prandtl number, Sc=v/u,
Ra, = -a,gq,h’* /(VKTZ), Rfy=a,gq,v/u! and Ke=u/(gv) (we will

identify the last two numbers a little bit later.)

In the upper ocean the Raleigh number Ra, is usually very large. It is
well known that in a fully developed turbulent flow, parameters of a
molecular boundary layer no longer explicitly depend upon the external
scale of the flow. It has been customary in such cases to hypothesize self-
similarity for the Ra, number; this dimensionless number respectively drops
out of the number of determining parameters. Dimensionless relationships
(2.13)-(2.15) reduce to

Au /u, =F, (Rf,,Ke,Pr), (2.16)

AT /T, = F, (Rf,,Ke,Pr), (2.17)

K, /u, = F.(Rf,,Ke,Pr,Sc), (2.18)
where F,, F,, and F_. are the universal functions of non-dimensional

arguments Rf,, Ke, Pr,and Sc (in case of the gas transfer velocity).

Parameters Sc and Pr entering (2.16)-(2.18) are the Schmidt and Prandtl
numbers respectively, which are well known from classical boundary layer
problems. Two other dimensionless numbers, Rf; and Ke, are less known but
substantially determine the physics of the aqueous molecular sublayers at the
air-sea interface.

Parameter Rf; proposed by Kudryavtsev and Soloviev (1985) determines
the transition from convective to shear instability of aqueous molecular
sublayers. From the definition of the flux Richardson number in the near-
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surface layer of the ocean Rf =a,gq,p/ (sz ou/oz+t . 0v/ 62) and from the

expression for the momentum flux within the viscous sublayer
T.=7,=pvouloz and 7_=7,=pvov/oz (also using relation

T, = pul =(ffo +75, )1/2 ), the following expression for the flux Richardson

number in the viscous sublayer follows:

Rf

-z<0, =6zquOV/u:} =Rf0, (219)

where o, is the thickness of the viscous sublayer. Since Rf, appears to be the

surface asymptote of Rf, Kudrayvtsev and Soloviev (1985) named this
parameter the surface Richardson number. For convectively unstable
conditions Rf, is negative because a,q, <0.

Parameter Ke determines the transition from micro-scale breaking to
whitecapping at the air-sea interface. Csanady (1990) named this parameter
the Keulegan number. As emphasized in Section 2.2.3, it is a fundamental
parameter in the dynamics of free interfaces.

Specification of dependences (2.16)-(2.18) is possible within the
framework of physical models.

2.3.2 Renewal model

The renewal concept follows from the idea of intermittent transport of
properties across molecular sublayers. Kim et al. (1971) found that the
turbulent momentum transport and production in a wall layer take place
intermittently in time and space through small-scale bursting motions.

The renewal model developed by Liu and Businger (1975) capitalized on
the Kim et al. (1971) result and considered intermittent transport of
properties across molecular sublayers. Liu and Businger (1975) developed a
method for calculation of average temperature profiles in molecular
sublayers by assuming that the sublayers undergo cyclic growth and
subsequent destruction. Kudryavtsev and Soloviev (1985) parameterized the
transition from free to forced convection in the cool skin using the surface
Richardson number Rf, as the determining parameter. Soloviev and
Schliissel (1994) incorporated a Keulegan number (Ke) dependence for
high wind speed conditions and developed a coupled parameterization for
the temperature difference across the cool skin of the ocean and the air-sea
gas transfer velocity.

Further developing the surface renewal model, let us consider a fluid
element adjacent to the sea surface. Initially, it has a uniform velocity u

w o

temperature 7, and concentration of a scalar property C, equal to the
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corresponding bulk-water values. As the fluid element is exposed to the
interface, the appropriate molecular diffusion laws (1.6), (1.10), and (1.12)
govern the velocity (4u) and temperature (A7) differences, and the
interfacial gas flux (G,). Under assumption of horizontal homogeneity, no
insolation and no rain, one-dimensional molecular diffusion laws are as
follows:

a_uzﬁ(va_”), (2.20)
ot 0z\ 0z

6T o[ oT

S_Of L 221
o az(KT azj @21)
oC o ocC

e 222
ot az(” ﬁzj (222)

The classic error-function integral solutions of equations (2.20)-(2.22)
result in the following dependences:

Au(t)=22"(t/v) 7,/ p, (2.23)
AT (t)=-22"" (/)" q,, (2.24)
Gy (t)=n" (/)" AC, (2.25)

where Au(t)=u,(t)—u,, AT(t)=T,(¢)-T,

w2

t is the elapsed time, vertical

coordinate z is related to the instantaneous position of the sea surface
(uncertain during wave breaking events), and 7 =3.14. Note that in (2.23)-
(2.24) the evolutions of the velocity and temperature differences are
considered under conditions of constant tangential stress 7, and scaled heat
flux ¢, respectively, while in (2.25) the gas flux evolution is considered
under conditions of constant gas concentration difference across the
diffusion sublayer, AC =C, —C,, which is assumed to be close to effective
air-sea concentration difference.
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Wind-induced surface current constitutes only a tiny part of the total
velocity difference between air and sea (about 2%). The condition of
constant momentum flux rather than constant velocity difference is therefore
appropriate in (2.23). Waves are a volume source of momentum in the near-
surface layer of the ocean; formally, they do not enter the surface boundary
condition for velocity. We nevertheless neglect here the second order effect
relating to the modification of the gravity-capillary waves and, thereby, the
surface roughness and momentum fluxes by surface drift current. This
secondary effect, however, may become of primary importance under
conditions of very high wind speed (see Chapter 6).

The dependence of the net longwave irradiance /; and latent heat flux Qg
on the temperature difference due to the cool skin is typically within several
% (Paulson and Simpson, 1981). Only Q7 may depend appreciably on the

cool skin presence. Usually |I . +QE|>>|QT , which means that the net

surface flux, ¢y, does not depend strongly on the cool skin presence. As a
result, the condition of constant heat flux is justified for deriving dependence
(2.24). Solar radiation is a volume source of heat for the near-surface layer
of the ocean and does not enter the surface boundary condition.

The condition of constant concentration difference accepted in (2.25)
follows from the assumption that the aqueous diffusion sublayer provides the main
resistance to the gas transfer and thereby contains the main gas concentration
difference across the air-sea interface.

The average velocity and temperature difference across the aqueous
viscous and thermal sublayers and the average surface gas flux at the air-sea
interface can be defined as follows:

Au = ij(t)t"(ﬂAu(t')dt')dt (2.26)
AT = fp(z)f‘(j:AT(z')dz')dt (2.27)

G, = fp(z)f‘(j;Go(z')dt')dt (2.28)

where p(7) is the probability density for time periods, ¢, of bursting motions
in the molecular sublayers. This is the probability of local destruction of the
molecular sublayers in a time interval (z, ¢ + df), where ¢ is the elapsed time
since the previous destruction.
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Experiments of Rao et al. (1971) on the structure of the boundary-layer
turbulence indicate that the time between bursts is distributed according to a
lognormal law. The probability density for such a process is given by

p()y=r"" (o“t)fl exp[—(lnt — m)2 /02}, t>0. (2.29)

where m is the mean value and o’ is the variance for the logarithm of the
random variable 7. Garbe et al. (2002) found the lognormal distribution
(2.29) as being in good agreement with the histogram of time intervals
between two successive renewal events derived from infrared images in a
laboratory tank (Figure 2-11).
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Figure 2-11. Lognormal distribution (2.29) fitted to the histogram of the time between two
consecutive surface renewal events 7 - , for a wind speed of 2 m s, Reproduced from Garbe
et al. (2002) by permission of American Geophysical Union.

Inserting (2.29) into relationships (2.26)-(2.28), we obtain:
12

Au=(47""/3)exp(-o7/16)(1,/v) " z,, (2.30)

T=—(4z""/3)exp(-cn6) (1, /x;) " g (2.31)
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K,=27"exp(30° /16)(t,/ ) ", (2.32)

/

where K, is the gas transfer velddltg piston velocity) defined by

equation (1.44), and ¢, = exp(m +0’ /4) is the average time between bursts,

which has been referred to as the renewal time. Since the bursting events
have significant energy, we assume that they affect the viscous, thermal, and
diffusion molecular sublayers in the same manner, and the quantity ° in
(2.30)-(2.32) is the same.

Following Soloviev and Schliissel (1994), we consider three wind

speed regimes:

1)

2)

3)

Calm and low wind speed conditions. The cyclic injection of fluid from
the molecular sublayers is of convective nature. The time period of the
convective bursts is defined by Foster (1971b) as follows:

t =ac(—v/05ngq0 )”2 , (2.33)

where a, is a dimensionless constant.

Intermediate wind speed conditions. According to Csanady (1990) the
most intense surface renewal on a wind-blown surface is caused by
viscous surface-stress variations associated with rollers on breaking
wavelets. The time period of these variations is defined as

t.=aviu, (2.34)

where a, is a dimensionless constant.

High wind speed conditions. Surface waves take most of the wind stress
and the development of rollers is less probable. The surface renewal due
to waves breaking and whitecapping dominates. For fully developed
wind waves the time scale of the surface renewal depends on the
parameters #, and g. A dimensional analysis leads to the following

relation:

t,=aullg, (2.35)

where a, is a dimensionless constant.

The surface Richardson number (Rfy) controls the transition from free

convection (regime 1) to rollers (regime 2) at the air-sea interface, while the
Keulegan number (Ke) controls the transition from rollers (regime 2) to



96 THE NEAR-SURFACE LAYER OF THE OCEAN

wave breaking (regime 3). Combining (2.33), (2.34), and (2.35) the renewal
(or exposure) time can then be expressed as follows:

1/4

1/2
a. [V/(—afqu)J at 0 <u., <(a,gq,v/Rf,)

t.=1aviu® at(aeqv/Rf,)" < u< (Ke”vg)l/3 (2.36)

1/3

au.lg atu. >(Ke,vg)

where Rf, and Ke, are the critical values of the surface Richardson

number and the Keulegan number, respectively. In dimensionless form,
formula (2.36) is as follows:

(Rf, /R, )" atRf,/Rf,>1
t./(a,v/ul)=141 atRf,/Rf, <1and Ke/Ke, <1 (2.37)
Ke/Ke, at Ke/Ke,, >1

where Rf,, =—(a,/a, )2 and Ke,_=a /a,.
Formula (2.37) can be approximated in the following way:

t./(ayviul)=(1+Rf /RS, )" (1+Ke/Ke,), (2.38)

which is a sufficiently accurate and convenient analytical expression. An
interpretation of the Ke-number dependence in (2.38) is that under high
wind-speed conditions the tangential stress 7, relates to the total wind stress

7, according to (2.8).

Inserting the renewal time (2.38) into (2.30)-(2.32) and taking into
account (2.8) and the definition of the friction velocity u, = (TO / p)”2 leads
to the following coupled set of parametric relationships

Aulu, =N, (1+Rf,IRf,) " (2.39)

1/2

AT/T, =—A,Pr'*(1+Rf, /Rf, )" (1+ Ke/Ke,) (2.40)
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~1/2

K, /u, = A4N,'Sc* (1+ Rfy /RS, )" (1+ Ke/Ke,,) (2.41)

where 7, =q,/u,, Pr=v/k, and Sc=v/u . The dimensionless coefficients

A, and A, are expressed through the parameter of lognormal distribution
(2.29) as follows

4, =(87"'/3)exp(c/8), (2.42)

Ay =(477"/3)exp(-c"/16)a)” . (2.43)
The calculation of 4, with o determined from the Garbe et al. (2002)

laboratory experiment is presented in Table 2-1.
For low wind speed conditions, Rf, —-oand Ke — 0; equations (2.39)
-(2.41) have the following asymptotes:

-1/4 1/4
— R R
x| B| | R ) (2.44)

0 0
R-f;‘r aquOV

R -1/4 R 1/4
AT ~—A, Pr'” [iJ Do A, Pr'” [L] g (2.45)

R. cr u* Cng.VqO

R 1/4 1/4

K, = 4,A,'Scu, (Rij = A ;'S¢ (M] . (2.46)

A low wind speed asymptote for the velocity difference across the aqueous
viscous sublayer at the air-sea interface similar to (2.44) could not be found
in the literature. At the same time, formula (2.45) is similar to that of
Katsaros et al. (1977),

1/4
AT =a,"" [;J 7", (2.47)

2
—O0r 8Ky
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obtained for calm weather conditions; the appropriate nondimensional
coefficients are interrelated by

-1/3

a, =N (-Rf,) . (2.48)

Soloviev and Schliissel (1994) previously derived the asymptotic formula
(2.46) for the gas transfer velocity.

Table 2-1. Parameter o in (2.29) from the results of Garbe et al. (2002) and the computation
of coefficient 4, from equation (2.42).

Wind speed, m s 2.0 42 8.0
o 1.39 0.8 0.7
A 1.08 0.92 0.89

For moderate wind speed conditions, which is an intermediate

asymptotic |Rf0| << |Rf‘ .| and Ke<<Ke_, parameterizations (2.39)-(2.41)
reduce to
Au=Agu,, (2.49)
AT ~—A,Pr' T, =—A,Pr'" g, /u,, (2.50)
K, = 4,A,'Sc ", . (2.51)

There is presumably no direct analog of (2.49) in the literature. Formula
(2.50) has an analog previously derived by Saunders (1967b)

AT =—A,Prq, /u,, (2.52)
while the formula similar to (2.51),

K;t = }/OScil/zu* > (253)
can be found in several previous publications on air-sea gas exchange. The

dimensionless coefficients entering (2.50) and (2.52) are interrelated by
A=A, Pr"? and y, = 4,A,".
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For high wind speed conditions, equations (2.39)-(2.41) have asymptotes
|Rf,|<<|Rf,,| and Ke>> Ke,,, which lead to:

cr?

Au=Agu,, (2.54)

AT ~—A,Pr'’T.(Ke/Ke, )" =—A,Pr'*(vgKe, )" qu'®,  (2.55)

5

12 12

K, ~ A A,'Scu, (Ke/Ke, ) " = 4,A;'Sc™"? (vgKe, ) " u;"?, (2.56)

Same as for (2.49), no direct analog to (2.54) could be found in literature.
Parameterization for the velocity difference across the aqueous viscous
sublayer is closely related to the problem of determining the wind drift
coefficient; related issues are considered elsewhere in this section. High
wind-speed parameterizations for the temperature difference across the cool
skin and the gas transfer velocity (2.55) and (2.56) were previously derived
by Soloviev and Schliissel (1994).

Active breaking events (whitecaps) occupy a relatively small area of the
sea surface. In the process of wave breaking, molecular sublayers are
destroyed, however they are restored in between wave breaking events. In
accordance with (2.8), a reduced fraction of the momentum flux transfers to
tangential stress at higher wind speeds. As a result, the velocity difference is
maintained proportional to the friction velocity (2.54). The temperature
difference across the cool skin slightly increases with wind speed (2.55),
while the interfacial gas transfer velocity slightly decreases. Equations (2.54)
-(2.56), however, do not include two important effects associated with wave
breaking: 1) The residual turbulence after wave breaking maintains for
several wave periods, affecting the molecular sublayers; 2) Bubble
production in whitecaps can substantially affect the air-sea gas exchange.
The effect of the residual wave-breaking turbulence on the interfacial gas
transport (as well as the inclusion of the bubble-mediated gas transport) is
discussed in Chapter 7 of this book.

Bubble-mediated heat transport is apparently negligible in comparison
with the direct flux at the ocean-air interface, due to the low heat capacity of
air inside the bubbles. In contrast, droplet and spray production by breaking
waves is an important mechanism of the air-ocean heat and mass transport at
wind speeds greater than about 15-17 m s (Chapter 6).

Substituting (2.48) into (2.39)-(2.41), we obtain a coupled set of
parameterizations:
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_ 3.4 —1/4
At Ju, = A, (1-a," AR, ) (2.57)
AT /T, =—A,Pr'* (1-a’AiRS,) (1+Ke/Ke,)" (2.58)
K, lu, = 4,0,'Sc" (1-a; A3RS,)  (1+Ke/Ke, )" (2.59)

Replacing the surface cooling O, = O, + O, + 1, with the virtual cooling,
which includes the buoyancy effects of salinity due to evaporation

S
AsC, 0, (2.60)
oL

T

Qv:QE+QT+IL+

the expression for the surface Richardson number transforms in the
following way:

Rfo _ arg‘; {QE +QT +[L + ﬂsSoCP QEJ (261)

¢, pu, o, L

Coefficients A, a,, Ke

cr

and A4, are now to be determined from the
comparison with experimental data.

From the comparison with Grassl’s (1976) data, which represented a
relatively small number of field observations, Kudrayvtsev and Soloviev
(1985) derived tentative estimates of the two constants A, ~13.3 and
Rf, ~—1.5-10"", treating them as independent constants. From relationship
(2.48) it then follows that a,~ 0.6, which is much bigger than the commonly
accepted estimate a,= 0.25 (Fedorov and Ginzburg, 1988). Since the

publication of the Kudryavtsev and Soloviev (1985) work, new laboratory
data sets on the surface wind drift current using particle image velocimetry
and infrared imaging have been obtained, which allow us to specify more
accurately numerical constant A, .

Formulation (2.57)-(2.59) including constants A, and g, is more
convenient than formulation (2.39)-(2.41) including constants A, and Rf,,
because it is believed that, in contrast to Rf, , the numerical value of g, can
be determined with an acceptable accuracy from laboratory experiments. It is
also remarkable that according to (2.57) the dimensionless ratio Au/ u, does
not depend on the Keulegan number, which means that constant A, can be
estimated from the experimental data on the surface wind drift current.
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According to (2.49) and (2.54) for intermediate and high wind speed
conditions A, =Au/u,,

10 . .

9, ,

uwd/u*
(6,1
T
Il

1+| © Zhang and Harrison (2004) -
—— Renewal model fit

0 0.5 1 15 2 2.5 3
u,, cm s’

Figure 2-12. Non-dimensional wind-induced surface current in the laboratory tank for
different wind friction velocities and in comparison with the renewal model (2.57) at
a=0.25 and A, =7.4, calculated for two surface cooling rates: (a) O, =20 W m?, and (b)

0, =200 Wm™.

The ratio, Au/u, , is closely related to the wind drift coefficient, u,/U,,
where u, is the averaged current velocity at the sea surface (relative to the

background ocean current), and Uy, is the wind speed at 10 m height. The
current velocity at the sea surface includes the Stokes drift as well, which
provides a relatively small (between 5 and 20%) contribution to the wind-
drift coefficient however. The difference between the current velocity at the
sea surface u, and the Stokes surface drift u, is the wind-induced surface

drift:
U, =u, —U,. 2.62
wd 0 S

The ratio between the wind-induced surface drift u , and the water
friction velocity u, as measured by Wu (1975) varied between 11 and 20.
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Wu (1975) concluded that <uwd / u*> ~17.0 and has no obvious systematic
dependence upon friction velocity. Phillips and Banner (1974) laboratory
experiment indicated that (uwd / u*> ~16.1.

Values of u,,/u, derived from particle image velocimetry and from

infrared imaging also demonstrate no obvious dependence on the friction
velocity but consistently indicate smaller surface drift currents than those
derived from drifter measurements (Zhang and Harrison, 2004). The wind-
induced velocities derived from the infrared images are shown in Figure

2-12. Averaging over all friction velocities results in <uwd / u> ~7.4 . Based
on these laboratory results we accept an estimate A =7.4. This is in fact an

upper estimate, because it does not take into account the existence of
relatively small current velocity difference across the turbulent layer (i.e.,
below the viscous sublayer).

A fit of parameterization (2.57) to the results of the Zhang and Harrison

(2004) is shown in Figure 2-12. In (2.57), the term (1-a ARf,)

relating to buoyancy effects is of importance under low wind speed
conditions. Figure 2-12 therefore shows parameterization (2.39) for two
values of the net surface heat flux Q.

A tentative estimate of Ke, ~ 0.18 was derived by Soloviev and
Schliissel (1994) from indirect data—the critical wind speed, U,,~ 10 m s,
at which, according to the visual Beaufort scale, long-wave breaking sets in.
Later, Zhao and Toba (2001) proposed a parameter R, =u,,’/ (v 0] ) with a

a’p

critical value of R,=10" for the onset of wind-wave breaking. Parameter R,
can be rewritten as

R, =4, /(gv,) (2.63)

where A, is the wave age defined as 4, = g/ (a)pu*a) .

W W By (p 3/2 1 v (p 3/2 |
Ke=—=—a" "a| Fa | _R “a|FPa) (2.64)
gv gv, vip) 4 vip) 4

w w

From (2.64), it follows that critical value R,=10" corresponds to
Ke, =0.18 at wave age 4, =3.25.



Chapter 2: SEA SURFACE MICROLAYER 103

50

o COARE
451 | —— Renewal model A =25 |

401 o -
35f 1
30 1

25 o

Pri2aT /T,

20+ {
A =3.5

%
D
151 / v

101

0 5 10 15 20 25 30
(_Rfo)—1/4

(=)

Figure 2-13. Nighttime variation of —Pr'/? AT /T, with (—Rf('))f”4 : each circle represents the
mean over an interval A(—Rf(') )7"’4 = 2, the vertical bars cover the 95% confidence intervals;

the circles with no error bars represent single points at high values of (—Rf('))fm. The

continuous lines are parameterization (2.58) at a,=0.25, A,=7.4 for young (4,=3.5)
and old ( 4, =25) seas.

During COARE Hartmut Grassl collected substantial statistics on the
temperature difference across the cool skin in the western equatorial Pacific.
Figure 2-13 shows parameterization (2.58) plotted for a, =0.25, A, =7.4,

and two different values of wave age A, in comparison with the COARE

data set.

According to Table 2-1, constant A4, entering the gas-exchange
parameterization is close to unity, varying within £10% as a function of
wind speed. For simplicity, we take 4, =1.

Figure 2-14 compares open ocean data on the gas transfer velocity with
parameterization (2.59). The data from GasEx-0l are direct (eddy-
correlation) measurements (Hare et al.,, 2004). The bubble-mediated
contribution to the gas transfer velocity K, for CO, is expected to be
relatively small in the range of wind speeds for which the data were
collected because CO, is a highly soluble gas. The data are from indirect
(dual-tracer) measurements (Wanninkhof et al., 1999), relatively low-soluble
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gases. For the low solubility gas, the effects of bubbles can be significant. In
Figure 2-14 only the data from the GasEx-98 dual-tracer measurement
obtained below the wave-breaking threshold are therefore shown. Further
consideration of the gas transfer parameterization problem including the
bubble-mediated transport is offered in Chapter 7.

15 ‘
o GasEx-01
v GasEx-98
—— Renewal model AW=3.5
10
£
£
(]
xi
5
Q0=20Wm'2
O 1 1 1 1 1
0 0.002 0.004 0.006 0.008 0.01 0.012

u,, m s’

Figure 2-14. Comparison of the gas transfer velocity obtained in the open ocean with
parameterization (2.59) for a,=0.23, A;=74, and 4,=1, calculated for two surface

cooling rates (Q, =20 W m? and 0,=200 W m?) and for young (A4,=3.5) and old
(4, =25) seas.

The comparisons in Figures 2-12, 2-13, and 2.14 imply that during
nighttime the layer below the microlayer is well mixed (which may not be true
under certain conditions).

2.3.3 Boundary-layer model

Though boundary-layer models operate with the averaged turbulent
characteristics such as the dissipation rate ¢ (for instance, defining the
viscous sublayer depth as proportional to Kolmogorov’s internal scale of

1/4
turbulence, 7, = (v/ 83) ), these models are consistent with the concept of

intermittency of molecular sublayers in time and space through small-scale
bursting motions (Kim et al., 1971).
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Initial development of the boundary-layer model for molecular sublayers
is usually attributed to Saunders (1967b) who, based on the wall layer
analogy, derived a formula for the temperature difference across the cool
skin in the form (2.52). Boundary layer modeling has also been applied to
the free convection problem for a cooling sea surface. A theoretical formula
for convective heat transfer over a horizontal plate,

Nu=a,Ra"” (2.65)

in application to the thermal molecular sublayer below the air-water
interface leads to the Katsaros et al. (1977) formula for the temperature
difference across the aqueous thermal sublayer (cool skin) (2.47). The
Nusselt and Rayleigh numbers are defined as,

Nu=—To (2.66)
K (AT /h)
ATL3
Ra =%, (2.67)
T

and a, is a dimensionless constant. When the exponent on the Rayleigh
number is 1/3, the equality (2.65) becomes independent of depth resulting in
the Katsaros et al. (1977) equation (2.47).

Since both shear and convection contribute to the energy dissipation, the
boundary-layer model describes the transition from free to forced convection
in pretty much the same way as the renewal model. In particular, the same
dimensionless number Rf, controls this transition. Correspondingly, Fairall
et al. (1996) modified the Saunders (1967b) parameterization (2.52) as
follows:

- -1/3
AT = _M[l +(a, 22RS, P’ )”4} (2.68)
u

*

where Rf, =a,g0,v/ (cp puf) is the surface Richardson number introduced
by Kudryavtsev and Soloviev (1985) from modeling surface renewals, and
O, 1is the virtual cooling given by (2.60). The model remains bounded as
u, >0 (asymptotically approaching Katsaros’ formula (2.47) for free

convection), which is an improvement over the original Saunders (1967b)
formula (2.52).
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Taking into account that A, = A, Pr'?, boundary-layer parameterization

(2.68) practically coincides with parameterization (2.58) for low and
moderate wind speed conditions. Similar to the renewal model, the boundary
layer type model can be extended to high-wind speed conditions including
wave breaking and whitecapping. Such an extension is considered in Chapter
7 for the example of air-sea gas transfer modeling.

2.4 Effect of Penetrating Solar Radiation
2.4.1 Model equations

The impact of penetrating solar radiation on the dynamics of molecular
sublayers can be quantified in a consistent way with a renewal model
(Soloviev and Schliissel, 1996). Note that the term “cool skin” might not be
completely appropriate during daytime hours since in extreme situations the
solar warming may reverse the sign of the temperature gradient in the
thermal molecular sublayer.

Following the same approach as in Section 2.3.2, consider a fluid element
adjacent to the sea surface that participates in the process of cyclic renewal
of the surface water in the presence of both surface cooling and the volume
absorption of solar radiation. Initially, the fluid element has a uniform
temperature equal to the bulk-water value. As it is exposed to the interface,
the molecular diffusion law governs the evolution of the temperature
difference across the thermal sublayer:

ar ZQ(KT 5_T] L9 (2.69)
ot 0Oz 0z 0z

where g, =1,/ (cp p) is the volume source due absorption of solar radiation

in water.
The boundary condition on the waterside of the air-sea interface is

oT
—K; g o0 =940 (270)

and the initial condition is formulated as follows:

T(z,0)=T,. (2.71)
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where qo=Q0/(cpp)=(QT+QE+IL)/(cpp), and T, is the bulk water

temperature. O, and I, do not depend strongly on the presence of the

temperature difference across the cool skin (Paulson and Simpson, 1981).
The sensible heat flux Q7 can appreciably depend on the temperature
difference across the cool skin; the magnitude of Q7 is, however, usually
much less that that of O or /;. The total heat flux Q, is thereby assumed to
be constant during the time period between successive surface renewals.
Equation (2.69) is a linear equation in partial derivatives with a volume
source, and the superposition principle can be applied with initial and
boundary conditions (2.70) and (2.71). This is a mixed problem with
boundary conditions of the second type. Introducing a new variable

AT(z,t)=T(z,t)-T, the solution can be represented as follows
(Vladimirov, 1976):

AT (z,t) = AT, (z,1)+ AT, (z,1) (2.72)

where

AT, () =g, () [l =) exp{—%}dz' 2.73)

; dic, (1-1'

and
AT, (z,1) = H F )[4z (t-1)]"" exp{—%}dndz' (2.74)

with f (z)z@qR/ 0z . The circumflex denotes an even extension of the
function to z >0 so that

A

f(2)=7(~2). (2.75)

The quantities A7, and AT, are interpreted as the near-surface

temperature differences due to surface cooling and due to absorption of solar
radiation, respectively. Integration of (2.73) results in the following
expression for the temperature difference developing due to surface cooling
and molecular heat diffusion:
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AT, (2,0) =24, (1/1,) " [ 72 exp(=£") - Eerfe(£) |, (2.76)

where &= z(41<Tt)7”2 . Expression (2.74) for the temperature difference due
to absorption of solar radiation can be rewritten in the following way:

AT, (z0)= [ [F(n) (o -r)] exp{—%}dndm

(2.77)

Since j}(n) :/}(—77) for <0 and j}(n) = f(n) for >0, (2.77) can be
transformed as follows:

AT, (2,t) = flf (m[axm(t-e)] " exp{—%}dwﬂ

’ (2.78)

st {%}M

0 —o0

Substitution of the expression for the absorption of solar radiation in the
form given by equation (1.62):

qROZa a, exp a, 77 (2.79)
into (2.78) results in the following formula:

qROZa L1 (z60)+ 1, (2.650) ], (2.80)

where
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X (z-n)
(z.150) exp(—a,n)expq —————x
5[;[ { 4KT(Z_Z)} (2.81)
[4KT7Z'(t t')]_”2 dndt’,
‘0 (Z+77)2
(z.15i) exp(—a,n)expq —————x
Jl { 4’<r(f—1)} (2.82)

[4KT7Z'(t - t')]_l/2 dndt’,

and ¢q,, is the scaled solar irradiance just below the sea surface

mathematically defined as q,, = (c p) I (2)] 5o (c p) (1-A)1,
Change of variables in (2.81) and (2.82) @=t¢t-t¢',

u=(z- 77)(4KT9)71/2 -, (KTH)UZ , and u'=(z+ 77)(4KT0)71/2 +a,(x,0)
leads to:

172

t
z,t)= qROlzgl:aiai J{exp(/(rafﬂ - aiz){l + erf{ (40)

Q; (KTH)I/Z ):| + eXp(KTaiZH + afz){l . e#[m : “ (KTH)I/Z J:l}dg

(2.83)
Equation (2.83) is integrated to obtain:

ATy (z,t) = %qROKT] gaiai {exp(—aiz +0; )[1 +erf (-6, ):I +
exp(al,z+5f)[1—erf(§+5i)}—2exp(—aiz)+ (2.84)

45, [ﬂ’m GXP(—f2 ) o+ ferf(é)]}

where &= Z(4K'Tt)7”2 and 6, =¢, (/(Tt)”2
time, respectively.

According to (2.76) and (2.84), the near-surface temperature difference
between the renewal events evolves in the following way:

are non-dimensional depth and



110 THE NEAR-SURFACE LAYER OF THE OCEAN

1/2
AT(O,1)=ATC(0J)+ATR(OJ)Z_ZC]R()( t J +
K7

(2.85)

1/2

Kp 7T

. Za“ {exp( e (57)]- }+2qR(0)( t j

The average temperature difference across the thermal molecular
sublayer of the ocean is defined as follows:

0

AT = [p(1)AT, (0,¢)dt (2.86)
0
where
AT, (0,7) =% [ar(0,17)dr, (2.87)
0

and p(t) is the probability density. From (2.85) and (2.87), the following
expression can be obtained:

4 1/2
AT, (0.0)=—2¢, (Lj +

3\

3o (07 ool -er (] tfear ) en

Tl]

1/2
4,1t
3 Tro KT

With the Rao et al. (1971) probability density function (2.29), expression
(2.86) can be rewritten in the following way:

- N2
AT =7 25! J‘exp[_%}ATm (O, exp(#,, ))dtln , (2.89)

where ¢ =Int, m=Int,—c’/4, t, is the mean time between bursting

events (renewal time); m and o are the mean value and the variance of the
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logarithm of the random variable 7. Transformation to the logarithmic
variable ¢, is required to estimate integral (2.89) numerically.

2.4.2 Renewal time

It follows from (2.38) that the renewal time can be expressed in the
following way:

= exp(0 /8) A (1-a, ' ALRS, ) (1+KelKe,, ). (2.90)

5

~
I

The introduction of a coefficient 4, =%7z"1 exp(O'2 /8) , which appears in

the parameterization of the air-sea gas transfer velocity, leads to the
following expression for the renewal time:

_274yvn’

e A(1-a AR (1+KelKe,). 2.91)
u*

5

The expression for renewal time (2.91) is applicable only for nighttime
conditions, when the surface flux is negative and, therefore Rf, < 0. During
daytime, solar heating can affect the renewal time by inhibiting convective
instability of the near-surface layer of the ocean. Moreover, in some regions
of the ocean evaporation may be replaced by condensation of vapor at the
ocean surface; the latent heat flux reverses its sign, and Rf, may become

positive. In the next section, the definition of the surface Richardson number
is extended for conditions of solar heating and condensation of vapor at the
ocean surface.

2.4.3 Convective instability of the cool skin during daytime

Under calm weather Rf << —a,”A;", and the renewal time is determined by

convective instability. The positive buoyancy flux due to absorption of solar
radiation may modify dynamics of the near-surface layer of the ocean.
Woods (1980a) proposed the following Rayleigh-number criterion
characterizing the influence of solar radiation absorption on thermally driven
convection in the upper ocean:

A ACIAG)

2 b
VK,

Ra(z) (2.92)
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where f, (z) is the solar radiation absorption function (defined in Section

1.4.6), gq,, 1s the solar irradiance just below the sea surface, and D is the
compensation depth defined from the following relationship:

9 =qro|1- 12 (D)]. (2.93)
The maximum of Ra(z) is determined by
dRa(z)/dz=0 (2.94)

With (2.92) and (2.93), condition (2.94) reduces to

4 fo(2) =1+ 4,/ qyy |+ zdf, (2)/ dz =0, (2.95)

which is used to determine the value, z==z
0.7 D and 0.9 D) so that Ra

in water inhibits the thermally driven convection in the near-surface layer of
the ocean when

(being somewhere between

max

=Ra(z,,, ). The absorption of solar radiation

max

4 —_— J—
Ra,, =~ ZmaxaTg[ i CIR02 i/ )] <Ra, =1700 (2.96)

VI,

Under low and calm wind-speed conditions the absorption of solar
radiation may therefore dramatically increase the renewal time especially
near midday. Such an extreme effect supposedly takes place in lakes and
rivers under low wind speed conditions and a strong insolation. In the open
ocean, however, additional convective instability is caused by the increase of
sea surface salinity due to evaporation. The effect of absorption of solar
radiation and of the additional buoyancy flux due to evaporation from the
ocean surface can be included into the renewal time parameterization (2.91)
by extending the definition of the surface Richardson number (2.61) in the
following way:

RS _ o8V (QE +0,+1, +(,35SochE)/aTL) for Ra_, >Ra,

0= 2 (2.97)
¢, P, (ﬂSSochE)/aTL for Ra_, <Ra,
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In order to extend the parameterization to cases with positive latent heat flux
(condensation), Rf; should be reset equal to zero if it becomes positive
according to expression (2.97).

2.4.4 Model calculations

Penetrating solar radiation is specified according to (1.61)-(1.62). There
are also material coefficients to be set in the model as functions of

temperature and salinity; they are V,kp,ar,L,c,, and p. As a first
approximation, the influence of sea surface temperature and salinity
variability on the material coefficients is ignored, while the dimensionless
product .S, is fixed at 0.026.

a) N b) \
51 51
o i
B g
Q2 t=1352s Q2 t=152.7s
u,=0.001 ms™’ u,=0.001 ms™
3 3
-2 -1 0 1 2 -2 -1 0 1 2
AT, °C AT, °C
0 ey . 0 e -
c) d)
£ 1 £ |
= =
B o1
Q2 t=4s | Q2 t=4s
u,=0.007 ms™ u=0.007 ms™
32 01 0 01 02 32 o1 0 01 02
AT, °C AT 6

Figure 2-15. Instantaneous vertical temperature profiles in the upper 3 cm of the ocean at the
end of the time period between renewal events. The contribution of the solar heating (dash-
dotted), surface cooling (dashed), and the combined effect (contiguous) are calculated from a
renewal model for (a, ¢) Oy = 140 W m?, Q=70 W m™ and (b, d) Qo =70 W m” Qz=35 W
m?. The top row (a, b) corresponds to free and the bottom row (c, d) to forced convection
regimes. Solar irradiance just below the sea surface I, = 1000 W m, water temperature T, =
29°C, and salinity Sy= 36 psu are the same in all cases. Note the different temperature scale

between the top and bottom pairs of diagrams.
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In Figure 2-15, vertical profiles of AT, AT, and AT within the upper

4 cm of the ocean have been calculated for three wind-speed and two heat-
flux regimes from equations (2.76), (2.84), and (2.72), respectively. Shown
in Figure 2-15 are the instantaneous profiles developed after a surface

renewal event at the end of the renewal time period (i.e., at ¢ =1%,). The

renewal time is determined from formula (2.90) with the surface Richardson
number defined by equation (2.97).

As expected the low wind speed regime shows the greatest temperature
deviations extending to depths of several centimeters (Figure 2-15 a, b). The
model calculations are consistent with the instantaneous temperature profiles
in the open ocean that have been observed with the free-rising profiler (see
Figure 2-3 and Section 2.2.1)

AT
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u,, m s
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Figure 2-16. Temperature difference across the cool skin due to solar heating AT}, , surface
cooling AT, , and the combined effect, AT, +AT,, as a function of friction velocity u,
calculated from parameterization (2.89) for (a) O ,= 70 W m?, 0, =35W m?, and (b)
0, =140 W m?, Q, =70 W m™. The solar irradiance just below the ocean surface is /,,=

1000 W m™, water temperature T, = 29°C, and salinity Sy= 36 psu are the same for both cases.

In contrast, the profiles generated by the model for higher friction
velocities (Figure 2-15 ¢, d) are affected by surface cooling and heating only
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very close to the interface. The combined effect, AT (z) , shows a maximum

in a small range of depths between 50 and 150 gm. Above this maximum,
surface cooling prevails at high wind speeds, while for the values of energy
fluxes chosen here, the net effect at low wind speed is a surface warming.

Calculations with different water types from Table 1.2 do not show the
temperature differences larger than 0.02 °C. The absorption and scattering of
light in near infrared band mainly determine the transmission of solar
radiation within the upper few millimeters of the ocean. Dependence on the
water type is small for this wavelength range.
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Figure 2-17. Evolution of temperature difference across the cool skin and of the direct air-sea
gas transfer coefficient during 24 hrs at three different friction velocities: (a) idealized diurnal
cycle of the surface solar irradiance and the net surface heat flux; (b) renewal time; (c)
temperature difference across the cool skin; (d) Direct air-sea gas transfer coefficient for a
Schmidt number Sc = 430 (CO, at 29°C and 35 psu). In (b), (¢), and (d) the dash-dotted,
dashed and contiguous lines correspond to the condition of free convection (1« = 0.001 m s™),
forced convection (u+=0.007 m s™'), and intensive surface waves breaking (#+=0.015 m s™),
respectively.

Observation of SST by infrared radiometer averages over relatively large
areas and shows an integrated contribution of the surface renewal process at
different stages. Figure 2-16 shows the averaged temperature difference
across the aqueous thermal molecular sublayer AT, as well as its components
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AT, and ATy, as a function of u,. The main effect of solar radiation on the

cool skin is observed at low wind speeds. Figure 2-17 shows the diurnal
evolution of the temperature difference across the aqueous thermal
molecular sublayer and the direct (interfacial) air-sea gas transfer velocity
under idealized insolation conditions. For low wind speeds, suppression of
free convection due to the absorption of solar radiation has a strong effect on
the gas transfer at the ocean-air interface. This is because the surface renewal
time “jumps” at some threshold level of insolation. For the temperature
difference across the aqueous thermal molecular sublayer, this effect is not
as big as for the gas exchange because of the partial compensation of surface
cooling by solar heating.

2.4.5 Comparison with cool-skin field data

Sea surface temperature measurements in the western equatorial Pacific
made by Hartmut Grassl from the R/V Vickers during TOGA COARE from
30 January to 26 February 1993 near 156°E, 2°S have provided the data set
that is particularly useful in validating parameterizations for the temperature
difference across the cool skin. The sea surface temperature data were taken
with infrared radiometer. The bulk water temperature was measured with a
standard shipboard thermosalinograph pumping water from 3 m depth. At
night, the temperature differences in the upper 3 m were usually very small
(a few hundredths of a degree at most). During daytime the difference
between sea surface temperature and water temperature taken at 3 m depth
could be affected by the presence of shallow diurnal thermocline as
schematically shown in Figure 2-18. In addition, precipitation effects result
in a stable salinity stratification (the near-surface rain-formed halocline),
which is usually accompanied by temperature gradients. The likely presence
of fine thermohaline structure in the upper few meters of the ocean under
low wind speed conditions is one of the limitations of the cool-skin model
validation. (More details about the fine thermohaline structure of the near-
surface layer of the ocean can be found in Chapter 4.)

As a first approximation, the temperature difference across the diurnal
thermocline (A7,) can be accounted for with a model of the diurnal mixed
layer and thermocline. We make use of two types of models for the diurnal
mixed layer and thermocline. The first model is that of Price et al. (1986),
hereafter referred to as PWP. The second model is that of Stull and Kraus
(1987), hereafter referred as SK. The SK model is the so-called transilient
(nonlocal) model, which represents the turbulent transport by a cascade of
eddies. The absorption of solar radiation is simulated with 9 spectral
components for water type IB (see Chapter 1, Table 1.2), which prevails in
the TOGA COARE domain.
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Figure 2-18. Schematic representation of the vertical temperature profile during a large
diurnal warming event. Typical depth and temperature scales are shown (but may vary

greatly).

Figure 2-19 compares parameterization (2.89), hereafter referred to as
SS., with the TOGA COARE data. Since the field measurements include
both the thermal molecular sublayer and diurnal thermocline, a diurnal
mixed layer model has been included, either PWP or SK (only the PWP
model results are shown in Figure 2-19c). Both mixed layer model
calculations include the surface heat and radiation fluxes, wind stress and
rainfall rates as measured from the R/V Vickers. (Technical details relating
to mixed layer modeling in this case can be found in Soloviev and
Schliissel, 1996). Figure 2-19d suggests that there is a phase shift between
the PWP model prediction and field data under conditions of evening
deepening. This is related to the slow, diffusive response of the PWP model
during deepening of the diurnal thermocline. The SK model reproduces the
SST evolution with no phase delay; it, however, results in a larger bias than
the PWP model.

Table 2-2 compares several parameterizations and models of the cool
skin with the TOGA COARE data set. The Paulson and Simpson (1981)
parameterization (labeled PS), the Soloviev and Schliissel (1996)
parameterization (labeled SS) as well as the Hasse (1971) model (labeled H)

are designed to calculate AT during day and night. The parameterization
specified by Schliissel et al. (1990) is labeled S; it has the night- and
daytime components. Models H and S implicitly include the effect of the
diurnal thermocline (AT,); PS, SS, and SS,, are designed to parameterize the
temperature difference AT across the thermal molecular sublayer (cool skin)
only.
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Figure 2-19. Comparison of parameterization SS,, with measurements during TOGA COARE.
(a) Hourly means of the surface solar irradiance Iy, (thin line) and net surface heat flux Q, (bold
line), (b) hourly means of friction velocity u, (bold line) and rain rate P (thin line), (c)

calculated temperature difference across the cool skin (parameterization SS;, bold line) and
across the diurnal thermocline with the PWP model, thin line), (d) hourly means of the difference
between bulk and skin temperature as observed during COARE (thin line), parameterized by SS,,,
plus PWP model (bold line). (Adapted from Soloviev and Schliissel, 1996.)

The SS cool skin parameterization combined with the PWP model
produces a bias of —0.03°'C and standard deviation of 0.17°C. The SS
parameterization combined with a nonlocal model of the diurnal thermocline
SK gives a slightly better standard deviation (0.15°C) but larger bias (-
0.08°C). The SS, cool skin parameterization, which represents the SS
parameterization ~ with  updated  constants (a,=0.23, A, =10,

and Ke, ~0.18), produces a bias of -0.02°C and standard deviation of

0.17°C.

Model S (including both cool skin and diurnal thermocline
parameterizations) and the PS+PWP model produced comparable results.
Traditional parameterization H exhibits larger bias and standard deviation.
The H parameterization is, however, based entirely on data from a field
experiment in the Northeast Atlantic Ocean and is not necessarily valid in
other parts of the world ocean.
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Table 2-2 Comparison of different parameterizations and models for the temperature
difference, AT, between the sea surface and 4 m depth (ship’s thermosalinograph intake), with
measurements made by Hartmut Grassl during TOGA COARE. The cool skin models are
labeled as follows: H (Hasse, 1971), S (Schliissel et al., 1990), PS (Paulson and Simpson,
1981), SS (Soloviev and Schliissel, 1996), and SS,, (Soloviev and Schliissel, 1996 with
updated empirical constants); the diurnal thermocline models, PWP (Price et al., 1986), and

SK (Stull and Kraus, 1987). All temperature differences are in °C.

Cool-Skin | Diurnal Night Day Day and Night
Model Mixed

Layer and

Thermocline Bias Std. Bias Std. Bias Std.

Model Dev. Dev. Dev.
H Included 0.32 0.27 0.28 0.23 0.30 0.25
S Included 0.14 0.10 -0.02 0.19 0.05 0.15
PS PWP 0.06 0.13 0.14 0.20 0.10 0.17
SS PWP 0.01 0.13 0.06 0.20 0.03 0.17
SS. PWP 0.02 0.12 0.05 0.20 0.02 0.17
SS SK 0.06 0.11 0.10 0.18 0.08 0.15

Though parameterization SS,,, combined with the PWP model follows
the main features of the field data (Figure 2-19) and outperforms the other
models brought to the analysis, in some situations, especially under low
wind speed conditions, the difference between the model and data exceeds
0.5°C. As mentioned above, numerical models of the diurnal mixed layer and
thermocline are not yet perfect, in particular under low wind speed
conditions. Improvement of the mixing parameterization is one of the closely
related issues (see Chapter 7).

Note that the SS cool skin model uses the Soloviev and Schliissel
(1996) version of the renewal model. New field data instigated a
modification of the empirical coefficients entering this model, as described
in Section 2.3.2. Quantitative comparison of the revised model with the
COARE data set presented has been presented in Figure 2-19.

Both mixed layer models, SK and PWP, account for the rain-formed
stratification in the near-surface layer. None of the cool skin models
mentioned in this section, however, accounts for the rain-related effects that
are the subject of the next sections.

2.5 Cool and Freshwater Skin of the Ocean during
Rainfall

Rain falling into the sea modifies the aqueous molecular sublayers
through a variety of different effects. These effects include additional
momentum flux and stabilizing buoyancy flux from air to sea, additional
sensible heat flux of the rain, modification of physical water constants
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because of temperature and salinity changes, increase of the surface
roughness, damping of short gravity waves, excitation of capillary waves at
higher wave frequencies, and the surface mixing by droplets.

During rainfall the raindrops penetrate to tens of centimeters directly
affecting the near-surface salinity. Rain falling on the sea surface also
establishes a haline diffusive molecular sublayer with a salinity gradient.
Schliissel et al. (1997) refer to this layer as the freshwater skin of the ocean.
The freshwater skin is only about 50 um thick. The salinity difference
developing in the haline diffusive molecular sublayer can to some extent
affect the interpretation of the radar and radiometric observations of the sea
surface at low microwave frequencies. The dielectric constant of water
depends on the sea surface salinity at centimeter wavelengths (Lagerloef et
al., 1995). The dielectric constant change may cause interpretation problems
when remotely measuring wind speed or sea surface temperatures at these
frequencies. The diclectric constant dependence on salinity may also be used
for remote sensing of the sea surface salinity. Though the depth of the haline
molecular sublayer is much less then the penetration depth of the
electromagnetic radiation at these wavelengths, the exponential decay of the
radiation energy entering the ocean can, however, make it sensitive to
salinity changes in the skin layer.

An important effect is the dependence of gas solubility on salinity. For
instance, a 1% decrease of the seawater salinity results in a 0.5% increase of
the CO, solubility and 0.1% increase of the O, solubility (Stephen and
Stephen, 1964; Riley and Skirrow, 1965).

In view of the different effects that can be expected from rainfall on the
surface molecular sublayer, Schliissel et al. (1997) provide a comprehensive
description of the modifications of this layer of the ocean due to
precipitation. According to these authors, the impact of precipitation on the
thermal and diffusive molecular sublayers of the ocean includes the
following processes:

1) The freshwater flux due to rain produces a buoyancy flux in the
near-surface layer of the ocean, which tends to suppress convection
(Ostapoff et al., 1973).

2) Raindrops temperatures are usually lower than the sea surface
temperature (Katsaros, 1976). The precipitation falling into the
ocean results in an interfacial sensible heat flux QO  caused by small
drops that do not penetrate into the ocean and in a volume heat flux
0., due to drops submerging into the ocean and gradually mixing
with depth.

3) Changes in the temperature and salinity due to rain mentioned in the

previous two points modify physical constants of sea surface water
(Katsaros and Buettner, 1969). In particular, the kinematic viscosity
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increases with decreasing temperature and decreases with decreasing
salinity.

4) Rainfall can enhance the surface roughness as much as two orders of
magnitude by generation of impact craters, Rayleigh jets, splash
drops, and small waves (Houk and Green, 1976).

5) Raindrops falling into the ocean fragment and partly remove surface
films (Green and Houk, 1979).

6) Raindrops penetrating through the surface disturb wave motions and
damp the short gravity waves by reducing the amplitudes at which
they break (Yakimov, 1959; Manton, 1973; Tsimplis and Thorpe,
1989; Méhauté and Khangaonkar, 1990; Poon et al., 1992). As a
result, small-scale wave breaking intensifies and the surface-renewal
time period decreases.

7) Raindrops impact the sea surface and submerge into the ocean,
generating additional surface renewals.

8) Raindrops obtain horizontal momentum from the airflow at cloud
levels. These raindrops subsequently pass this momentum to the
atmospheric boundary layer and to the sea surface, adding to the
wind stress that acts on the surface (Caldwell and Elliot, 1971). All
the momentum of the drop is transferred to the ocean, as opposed to
only a small fraction of air momentum.

9) The freshwater skin coexisting with the cool skin is subject to
irreversible thermodynamic processes due to significant local
temperature and salinity gradients (Doney, 1995).

Schliissel et al. (1997) made an attempt to quantify the various effects of
rain on the aqueous molecular sublayers. The irreversible thermodynamics
processes in the presence of the cool skin and freshwater skin, however,
have not yet been quantified.

2.5.1 Effects of rain on the cool skin

Following again the same approach as in Section 2.3.2, consider a fluid
element adjacent to the sea surface that participates in the process of cyclic
renewal of the surface water in the presence of rain. Initially, the fluid
element has a uniform temperature equal to the bulk-water value 7 . As it is

exposed to the interface, the molecular diffusion law governs the evolution
of the temperature difference across the thermal sublayer:

In the framework of the surface renewal theory described in Section 2.3.2
the temperature change between subsequent renewal events in the thermal
molecular sublayer of the ocean including a volume source is described by
the molecular diffusion equation similar to (2.69) but, instead of solar
radiation term, including the volume source of heat due to rain:
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where f, the volume source function defined according to (1.79),7 the

raindrop temperature. We ignore here the difference between specific heats
and densities of seawater and rainwater.

The surface boundary condition is defined by rain-induced surface heat
flux (1.82):

K, a_T— QVS
"oz c,p

=P(T,-T)[1- £, (0)]. (2.99)

Instead of the volume heat source due to the absorption of solar
radiation, equation (2.98) includes the volume source of heat due to
raindrops mixing with their environment. In order to reduce the problem of
the rain effect to the already considered problem of the solar radiation effect
on the cool skin, Schliissel et al. (1997) approximated the volume source
function in (2.98) by a sum of exponentials (similar to the solar radiation
absorption function):

N,
oy (z)/0z=) g exp(w,Az/a,), (2.100)

i=1

where ¢, and y, are coefficients obtained by a nonlinear least squares fit.
The requirements, ¢,> 0 and y;, >0, resulted in ~,=14 terms for a good fit.
The numerical values of these coefficients for . = 0.40 mm and », = 0.75

mm can be found in the original publication of Schliissel et al. (1997).

The solution to a linear problem (2.98)-(2.99) with a homogeneous
vertical temperature profile as the initial condition is obtained in the same
way as for equation (2.98) (for details, see Section 2.4.1). The temperature

difference between the sea surface temperature A7, (O,I) and the bulk water

temperature is then as follows:
AT (0,1)=AT, (0,¢)+ AT, (0,r) (2.101)

where



Chapter 2: SEA SURFACE MICROLAYER 123

2.2 3.3
AT, (0,)=P(T,~T,)2 /L[Hz/\rc QAT AT ]exp(—2Arc),
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6

1 &Gga, 2 -1/2
AT, (0,6)=P(T, —TW)K—ZU[exp(é', Jerf (8)-1]+1-7"25,,
1

T I=1

E=z/\4x,t, and 0, =1//,A\/E/ar. The first term on the right side of

(2.101) is related to the surface flux of rainwater, while the second term is
related to the volume source of rainwater.

In accordance with the renewal concept, this temperature difference
should be averaged over time by weighting with probability density p(t) of

the surface renewals:

o

AT = [p(1)AT,, (0,¢)dr (2.102)
0
where
AT, (0,1) =; [AT, (0,1)ar' (2.103)

0

With (2.101), the solution to (2.103) is
AT, (0,6)=P(T, —T,)x

w

2.2 3.3
{% L[Hzmc +4ATF"+8A—F"]exp(—2ArO)—

which is used together with (2.102) and the log-normal probability density
function of the surface renewals similar to (2.88)-(2.89); this allows the
numerical integration that gives the modification of the cool skin caused by
the sensible heat flux related to the rain.
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2.5.2 Freshwater skin of the ocean

Besides the modification of the cool skin, rainfall creates a freshwater
skin on the top of the ocean where a salinity flux takes place via molecular
diffusion (Schliissel et al., 1997). Under no-rain conditions, evaporation at
the sea surface increases salinity, which tends to destabilize the near-surface
water enhancing the renewal process at the surface. However, when rain
starts, the part of the rain that does not submerge into the ocean can
compensate for the evaporation effect and create a stably stratified
freshwater skin. This is analogous to the conversion of the cool skin into its
antipode, the warm skin, which sometimes occurs under conditions of strong
insolation. Consequently, this freshwater effect on diffusion can be described
by the diffusion equation in analogy to equation (2.98) that was derived for
the thermal sublayer:

6_S=£(y8_S —PS%, (2.105)
ot 0Oz Oz Oz

where u is tle coefficient of molecular salinity diffusion and f, is th

volume source function due to rain submerging into the ocean.

The surface boundary condition for salinity flux due to rain that is to be
included in the boundary condition for the diffusion equation (2.105) is as
follows:

as
—Ho— == S,P[1-1,(0)]: (2.106)
Assuming that
AS << S, (2.107)

the salinity S and its surface value Sy entering equations (2.105) and (2.106)
respectively, are both replaced with the bulk water salinity S, . The solution

to the linear problem (2.105)-(2.107) is then obtained in the same way as in
Section 2.4.1 (as well as in the previous section, Section 2.5.1):

AS, (0,£)=AS, (0,1)+AS,, (0,7), (2.108)

where
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Kr =1 Ay,

The first term on the right side of (2.108) is related to the surface flux of
rainwater, while the second term is related to the volume source of
rainwater.

The salinity difference should be averaged over time by weighting with
probability density p(t) of the surface renewals:

0

AS = [p(1)AS,, (0,¢)dt (2.109)

0
where
AS,,(0,1)==PS, x

4N’ BAF]
{g L(H—ZAFL&T}’”-F—FC exp(—ZArO)—

%ZLZ] /g;l(:/rl (5/_2 {exp(é‘f )|:1 —e}’f(512 )] _ 1} n 27[—1/251 _1) _ (2.1 10)
L4 p
;Egl E_I(T}’

Solutions (2.110) holds for the linear case only under an assumption that
S=S, (ie, AS<<S,) and physical properties of seawater do not change

substantially because of the salinity dependence. The properties that could be
affected by the rain-caused changes in sea surface salinity are the thermal
expansion coefficient, kinematic viscosity, density, specific heat, and latent
heat of vaporization. The large salinity differences arising from substantial
freshwater influx and relatively long renewal times would require a
nonlinear solution to (2.105)-(2.106). However, as shown in the next section,
under moderate and heavy rain conditions the renewal time is restricted to
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very small values while in light rain the drop of surface salinity remains
relatively small so that the solution for the nonlinear case may not be
required in most cases.

2.5.3 Surface renewals due to rain mixing

Small raindrops do not produce an impact crater on the sea surface, while
large drops do, disturbing the aqueous molecular sublayer. The area covered
by each impact crater is subject to a surface renewal event since the impact
crater is deeper than the conductive layer and represents a “catastrophic”
event for the molecular sublayer (Engel, 1966). (Note that spray droplets
from breaking waves also have to be considered in this regard.)

Rodriguez and Mesler (1988) studied drops falling from low heights into
pools of liquid; they found that the impact crater radius 7, exceeds about two
to three times the corresponding drop radius ry. Drops falling from higher
altitudes generate even bigger craters, with radii up to 7, = 47, (Prosperetti

and Oguz, 1993). Dimensional analysis conducted by these authors suggests
that the radius of the impact crater can be represented by a formula

8 1/4
ro=r, (EFr) ~ .1, Fr't, (2.111)

where Fr=w’ / gr, 1is the Froude number, g is the acceleration of gravity,

w, is the terminal velocity of raindrops, and ¢, =(8/3)"*~1.278 is a

dimensionless constant. Relationship (2.111) has been supported by
observations of Pumphrey and Elmore (1990). Comparison with data from
Engel (1966) suggests a somewhat smaller constant of about ¢, =1.05. This
discrepancy is nevertheless relatively small compared to other uncertainties
relating to rain-induced mixing (e.g., the size distribution of droplets).

The terminal velocity of raindrops falling on the ocean surface can be
estimated from an empirical formula given by Best (1950):

w, =wu[1—exp(—(r0/ru)u)} (2.112)

where w,=9.43 m s', r, =1.77x10° m, and v = 1.147. For radii

0.3x107m < ry < 6x107° m, representing the majority of the raindrops,
(2.112) is approximated within 0.1 m s accuracy by

w, =w,[ b —b,exp(-1,/7,) ] (2.113)
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where b, =1.0528 and b, =1.07733. Substituting w, from (2.113) into

(2.111) transforms formula (2.111) into a functional dependence of the
impact crater radius solely on the raindrop radius:

1/4

2 —b exp(—r /r )T

S Wu|:1 zzp( T ru):l ' (2.114)
0

The area that is subject to renewal due to the raindrop impact is equal to
the impact crater area. The number of drops of size ry *dr, that reach the

surface per unit time and unit area is n(r,)w,(r, )dr,, where n(r,) is the

drop size distribution in the atmosphere near the water surface. Respectively,
Craeye and Schliissel (1998) represented the crater flux density (i.e., the
production rate of crater area per unit area and unit time) as follows:

F, :"].”rk (ro)zn(ro)wt(ro)dro. (2.115)

Representing the distribution of the rain above the sea surface by the
Marshall-Palmer drop size spectrum (1.65) and substituting relationships
(2.113) into equation (2.115), and (2.114) into (2.115) results in the
following formula:

2 1/2
F - O]/Troz(pf W’ [b, —b,exp(—r,/r, )] §
; ar, (2.116)

n(r,)w, [bl —b,exp(—r, /1, )} dr,.
The renewal time is then defined as the inverse of the impact-flux density F7,
t, =1/F, (2.117)

The calculation of the integral on the right side of (2.116) and substituting
the result into (2.117) leads to
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1/2
t, =—=

=5/2
N W[’f(%) r(5/2,2Ar,) -

12

2bb, (20+1,") T T(5/2,280, 4 1) + 2.118)

b2 (28+21) T (5/2,200 41! )}

where I is the incomplete gamma function.

Figure 2-20 shows the surface renewal time ¢,  as a function of rainrate
P. The rainfall strongly influences the renewal time even for low rainrates.
For P> 2 mm h™', the rain-induced surface disruptions dominate the renewal
process including the surface renewals caused by breaking wavelets or long

breaking waves. In calm situations even light rainfall easily surpasses the
effect of free convection on the renewal time.
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Figure 2-20). Surface renewal time due to rain calculated from (2.118) as a function of rainrate

for two critical radii r,.

Figure 2-21a shows the skin cooling due to rainfall for renewal times
determined by the rain as a function of rainrate. The variation of the volume
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flux of heat with rainrate is compensated by the rain-induced mixing, leaving
an almost constant, but small temperature difference that depends on the
difference between surface and rain temperatures only (the latter is here held
constant at 5°C). The effect of surface heat flux, however, does increase with
rainrate. Nevertheless, at rainrates below 50 mm h' the temperature
difference across the cool skin does not exceed AT =-0.08 °C for the given
surface versus rain temperature difference.

Figure 2-21b shows the freshwater skin due to rainfall for renewal times
determined by the rain. The maximum salinity difference across the
diffusion sublayer does not exceed AS =5 psu for rain rates up to 50 mm hr’
' 1t is, nevertheless, a dramatic salinity change compared to the range of
typical salinity variations in the ocean. The drop in the surface salinity due to
rain is mainly due to the surface component of the freshwater flux; the
contribution of submerging raindrops appears to be small.
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Figure 2-21. Skin cooling by rainfall with a typical rain drop temperature of 5°C below the sea
surface temperature (a) and freshwater skin due to rainfall at bulk salinity of S,, = 35 psu (b),
both as a function of rainrate with respect to renewal times determined by the rainfall; the total
effects are shown by the solid line, the effects due to drops penetrating into the ocean by the
dashed lines and that due to surface heat flux by the dotted lines. Reproduced from Schliissel
et al. (1997) with permission from Springer Science and Business Media.
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The combined renewal time can be derived by considering renewal
events caused by skin friction and kinetic energy fluxes and rain-induced
renewals as independent processes. Hence, within a given time period, the
number of total renewals equals the sum of renewals due to rain 7, and

renewals due to momentum and energy fluxes 7, The combined renewal

time is then given by formula suggested in Schliissel et al. (1997):
/-1 |
A‘Aﬁﬁr (2.119)

2.5.4 Buoyancy effects in molecular sublayer due to rain

At the sea surface from the waterside (z — —0) the vertical flux of
buoyancy is as follows:

B, =—%(w’p')

250
(2.120)

%8 (QE +0,+0,+0, ) - ﬂSSog&_ 580,
c,p pL

p

The buoyancy flux due to rain stabilizes the upper ocean, which affects
the dynamics of molecular sublayers. The description of this effect is
included through a modification of the surface Richardson number Rf;

Rf, =-vB,/u, (2.121)

where B, is defined in (2.120).

Expression (2.121) accounts for surface fluxes only; volume absorption
of solar radiation or raindrops submerging into the ocean complicates the
analysis. In the general case, the approach described in Section 2.4.3 can be
applied: B, is set to zero when thammm Rayleigh number is less than

the critical value for negative values of Rf,; positive values of Rf, are

always set to zero. Estimates, however, show that even for very low rainrates
the buoyancy flux due to freshwater input is stronger than the counterparts
due to the thermal convection and evaporative surface salinity increase.
Under low wind speed and rainy conditions Rf, easily becomes zero,

leading to very high values of 7, . Below a certain rainrate (~0.1 mm h™)

the buoyancy effect inhibits the additional mixing due to rain; while, the
additional mixing due to rain prevails at larger rainrates.
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The analysis of Figure 2-21 also suggests that the contribution of the
volume freshwater flux into the diffusion molecular sublayer (freshwater
skin) is relatively small compared to that of the surface freshwater flux. The
contribution of the volume source into the freshwater skin is negligible in
most cases.

2.5.5 Rain effects on sea surface roughness

Disruptions of the sea surface produced by rain increase the sea surface
roughness. The Rayleigh-jet columns, together with the raindrops on their
tops and the wavelets radiated from the drop impact zones, are roughness
elements that can increase the surface roughness beyond the wind-induced
roughness. The roughness elements produced by the rain do not propagate as
the wind-induced waves do and therefore resemble fixed obstacles such as
roughness elements on land surfaces.

The molecular sublayers of the surface ocean are mainly controlled by
the tangential shear stress. The flow above the surface is aerodynamically
smooth as long as the height of the roughness elements is smaller than
Sv/u,, where v is the kinematic viscosity and u, is the friction velocity of

the air (Schlichting, 1979). In the aerodynamically smooth flow the
momentum is passed to the ocean by skin friction only. If the roughness
elements are greater than 70v/u,, the flow is aerodynamically rough, and

the momentum transfer is affected by the form drag. Figure 2-22a shows the
smooth and rough regimes as a function of friction velocity. There is a
transition zone between these regimes, where both skin and form drag are
important. The Rayleigh-jet that extends a centimeter or more into the air
(Siscoe and Levin, 1971) therefore affects form drag, except for situations
with very low friction velocities when the thickness of the viscous sublayer
increases without bound.

Engel (1966) proposed a formula for the maximum height of the waves
directly adjacent to the impact craters generated by drop impacts:

3 2 2 Y2 12
—t {al WO | g, } —a (2.122)
gp g p gp

where o, is the surface tension of the sea surface, «,=33.33,

o, =1.2x10°, a, =3.1149x10" , and &, =1.7649x10° . Figure 2-22a shows

dependence of 4 on the drop radius (2.122) with the terminal velocity

parameterized according to (2.112), the flow is smooth no matter what the
drop size is for very small friction velocities owing to the unbounded
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increase of the viscous sublayer thickness. With increasing friction
velocities, drops with radii greater than about 1 mm lead to waves that cause
a rather rough flow, while waves produced by smaller drops do not disturb
the flow smoothness.

Smooth surface waves contribute to the surface roughness in a different
way compare to random roughness elements. According to Motzfeld’s
(1937) experiment in a wind tunnel, the drag coefficient at a height of 0.2 m
over surface waves is about seven times smaller than that over a surface with
rough elements of the same size. Schliissel et al. (1997) estimated that
under the assumption of a logarithmic wind profile this implies a reduction
of the roughness length of the rain-induced wavelets by a factor of 0.4 when
compared to the roughness length of random rough elements of the same
height. This effect leads to some increase in the wave height above which

the flow becomes rough shown by the curve labeled 4, (%) in Figure

2-22a. Taking into account the Marshall-Palmer drop-size distribution (1.71)
an upper limit of the mean height of the wavelets is estimated from the
formula,

Prred (P) = [y eamy exp (247, ) di, /[ [ny exp(2Ar, )dr()} (2.123)

Formula (2.123) implies that the rain-induced waves do not decay and
uniformly cover the sea surface. Equation (2.123) has been resolved
substituting (2.113) into (2.122) and subsequently approximating

hw,red = ﬂO + ﬂll/b}/4 (l_ﬂz eXp(_r() /Vu)) > (2124)

where 3, =0.0129 mm, S, =1.60686 mm'*, and S, =1.0978 . The resulting
relationship is;

It (R)=f,+ { B.(20) T (7/4,2Ar)+

=7/

) (2.125)
Bl +2A) T(7/4(r " + 2A)rc)} 2Aexp(2Ar).

Figure 2-22b shows the roughness length calculated for the rain-induced
wavelets using a coarse estimate given by Lettau (1969) as z,, = 0.058h;j€ -
For comparison purposes, the roughness length z,. of the wind-induced
surface roughness under neutral conditions according to Charnock’s (1955)
formula is also given on this composite plot. The above estimate for the rain-

induced roughness length is the maximum possible value, requiring an
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optimal drop impact and a surface uniformly covered with rain-induced
wavelets. Wave interactions, which have been neglected here, likely result in
greater wave heights.
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Figure 2-22. (a) Separation of aerodynamically smooth and rough domains (dashed cures)
with the transition region indicated by the hashed area, maximum (%,, ,.(7), solid) and
reduced (A, ,..ry), dotted) heights of the rain-induced wavelets depending on drop radius rq
and the relation between wind speed uy and friction velocity of the air u« (thin solid); (b)
roughness length z, of wind-roughed surface (dashed) and rain-induced wavelets (solid) as a
function of friction velocity of air u- and rainrate P, respectively, as well as the relation
between wind speed and friction velocity (thin solid). Note: axes on opposite sides are not
independent. (After Schliissel et al., 1997.)
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The rain-induced roughness increases strongly with rainrates up to about
2 mm h’, while at higher rainrates z, increases only slightly (Figure

2-22b). Only for air friction velocity less than approximately 0.15 m s™, can
the rain-induced waves appreciably contribute to the surface roughness.
Charnock’s (1995) formula employed for the calculation of zyc in Figure
2-22b, however, does not work under low wind speed conditions. In fact,
due to viscous effects, the surface roughness under low wind stresses
increases with decreasing wind.

Figure 2-22 exhibits considerable differences in the rain-induced
roughness lengths compared to those from laboratory studies by Houk and
Green (1976). This is because of a more realistic raindrop spectrum
employed by Schliissel et al. (1997), which also covers many small, sub-
millimeter drops while in the laboratory the effect of large drops (several
mm in diameter) had been mainly investigated. The large drops in fact cover
a very small portion of the natural spectrum of raindrops (Pruppacher and
Klett, 1987).

The rain-induced stress leads, together with the wind stress, to increased
surface wind-drift currents. This effect coexists with the attenuation of short
gravity waves by enhanced turbulence in the upper ocean during rainfall
(Tsimplis and Thorpe, 1988). The rain-induced wind-drift currents also
reduce the amplitude threshold at which short gravity waves break (Philips
and Banner, 1974).

From investigations in a wind-wave tank, Poon et al. (1992) found that
gravity waves in the frequency range between 2 and 5 Hz decay during
rainfall. At the same time, the spectral density of wave slopes in the
frequency domain between 10 and 100 Hz drastically increases. The latter
effect is due to rain-induced waves; however, it is pronounced only under
low wind speed conditions. Results of experiments in a wind-wave tank by
Yang et al. (1997) are consistent with the Poon et al. (1992) findings but
provided some more details to the rain effects on fine structure of wind
waves.

Due to damping of short gravity waves, a substantial part of the
momentum transferred to the ocean by form drag under non-precipitating
situations is instead transferred by skin friction during rainfall. This results
in decrease of the surface renewal time, which is concurrent with the
damping of short gravity waves.

2.5.6 Flux of kinetic energy carried by rain

According to Tsimplis (1992), the flux of kinetic energy carried by rain
with a uniform drop size distribution is:
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1
F, = PP’ (2.126)

In order to include the effect of natural drop size distributions, Craeye and
Schliissel (1998) introduced the spectral rainrate falling on the sea surface

—=§7rr0n(r0)w, (2.127)

which leads to a kinetic energy flux of

2 o0
F=7p [ron (7, i dr,. (2.128)
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Figure 2-23. Friction velocity in the upper ocean attributed to the flux of kinetic energy
carried by rain as function of rainrate for two values of critical radii 7, calculated from
(2.131).

For rain with a drop size distribution (1.65) and terminal velocities
described by (2.113) the kinetic energy flux is then determined by
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F, = g7zpno j‘r(f [bf exp(—2Ar, ) —3b’b, exp(—(ZA +r )ro ) -
30 (2.129)

363 exp(—(2A+2vr, )1, )= b3 exp (24 + 35,7 )1, )}

where only drops entering the ocean (7, >, ) are considered. The solution is

3 2

F =2 apnw}| -2 r(4,20r) —Lﬂ‘r(azz\ +r—CJ +

3 (20) (2a+7,7") s

(2.130)
2 3
%r 4,2Ar, +£J —b—24f(4,2[\rc L3 }
(2a+21,7) L) (284317 8
The equivalent friction velocity scale in the upper ocean is
1/3

u,, =(F,/p) (2.131)

Figure 2-23 shows the friction velocities corresponding to the flux of
kinetic energy carried by the rain as a function of rainrate for two critical
radii r.. The friction velocity in water u, reaches 3 cms” at P=50 mm h™.

2.5.7 Combined effect

The enhancement of the near-surface mixing by rain is estimated by
accounting for the area impacted by the raindrops of given rain rate and size
distribution. It turns out that the interval between rain-induced surface
renewal events can be far shorter than for wind-generated renewal events,
which strongly reduces the temperature difference across the cool skin.
However, for small rain rates this can be counteracted by the density
stratification caused by the freshwater input. Subsequently, the extra
momentum carried by the rain to the surface is accounted for, and the
creation of additional surface roughness by rain-induced waves is estimated.
The enhanced surface stress causes increased wind-drift currents, which,
according to laboratory observations, can reduce the amplitude threshold for
short gravity waves to break. This effect is parameterized as a function of
rain rate. The rain-induced changes of physical properties of seawater
become important at low wind speeds, while the effect of surface film
fragmentation and removal by rain is believed to be negligible in affecting
the molecular sublayer (Schliissel et al., 1997).
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Figure 2-24. Temperature differences across the thermal molecular sublayer as a function of
rainrate for (a) U,,=1ms™", (b) U,=5ms", (c) U,=10ms",and (d) U,=15ms". The

curves correspond to differences due to cooling by turbulent and long wave fluxes (thin solid
line), warming due to the absorption of solar radiation (dashed line), rain-induced cooling
(dotted line) and the combined effect (thick solid line). (After Schliissel et al., 1997.)

Schliissel et al. (1997) incorporated all of the effects described above in a
surface renewal model in order to study the combined effect of the processes
involved in the physics of the aqueous molecular sublayers at the ocean
surface. Figure 2-24 shows temperature differences for wind speeds of U,,=

1,5, 10, 15 m s for an air-sea temperature difference of 1°C, a dew point
difference of 6 K, a net long wave radiative flux of 70 W m™, and a solar
irradiance of 1000 W m™. (Note that fixing the radiative fluxes as done here
is unrealistic, but is done to illustrate the physics. As wind and rainrate
increase, clouds will change, certainly affecting both shortwave and
longwave components.) The turbulent heat fluxes are calculated from the
TOGA COARE bulk flux algorithm version 2.5b (Fairall et al., 1996). For
the situations simulated, the corresponding latent and sensible heat fluxes are
Q.= 33, 107, 186, 252 W m™ and Q,= 2, 7, 11, 14 W m™. The rain
temperature is assumed equal to the wet-bulb temperature calculated from
the psychometric equation; its value is 7.= 20.6°C when compared to the

surface temperature of 7, = 25°C.
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Figure 2-24 suggests that the most pronounced effect is due to additional
mixing caused by the rain. This is observed at low rainrates where the rather
high temperature differences prevailing in the non-precipitating situations
quickly drop to low values when the rainrate increases to few mm h’.
However, with further rainrate increase the strong decrease of the
temperature differences weakens. It is remarkable that the temperature
differences do not vanish even for precipitation rates of 50 mm h™'. The
additional skin cooling by the rain increases with rainrate though it does not
exceed -0.1 K. At low wind speeds and very low rainrates the combined
effect of solar warming and cooling by the turbulent and long wave fluxes
results in a warm skin. At higher wind speeds the combined effect shows a
minimum skin cooling at a distinct rainrate, which depends on the actual
friction velocity. Further increasing rainrates lead to a slightly enhanced
cooling due to the rain-induced heat flux (Figure 2-24b-d).

2.5.8 Comparison with data

The surface renewal model including the precipitation component
described above has been tested by Schliissel et al. (1997) with the COARE
data taken from the R/V Vickers in January-February 1993 near 156°E, 2°S
and from the R/V Wecoma near 156°E, between 2°S and 5°N. The frequent
convective rain in the western equatorial Pacific shows strong variability
with rainrates ranging from less than 0.1 to more than 100 mm h™'; this tests
the parameterization under a great variety of situations.

The R/V Vickers surface fluxes in the Schliissel et al. (1997) comparison
were identical to those shown in Figure 2-19. The calculated temperature
differences across the cool skin that were caused by surface and volume
cooling due to the rain showed values generally below 0.05°C; only one case
with heavy precipitation exceeding 100 mm h™' gave a cooling by more than
0.1°C. There were just a few cases with strong daytime precipitation; during
these rare periods the solar warming of the skin was about halved, according
to the model. During nighttime the net effect of rain on the cool skin was
rather small. Apart from several cases with strong rain when the cool skin
was reduced by rain-induced mixing to values below 0.1°C, the effects of
mixing and additional cooling partly cancelled each other during this
observation in the western equatorial Pacific Ocean.

Similar to the analysis shown in Figure 2-19, a quantitative comparison
of the parameterization with measurements of the skin versus bulk
temperature difference from the R/V Vickers required that the temperature
difference between the bulk sampling depth (i.e., the depth of the
thermosalinograph intake) and the surface microlayer was accounted for.
This temperature difference was calculated with the mixed-layer model of
Price et al. (1986) (PWP).
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The overall agreement of the cool skin parameterization including rain is
slightly better when compared to the results presented in Figure 2-19. While
the RMS error remains unchanged (0.17°C), the small bias of 0.03°C to
0.02°C found earlier (Table 2-2) has now vanished completely. This is also
true for the night and daytime data considered separately. In view of the skin
measurement errors and the relatively small amount of data (total sample
size of hourly means is 578), the result of this comparison is rather an
indication that the inclusion of the rain parameterization in the surface
renewal model is useful.
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Figure 2-25. Parameterization of the freshwater skin during raining episodes of COARE; (a)
hourly mean rain rates, (b) calculated hourly mean salinity difference across the haline molecular
layer (solid) and across the upper part of the mixed layer (dotted), (c) hourly mean salinity of
water collected from the upper 2-3 cm of the ocean; the labels of the time axis identify the end of
the days in UT. (After Schliissel et al., 1997.)

Paulson and Lagerloef (1993) performed a pilot study of the near-surface
salinity under rainy conditions in the tropical Pacific Ocean near 156°E and
between 2°S and 5°N. From the R/V Wecoma during COARE leg 2, they
collected surface water from the upper 2 to 3 cm of the ocean with a scoop
and hose. The temperature and salinity of the water was measured with a
thermosalinograph. The salinity measurements were accompanied by
detailed measurements of surface meteorological parameters including
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rainrates and downwelling short- and long-wave radiation. Schliissel et al.
(1997) averaged these data sets over hourly intervals and used them with the
surface renewal model to estimate the parameters of the freshwater skin of
the ocean.

Figure 2-25 shows time series of the rainrate, the salinity difference
across the freshwater skin and the salinity measured at the surface for a rainy
time period in January 1993. The direct comparison of the model and field
data is not feasible because the model calculation is for the freshwater skin
(the upper few tens of micrometers of the ocean only) while the measured
salinities include surface water from the upper few centimeters.

Schliissel et al. (1997) assumed that the freshwater skin layer must
account for the greater part of the observed salinity changes because even
heavy rainfall (~ 60 mm h") alters the salinity in the upper mixed layer by
less than 1 psu (Kantha and Clayson, 1994). Because the wind speeds during
this experiment were rather low, the salinity changes in the mixed layer can
be expected to be slightly higher. Calculations with the model of Price et al.
(1986) show maximum differences exceeding 2 psu over the top half meter
on 3 January that are of the same magnitude as the difference across the
freshwater skin. The observed salinity changes on this day are up to 4 psu
(some of this signal may, however, be associated with nonlocal rain).

For other rainfall events during this time series the observed salinity
differences in the mixed layer are generally smaller than those across the
skin. A full explanation of the salinity deficits measured can only be given
by considering the combined differences across the skin and mixed layers,
which has not yet been done.

2.5.9 Discussion

Of the various processes that can modify the molecular layers during
rainfall, the most important appear to be the rain-induced mixing that leads
to enhanced surface renewals and the additional surface and volume cooling
by raindrops with temperatures below the sea surface temperature.
Simulations with the renewal model have shown that the additional surface
cooling by rain could exceed 1°C, if the rain did not affect the surface
renewal time. Nevertheless, the additional mixing and the implied increase
in renewal frequencies limit the effect to less than 0.1°C when the rainwater
is 5 K cooler than the sea surface. The more impressive effect is the creation
of a haline molecular diffusion layer during rainfall—a freshwater skin of
the ocean—that exhibits salinity differences greater than 4 psu during strong
rains.

Since laboratory studies overemphasized large drops that are a small
fraction of the natural raindrop spectrum, the calculations of the rain-induced
surface roughness for a realistic drop size spectrum shows that this effect has
been overestimated in the past (Houk and Green, 1976). The wind-induced
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surface roughness is more important than that caused by rain except during
low wind speed conditions.

The application of the cool skin parameterization, including the rain
component, to the field measurements taken during COARE, shows some
additional surface cooling that is still generally less than 0.1°C. The cooling
and mixing effects of the rainfall on the molecular sublayer partly
compensate each other so that the net effect on the temperature difference
almost vanishes. Nevertheless, the measured bulk versus skin temperature
difference across the cool skin shows a reduction of systematic deviations of
parameterized from measured differences when the rain effects are included.
The errors in the measured parameters and parameterization of the turbulent
surface fluxes that enter the surface renewal and mixed layer models,
however, prevent a statistically significant improvement between the
measured and parameterized cool skin. The salinity changes during rainfall
observed in the upper 2 to 3 cm of the ocean can only be explained when the
salinity difference across the haline molecular diffusion layer is included.

Studies of rain impacts on the sea surface have been limited to a single
rain drop-size distribution, namely the Marshall-Palmer distribution. While
this limitation is due to the fact that it is a distribution based on the rainrate
as the only available rain parameter (which is really not a justification), the
effects induced by a more precise drop-size distribution should be assessed.
Further work is necessary to analyze the effect of high-latitude types of
precipitation on the molecular boundary layers. For example, snowfall
certainly leads to enhanced surface cooling without much volume flux, while
hail falling on the sea surface penetrates deeper into the ocean than rain but
subsequently pops back to the surface. Precipitation in the form of hail
particles results in more complicated surface and volume fluxes because of a
prolonged decay time compared to rain or snow.



Chapter 3
NEAR-SURFACE TURBULENCE

Physical processes that determine the character and magnitude
of turbulence in the the upper ocean are surveyed and the reader
is exposed to the challenges of studying near-surface turbulence.

The main sources of turbulence in the near-surface layer of the ocean are
breaking surface waves, shear, and convection. Upper ocean turbulence
resulting from shear and convective instabilities may be substantially
influenced by the diurnal cycle of solar radiation and by precipitation events.
The shear that develops at the bottom of a shallow diurnal or rain-formed
mixed layer can greatly increase the turbulence generation (though on
relatively small scales) and thus the dissipation rate of turbulence. Below the
mixed layer (i.e., in the pycnocline), turbulence decays due to the stabilizing
effect of buoyancy forces. The dramatic effect of stratification is observed
under low wind speed conditions, when the turbulence regime depends
strongly on near-surface stratification, while the strong stratification is also
the result of reduced turbulent mixing.

The near-surface thermohaline stratification is eliminated quickly when
wave breaking starts. It is therefore reasonable to analyze the thermohaline
stratification effects separately, but we cannot do this for bubble-related
stratification. Bubbles from breaking waves alter density stratification. The
bubble volume fraction (void fraction) is high in spilling breakers; the
resulting increased stability affects near-surface dynamics. Conversely, the
bubble size distribution appears to depend on turbulence parameters. Beyond
the near-surface zone stirred by breaking waves, the average void fraction is
too small to influence the flow dynamics but may serve as a tracer for
detection of turbulence and coherent structures.
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The analysis of turbulence observations reveals different, often
contradictory, aspects of the role of surface waves. Since methodological
issues of turbulence measurements in the near-surface layer of the ocean still
greatly affect the study of wave-enhanced turbulence; one of the sections in
this chapter (Section 3.2) is devoted to the analysis of the challenges of
observing the near-surface turbulence.

In this chapter, we consider only local and essentially one-dimensional
models of near-surface turbulence; this is the so-called “small eddy” theory.
We consider the role of large eddies (Langmuir circulations, billows, ramp-
like structures) in Chapter 5 when discussing coherent structures in the near-
surface layer.

3.1 Free-Surface Turbulent Boundary Layer

An important feature of the upper ocean turbulent boundary layer is that
it develops near a free surface. In the near-surface layer affected by waves
and wave-breaking turbulence, the properties of the boundary layer may
differ substantially from the classic wall layer. In contrast to a rigid wall, the
tangential component of the velocity field at the free surface is not zero.
Velocity components in all directions disappear at the wall due to no-slip
conditions, while the free surface restricts motion in the normal direction
only.

3.1.1 Wave-following coordinate system

An important factor for interpreting near-surface data is the choice of
coordinate system. In a fixed coordinate system it is practically impossible to
study near-surface layers with thickness less than the maximum surface
wave height. In fact, any observational point between the wave trough and
crest will be alternately in water and in air.

The influence of surface waves on the near surface flow can be
provisionally divided into reversible (kinematic) and irreversible
deformations. The former are due to linear (irrotational) components of
surface waves, while the latter are caused by nonlinear (rotational)
components of surface waves and by turbulence. Examples of irrotational
waves are swell and long wind waves. Nonlinearity increases as wavelength
decreases. An extreme effect of wave nonlinearity is wave breaking.

A reasonable approach is to interpret the near-surface layer of the ocean
in a coordinate system linked to the ocean surface. Csanady (1984)
suggested that “...depth should be expressed in the coordinate system
connected with the surface produced by the nearly irrotational component of
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the wave field.” This allows one to analyze the near-surface processes
between wave troughs and crests.

The amplitude of wave oscillations decreases as exp(kz) with depth,
where k is the wavenumber and z is the vertical coordinate (conventionally
directed upward). Csanady’s (1984) coordinate system can, therefore, only
be used close to the air-sea interface (i.e., at |z| <<k™). Soloviev (1992)
proposed an extension of the Csanady (1984) approach by introducing a
Lagrangian coordinate system that accounts for the depth attenuation of the
surface wave-induced perturbation. This co-ordinate system is described by
the following transformation:

X'=x;y'=y; z'=z+n(z1), 3.1

where x and y are the horizontal axes, z is the vertical coordinate fixed to the
still water level of the ocean. Wave displacement, 77, is given as a Fourier-
Stieltjes integral (Iyanaga and Kawada, 1980),

n(x.y,2.0) = [[exp(~k|z)expli(k - - 01)]dZ (K, @), (3.2)

where dZ (]; ,@) is the Fourier-Stieltjes amplitude introduced in such a way
that <dZ(l€,a))dZ(l€,a))*>=(D,7(l€,a))dl€da), CDU(IE,a)) is the surface wave
spectrum, k is the wavenumber vector with components (kx,ky ), and [ is
the vector with components (x, y).

An important property of transformation (3.1)-(3.2) is that kinematic
effects of waves on the near-surface flow in this Lagrangian coordinate
system are largely eliminated. Transformation (3.1)-(3.2) projects the surface
layer disturbed by the linear potential waves into a flat near-wall layer.
Turbulence properties of this near-wall layer may differ from the classical
wall layer because of slip boundary conditions. Nevertheless, it is sometimes
convenient to compare the near-surface turbulence to well-known properties
of the turbulent boundary layer near a wall.

3.1.2 Wall layer analogy

A classic wall layer consists of an inner and outer part. Following Nowell
(1983), the inner part of the wall layer is defined as 0 < |Z| <0.2h ; the outer

part, as 0.2A4 < |z| <h (where z is the distance to wall and # is the depth of
the mixed layer of the thickness of the turbulent boundary layer). Some
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authors define the inner part of the wall layer as 0 < |z| <0.14; the outer part
is then defined as 0.1/ < |z| < h, respectively.

In the inner boundary layer, the current velocity profile, u(z) , depends
on boundary conditions (surface stress and hydrodynamic surface roughness)
and distance |z| . The properties of the inner boundary layer near a rigid wall

are well known from classical works in hydrodynamics (Hinze, 1955, Monin
and Yaglom, 1971; and others). In particular, a logarithmic layer may
develop in the inner boundary layer. The velocity and dissipation rate
profiles in the log layer are as follows

z|+z4

u(z) = ”—*1n|— , (3.3)
K Z,
3
po M (3.4)
x (|2 +20)

1/2 . .
where u, =(T0/ p) , 7o is the surface stress, p the density, x the von

Karman constant, and z, is the surface roughness length scale.

In the outer boundary layer, 0.2h£|z|£h, buoyancy and/or rotation
effects are important. These factors limit the depth of the turbulent boundary
layer. The lower boundary of the surface mixed layer is usually identified by
a sharp change of temperature, salinity, and density with depth.

When buoyancy forces are weak, the Earth’s rotation controls the depth
of the upper ocean turbulent boundary layer and, thus, the depth of the
surface mixed layer. The Ekman boundary layer is scaled with the length
scale,

L=ulf, (3.5)

where f =2Qsing is the Coriolis parameter, (2 is the angular velocity of
Earth’s rotation, and ¢ is the latitude.

The heat flux at the air-sea interface produces stratification, which
affects near-surface turbulence via buoyancy forces. This process is scaled
with the buoyancy (Oboukhov) length scale, which, in the absence of salinity
fluxes, is as follows:
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3
Cppu*

L, =———, (3.6)
¢ a, 80,k

where (Q, is the net heat flux at the ocean surface, «,is the thermal
expansion coefficient for water (o, <0), g is the acceleration of gravity, c,

and p are the specific heat and density of sea water respectively, and x is the
von Karman constant. The depth at which buoyancy forces become
important is proportional to the Oboukhov length scale. With a positive Lo,
the near-surface turbulent boundary layer is stably stratified. Stable
stratification inhibits turbulence, which leads to the restriction of the
turbulent boundary layer thickness and thus of the surface mixed layer depth.
The turbulent near-surface flow is dominated by buoyancy forces when:

Lo/ Ly =c,pu’f/(a,80,)<<1. (3.7)

Hence, as the friction velocity decreases, the influence of buoyancy forces
increases. In this limiting case, the surface mixed layer depth, 4, is
determined by buoyancy rather than rotation forces and h~L,. A similar

effect is observed when approaching the Equator, where the Coriolis
parameter f becomes zero.

Note that the quadratic dependence of the ratio Ly/Lg on friction velocity
in (3.7) means that above some critical level the buoyancy influence rapidly
decreases with increasing wind speed. Stratification effects are considered in
more detail in Section 3.4.

Lombardo and Gregg (1989) found the wall layer analogy to be useful for
the analysis of dissipation rate profiles in the upper ocean under convectively
unstable conditions. These observations were essentially below the layer
affected by breaking waves. Thorpe (1985) was able to explain his
observation of ramp-like structures in the upper ocean turbulent boundary
layer based on the wall layer analogy. The wall layer analogy can also
provide a reference level for the analysis of the turbulence dissipation in the
wave-turbulent layer (see Section 3.3).

3.1.3 Deviations from the wall layer analogy in a free-surface layer

Important deviations from the wall layer analogy are associated with the
slip condition at the air-sea interface (from the water side) and with the
surface waves developing at the free ocean surface. The vortices with
horizontal axes weaken when approaching the free surface; while vertically
aligned vortices tend to attach to the free surface and are long-lived (Shen et
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al., 1999). In near-surface flows with significant vorticity, there is a thin
transitional layer inside which the values of the two horizontal vorticity
components and the vertical derivative of the vertical vorticity component
change from their bulk (isotropic) values to the much smaller values
imposed by the zero-stress conditions at the free surface.

In the absence of surface stress but in the presence of internal sources of
turbulence (for instance in the post wave-breaking interval or in a ship’s
wake), the surface layer developing near a free surface is a region of
decreased kinetic energy dissipation and increased enstrophy dissipation
(enstrophy is the total squared vorticity). When surface stress is imposed, the
properties of the near surface turbulent eddies are still determined by the slip
conditions at the free surface; as a result, the mean shear flow near a free
surface is different from that near a rigid wall. In particular, the thickness of
molecular sublayers at a free surface appears to be smaller than at a rigid
wall.

According to the direct numeric simulation (DNS) by Shen et al. (1999),
a vertically aligned vortex can attach to the ocean surface and experience
significantly slower decay. The second order Stokes drift of the waves tilts
and stretches such vortices in the horizontal direction presumably leading to
the generation of Langmuir circulations (see Chapter 5). At low wind speeds,
when wind waves cease, the wind-induced shear current could carry out the
same function as the Stokes drift tilting and stretching the turbulent vortices.
Remarkably, there are numerous reports of wind streaks on the ocean surface
even before waves develop, which resemble miniature Langmuir
circulations.

The Shen et al. (1999) concept of a free-surface turbulent boundary layer
is essential for understanding free-surface turbulence. Important practical
applications for this information include using surface sensing to deduce
characteristics of the underlying flow (Swean et al., 1991; Handler et al.,
1993). This concept has not yet been applied to situations with finite
amplitude surface waves.

The presence of surface waves alters the hydrodynamics of near-surface
flows. Borue et al. (1995) found that the interaction of surface waves and
free-surface turbulence is weak. Their DNS, however, was confined to
infinitesimally small waves. High-resolution simulation of finite-amplitude
surface waves interacting with fully developed turbulence are not yet
feasible. Large eddy simulation (LES) schemes may not work well for fully
three-dimensional boundary layer flows because there is insufficient spectral
separation between small and large eddies. In particular, LES does not seem
to produce realistic results in the case of Langmuir circulations (see
discussion in Section 5.7).
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Elsewhere in this chapter, we consider k-¢ type models, which may
perform better than LES in a three-dimensional boundary layer flow. The .-
€ models, however, depend on semi-empirical functions and coefficients;
some of them may not be well known in the case of free-surface turbulent
boundary layer.

There are also other deviations of the free-surface boundary layer from
the wall layer analogy associated with surface waves. In particular, breaking
waves distinguish the free-surface boundary layer from the wall layer. This
is a very powerful source of turbulent energy. The process of wave breaking
is associated with the entrainment of air and the production of bubbles.
Conversely, bubbles have a significant effect on the turbulence dynamics in
wave breakers.

In the case of near-surface stratification (low wind speed conditions),
resonant interaction between two surface waves and an internal wave
developing on a near-surface pycnocline may result in the energy transfer
from surface to internal modes. Such interaction is obviously impossible
near a rigid wall. Surface waves also modulate strain and shear (thus the
gradient Richardson number), which may result in flow instability,
turbulence, and microstructure when the Richardson number drops below its
critical value.

3.1.4 Structure of the upper ocean turbulent boundary layer below
breaking surface waves

Surface waves produce turbulence due to wave breaking and vortex
instability. Wave breaking is a powerful mechanism producing significant
energy flux to small-scale turbulence and momentum flux to the mean
surface current. The local vorticity production due to vortex instability of the
surface waves should also be taken into account in the balance of momentum
and turbulent kinetic energy below breaking waves.

Mean shear flow is a principal source of small-scale turbulence in the
ocean. In this respect, upper ocean turbulence should be similar to the
classical shear turbulence when the mean shear energy production
dominates. The effect of stratification on the near-surface mean shear flow
can be substantial, especially for low winds. In contrast, under high wind
speed conditions when waves break, the influence of stratification on the
wave-turbulent layer is negligible (except when wind squalls are
accompanied by strong rainfalls). This means that when waves start breaking
there is a near-surface layer where the effect of the Coriolis and buoyancy
forces can be neglected.

At no stratification effects, energy from the mean shear flow, wave
motion and wave breaking contribute to the turbulent energy balance. The
dominant source will control the turbulent kinetic energy and dissipation rate
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creating sublayers where the energy takes different forms. Accordingly,
Benilov and Ly (2002) suggested that the upper ocean turbulent boundary
layer where stratification and rotation effects are negligible could be
conveniently divided into three sublayers. These are
1)  The wave-stirred layer: The turbulent kinetic energy (TKE)
production by wave breaking significantly exceeds the mean
shear effect, and the turbulent diffusion of the wave kinetic
energy dominates in the range of depths where the wave motion
continues to be vigorous;
2)  The turbulent diffusion layer: Here the turbulent diffusion of
TKE exceeds the wave (as well as the mean shear) effect in the
TKE budget; and
3)  The wall layer: The mean shear production of turbulent energy
dominates. In terms of the classic horizontally homogeneous
and steady turbulent boundary layer problem, this layer, in
steady or quasi-steady cases, obeys wall-layer laws. As
discussed in Section 3.1.2, a classic wall layer consists of an
inner and outer part. In the inner part, a logarithmic velocity
profile can develop; stratification and rotation effects are
important in the outer part.

Figure 3-1 illustrates the concept described above. In order to complete
the Benilov and Ly (2002) dynamical scheme we have included an
additional characteristic feature of the upper ocean turbulent boundary layer:

4)  The aqueous viscous sublayer. Viscous sublayers develop at
both the water- and air-side of the air-sea interface due to the
suppression of the normal component of turbulent velocity
fluctuations near the density interface. This sublayer is
controlled by the tangential wind stress 7, and is an important

component of the sea surface microlayer (Section 2.2). Under
low wind speed conditions, the aqueous viscous sublayer is also
controlled by the buoyancy flux. Under high wind speed
conditions, 7, represents only a small fraction of the total

momentum flux, z,, from the atmosphere to the ocean.

Breakers disrupt the viscous sublayer; however it recovers
rapidly and is believed to exist between the wave breaking
events even in high seas. The viscous sublayer is found within
the upper few millimeters of the ocean; its thickness is
proportional to the Kolmogorov internal scale of turbulence,
n,, defined in (2.1). Note that the viscous sublayer should be

considered in the wave following coordinate system (3.1)-(3.2),
because the sublayer thickness is much less than the wave
height.
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Figure 3-1. Diagram of the upper ocean turbulent boundary layer dynamic structures. Here
hy.s 1s the wave-stirred layer depth, and /7y, the turbulent diffusion layer depth.

A comprehensive theoretical model of upper ocean turbulence has yet to
be developed. It should include the momentum and kinetic energy equations
for the mean and fluctuating components of the turbulent flow, interactions
between turbulence and surface waves, wave breaking and turbulent mixing
length, quasi-organized (coherent) motions, viscous sublayers, and bubble
dynamics. The boundary conditions should describe the fluxes of momentum
and energy produced by wave breaking as well as from direct atmospheric
action on the ocean surface. Several approaches to one-dimensional
modeling of the turbulent processes in the near-surface layer of the ocean are
presented in Sections 3.3-3.5.

3.2 Observation of Near-Surface Turbulence
3.2.1 Observational challenges

Breaking surface waves generate strong turbulence in the near-surface
layer of the ocean. These same waves present serious challenges to
turbulence measurements. Bubble clouds and random, sometimes huge,
vertical motions of the ocean surface due to surface waves complicate
collecting quality turbulence data close to the ocean surface.

The velocity scale of near-surface turbulent fluctuations is about 1 cm s™,
while typical surface-wave orbital velocities are 1 m s™'. The energy of wave
orbital velocities is four orders of magnitude higher than that of the
turbulence signal. In terms of the dissipation rate of TKE, & the wave
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disturbance is six orders of magnitude greater than the useful signal. Such
exceptionally strong disturbance from surface waves imposes special
requirements on the measurement techniques and sensors for observations of
near-surface turbulence. Buoy devices (Jones and Kenney, 1977), ship- or
submarine-mounted instruments (Stewart and Grant, 1962; Volkov et al.,
1989; Osborn et al., 1992; Soloviev and Lukas, 2003), free ascending
profilers (Soloviev et al., 1988), tower-based instruments (Terray et al.,
1996), and autonomous underwater vehicles (Thorpe et al., 2003a) have been
utilized to obtain measurements in the upper few meters of the ocean.

Each approach offers different insights into near-surface physics and
suffers from different limitations. For example, tower-based measurements
yield temporal measurements. However, there is no clear separation in
frequency space of the surface wave velocity field and that due to
turbulence. The lack of a dependable mean speed prevents conversion to the
spatial domain, which complicates correct estimation of the kinetic energy
dissipation rate. Vertical profiling methods can provide such estimates if the
vertical speed of the profiler is much greater than the surface wave orbital
velocities. However, vertical profiling is inefficient for obtaining large
sample sets of turbulence statistics in the near-surface region due to the
change of the turbulent statistics as a function of depth. It might also be
difficult to detect and adequately measure regions of large horizontal
gradients by vertical profiling.

Among the key factors that can affect the quality and interpretation of
measurements in the near surface layer from a vessel are surface wave
perturbations, influence of the ship wake, variation of the sensor motion,
impact of bubbles on conductivity (and hence salinity and density)
measurements, and strong electrical currents coupled to the water near the
vessel due the ship’s electrical field. Sharp vertical gradients in the near-
surface physics can also be a factor depending on the measurement
approach.

Towed methods can efficiently generate large sample sets of dissipation
estimates, but they are typically degraded by broadband motion
contamination due to the non-stationary push/pull motion of these devices.
The large area of influence of the ship’s wake can also affect near-surface
measurements. Ship’s bow-, submarine-, or AUV-mounted devices can
efficiently produce large sample sets, but offer unique challenges - such as
the need to assess and minimize ship motion-induced effects and flow
perturbations in the vicinity of the sensors due to interaction of the vehicle
with the wave field.

Three principal questions associated with collecting turbulence data near
the ocean surface are as follows:

1) What reference system should be used?

2) How can the flow disturbance from the vehicle carrying the sensor

be reduced?
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3) How can surface wave disturbances be eliminated from the signal?
3.2.2 Wave-following versus fixed coordinate system

Since the wave breaking energy substantially dissipates above the trough
line, and the dissipation rate profile is a nonlinear function of depth, then the
difference between fixed and wave-following measurements can be
significant. For instance, in a fixed coordinate system it is practically
impossible to study near-surface layers with a thickness less than the surface
wave height. Any observational point between the maximum wave trough
and crest will alternate between water and air. Therefore, in order to study
turbulence close to the ocean surface, a wave following coordinate system
should be used. Csanady (1984) suggested analyzing near-surface data in a
coordinate system connected to the ocean surface; this system is, however,
efficient only close to the ocean surface (within a few significant wave
heights). It is easy to see that for depths where the surface wave motion
diminishes, this coordinate system is irrelevant. The coordinate system
proposed in Section 3.1.1 (equations (3.1)-(3.2)) resolves this difficulty.

The Craig and Banner (1994) and Benilov (2002) models of wave-
enhanced turbulence that are discussed throughout this chapter are consistent
with the coordinate system (3.1)-(3.2). The Terray et al. (1996) model,
which was originally fitted to the data collected in a fixed coordinate system,
would produce a different dissipation profile in the wave-following
coordinate system.

The coordinate system (3.1)-(3.2) at a first glance seems to be infeasible.
However, it can be easily implemented with a free-ascending instrument by
a proper choice of its hydrodynamic characteristics (Section 3.2.4).

3.2.3 Disturbances from surface-waves

The orbital velocities of surface waves influence turbulence
measurements by

a) Generating an additive fluctuation velocity signal, and

b) Modulating the relative speed (and direction) of the flow.
We should mention here that (a) is an additive (that is a linear) process while
(b) is a nonlinear process, which resembles the process of frequency
modulation in radio techniques (Dozenko, 1974).(Recall the difference
between AM (amplitude modulated) and FM (frequency modulated) ranges
in your automobile radio).

An additional complication is that the time scales of surface waves and
near-surface boundary-layer turbulence substantially overlap.
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Linear filtering has been widely used to separate waves from turbulence
in mooring or tower-based velocity records (e.g., Benilov and Filyushkin,
1970; Kitaigorodskii et al., 1983). This filtering procedure is capable of
distinguishing turbulence from linear waves, which effectively addresses
problem (a). Problem (b), however, is essentially nonlinear.

In the case of mooring and tower-based measurements, the orbital
velocity fluctuation of surface waves usually exceeds the mean drift current.
Taylor’s frozen field approximation (3.8), which requires that the fluctuation
of the flow is less than 10% of its mean speed, cannot be satisfied for these
types of measurements; the standard techniques of turbulence analysis,
therefore, are not applicable. To address problem (b) for tower-based
observations, Kitaigorodskii et al. (1983) used the RMS fluctuation velocity
in Taylor’s hypothesis of frozen turbulence instead of the mean drift
velocity. The error in calculations of the turbulence dissipation rates using
these alternative techniques is unknown.

Linear filtering cannot remove nonlinear components of surface waves
from the measured signal, however. This may have resulted in an
overestimation of the turbulence dissipation rate calculated from tower
measurements. Not yet mentioned are the flow reversals due to orbital
velocities of surface waves that are typical for tower-based measurements. A
turbulent patch produced by the sensor package or mounting structure can
occasionally get into the sensing area and disturb measurements. All these
circumstances sometimes make tower-based turbulence measurements
difficult to interpret.

It is remarkable that spatial scales of turbulence and surface waves may
differ greatly. Stewart and Grant (1962) and Soloviev et al. (1988)
demonstrated that a fast moving sensor provides an effective separation
between the turbulence and surface waves. As a result no statistical filtering
is required to solve problem (a). Moreover, if the sensor moves fast enough
when compared to the velocity scale of wave orbital motions, problem (b)—
modulation of the relative speed (and direction) of the flow due to surface
wave disturbances—can be solved as well (Drennan et al., 1996; Soloviev et

al., 1999). The frequency spectrum S, (/) can then be transformed into the
wavenumber domain using Taylor’s (1938) frozen field hypothesis:

k.=2nf1U,, E,(k)=S,(f)U,/(27) (3.8)

where f'is the frequency in Hz, Uj is the relative flow speed (towed or mean
flow advection speed), and & is the wavenumber in m™ (everywhere in this
Chapter we use the radian wavenumber, k =27 /U, ). Taylor’s hypothesis is
acceptable if the RMS variation of the flow does not exceed 10% of the
mean flow speed.
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3.2.4 Dynamics of a free-rising instrument in the near-surface layer
of the ocean

The equation for the vertical motion of a freely ascending device (free-
rising profiler) in the presence of long surface waves in a fixed coordinate
system has the following form:

d
(md+mu)7v:=(de—md)g—Cdep(w—ww)z, (3.9)

where m, is the mass of the instrument, m, is the apparent additional mass,

w is the vertical velocity of the instrument center of mass, V', is the volume
of the instrument, p is the water density, C, is the drag coefficient, g is the

acceleration of gravity, S, is the cross-sectional area of the instrument, and
w, is the vertical component of the velocity field induced by surface waves.
Equation (3.9) is true for wavelengths A >>L,, where L, is the vertical size

of the instrument.
The velocity sensor mounted on the device measures the relative vertical
velocity w. =w—w, Substituting new variable w, into equation (3.9) and

expressing it in nondimensional form results in the following equation:
d 2
E(w,,/wo)zAd[l—(wr/wO) J—dt(ww/wo), (3.10)

where 4, =g(pV,—m,)(m,+m, )71 w,', and wy is the nominal ascending
speed of the profiler in still water obtained from the equation,

(de _md)g =C,S,pW; - (3.11)

Solution to equation (3.10) in still water (w, =0) with initial condition
w=0 at =0 is as follows:

w(1)/w, = tanh(4,7). (3.12)

The instrument achieves 99% of the nominal ascending speed within the
time interval,

f, = atanh(0.99)/ 4, . (3.13)
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During this time interval the profiler passes the vertical distance,
d, = L’ow(t)dt =w, f tanh (A4,1)dt = w, 4}’ 1n|cosh(AdtO )| . (3.14)

Substituting (3.12) and (3.13) into (3.14) gives:
d,=0.28w,4," . (3.15)

According to Table 3-1, the free-rising profiler described in Soloviev et al.
(1988) and Soloviev et al. (1995) achieved 99% of the nominal velocity after
rising only 0.4 m and 0.3 m respectively.

Table 3-1. Dynamical parameters for two versions of the free-rising profiler described in (a)
Soloviev et al. (1988) and (b) Soloviev et al. (1995).

Instrument my 10°v, Wo Ay 1y dy
version kg m’ ms’ 5! s m
a 5 6.75 2.2 1.6 1.65 0.4

b 10.5 10.4 2.8 2.8 0.95 0.3

For small velocity disturbances ‘wr‘ << w,, equation (3.10) in the presence
of surface waves takes the following form:
aw,' daw

— +24,w, " =~ dtW, (3.16)

where w.'=w, —w,.

A random surface elevation n()?,t) can be represented in terms of a
Fourier-Stieltjes integral (3.2). The vertical component of the orbital velocity
field is then expressed as follows

ww(z,t)zgn(z,t): EO(—ia))exp(—ia)t)exp(—a)z|Z|/g)dZ,7 (@), (3.17)

where dZ, (a)) is the Fourier-Stieltjes amplitude introduced in such a way
that <dZ (w)dzZ (a))*> =§,(w)dw, and S, (@) is the surface wave spectrum.

For wavelength 4 much exceeding the characteristic size of the instrument

L, wavenumber dependence in the Fourier-Stieltjes integral (3.2) can be
ignored.
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Figure 3-2. Squared modules of the transfer function calculated from equation (3.18) for two
versions of the freely ascending profiler, (a) and (b), explained in Table 3-1.

The solution of linear equation (3.16) can be expressed in terms of the
transfer function, H (ia)), and the frequency spectrum of surface waves,

S, (a)) . Substituting the vertical component of orbital velocities in the form

(3.17) into equation (3.16) results in the following formula:

2 2 4 2
o +wyw' /g

|H (io)[ = -
o’ + (2Ad w0’ /g)

(3.18)

where w =27 f =2z/T, and T is the wave period. The transfer function for

two versions of the free-rising profiler is illustrated in Figure 3-2.

The interpretation of the results shown in Figure 3-2 is that long surface
waves entrain the profiler’s body if its excess buoyancy-to-weight ratio is
sufficiently large. For wave frequencies / < 0.4 Hz the transfer function
drops sharply, the free-ascending profiler is coupled with surface waves.
This cut off frequency is determined by the ratio of profiler’s excess
buoyancy to its weight. The profiler does not follow waves with higher
frequencies. Note also a small rise of the transfer function for /= 0.7 Hz,
which results from the exponential depth dependence of the orbital wave
motion.
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Figure 3-3. Relative RMS velocity disturbance from waves in the coordinate system moving
with a freely ascending instruments, (a) and (b), explained in Table 3-1 for 7 m s” wind
speed. Dashed curves in subplots (a) and (b) show the disturbance from waves for an
instrument moving with a steady vertical velocity in a fixed coordinate system.

The RMS velocity disturbance in the coordinate system moving with the
freely ascending instrument can be written in the following way:

o, (z)= +T|H(ia>)|2 S, (@) exp(-27|2))dw (3.19)

Substituting |H (ia))|2 in the form (3.18) and using a dispersion relation for

linear surface waves k =@’/ g, (3.19) is written as follows:

o (z)= *T (co2 +wo'/ g )a)2 exp(—2a)2 |Z|/g)S,7 (o)

0 24, - w0’/ g o
(24, - w0’/ g)

do|. (3.20)

Figure 3-3 shows the relative velocity disturbance in the coordinate
system of the moving profiler for two different weight-to-buoyancy ratios
calculated with the Pierson and Moskowitz (1964) spectrum of surface
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waves (1.119) for a 7 m s wind speed. Reduction of the RMS velocity
disturbance due to the profiler’s coupling with surface waves is significant;
the depth range where Taylor’s hypothesis of frozen turbulence is applicable
(op/wo < 0.1) substantially increases. For larger wind speeds, the profiler
coupling with surface waves is even more efficient since the surface wave
spectral peak shifts to lower frequencies.

3.2.5 A near-surface turbulence and microstructure sensor system

Original instrumentation and techniques were developed for near-surface
turbulence and microstructure studies during TOGA COARE and GasEx-98
(Soloviev et al., 1998; 1999). They were based on the following
experimental approach:

1) Turbulence measurements are acquired with a fast-moving sensor;

2) Sensors with linear output are used; and

3) The analysis is made in a wave following coordinate system.

The system consisted of a free-rising profiler, the bow-mounted sensors,
and the dropsonde. Figure 3-4 schematically shows deployment of the
devices on board the R/V Moana Wave. Figure 3-5 includes a photograph of
the free-rising profiler and the bow sensors. They are also described briefly
below and details are found in Soloviev et al., (1995; 1998; 1999). Azizian et
al. (1984) and Volkov and Soloviev (1986) described the dropsonde.

a) Free-rising profiler

An advantage of this method proposed by Vershinsky and Soloviev
(1977) is the absence of a rigid mechanical connection with the ship’s body.
The measurement is done from below the surface, which assures minimal
disturbance of natural conditions at the air-sea interface. This approach
appears to be effective in measuring parameters of near-surface turbulence
(Soloviev et al., 1988; 1998). The increased excess buoyancy to weight ratio
of this free-ascending device reduces the influence of surface waves on
turbulence measurements (see Section 3.2.4).

The profiler’s body is a hydrodynamic cylinder with a semi-spherical
front constructed from dense foam that is positively buoyant (Figure 3-5c¢).
The tail section uses a weighted ring with stabilizers to assure vertical
orientation during ascent and to increase the efficiency of water flow around
the instrument. The electrical communication cable attaches at the tail
section so as not to disturb the water being measured. The sensors protrude
15 cm out of the front of the instrument, which assures undisturbed water is
sampled by the sensors (Figure 3-5d). A weighted delivery device is used to
shuttle the profiler to its desired depth, 15-25 meters, where a pressure
sensitive mechanism releases profiler for its ascent to the surface.
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During TOGA COARE, a free-rising profiler connected with the
“shuttle” (winged frame) was deployed from the stern of the R/V Moana
Wave with help of a metal frame, which allowed the device to slide from the
ship into the water (Figure 3-5¢). After leaving the metal frame, the profiler
fell into the water and slid outside the ship’s wake a distance of about 15 to
35 meters as it sank (Figure 3-4). This distance depended on the drift of the
ship and the intensity of near-surface currents. Normally at 20-m depth the
pressure release mechanism released the profiler from the shuttle and the
profiler turned to a vertical orientation. The profiler then ascended to the
surface with a vertical velocity of 2 to 3 m s, depending on the net
buoyancy of the profiler. The rather large net buoyancy-to-weight ratio of
the profiler provided nearly constant vertical speed with respect to the
surrounding water mass (see Section 3.2.4). Studies of the temperature,
salinity, and density profiles in the near-surface layer of the ocean with the
free-rising profiler are described in Chapter 4.

b) Bow probes

Bow probes included the electrical conductivity, temperature and
pressure (ECTP) probe and the electromagnetic velocity and acceleration
(EMVA) probes (Figure 3-5a). The EMVA sensor, originally developed for
use on submarines, had a hydrodynamic form and a low hydrodynamic noise
level. This probe is a linear device for a wide flow-speed range (0 - 12.5
m/s); the spatial resolution is about 1 cm. According to laboratory tests, the
electronic noise level of the velocity sensor in the frequency range 2 Hz -
400 Hz was equivalent to 0.8 mm s™'. More details about the EMVA probe
and the ECTP probes can be found in Soloviev et al. (1998; 1999).

A special metal frame was designed to install these probes on the bow of
the vessel (Figure 3-5b and Figure 3-6). The mean depth of the sensors was
about 1.7 m, which varied slightly during the cruise, depending on the levels
of the ship’s fuel and water tanks, and the ship speed.

The pressure wave in front of a moving ship can result in a rapid flow
distortion (Fornwalt et al., 2002). From classical hydrodynamics it is known
that the flow in front of a moving sphere is significantly disturbed within
approximately 3 radii of the sphere (Van Dyke, 1982). To reduce
disturbances by ship’s hydrodynamics, a vessel with a sharp-angled hull
should be used. At the level of the sensors, the angle of the hull of the R/V
Moana Wave was +/-15° and the curvature radius of the bow tip was about
0.2 m. The pressure wave therefore concentrated within a distance of
approximately 0.6 m ahead of the hull. The bow frame (Figure 3-6)
positioned the sensor system at a distance of 2 m from the ship’s hull,
therefore, placing it outside the zone of most intense pressure disturbance.
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Figure 3-4. Schematic illustration of devices deployed for small-scale measurements near the
ocean-air interface on the R/'V Moana Wave. Here 1 - free-rising profiler coupled with carrier;
2- temperature, conductivity and fluctuation-velocity probes on free-rising profiler; 3 - carrier;
4 - bow frame; 5 - bow units (temperature, conductivity, pressure sensor; fluctuation-velocity,
tilt sensor); 6 — dropsonde; 7 - temperature probe of micro-wire type.

Figure 3-5. Photo of bow sensors (a and b) and free-rising profiler (c and d).
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Ship pitching and surface waves (including those reflected from the ship’s
hull) induce fluctuations in the mean flow at the sensor location. A strong
velocity fluctuation may result in flow reversal, which affects the turbulence
measurements. Though the problem of flow reversals during measurements
with bow-mounted sensors is not that severe as in the case of mooring or
tower-based systems, it may increase the noise level of measurements under
low ship speeds and/or large waves. To identify such cases, Soloviev et al.
(1999) analyzed the sum U, +V_, where Uj is the ship speed, and V_ is the
longitudinal component of the bow velocity signal. (For the analysis of
small-scale processes in this chapter we assume that the sensor moves in the
x-direction.) Negative values of U +V_ are flow reversals; these recorded
segments are removed from further analysis. Flow reversals were found
mainly at low ship speeds (Uy < 2 m s). Most of the data were taken at
U,~5 m s'; the cases with Uy < 2 m s have been removed from the

analysis.

Figure 3-6. Schematic diagram showing the probe mounting on the bow of the R/V Moana
Wave. Mean depth of the probe L, =1.7 m, spacing from the ship’s hull L, ~2 m. Adapted
from Soloviev and Lukas (2003) with permission from Elsevier.

Due to surface waves and the ship pitching, the instantaneous depth of the
sensors (defined here as the distance to the ocean surface) was continuously
changing. The pressure signal was used to estimate the distance of the sensor
to the ocean surface. To reduce dynamic pressure effects, the pressure sensor
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was positioned in the tail part of the bow probe. An RMS uncertainty of <0.1
dbar (equivalent to less than 0.1 m) in pressure-to-depth conversion at a ship
speed of 10-11 knots was estimated by Soloviev and Lukas (1996) using the
pressure readings at the intersections of the water-air interface as detected by
the conductivity sensor. The sensor depth variation profiled the vertical
structure of the near-surface layer of the ocean.
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Figure 3-7. Spectra of longitudinal velocity ¥, and integrated longitudinal acceleration g, (a)
before and (b) after the coherence noise reduction using the Wiener filter. The coherence
function between these two signals (c) before and (d) after filtering reveals practically complete
cancellation of the ship vibrations in the velocity signal. Reproduced from Soloviev and Lukas
(2003) with permission from Elsevier.

The data were collected at a sampling rate of either 400 Hz or 40 Hz. Due
to pitching of the vessel at times the sensors broke through the surface. The
segments of signal corresponding to the probe surfacing or entering bubble
clouds were removed from the analysis using the algorithm described in
Soloviev et al. (1995). (A significant part of the turbulent kinetic energy in
the near-surface layer dissipates within the actively breaking waves that
produce bubble clouds. Removing the segments affected by bubbles may
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unfortunately introduce a bias in the turbulence statistics close to the ocean
surface.)
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Figure 3-8. Illustration of the coherent noise cancellation techniques in the time domain. This is
a 5-s segment from the 10-min record used for spectral calculations in the example shown in
Figure 3-7. Here: (a) longitudinal component of acceleration, (b) time derivative of the original
longitudinal velocity signal, and (c) time derivative of the longitudinal velocity signal after the
coherent noise cancellation using a Wiener filter. The acceleration signal is shown in the same
scale as that of the velocity derivative. Adapted from Soloviev and Lukas (2003) with
permission from Elsevier.

Figure 3-7 provides an example of the V,-velocity spectrum calculated
from a 10-min segment obtained at 5.5 m s™ ship speed and 4 m s” wind
speed. For spectral calculations, the measured velocity is “pre-whitened” by
numerical differentiation in the time domain and then integrated in the
frequency domain. The pre-whitening is a procedure aimed at reducing the
“spectral leakage”.
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Figure 3-9. (a) Spectrum of the velocity signal u after processing with the Wiener filter in
comparison with the spectrum of electronic noise measured in the laboratory tank. Thin lines
represent 95% confidence intervals. (b) Line 1 is the correction for anti-alias filter for 400-Hz
sampling rate, while line 1° is the correction for 40-Hz sampling rate; curve 2 is the correction
for the spatial averaging of the sensor (thin lines indicate the error interval in determining the
sensor’s transfer function in laboratory); curve 3 (dashes) shows the frequency range that is being
used for calculation of dissipation rates from short velocity segments. Plate b contains both
frequency and wavenumber axes. The wavenumber axis is calculated using the frozen field
hypothesis (3.8) for Uy = 5.94 m s™. Adapted from Soloviev and Lukas (2003) with permission
from Elsevier.

For comparison, the spectrum of integrated acceleration is also shown in
Figure 3-7a. The acceleration spectrum suggests that the vibration
“contamination” occurs in narrow frequency bands. Further evidence of the
nature and degree of the vibration contamination can be seen in the plot of
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the coherence between the velocity and integrated acceleration, as shown in
Figure 3-7c. The velocity contamination at frequencies less than 1 Hz is
associated with the ship’s motion and is outside of the band used for
turbulence estimates. Above 8 Hz, there are varying degrees of
contamination, with high coherence at 18, 25, 50 and 110 Hz. Removal of
this vibration contamination by extrapolating the spectrum through known
motion peaks or using a notch filter turns out to be relatively ineffective here
because the resonant properties of the bow frame and ship depend on the
position of the air-water interface with respect to the frame, which changes
during the pitching period. Instead, we use the coherent noise cancellation
technique, based on the Wiener filter, developed by Schoeberlein and Baker
(1996) and tested with the TOGA COARE bow data in Soloviev et al.
(1999).

One important aspect of implementing the Wiener filter is to insure that
the reference correlation matrix is not singular and thus can be inverted. This
can be a problem when using data that contains a strong low-frequency
component, such as the ship’s motion and the surface wave velocities at
frequencies less than 1 Hz. To avoid this problem, the data are pre-whitened
by numerical differentiation. To restore the velocity spectrum after the
coherent noise cancellation, the signal is integrated.

Figure 3-7b shows the velocity spectrum after applying the coherent
noise cancellation techniques using the Wiener filter with 60 weights; Figure
3-7d presents the residual coherence. Note that the 95% confidence intervals
of the coherence encloses zero. This means that no statistically significant
coherent contamination is left in the filtered signal. The effectiveness of the
Wiener filter in the time domain is demonstrated in Figure 3-8.

In Figure 3-9, the spectrum of the velocity signal processed with the
Wiener filter as described above is compared to the sensor electronics noise
spectrum. The corresponding 95% confidence intervals are shown with thin
lines. The confidence intervals for the spectral estimates calculated from 10-
min velocity segments are very small because the number of degrees of
freedom is large (234). The noise spectrum shown in Figure 6a was
measured in a laboratory tank with motionless seawater during the post-
cruise calibration. The RMS noise for the u channel over the frequency
range 2-200 Hz was 0.8 mm s™'.

Since the electronic noise and the measured velocity signal are not
correlated, the noise spectrum can be subtracted from the u velocity
spectrum. However, if the experimental spectrum is close to its noise level,
this procedure may result in unrealistic negative spectral components at
some frequencies. (Note that in Figure 3-10 we subtract the noise spectrum
from the velocity spectrum only for demonstration purposes.)
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Figure 3-10. Theoretical spectrum of turbulence and its fit to the experimental spectrum using
the Stewart and Grant (1962) techniques. Dashed line is the Nasmyth turbulence spectrum, bold
line is the experimental velocity spectrum, and thin lines indicate 95% confidence limits. The

segment marked by a rectangle is shown in more detail. Adapted from Soloviev and Lukas
(2003) with permission from Elsevier.

According to Kolmogorov’s hypothesis, at sufficiently high wave
numbers, the statistical structure of turbulence has a universal form; the
scaling parameters depend only upon g, the dissipation rate of TKE, and
upon v, the kinematic viscosity. This hypothesis implies that at high wave
numbers the turbulence is locally isotropic. The one-dimensional velocity
spectrum in the inertia-viscous subrange that is taken by a sensor moving in
the x direction is as follows (Stewart and Grant, 1962):
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1/4

E,(k)=(ev") F,(kn,) (3.21)

where E, is the longitudinal (in the x direction) velocity spectrum, k_ is the

wavenumber in the x direction (k, = 27 /U, by Taylor’s hypothesis (3.8)),
F, is a universal function of its non-dimensional argument £k 7,, and
4

n, =v"*¢""* is the Kolmogorov internal scale of turbulence. In the inertia

interval (k 7, <<1), equation (3.21) reduces to E, (kx)zang/Skxfm,
where dimensionless constant «; =0.5.
Several interpolation formulas of the universal function F, can be found

in the literature on turbulence (Novikov, 1961; Hinze, 1975; Oakey, 1982;
Moum et al., 1995). Here we will use the form of function F, as empirically
determined by Nasmyth (1970; c.f. Oakey, 1982), which has been used in
many studies of oceanic turbulence.

The theoretical spectrum of turbulence and its fit to a measured velocity
spectrum using the Stewart and Grant (1962) techniques are shown in Figure
3-10. The measured spectrum is taken as a frequency spectrum; then, it is
converted into the wavenumber spectrum using Taylor’s hypothesis and
transfer functions for anti-alias filter and spatial averaging (Figure 3-9b).
The theoretical spectrum in Figure 3-10 corresponds to £=1.7x10° W kg™

The large deviation from the theoretical turbulence spectrum on the left
(Figure 3-10, upper subplot) is due to the surface wave and ship pitching
disturbances, which is consistent with the results of Stewart and Grant
(1962). There is also a slight difference between the experimental and
theoretical spectra in the wavenumber range from 20 m™ to 120 m™. This is
presumably an effect of the rapid flow distortion produced by the pressure
wave in front of the moving ship. Recently, Fornwalt et al. (2002) modeled
this effect numerically and found that the rapid flow distortion results in the
net production of TKE concentrated at relatively small scale, which thus
affects the velocity spectrum primarily at high wave numbers. Note that the
observed deviation might also be introduced by the correction factor for the
probe spatial resolution that is known with only 20% accuracy (Figure
3-9b). Similar to the disturbance from surface waves, this deviation is not
expected to affect the dissipation rate estimate made with the spectrum
fitting techniques of Stewart and Grant (1962).

The uncertainty of the ¢ estimation due to spectral scatter is small in this
example because confidence intervals are small. The spectral scatter,
however, is not the only source of error in the dissipation rate estimation.
Other errors are introduced by the uncertainty of the instrument towing
speed and probe calibration. As we analyze only the data that satisfy
Taylor’s hypothesis of frozen turbulence, the fluctuation of the towing speed



Chapter 3: NEAR-SURFACE TURBULENCE 169

does not exceed 10%. The calibration coefficient for the velocity probe is
known with 5% accuracy. Not included are the errors associated with the
assumption of isotropy that are implicit in (3.21), which alone may introduce
a 50% error (Oakey and Elliott, 1982). The individual estimates of ¢ are
therefore known within a factor of 2.

The dissipation rates calculated from the records longer than the ship’s
pitching period are in fact averages over the probe depth range. In the near-
surface layer of the ocean (where the vertical profile of dissipation rate can
be a nonlinear function of depth) this may result in additional errors in the
calculation of €. To address this problem, Soloviev and Lukas (2003) have
developed an alternative technique: Dissipation rates are estimated from
short segments and are sorted by depth.

Calculation of the dissipation rate from short segments consists of the
following steps:

a) Each 10-min u record is edited with the processing algorithm
described in Soloviev et al. (1995) to remove the segments when the probes
surface or enter bubble clouds. Continuous segments of 5 s or longer are
identified and processed with a 60-weight Wiener filter to remove the
vibration contamination.

b) Variance o = var(u') is calculated for 0.1 s long, 50% overlapping
segments, where u' is the velocity signal processed with the Wiener filter
and band-passed with a Finite Impulse Response (FIR) filter. The transfer
function of the band-pass filter is shown in Figure 3-9b. The 4 Hz to 16 Hz
frequency band is selected to minimize the influence of surface waves and
ship’s pitching from one side and possible rapid flow distortion and the

uncertainty in the probe’s spatial resolution from the other side.

2
ut >

¢) The theoretical variance, o, is defined as a function of the dissipation

rate ¢ as follows:
o.(e)= [H,,(HH,()Sf38)df , (322)

where H,,(f) 1is the transfer function of the band-pass FIR filter, and

H,(f) is the transfer function of the anti-alias filter;

S(f;6)=27U,"E,(ke), E, (k;e)=T,(k)E,(k;e), T,(k) is the

transfer function characterizing probe’s spatial averaging, E (k &) is
calculated from (3.21) using the Nasmyth spectrum, and wavenumber
k,=2zU;". The transfer functions, Hy,(f), H,(f), and T, (k) are

shown in Figure 3-9b.
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d) In order to estimate &, the equation,
2 2
o - =0,(¢) (3.23)

is solved by an iteration method, where o *(¢) is determined using the

ut

discrete version of integral (3.22). The iteration process starts from a very

small initial dissipation rate £=1.2x10""> W kg™ and finishes at the value
of ¢that satisfies Eq. (3.23) with 1% accuracy.

e) The dissipation rate estimates obtained from 0.1-s segments are then
averaged within overlapping 10 cm depth bins over the 10-min record
segments. In order to account for the intermittent nature of turbulence, the
mean dissipation rate and the confidence intervals are calculated using
formulas of Baker and Gibson (1987). These formulae assume a lognormal
distribution of the turbulence dissipation rate.

Note that the fluctuation of the mean flow speed during a 0.1-s interval is
much smaller than for a segment including the full pitching period. The
reduction of the mean flow fluctuation facilitates the use of Taylor’s
hypothesis of frozen turbulence under conditions of high seas and strong
pitching of the ship. Figure 3-11a, b demonstrates two examples of the
averaged vertical profile of dissipation rate ¢ obtained with this algorithm.
The example shown in Figure 3-11b was taken under high wind and wave
conditions. The confidence intervals in Figure 3-11b are bigger than in
Figure 3-11a in part because a larger percentage of points were removed due
to the probe surfacing or entering bubble clouds.

For further analysis, we use the dissipation rates calculated from short
segments according to the method described above. The dissipation rates
calculated for a month long COARE cruise are plotted in Figure 3-12 as a
function of wind speed. The cases when the ship speed was less than 2 m s
or the ship course or speed varied more than 10% are excluded from these
statistics. Note that the data in Figure 3-12 are not sorted by depth.

The equivalent electronics noise level of the velocity sensor,

g, =1.8x10"" W kg, shown in Figure 3-12 by a horizontal line is obtained

by processing the laboratory noise record via steps a) through d). According
to Figure 3-12, this noise level is much less than the dissipation rate that is
typically observed in the near-surface layer of the ocean. No noise correction
is therefore required.

To elucidate possible influence by surface waves on the dissipation rate
estimation, we have calculated the wave kinetic energy in the wavenumber
band that is used here for dissipation rate estimates. The theoretical variance
is calculated using the Pierson and Moskowitz (1964) spectrum (multiplied

by @?, where @ =271, surface wave dispersion relationship k=’ /g,
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the transfer function of the band-pass filter (shown in Figure 3-9b, curve 3),
and the depth attenuation factor, exp(2kz). The theoretical variance is then
processed via steps a) through d) to obtain an error estimate, &,. The relative
error, &/ exceeded 10% only in 0.2% of all cases collected during the EQ-3
cruise. These points are removed from the analysis, but this does not affect
the dissipation rate profile averaged over the EQ-3 cruise in any significant
way.

a) 7 May 1994, 20:03 - 20:13 UTC
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Figure 3-11. Vertical profiles of dissipation rate ¢ and o; density averaged within 5 cm depth
bins over a 10 min bow record segment. Thin lines are 95% confidence intervals calculated using
the method of Baker and Gibson (1987). Dashed line is the logarithmic layer prediction. Number
of points N in each depth bin is also shown. (a) Wind speed U;s = 9.4 m s, significant wave
height H;=1.8 m; (b) U;s =19 m s'and H,=3.3 m. Adapted from Soloviev and Lukas (2003)
with permission from Elsevier.
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Figure 3-12. Estimated ¢ from the bow sensors versus wind speed, U,s at 15 m height during the
month-long COARE EQ-3 cruise of the R/'V Moana Wave. Each point represents a 10-min
average (no sorting by depth in this graph). The electronic noise of the sensor is indicated as a
horizontal dashed line &,= 1.8 x 10 W kg™!. Reproduced from Soloviev and Lukas (2003) with
permission from Elsevier.

Both the ship’s pitching and surface waves induce fluctuations of angle
between the flow direction and the probe’s longitudinal axis. At sufficiently
large angles, the 40 mm diameter tip of the EM probe containing sensing
electrodes may start shedding vortices, which are the source of additional
hydrodynamic noise. In the example shown in Figure 3-9a, the ship speed U,
= 5.9 m s’'; disturbances with 40 mm wavelength translates into a frequency
=140 Hz. There are several, relatively small but persistent spectral peaks
observed in the velocity spectrum at /> 140 Hz (Figure 3-9a). These peaks
are not observed in the noise spectrum taken in the laboratory (motionless
water) and are supposedly due to the hydrodynamic noise of the sensor. The
signal in the frequency range from 4 Hz to 16 Hz (that we use here for
dissipation rate estimates) is not affected by the hydrodynamic noise.
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3.3 Wave-Enhanced Turbulence

3.3.1 Dimensional analysis

One of the important parameters of turbulence is the dissipation rate of
TKE, &. Some conclusions about the vertical profile of € in the near-surface
layer of the ocean can be made from dimensional analysis.

For an equilibrium surface wave spectrum, ignoring buoyancy, Earth’s
rotation, and capillary wave effects, the following functional dependence can
be hypothesized (Soloviev et al., 1988):

£= function(u*, z|,g) , (3.24)

where u, is the friction velocity in the near-surface layer of the ocean, g is

the acceleration of gravity, and z is the depth (expressed in a wave-following
coordinate system (3.1) for instance). Standard dimensional analysis leads to
the following dependence:

g/(|z|/uf :l//(g|z|/uf), (3.25)

where y is a universal function of its nondimensional parameter g|z|/ u?l.
The asymptote of (3.25) at z — —oo should be logarithmic layer law (3.4),
which corresponds to =1

Figure 3-13a shows the data obtained by Soloviev et al. (1988) and
Thorpe (2003a) under conditions of developed seas (wave age
A,=c,/u,,>13). For turbulence measurements, Soloviev et al. (1988) used
a free-rising profiler, while Thorpe et al. (2003a) employed an autonomous
underwater vehicle (AUV). In order to minimize the influence of
thermohaline stratification on the near-surface turbulence, only the data
obtained under conditions of surface wave breaking (U, >6 m s') are
analyzed in Figure 3-13a.

Though the nondimensional variables g|z|/ u? and 8K|Z|/ u? provide a

convenient reference system for the analysis of near-surface turbulence data,
this scaling may not work well under conditions of developing seas. The
latter conditions are typical for lakes and coastal regions with short fetch but
are also often observed in the open ocean due to changing wind patterns. The
wave breaking process and, hence, parameters of near-surface turbulence
depend on the stage of surface wave development.

A simple way to account for the effect of surface wave age on the near-
surface turbulence dissipation has been proposed by Terray et al. (1996).
These authors hypothesized that the proper nondimensional variables for the



174 THE NEAR-SURFACE LAYER OF THE OCEAN
analysis of near-surface turbulence at different stages of surface wave
development are |z| / H and exz/Fy, where H; is the significant wave height,

and Fj is the surface flux of TKE. Standard dimensional analysis then leads

to the following formula:

eHy I Fy=y (|2|/Hy), (3.26)
where y/,, is a universal function of dimensionless depth z/Hj.
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Figure 3-13. The vertical distribution of (a) nondimensional dissipation glclzl/ ul as a
function of nondimensional depth g|z|/ u? according to measurements of Soloviev et al.

(1988) and Thorpe et al. (2003a); (b) data of Drennan et al. (1996) and Thorpe et al. (2003a)
in dimensionless coordinates &H/F, and |z/ |H 5. The field data shown here are for
developed seas. In order to reduce possible effects of stratification, only data obtained under

wave breaking conditions (U,, > 6 ms™) are shown.
From the tower-based data collected in Lake Ontario under conditions of

developing seas, Terray et al. (1996) proposed the following
parameterization for the wave dissipation rate ¢, based on scaling (3.26):
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0.3(z|/ Hg)™ for |z|>0.6H

: (3:27)
0.83 for |z| < 0.6H

ngHs/F():{

Parameterization (3.27) represents only the wave-breaking turbulence; the
shear-generated turbulence must be treated separately.

Figure 3-13b demonstrates the dissipation data sets of Thorpe et al.
(2003a) and Drennan et al. (1996), which were obtained under conditions of
developed seas. The flux of the TKE from wind to waves was determined
from the parameterization formula for developed wave spectrum (1.119).
(The measurements of Soloviev et al. (1988) could not be scaled according
to (3.26), because only visual estimates of surface wave heights were
available.) One group of data (Thorpe et al., 2003a) is consistent with the
log layer model (3.4); while the other (Drennan et al., 1996) appears to
follow the Terray et al. (1996) parameterization (3.27). Since both datasets
are for developed seas, the wave age is not expected to be a major factor in
this difference. We attempt to reconcile these data sets in Section 3.3.4 with
theoretical models of wave-enhanced turbulence of Craig and Banner (1994)
and Benilov and Ly (2002).

3.3.2 Craig and Banner (1994) model of wave-enhanced turbulence

Craig and Banner (1994; hereafter CB94) proposed a one-dimensional
model of wave-enhanced turbulence based on the level 2-1/2 Mellor and
Yamada (1982) turbulence closure scheme. Surface wave effects are
incorporated into this model via the TKE flux at the air-sea interface. A
basic assumption of the CB94 model is that the random hydrodynamic fields
of the upper layer are horizontally homogeneous. Thus, all statistical
characteristics of the turbulence and surface waves are functions only of z
and 7.

The momentum equations (1.17) and (1.18) for the mean flow driven by
the wind represent a balance between the flow acceleration, Coriolis force,
and viscous forces under low Rossby number approximation. These
equations under the additional assumption of horizontal homogeneity and no
mean horizontal pressure gradients are as follows:

ou_ 10z,

s + o, 3.28
ot p, Oz ﬁ (3.25)
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v__10m,
ot p, Oz

— fu, (3.29)

in which 7 is the time, z is vertical coordinate measured positive upward, f'is
the Coriolis parameter; 7, =—pK,0.u, 7., =—pK,0.v, and K, is the eddy

viscosity for momentum transfer. In equation (3.29), u(z,t) is the mean

velocity component in the x direction and v(z,t) is the mean velocity

component in the y-direction, normal to the mean wind stress. The vertical
coordinate z in CB94 is specified relative to the still water surface. The
model, however, is compatible with the wave following coordinate system
described by transformation (3.1)-(3.2).

The eddy viscosity K, is expressed according to the Kolmogorov-type
hypothesis (Mellor and Yamada, 1982):

K, =1gS,,, (3.30)

where / is the turbulent length scale, and ¢, the turbulent velocity scale, is
formally introduced as ¢ = (2b)"?, where b is the turbulent kinetic energy.
The dimensionless parameter S,, in (3.30) is an empirical constant; for

stratified conditions, however, it will depend on the Richardson number.
The equation for TKE is as follows:

ob 0 ob ouY (ovY
ZoZ s Zlvigs || = +| =] |-¢, 3.31
o az(q v azJ 7 Ml:(ﬁzj (azJ } ¢ (3-31)

where S, and §,, are empirical constants (S,,=0.39, and S, = 0.2). Equation

(3.31) follows from Eq. (1.24) given in Chapter 1 and parameterization for
eddy viscosity (3.30). Buoyancy forces are ignored in CB94. The term on the
left-hand side of (3.31) is the rate of change of the turbulent kinetic energy,
the first term on the right-hand side describes the diffusion of the turbulent
kinetic energy, and the second term on the right-hand side represents energy
generation by shear. The final term is the dissipation due to turbulent
motion, which is parameterized via another hypothesis by Kolmogorov,

e=q’/(BI), (3.32)

where B =16.6 is a dimensionless constant. The length scale in the CB9%4
model is approximated as a linear function of depth (distance from the
surface):
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I=x(|2]+z,). (3.33)

where x = 0.4 is von Karman’s constant, z| is the depth (expressed in
coordinate system (3.1) for instance), and z, is the surface roughness
parameter (from the water side).

Boundary conditions for the momentum equations (3.28) and (3.29) are
respectively:

K, 2 and K, @ _y. (3.34)
/A oz
Boundary conditions (3.34) imply that the wind stress is along the x-axis.
The turbulent kinetic energy input due to waves is set as a surface
boundary condition (1.128):

Fy=1I4S b _y u’, (3.35)

—=a,
1 67

where a,~100. This parameterization is relatively insensitive to the sea

state for wave ages embracing wind seas from wave age 4,, =c,,, /i, >13

to fully developed situations, where u, is the friction velocity in the
atmospheric boundary layer. For A4,<13, a, is no longer constant and

depends on the wave age.

Equation (3.35) is based on an assumption that wave-breaking
turbulence is a surface source of turbulence. In fact, wave stirring penetrates
to some finite depth. An approach that treats breaking surface waves as a
volume source of TKE is described in Section 3.3.3.

Boundary conditions for the momentum components and TKE at
z — —oo are set in the following way:

Oou ov ob
K, —=0, K,,—=0,and lgS,—=0. 3.36
M bz M@Z q"az ( )

The interpretation of the CB94 model presented here is slightly simplified,
because it involves an infinite-depth layer (i.e., open ocean conditions).

Now consider the situation where the shear production of turbulent
kinetic energy balances dissipation, which leads to the classic logarithmic
boundary layer. The steady state solution for this asymptotic regime is
obtained by neglecting terms with time derivative in (3.28), (3.29), and
(3.31). The balance of two terms on the right-hand side of (3.31),



178 THE NEAR-SURFACE LAYER OF THE OCEAN

representing the shear turbulence production and the dissipation, the
assumption of a constant stress layer, and the surface boundary conditions
produce the relationship:

g=u,(B/Sy)"*. (3.37)

Substituting ¢ and / in (3.32) with (3.33) and (3.37) respectively gives the
classic formula (3.4) for the dissipation rate in the logarithmic layer:

3 3/4 3
P (B/S,) ~__ w’ (3.38)
BK(|Z|~I—ZO) K(|Z|+ZO)

Note that constants in the Mellor and Yamada (1982) closure scheme are
chosen so that S M3B =1 to ensure that for |z| >> z, the logarithmic layer

asymptote (3.4) is achieved; the logarithmic layer (or constant stress layer)
asymptote requires that the Coriolis terms in (3.28) and (3.29) are neglected.

For the asymptotic steady state regime, when TKE is produced at the
surface according to (3.35) and the shear production term is eliminated from
(3.31), the TKE equation represents a balance between the downward
diffusion of energy injected at the surface and dissipation ¢,,,. Thus (3.31)
reduces to

0 oq°
SqKng|:(|Z| + ZO) 6q

V4

3
}:3(| __ (3.39)

2|+ zy)
The solution to (3.39) is as follows:
¢ =c, (|Z|+Zo)n +c_ (|Z|+ZO)_n, (3.40)

where I’l=[3/(Sqlsz)]l/2 =2.4, and constants ¢, and ¢ are to be
determined from (3.36) and the condition of turbulence decay at large depth:
b=0at z—>—-ow. The ¢ term in (3.40) represents decay away from the
surface while the ¢, term should be equal to zero to satisfy the boundary

condition at z — —oo. The turbulence velocity scale is then described as
follows:

g=c ! (|+2)"", (3.41)
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and the asymptotic formula for dissipation rate due to wave breaking reads:
ey =c_(j2|+20)" /(xB) (3.42)

The constant ¢_ can be determined from boundary condition (3.35) to give

(3.43)

gH_/F
s

Figure 3-14. Numerical solution of the Craig and Banner (1994) model for a finite-depth layer
H =100 m. First thin line is the solution for #= 0.5 hr, bold line is the solution for #= 10 hr. Time
interval between lines is 95 min.

When both shear production and diffusion are present, the dissipation
rate can be approximated as a sum of the two asymptotic terms, (3.38) and
(3.43):
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_ u, / 3 Zy !
ER &y, +8WV—W 1+(ZW B_Sq[|Z|TZOj . (344)

where \[3/(BS,) ~0.95.

Adjustment of the turbulence regime to local conditions is relatively fast
(Figure 3-14); in many cases, it is possible to use the steady-state solution
for the upper few meters of the ocean. Figure 3-15 demonstrates the
numerical steady-state solution of the CB94 model, its asymptotes and
analytical approximation (3.44). According to Figure 3-15, formula (3.44)
approximates the numerical solution very well (they are almost
indistinguishable on the plot).

1072 ———r
107
= 10" b 1
N
1 S - ]
107 - - - -Shear only
----- Wave breaking only
—— Numerical solution ]
— Analytical approximation| |
107~ 107 107 107" 10° 10"

eH /F
]

Figure 3-15. Steady state numerical solution of the Craig and Banner (1994) model and its
analytical approximations (3.38), (3.43), and (3.44). Note that approximation (3.44) is difficult to
distinguish in this figure because it is very close to the numerical solution. Reproduced from
Soloviev and Lukas (2003) with permission from Elsevier.

In nondimensional coordinates & = g/c(|z| +z, )/ u, and z= (|z| +2,)/ z,

formula (3.44) reduces to a compact form:
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~ 3 .- —
é=1+a, ,BS 7" »1+0.95¢,,z7". (3.45)
q

For developed waves (4,>13): «a,=95. For developing waves

(4,,<13), «a, is no longer a constant and depends on wave age
A, =cp iy, .

The surface roughness from the waterside, zy, is a critical but still poorly
known parameter. It depends both on the physics of the turbulent boundary

layer and on the properties of the free sea surface. Bye (1988) proposed a
Charnock’s (1955) type formula for z:

zZy =ac u? /g (3.46)

with a.=1400. Terray et al. (1996) concluded that for wave breaking
conditions dimensionless coefficient a. is much larger (a.~150,000). A
magnitude of a,. higher than in Bye (1988) also follows from the modeling

study of the near-surface circulation in Knight Inlet by Stacey (1999) who
noted that it also depends on wave age.

Alternatively, Terray et al. (1996) parameterized surface roughness via
significant wave height:

where ¢, ~1. According to Pierson and Moskowitz (1964), for a fully
developed (equilibrium) surface wave spectrum,

Hg =40, ~1.576x10°u; / g . (3.48)

Assuming that parameterizations (3.46) and (3.47) should converge for
conditions of fully developed waves, that is,

zg=crHg=acull g, (3.49)

one can find that ¢, =1 corresponds to a.=157,600. The two orders of
magnitude difference in a. between authors is an indication of the extent of
the problem of parameterizing and modeling near surface turbulence.
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Integration of the dissipation profile given by equation (3.43) from z =0
to depth hsy (where 50% of the wave energy dissipates) results in the
following equation for /s,

f.

50

edz=au, (3B/Sq )1/2 fh [zo /(z+z, )]" dz=05a,u, (3.50)

The solution of this equation is

hy=2,(2""=1)=z,/3. (3.51)
10’ 10°
o° n°
=, -
¥ ¥
N N
3 3
e1<(|z|+zo)/u* e1<(|z|+zo)/u,,

Figure 3-16. (a) Dissipation rates scaled according to (3.45) and the waterside surface roughness
zo parameterized with (a) (3.46) and (b) (3.47). Points are the COARE EQ-3 bow data (10-min
averages) taken under moderate wind speed conditions (U5 > 9.5 ms‘l). The vertical dashed line
is the logarithmic layer model. The bold dashed curves are the Craig and Banner (1994) model of
wave enhanced turbulence (3.45) at (a) ac = 9x10* and (b) ¢7 = 0.6. Adapted from Soloviev and
Lukas (2003) with permission from Elsevier.
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This means that in the CB94 model, 50% of the wave-breaking energy
dissipates within the layer iy, =c,H /3 (if parameterization (3 47) holds).

Solution (3.51) is invariant with respect to constant «,, However, the vertical
distribution of dissipation rate (3.44) does depend on «,, (in general «,,
is a function of wave age).

In Figure 3-16, the COARE turbulence dissipation rates and the CB9%4
model (3.22) are plotted together in dimensionless coordinates

8K(|Z|+Zo)/ u. and (|z|+zo)/ z,, where z, is parameterized with formula

(3.46) or (3.47). Dissipation rates £ are 10-min averages of the dissipation
rate calculated from 0.1 s segments with techniques described in Section
3.2.5. The wall layer prediction is shown by dashed vertical line&=1.

According to the time averaged experimental results presented here, a
dissipation rate 3 to 20 times larger than the logarithmic layer prediction is
observed in the upper few meters of the ocean under moderate and high wind
speed conditions. We interpret these increased turbulence levels as the effect
of surface wave breaking.

The main cause of the scatter of dissipation rate estimates shown in
Figure 3-16 is believed to be turbulence intermittency, which is a
fundamental property of turbulence (though complicated here by the
intermittency of the wave-breaking events). Gurvich and Yaglom (1967)
presented theoretical considerations based on Kolmogorov’s idea of
intermittent turbulence leading to the conclusion that the dissipation rate of
TKE should have a lognormal distribution.

Figure 3-17 illustrates the average COARE profiles of the dissipation
rate from Figure 3-16. Averaging is done according to Baker and Gibson
(1987); confidence intervals are shown with thin lines. The fit between the
field data and model profiles shown in Figure 3-17a is obtained with z,
parameterized according to (3.46) with a.= 9 x 10*. Further tuning of

constant a. does not improve the agreement between the experimental data
and theory. The same experimental data and the same model are shown in
Figure 3-17b for z, parameterized according to (3.47) with ¢, = 0.6, close to
that of Terray et al. (1996).

From equation (3.48) and equality (3.49), ¢, =0.6 corresponds to a.=
94,560. This is consistent with a.=90,000 obtained from the fit of the CB94
model to the field data shown in Figure 3-17b.

Very close to the ocean surface, a substantial part of the data was
removed from the analysis because of bubbles disturbing the measurements.
The editing procedure thus might bias average dissipation rate estimates
close to the ocean surface because bubble areas are associated with the most
energetic wave breaking events. To determine the constant ¢, , we therefore
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used the deeper part of the experimental profile. (This constant would be
smaller if we used the near-surface part of the profile.)
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Figure 3-17. Average dimensionless dissipation rate profiles for the COARE EQ-3 cruise versus
dimensionless depth at Ujs > 7 ms™, for different parameterizations of the waterside surface
roughness length: (a) formula (3.46) for ac = 90,000, (b) formula (3.47) with ¢;= 0.6. Thin lines
represent the 95% confidence intervals. The vertical dashed line is the logarithmic layer model.
The bold dashed curves are the Craig and Banner (1994) model (3.45). Adapted from Soloviev
and Lukas (2003) with permission from Elsevier.

Figure 3-18 shows the COARE data scaled according to the Terray et al.
(1996) variables |z|/H, and &H/F,. The CB94 model (3.44) with z
parameterized according to (3.47) and with the turbulence flux of the kinetic
energy expressed with (3.35) reads in dimensionless coordinates €H/ F;

and |z|/H as follows:

{1 +a,3IBS,) (1+¢; ™! |z|/HS)2'4}

x (cr +z|/Hs)
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The original Terray et al. (1996) model (3.27), the Craig and Banner (1994)
model (3.44) with ¢, = 0.6, and the logarithmic layer model (3.4) are also
shown.

a) b)
107" 107}
(]
I
e - Heoes o o 50%
10 ] 10" !
‘
‘
/
/
| I
// < ! 2
/l P — average over COARE EQ-3
Y —— 95-% confidence intervals
I'/’/ — — log layer model
'|01 g = = Craig and Banner (1994) model ]
¥ -—-- Terray et al. (1996) model
AR ‘ : | £ :
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Figure 3-18. The normalized dissipation rate, eH,/F,, versus dimensionless depth, z/H,, for (a)
wind speed range from 9.5 m s to 19.1 m s and (b) wind speed range from 7 m s to
19.1 m s'). The CB9%4 dependence is calculated with surface roughness from waterside
parameterized as zy = 0.6 H; Reproduced from Soloviev and Lukas (2003) with permission from
Elsevier.

The horizontal point-dashed line inFigure 3-18 represents the depth of
the layer, Hso = 0.6H,, within which 50% of the wave energy dissipates
according to the model of Terray et al. (1996) given by (3.27). Depth hs,
where 50% of the wave induced turbulence energy dissipates, is determined
for the Craig and Banner (1994) model by /sy = zy/3 (see (3.51)). With
parameterization (3.47) for ¢;= 0.6, this corresponds to

hsy ~0.2H (3.53)

which is 3 times smaller than Hsy from Terray et al. (1996). Equation (3.53)
means that 50% of the wave breaking turbulence dissipates within only 20%
of significant wave height.

According to Figure 3-18a, the near-surface dissipation rates are in a
better agreement with the Craig and Banner model (3.52) using the Terray et
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al. (1996) parameterization (3.47) than with the original Terray et al. (1996)
model (3.27). Note that no tuning coefficients are available in the original
Terray et al. (1996) model. Model (3.52) predicts lower values of dissipation
than model (3.27) in the layer, z| >0.4 Hy; above this layer, model (3.52) has
larger dissipation rates than (3.27).

A possible reason for this difference is the use of the wave following
versus fixed co-ordinate system. If the wave breaking energy substantially
dissipates above the trough line, and the vertical dissipation rate profile is a
nonlinear function of depth, then the difference between fixed and wave-
following measurements can be significant. For instance, in a fixed
coordinate system it is practically impossible to study near-surface layers
with a thickness less than the surface wave height. In fact, any observational
point between the wave trough and crest will alternate between water and
air. Therefore, in order to study turbulence above the trough line, a wave-
following coordinate system is required. We follow here Csanady’s (1984)
suggestion to analyze the near-surface data in the coordinate system
connected to the ocean surface. The Craig and Banner (1994) model is
consistent with the Csanady (1984) concept. The Terray et al. (1996) model,
which is originally fit to tower-based data, would produce a different
dissipation profile in the wave-following coordinate system.

Two other possible reasons for unresolved differences between (3.27)
and (3.52) can be related to the fact that model (3.27) is substantially based
on the fit to a tower-based data set. The standard Taylor hypothesis of a
frozen field of turbulent eddies cannot be directly applied for the turbulence
analysis of the tower-based measurements because the velocity fluctuation is
not small relative to the mean flow. Also, nonlinear components of surface
waves, which are not removed from the tower-based velocity records, might
result in an overestimation of &.

It should be noted that there is no reliable estimate of the average
dissipation rate within the wave-turbulent layer |z| < 0.6H; in the literature.
The constant dissipation rate that is set in (3.27) for |z| < 0.6 H, is not based
on any experimental data; it results from energy constraints. In Soloviev and
Lukas (2003), the dissipation data were averaged in a wave-following co-
ordinate system and were available starting from a depth |z| = 0.1H;. These
estimates of the dissipation rate in the layer stirred by breaking surface
waves could, however, be biased because of extensive editing of the bubble-
disturbed segments. This editing procedure might exclude the most energetic
turbulence events associated with breaking waves from the statistics. The
experimental dissipation profile systematically deviates from model (3.52)
for |z| < 0.6 H, (Figure 3-18a). In the layer 0.1 H, < |z| < 0.6 H, the integral

dissipation rate, fg(z)dz , 1s about 5 times less than that predicted by model

(3.52). This suggests that during these measurements about 80% of the wave
energy dissipating in the layer stirred by breaking waves might be
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unaccounted for because of bubble disturbances. Though we are using here
the averaging technique of Baker and Gibson (1987) that accounts for the
turbulence intermittency, it nevertheless may not completely compensate for
editing bubble-disturbed segments. For the same reason, the confidence
intervals might also be underestimated close to the ocean surface.

Figure 3-18b shows the same graphs but for the average dissipation rate
profile for moderate and high wind speed conditions (U;s =7 ms” - 192 m
s™). The experimental profile in Figure 3-18b extends to deeper layers than
in Figure 3-18a. The interpretation of Figure 3-18b is, however, hindered
because of larger uncertainty in the significant wave height data than in
Figure 3-18a. In the experiment of Soloviev and Lukas (2003) this
uncertainty rapidly increases with the decrease of the wind speed.

The main features of the CB94 model can be summarized as follows:

1) Prandtl-type mixing length specification;

2) A turbulent kinetic energy equation representing a balance between
parameterized versions of diffusion, dissipation and shear generation;

3) The Kolmogorov-type eddy viscosity (proportional to the mixing)
length and the square root of turbulent kinetic energy;

4) Dimensionless constants (x, B, Sq, Sy) are determined from fluid
dynamics problems that are not related directly to wave enhanced
turbulence.

5) A surface turbulent kinetic energy input, due to the waves, set
proportional to the cube of the friction velocity.

We should make one final remark here about the CB94 model, which is
based on the turbulence closure scheme of Mellor and Yamada (1982).
There have been reports that this closure scheme does not work well in flows
with negligible shear-production (Umlauf and Burchard, 2001). Though the
flow in spilling wave breakers is not shear free because of intense air
entrainment leading to the formation of a bore-like structure (Section 1.6.4),
the length scale hypothesis (3.33) may not necessarily hold in this case. In
the next section we consider the model of Benilov and Ly (2002), which
intends to address this problem.

3.3.3 Benilov and Ly (2002) wave-turbulent model

The CB94 model treats breaking waves as a surface source for the
turbulent kinetic energy. Benilov and Ly (2002; hereafter BL02) considered
breaking waves as a volume source of energy. They incorporated wave
kinetic energy b, into the turbulent kinetic energy budget equation (1.24)
following ideas of Kitaigorodskii et al. (1983):
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2 2
@zPrb’li v, [@ﬁLaw ab‘”j +V, (G_uj +(@) -, (3.54)
ot 0z 0z 0z Oz Oz

where Pr, is the Prandtl number for the turbulent kinetic energy diffusion, G,
= Pry/Pr, Pr. is the turbulent Prandtl number for dissipation rate,

bwz%(ufv+vi,+wfv), u,,v,,w, are the velocity components of the

potential velocity wave field, and the eddy viscosity in terms of k-g
turbulence theory is as follows:

v, =cb’le=1b"7, (3.55)

Parameterization (3.55) for eddy viscosity v, is derived from the same
(Kolmogorov type) hypothesis as that for K, in the CB94 model. The
numerical values of the corresponding empirical constants in BL02 are
however somewhat different form CB94. We therefore reserved a separate
symbol for eddy viscosity in this section.

A common estimate of the turbulent Prandtl number is Pr,= 1, and
constant ¢, is the dimensionless empirical constant with typical numerical
value ¢, = 0.09 (Hoffmann, 1989). Equation (3.54) is similar to the regular
form of the kinetic energy budget equation (3.31). There is, however, an
important difference—the kinetic energy of potential waves b, appears to
enter the turbulent kinetic energy budget in the form of the turbulent
diffusion of the wave kinetic energy. Parameter c,, shows the relative wave
kinetic energy that can be transferred by turbulence. According to Longuet-
Higgins (1969) o, <<I.In the formulation of BL02, parameter o, is an
eigenvalue of the boundary layer problem.

In the BLO2 model, the equation for length scale (3.33) is replaced with
the equation for dissipation rate in the form of k-¢ turbulent theory with an
extra term IT,, which is the wave source of dissipation increase:

2 2 2
%:Prg'li(w%j+clcvb (a—”j +[@j -5, (3.56)
ot Oz 0z 0z Oz b

where ¢, ¢,, and ¢, are the dimensionless constants.
As b, — 0, equation (3.54) reduces to the corresponding equation (3.31)

in the CB94 model. As we mentioned above, the numerical constants in
CB94 and BLO02 appear to be somewhat different. The variability of all
constants for the k-& group models is discussed in Patel et al. (1984). In order
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to preserve the integrity of the BL02 model we accept the same typical
numerical values, Pr, = 1.3, ¢; =1.44, ¢, = 0.09, ¢, = 1.92 as in the original
BL02 model. The impact of the variability of constants on the BL02 model
output has not yet been studied.

The term II, in the equation for & describing the “production of
dissipation” due to the wave kinetic energy b, is not known. From general
considerations, it should vanish as z-—>—c because the wave motion
degrades far enough from the ocean surface. The system of equations (3.54)-
(3.56) has hence two unknown functions: the kinetic energy of potential
waves, b,,, and the production of the dissipation rate by waves, IT .

An analytical expression for the vertical distribution of the wave kinetic
energy, b, (z), can be obtained from the linear theory of waves. The wave

kinetic energy via the spectrum of surface waves S, (w) is described by the

formula:

b,(z)= A ES,] (o)’ exp(—2a)2 |z|/g)da) , (3.57)

which follows from the formulation of the surface wave spectra via the
Fourier-Stieltjes integral (see Chapter 1, Section 1.6.5).

For the spectrum of surface waves in the form (1.127), which is the
Pierson-Moskowitz spectrum, Benilov and Ly (2002) derived the following
formula:

b, (Z) =b, (0)(1 + /|Z|/L* )exp(—1 /|z|/L* ) , (3.58)

where b,(0)=0.54,(g/@,) . L =g/(240,*)=0,/(128,"). B, =107,
O'; is the variance of surface wave elevation, and @, is the frequency of the

surface wave spectral peak.

Boundary conditions for the momentum balance equations, (3.28) and
(3.29), remain the same as for the CB94 model (3.34). The boundary
condition for the kinetic energy balance equation (3.54) is specified as the
kinetic energy flux at z = 0:

F,=Pr,’ VT%(Z)'FO'WbW), (3.59)

where the energy flux £, can be expressed either via the wave phase speed,
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= Yinppe,, (3.60)

or via the friction velocity as in (3.35). Here ¢,, =g/®, is the phase
velocity of the wind waves spectral peak o,

The boundary condition for the dissipation rate & in equation (3.56) is
specified as follows:

e(0,1)=¢,. (3.61)
As, z—> -0,

ob ou ov

—=0,¢=0,v,—=0,and v, —=0. 3.62

0z T oz s ( )

Following the vertical structure of the upper ocean turbulent boundary
layer outlined in Section 3.1.4 (Figure 3-1), there are three intermediate
asymptotic solutions:

1) The wave-stirred layer. This is a layer where the surface wave effect
dominates and defines the dynamics of the turbulence. Hence, in the
equation for the turbulent kinetic energy (3.54) the energy production by the
mean shear can be neglected (perhaps, except the upper few millimeters
where the viscous effects between wave-breaking events are of importance).
The vertical diffusion of the turbulent kinetic energy is relatively small in
this layer due to anticipated nearly uniform vertical distribution of TKE.

Thus in the wave-stirred layer, 0 < |z| <H, . :

and v, K&_u] + (@] } <<eg (3.63)
0z Oz

The equation of TKE budget (3.54) in the steady case reduces as follows:

o, PrbI%{VT(@’Hzg (3.64)

ob
0z

w

V4

<o

w

Rather than dealing with basically unknown function IT, in (3.56), the
BL02 model defines the turbulence length scale for the wave-stirred layer
from relationship,
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db

Pr'v, —%=rb"b,, (3.65)
dz

and from accepting the hypothesis that the correlation coefficient », = const.

Substituting the Kolmogorov type relationship (3.55) into (3.65) results in
the following equation:

s

= ;(bw/ﬂz 20,7 Pr, rL*[1+ H] (3.66)
dz L

where y is the dimensionless proportionality constant.
Equation (3.64) with relationships (3.55) and (3.66) has an exact solution
in the form:

3/2

35 (14 L) exp(~I7L )

/g, = , (3.67)

e [ (1 JT Jex( 72|

where L, = H, /(486,"”)~0.21H, and

¢ =aF,/ Hy, (3.68)

and a, 1s a dimensionless coefficient.

2) The turbulence diffusion layer. This layer is a transition zone between
the wave-stirred layer and the layer where the mean shear controls the
turbulent regime,

H,  <|{<H,. (3.69)

In this layer, the wave stirring effect, however, becomes insignificant
compared to the turbulent diffusion, that is,

@
dz

db,

—1. (3.70)

>>0,
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The turbulent diffusion nevertheless still exceeds the mean shear
contribution into the turbulent kinetic energy budget, which can be expressed
by the following inequality:

vy [(a—uj +(@j }«g. (3.71)
Oz 0z

The BL02 model finds the solution in this layer as an intermediate
asymptotic, where the turbulent kinetic energy flux is balanced by the
dissipation, and the dissipation production term II, is assumed to be
insignificant. Equations (3.54) and (3.56) then reduce to a set of two
nonlinear ordinary equations:

d db b*
Pr'—| v, — |= =c —=[p"? 3.72
rh dZ(VT dzj 87 VT Cv £ B ( )
d de gl
Pr'—|v, == |=¢, . 3.73
. dz( szj ) b (3.73)

The boundary condition for (3.72) and (3.73) is set at z = -H,,; in the
following way:

2
c, Pr, (b—ﬁJ
& dz

is the turbulent kinetic energy flux from the wave-stirred layer,

= QW—s7 & z=—H, = ‘91 > (374)

z=—H,

where ¢,

s
and ¢g; is the dissipation rate at the lower boundary of the wave-stirred layer.
As |z| —H,  —oo, the solutions for b and ¢ tend to zero since the

asymptotic analysis assumes that the boundary conditions at the lower
boundary of this layer does not influence the solution. This implies that the
turbulence diffusion layer is sufficiently thick for the existence of the
asymptotic behavior of the solution.

There is an ambiguity in the BL0O2 model in identifying the boundary
between the wave-stirred and turbulence diffusion layer, z=—-H __,
which is in fact the boundary between two asymptotic solutions. This
ambiguity extends to the formulation of the TKE flux ¢, at z=-H

s w—s *
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We will use here continuity of the dissipation rate ¢ at z=—H,_  and

the value of coefficient a. in the formula for the surface dissipation rate of
wave energy (3.68) preserving the total energy form wind to waves in the
following way:

-H, ¢ 0
j edz + j edz=F,. (3.75)
o H

Boundary conditions (3.74) are correspondingly specified as follows:

2
c, Pr, (b— dzbJ
& dz

The exact solution of (3.72)-(3.73) for the dissipation rate in the turbulence
diffusion layer is found in the form:

=F - (] edz, &

- HW*S

v, =& (3.76)

ZZ_HW*?

e=g1+(|s-H,,)/L, |, (3.77)

where €, and L+ are linked by boundary conditions (3.76) as follows:

L =3q,, /¢, (3.78)

and parameter v, is set as v, =4 based on the laboratory measurements of

the turbulence decay behind an oscillating grid (Thompson and Turner,
1975).

3) The logarithmic layer. For this layer we accept the formula for constant
stress layer,

g, =u/(xlz]). (3.79)

This solution is simply added to the wave solution to obtain the following
parameterization formula for the dissipation rate:

E=¢,+¢€, 3.80)
sh wy (

where ¢, is the shear-generated dissipation, and &, is the wave-induced

dissipation. The latter is described for developed waves by equations (3.67)-
(3.77), which are combined below into a single expression:
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7
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Figure 3-19. Normalized dissipation rate e¢H,/F, versus dimensionless depth |z|/H| according to
field (open ocean) and theoretical results. Here: ¢ is the dissipation rate of the turbulent kinetic
energy, Fy the flux of the kinetic energy from wind to waves, and H; the significant wave height.
Wind speed range is from 7 m s to 19 m s, The Craig and Banner (1994) model is calculated
with surface roughness from waterside parameterized as z, = 0.6 H; the Benilov and Ly (2002)
model is for A, /H, = 0.4, where H, is the effective depth of the wave-stirred layer.
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The Benilov and Ly (2002) model accounts for the transfer of kinetic
energy from breaking waves to turbulence and the length scale is not
constrained by formula (3.33). This model is therefore expected to perform
well in the wave-stirred layer. Note that in the diffusive and logarithmic
sublayers this model is practically identical to CB94.

An important feature of the Benilov and Ly (2002) model is that it does not
require the z, to be specified (as in CB94 model). The surface roughness
from waterside is no longer a model parameter in Benilov and Ly (2002). In
the wave-stirred layer, the Benilov and Ly (2002) model, nevertheless,
employs a simplified version of the dissipation rate budget equation, which
unfortunately introduces a new adjustable parameter, which is the effective
depth of the wave-stirred layer, H,, /H;.

Figure 3-19 summarizes the results of the recent field and theoretical
studies of wave-enhanced turbulence. In order to minimize the influence of
thermohaline stratification effects on near-surface turbulence characteristics,
only the data obtained during high wind speeds are analyzed. The one-month
long data set of Soloviev and Lukas (2003) was collected under various
wind-wave conditions. The contribution of remotely forced swell to the
significant wave height, H,, could contribute some scatter in the
nondimensional dissipation rate, ¢H,/F,, and the nondimensional depth,
|z|/H.

Solution (3.80) is shown in Figure 3-19 in comparison with the field
data. At H,./H; = 0.4, parameterization formula (3.80) approximates
reasonably well both Thorpe et al. (2003a) and Drennan et al (1996) data
sets (in contrast to the analysis shown in Figure 3-13b); it is also con-
sistent with the Soloviev and Lukas (1993) data.

3.3.4 Concluding remarks on wave-enhanced turbulence

One of the first observations of near-surface turbulence dissipation was
made by Stewart and Grant (1962) with a velocity sensor (thermo-
anemometer) mounted on the bow of a vessel. Their data indicated that
wave-generated turbulence essentially dissipates above the trough line.

A similar conclusion was reached by Soloviev et al. (1988) based on the
analysis of dissipation rate profiles obtained with a free-rising profiler and of
the observations made by Arsenyev et al. (1975), Jones and Kenney (1977),
Dillon et al. (1981), and Oakey and Elliott (1982). In nondimensional
coordinates g|z|/ u? and SK‘|Z|/ u_ , the dissipation rates were near or slightly
exceeding (within a factor of 2-3) the logarithmic layer prediction. Soloviev
et al. (1988) suggested that all of these data came mainly from below the
layer of wave-enhanced turbulence. However, these analyzed data were
confined to moderate and low wind speed conditions. Later, Greenan et al.
(2001) and Thorpe et al. (2003a) obtained dissipation rate data sets under
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high-wind speed conditions and developed seas (Figure 3-19) that appeared
to confirm the conclusion of Stewart and Grant (1962) and Soloviev et al.
(1988) that the main part of the wave-generated turbulence dissipates within
a near-surface layer, whose depth is less than one significant wave height.

Tower-based turbulence measurements made in a lake by Kitaigorodskii
et al. (1983) and Agrawal et al. (1992) under a wide range of wind speed
conditions produced evidence in favor of a thicker layer of wave enhanced
turbulence and higher turbulence levels. Terray et al. (1996) proposed a new
scaling that accounted for the limited fetch in the lake observations and
dramatically reduced the difference between the two groups of data. Some
differences, however, could not be explained solely by difference in fetch
and wave age and might be related to methodical issues. The interpretation
of the above tower-based turbulence measurements is somewhat uncertain
because the transfer from frequency to wavenumber domain is not well
defined for oscillating flows.

For turbulence measurements, Soloviev et al. (1988) used a free-rising
profiler, Greenan et al. (2001) employed a free-gliding instrument, and
Thorpe et al. (2003a) utilized an autonomous underwater vehicle (AUV).
All of those were moving instruments: It is apparently easier to satisfy
Taylor’s hypothesis of frozen turbulence with a moving instrument. All of
those three instruments at some extent follow surface waves and, hence,
have a tendency to provide the data in the Lagrangian wave following
coordinate system (see Section 3.1.1). At the same time, the
parameterization of Terray et al. (1996) is based on tower data that are
collected and interpreted in a fixed coordinate system.

Energy budget considerations provide an estimate of the wavelength A;
where the transition toward the dissipation regime occurs (Kitaigorodskii,
1991):

Aais =27E; " Nag) (3.82)

where E) is the energy flux from the region of energy input through the non-
dissipative region of the wave spectrum toward the dissipation subrange, and

a ~1x10™* according to the most recent estimates of Gemmrich and

Farmer (1999). Following Gemmrich et al. (1994), we equate this energy
flux to the integral dissipation of surface wave energy due to wave breaking
in the upper ocean, which in stationary conditions is equal to the flux of the
TKE at the air-sea interface, £y = F. According to Pierson and Moskowitz
(1964), for the saturated surface wave spectrum, the dominant wavelength

A, = 27za2uf /g, where a, =8.3x 107> . From equations (3.35) and (3.82), it

follows that Ay /4, = aWZ/ 3 /(aya,) = 0.26 . This means that breaking waves
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are much shorter than the dominant wave. Moreover, in the open ocean
about 98% of breaking waves are of spilling type, which do not penetrate
deeply (Gemmrich and Farmer, 1999). About 2% of breaking events show
deeper penetration. The deeper penetrating events, which are typical for
plunging wave breakers, however, play a minor role in upper ocean
dynamics (even under the condition of swell opposing wind waves, when the
occurrence of deep penetrating events increases to 10% of the total number
of breaking waves). The turbulent kinetic energy produced by spilling
breakers is localized in a shallow layer (also due to intensive bubble
entrainment—see Melville, 1994) and decays quickly with depth (Ly and
Garwood, 2000; Benilov and Ly, 2002). This is consistent with results
shown in Figure 3-19, indicating that the wave-breaking energy mostly
dissipates within less than one significant wave height from the ocean
surface.

The flux of the TKE at the air-sea interface F is the principal component
of the upper ocean parameterization schemes considered above. Although
the direct (eddy correlation) measurement of Fj is still a challenge, it can be
estimated as the integral of the growth rate over the surface wave spectrum
(see Section 1.6.6). Remote sensing techniques may provide an effective
way for obtaining information about the frequency-direction spectrum of
surface waves on global scale.

In our analysis of wave-enhanced turbulence we have ignored
convection as a source of TKE in the near-surface layer of the ocean.
According to Lombardo and Gregg (1989), the dissipation rate of TKE due
to gravitational convection in the upper ocean

£ ~~arg0y/(c,p). (3.83)

where a7 is the thermal expansion coefficient of seawater, g the acceleration
of gravity, and Qy is the net surface heat flux. For Oy = 200 W m™, we obtain

g, =2x107 W kg, which is much less than typical dissipation rates

observed in the upper few meters of the ocean under high wind speed
conditions (Figure 3-12). Thus, gravitational convection is not a primary
source of turbulence in this case. Addition of the salinity effect due to
evaporation (see (3.96)) does not change the above estimate substantially.

The models of CB94, Terray et al. (1996), and BL02 do not consider
bubbles. A model of wave-enhanced turbulence incorporating the buoyancy
effect of bubbles, which has yet to be developed, could probably provide a
better insight into the problem of turbulence closure.
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3.4 Effects of Thermohaline Stratification

In this section we consider the effect of thermohaline stratification on the
near-surface turbulence. Air bubbles produced as a result of wave breaking
also create density stratification, which may affect near-surface turbulence.
The role of bubbles will be considered in Section 6.1.

Figure 3-20 shows the turbulence dissipation data obtained in stratified
conditions, below the layer of wave-enhanced turbulence. The dissipation
rate exhibits a three order of magnitude enhancement compared to the log
layer prediction. This is a much stronger relative increase of the dissipation
rate compared to what can be caused by surface wave breaking. This shows
that the effect of stratification on the dissipation of turbulent energy in the
near-surface layer of the ocean can be significant.

3.4.1 Formulation of the Monin-Oboukhov theory for the upper
ocean

The effect of thermohaline stratification on the turbulent boundary layer
can be characterized via the stability parameter, ¢ = |z|/ L, , where |z| is the
depth and L, is the Oboukhov length scale. The stability parameter is related
to the Monin-Oboukhov similarity theory, which has been found useful in
many studies of the atmospheric boundary layer (see Chapter 1).

Application of the Monin-Oboukhov theory to the upper ocean boundary
layer, however, is not straightforward. The main problem is that the velocity

scale in water is \/p/ p, =30 times smaller than that in air. For the identical

length scale the kinematic mixing coefficient in water is about 30 times
smaller than in the air. It therefore takes much more time for heat and
momentum fluxes from the ocean surface to propagate to the same distance
in the oceanic boundary layer compared to the atmospheric boundary layer.
During this time interval surface heat fluxes may change significantly,
especially due to the diurnal cycle of solar radiation. This can make the
Oboukhov scale, which includes the surface fluxes, irrelevant.

Soloviev et al. (2001) suggested using an earlier version of the Monin-
Oboukhov theory for upper ocean conditions, which was formulated in terms
of the gradient Richardson number,

Riz gp '0ploz (3.84)
(ou/oz)’ +(ov/oz)" '

where p is the density, z is the depth, # and v are the horizontal velocity
components, and g is the acceleration of gravity.
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Figure 3-20. The effect of stratification on near-surface turbulence.

Although ¢ and Ri are both related to the stratified turbulent boundary
layer, ¢ is a function of the surface boundary conditions and Ri is a
function of the local density and velocity gradients. For a statistically steady
and homogeneous turbulent boundary layer, parameters ¢ and Ri are
related:

¢ for0=2¢2>¢,

CI(1+ ) for >0’ (3:85)

Ri(¢)=¢4,(¢)4,(5)” ={

where [ is a dimensionless constant, and ¢, and ¢, are the universal

functions for density and velocity respectively (see Chapter 1). According to
(3.85), Ri monotonically increases with ¢, achieving an extreme as

g —oo:

Ri({)|..= B =Ri, ~0.25 (3.86)
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The Richardson number within the steady turbulent boundary layer is
restricted from above to its critical value Ri, . If the Richardson number
exceeds the critical value, this is an indication that this is an area outside of
the surface turbulent boundary layer.

From (3.85), ¢ can be expressed as a function of Ri:

~ Riat-0.20<Ri<0 187
6= Ri/(1-Ri/Ri,) at 0O< Ri<Ri, 87

(The analytical relationship between Ri and z is bulky for ¢<-0.20;
therefore it is not shown in (3.85) and (3.87).)
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Figure 3-21. Universal functions for dimensionless (a) shear ¢, , (b) density gradient ¢ s (©)
dissipation rate of the turbulent kinetic energy ¢£ , and (d) turbulent eddy coefficient
¢Km expressed as a function of Ri. Reproduced from Soloviev et al. (2001) by permission of
American Geophysical Union.

The universal functions for velocity ¢,(¢), density @(¢), and dissipation
rate @4<) can then be expressed through Ri using formula (3.87). We do not
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give here the corresponding analytical expressions, ¢,(Ri), @,(Ri,), and
@A Ri) because of their bulkiness. They can be easily derived from (1.155),

(1.156), and (1.157) by substituting ¢ with Ri according to relationship
(3.87).
The coefficients of turbulent exchange for momentum and scalar

properties in the boundary layer are defined as K,, = —w'u'/0u/0z and

K =—-w'p'/0p/0z respectively. Using the definition of the universal

functions in the Monin-Oboukhov theory (see formulas (1.151)-(1.153) in
Chapter 1), the mixing coefficients can be expressed as follows:

K, =xu,|Z|/4, (3.88)

K, =kp,|z

/9, (3.89)

where u,’= (—w_'u') .., and p, =(w'_p’)‘ 0/(Ku*).

Figure 3-21 shows boundary layer functions ¢, = (K|z|/u*)8u/ oz,
—\ 3/2
8, = x|/ p.)opl oz, ¢, =ex|d|/(wu') ", and gy, =K, /(xu.
versus Ri. It is remarkable that the vertical shear and density gradients as
well as the dissipation rate increases sharply when Ri approaches its critical
value, Ri (corresponding to the mixed layer bottom), while the turbulent
exchange coefficient vanishes as Ri - Ri, .

z|) plotted

The stratified turbulent boundary layer has the following three asymptotic
regimes: 1) logarithmic layer (no stratification effects, i.e., Ri = 0), 2) free
convection (unstable stratification and u, =0, i.e., Ri =—o0, and 3) marginal

stability (Ri =Ri, ).
3.4.2 Asymptotic regimes
a) Logarithmic layer

With neutral stratification (i.e., Ri=0) the buoyancy forces are not
important, and Ri falls out from the set of defining parameters in the
Monin-Oboukhov similarity theory. As a result, functions ¢,, ¢, 4,, and

&, become constants. According to conventional normalization:
$,(0)=¢,(0)=4,(0)=¢, (0)=1. The shear and vertical gradient of a
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scalar property in this layer for |z| >>z, are determined by well-known

formulas:

ouloz=u,/(x|z

). (3.90)

oploz=p,/(xl|). (3.91)
The dissipation rate of TKE in the logarithmic layer

g=uf/(1c|z

). (3.92)

while the mixing coefficient is

K, =xu, z| . (3.93)

The very near surface part of the oceanic turbulent boundary layer is
subject to strong wave influence. The wave dissipation is essentially
concentrated within a relatively thin near-surface layer of the ocean, equal to
only about 20% of the significant wave height (Section 3.3.4). Csanady
(1984) and Cheung and Street (1988) showed that the surface waves
influence only the surface roughness parameter z, rather than the logarithmic
velocity law.

b) Free convection

According to Beljaars (1994) the mixing coefficients for unstable
stratification and zero wind stress can be expressed as follows:

K, =xw,|z|, (3.94)
where
w, =a,(hB,)" (3.95)

is the Priestly (1959) convective velocity scale, a, is an empirical constant

close to unity, /4 is the mixed layer depth, and B, is the vertical buoyancy
flux. A similar expression can be derived for K.
The dissipation rate of the TKE under free-convection conditions is
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e=-a,80,/(c,p)+ BsS,g0; /(Lp), (3.96)

which differs from (3.83) by an additional term due to evaporation from the
sea surface and the respective salinity increase. Here S, is the surface
salinity, and L is the latent heat of vaporization.

¢) Marginal stability

The situation when Ri is near its critical value is of special interest. In
this case, the flow is in the so-called regime of marginal stability (Turner,
1973). This is a self-regulated state where the flow adjusts to the existing
gross shear and stratification. It is characterized by essentially linear profiles
of horizontal velocity and density (note that the linear profiles of density and
velocity are the asymptotic limit of relations (1.152) and (1.153) as { — .
The regime of marginal stability has been observed in the atmospheric
boundary layer over the ice in Antarctica, in the nocturnal atmospheric
boundary layer, in the outer boundary layer of the gravity current (Turner,
1973), during dust storms in the atmosphere (Barenblatt and Golitsyn, 1974)
and in the equatorial diurnal thermocline (Kudryavtsev and Soloviev, 1990).

The self-regulated layer effectively isolates the near-surface turbulent
boundary layer from the water below. From (1.152), (3.87), and (3.88) it
follows that for 0<Ri<Ri,,

K, =K,(1-Ri/Ri,), (3.97)

where K, =xu,

Z| is the coefficient of turbulent mixing in the logarithmic

boundary layer. According to (3.97) the turbulent boundary layer exchange
vanishes when Ri — Ri, . Actually, K, |;_, #0 because there is always

some background turbulence below the mixed layer (i.e., for Ri>Ri, )

caused by intermittent mixing events. However, K, <<K,.

|Ri=Ri(.,

3.4.3 Boundary layer scaling of the velocity and dissipation rate
profiles

Though the gradient Richardson number Ri appears to be a convenient
parameter for study of the upper ocean turbulent boundary layer, its
measurement iz sifu is complicated by velocity measurement errors. Within
the turbulent boundary layer the observed shear is usually small (on the
order of the measurement accuracy or even less), which results in an
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enormous relative error for Ri. (Note that in definition (3.84) the shear
enters into the denominator.) Velocity measurements involve both
systematic and random errors. However, it is notable that acoustic Doppler
current profiler (ADCP) techniques provide almost unbiased shear
measurements (limited only by the effects described by Lien et al. (1994)),
thus substantially reducing the systematic error. Ensemble averaging can
significantly reduce the random error.

Shipboard ADCP instruments typically obtain measurements from the
depth range 16 m - 300 m. The boundary layer laws can be tested with this
technique only for relatively high wind speed conditions when the mixed
layer depth exceeds 20 m.
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Figure 3-22. Dimensionless shear ¢, = (K |Z|/ u, ) Ou/ 0z as a function of Richardson number
Ri. The bold line represents the turbulent boundary layer law from atmospheric measurements.
Points are the observations from the depth range of 20-80 m for three R/V Wecoma surveys
during TOGA COARE. Measurements taken under light winds (2, < 0.3 cm s™) are excluded.
The vertical dashed line represents the critical value of the Richardson number, Ri.. = 1/4; while
the horizontal dashed line corresponds to the logarithmic layer dependence. Reproduced from
Soloviev et al. (2001) by permission of American Geophysical Union.

In Figure 3-22, observations of shear within the depth range of 20—-80 m
are plotted as a function of the Richardson number. The data were taken
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from the repeated ship track observations of the R/V Wecoma during TOGA
COARE. The Richardson number was calculated from the towed undulating
CTD (SEASOAR) and ADCP gridded data (10 m in depth and ~3 km in
horizontal distance) and the formula,

Ri=N?/S,’, (3.98)

where N* =gAp/Az/p and S’ = (Au/Az)2 +(AV/AZ)2 . The averaging is

performed on the corresponding depth surfaces along the individual R/V
Wecoma sections. Note that the terms in the numerator and denominator of
the expression for the Richardson number are averaged separately.
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Figure 3-23. Dimensionless shear (from Figure 3-22) averaged within the mixed layer (i.e., Ri <
0.25). Circles represent the mean for overlapping intervals of ARi = 0.1. The 95% confidence
limits are constructed on the basis of Student’s distribution (Rabinovich, 1995). The bold line
represents the theoretical turbulent boundary layer law averaged over the same Ri intervals. The
horizontal dashed line is the logarithmic layer dependence. Adapted from Soloviev etal. (2001)
by permission of American Geophysical Union.

The shear magnitude in Figure 3-22 is normalized with the friction
velocity calculated from the meteorological measurements with the COARE
2.5 bulk flux algorithm. There are 17 points within the Richardson number
range —0.1< Ri < 0.05 that correspond to the logarithmic layer regime. Most
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of the shipboard ADCP measurements during the R/V Wecoma surveys are,
however, taken at higher magnitudes of the Richardson number, when the
influence of stratification cannot be neglected. Within the turbulent
boundary layer ( Ri < 0.25) the boundary layer dependence is consistent with
the experimental data, however the scatter of the individual points is
relatively large. For Ri> 0.25 the data are more scattered. Note that the
universal boundary layer dependences are not defined for Ri> Ri . (This
implies criteria Ri = Ri, as a definition of the surface mixed layer depth.)
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Figure 3-24. Dimensionless dissipation rate ¢g =&K |Z |/ u: as a function of Ri during TOGA
COARE. The bold line corresponds to the turbulent boundary layer law. Points are the dissipation
rate of turbulent kinetic energy ¢ from Moum and Caldwell’s (1994) and Smyth et al.’s (1996)
turbulence measurements. Friction velocity #, is calculated from the WHOI mooring
meteorology data using the COARE 2.5 bulk flux algorithm (Fairall et al., 1996). The horizontal

dashed line corresponds to logarithmic layer dependence. Reproduced from Soloviev et al.
(2001) by permission of American Geophysical Union.

In Figure 3-23, the shear data for Ri < Ri, are averaged for overlapping
Richardson number intervals, ARi= 0.1. The averaged shear is shown as a
function of the averaged Richardson number. For consistency the theoretical
boundary layer dependence is also averaged over the same Ri number
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intervals on this plot. Within the turbulent boundary layer the averaged
dissipation rates are consistent with the theoretical boundary layer
dependence, demonstrating the striking effect of increased shear at
Ri~Ri, =0.25. Some points, however, deviate from the theoretical
dependence by more than the 95% confidence interval.

Dimensionless dissipation rates are plotted as a function of the
Richardson number in Figure 3-24. Measurements made under light winds
(u,< 03 cm s') are excluded. The boundary layer dependence for
dissipation rate (bold line) is consistent with data from within the mixed
layer (i.e., Ri<Ri,). Outside the mixed layer ( Ri > Ri, ), the dimensionless
dissipation rate data are almost randomly scattered; this can be explained by
the fact that the boundary layer scaling is no longer valid outside the
turbulent boundary layer. The rate of turbulence dissipation below the
surface mixed layer relates to the statistics of internal wave shear rather than
to the surface forcing (Peters et al., 1988). To some extent, internal wave
breaking events may depend on surface wind stress as well (Thorpe, 1975),
which is, however, beyond the scope of this book.
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Figure 3-25. Dimensionless dissipation rate from Figure 3-24 averaged within the mixed layer
Ri < 0.25. Reproduced from Soloviev et al. (2001) by permission of American Geophysical
Union.
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In Figure 3-25 the averaged dissipation rate data for Ri < Ri, are
presented as in Figure 3-23. The averaged data are consistent with the
boundary layer dependence (three points, however, deviate from the
theoretical dependence by more than the 95% confidence interval). The
maximum dimensionless dissipation rate of TKE near the bottom of the

mixed layer &~5x10’u /(xc|z|), which substantially exceeds the log layer

prediction, &=u; /(K|Z|). The strong increase of the dissipation rate as
Ri— Ri

Wyngaard et al. (1971) formula (1.154). Note that the increase of ¢ at Ri ~
Ri.. is not in contradiction to the decrease of dimensionless mixing

coefficient K, /(xu,z) predicted by (3.97); this is because K, also depends

which corresponds to ¢ — oo, is in accordance with the

on the turbulent mixing scale that rapidly decreases at Ri — Ri .

3.5 Parameterization of Turbulent Mixing
3.5.1 Parameterization of wave-enhanced mixing coefficient

In the framework of the CB94 model, the vertical mixing coefficient due
to wave breaking can be calculated from the following relationship:

KM — SMB1/3(91/3I4/3 z81/3l4/3. (399)

With the expression for the dissipation of turbulent kinetic energy in the
form (3.44), and for the length scale defined by equation (3.33), formula
(3.99) is as follows:

1/3

Z| + ZO)|:1 + \/gaw (BSq )_OISZO” /(|Z| +z, )n} .(3.100)

KM:Ku*(

Formula (3.100) is shown in Figure 3-26 for surface roughness z
parameterized via significant wave height H, according to (3.47) with ¢, =
0.6.

As expected, the main enhancement of the vertical mixing is observed
within the layer of approximately one significant wave height depth. Bubbles
from breaking waves produce density stratification that may affect the
turbulence close to the ocean surface. At this point, however, it is not yet
clear how to include this effect into a mixing parameterization.
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Figure 3-26. Vertical mixing coefficient in the wave-enhanced turbulent boundary layer
(continuous line) in comparison with the logarithmic layer prediction (dashed line) in (a)
nondimensional and (b) dimensional coordinates. In (b), the mixing coefficients are given for
u«=0.01ms" and H,= 1.6 m.

Asymptotically, as z——co, (3.100) tends to the log layer mixing
parameterization (3.93). Parameterization (3.100), however, does not
account for the Langmuir circulations. One possible approach to the
parameterization of the Langmuir circulations contribution into vertical
mixing is proposed Chapter 5, Section 5.7.2.

3.5.2 Richardson-number type mixing parameterization

The vertical variation of the wind-induced momentum flux is a common
problem for the non-stationary oceanic (Large et al., 1994) and atmospheric
(Tennekes, 1973) boundary layers. To test the constant stress layer
hypothesis for the mixed layer in the western Pacific warm pool, Soloviev et
al. (2001) examined profiles of the local friction velocity, uy = sqrt(z),
where 7, is the vertical momentum flux magnitude calculated from
measurements. The corresponding surface value u, was calculated from the
meteorological observations using the COARE 2.5 bulk flux algorithm
(Fairall et al., 1996).
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Figure 3-27. Test of the constant stress assumption. Friction velocities calculated from the

turbulence data (Moum and Caldwell, 1994; Smyth et al., 1996), normalized by surface values
ux, are shown as a function of gradient Richardson number Ri. Each circle represents the mean
for overlapping intervals of ARi = 0.1; the vertical bars cover the 95% confidence intervals, and
the numbers below each bar are the number of points averaged. Averaging is done over all
profiles (taken every 1 hour) during the R/V Moana Wave COARE cruise. Ri and 7; are
calculated using the data from the depth range of 16 to 100 m. Averages over intervals with Ri <
-0.1 are not shown because there are less than five points falling into these intervals. Reproduced
from Soloviev et al. (2001) by permission of American Geophysical Union.

The upper ocean is neither stationary nor horizontally homogeneous.
Moreover, the heat and momentum fluxes within the surface turbulent
boundary layer may change with depth. The Ri-type scheme, however,
adjusts to the environmental conditions on the relatively short turbulence
timescale, which substantially reduces effects of nonstationarity.

Figure 3-27 shows the mean profile of u,,/u, as a function of Ri. The
number of points within the mixed layer (Ri < 0.25) and especially within
the logarithmic layer (-0.1 < Ri < 0.05) is relatively small. Nevertheless, it is
sufficient to provide acceptable confidence intervals because of the
substantial volume of the data collected during TOGA COARE. According
to Figure 3-27, within the stably stratified mixed layer (0 < Ri < Ri.,) the
maximum deviation of u,, from its surface value u, is about 30% and can

be approximated as follows:
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u, ~u,(1-0.7Ri/Ri, ). (3.101)

A possible approach to account for the vertical momentum flux change
with depth is to parameterize K,, using the profile of local friction velocity
rather than its surface value u,. This does not follow directly from the
boundary layer theory but was previously employed by several investigators
(e.g., Large et al., 1994) including non-equatorial (in fact, polar) conditions
(McPhee, 1987).

The mixing parameterization should match to a small but finite
turbulence level below the boundary layer because the background mixing
levels are non-zero due to internal wave breaking. Comprehensive
discussions of the eddy momentum exchange coefficient parameterization
below the surface turbulent boundary layer are given in McComas and
Muller (1981), Peters et al. (1988), Gregg et al. (1993), Polzin (1996), and
Gregg et al. (2003). Peters et al. (1988) approximated the momentum eddy
coefficient in the upper shear zone, 23—81 m depth, as follows:

K, =56x10"Ri™** m*s™ (3.102)

For the higher Ri range, Peters et al. (1988) obtained the semi-empirical
formula

K,, =5x107 (1+5Ri) " +2x107 m%™. (3.103)

The final parameterization of the eddy viscosity coefficient K, by Peters
et al. (1988) is obtained by adding (3.102) and (3.103):

K, =K, +K, (3.104)

The strong power dependence and unboundedness of (3.102) as Ri — 0
eliminates its practical use within the mixed layer.

In this situation we replace (3.102) with the parameterization of the
boundary layer type defined by (3.88). From (1.149), (1.152), (1.155),
(1.156), and (3.85) the mixing coefficients for the momentum and a scalar
property in the boundary layer can be expressed as follows:

ku.z(a, — cmRi)l/3 , for Ri< Ri,
K,, =1 xuz(1-aRi)", for Ri, < Ri <0 (3.105)
ku,z(1-Ri/Ri, )+K,,, forO<Ri<Ri,
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ku,z(a, - cSRi)”3 , for Ri<Ri
K, =1 xuz(1-aRi)"*, for 0> Ri>Ri, (3.106)
xu,z(1-Ri/Ri,), for 0<Ri<Ri,

where dimensionless constants Ri,, = -0.20, R, =-1.0, Ri..= 0.25, a=16, a,
= 1.26, a;, = -28.86, ¢,, = 8.38, and ¢, = 98.96 are derived from atmospheric
measurements (see Chapter 1, section 1.7.2).

The first two lines in (3.105) and (3.106) are the boundary layer
parameterization for the unstably stratified mixed layer; the third line is the
boundary layer parameterization for the stably stratified mixed layer (which
is similar to (3.97)).

In order to ensure a smooth transition from the mixed layer to the
thermocline, the eddy mixing coefficient for momentum is finally defined as

K, =max(K,, K,,) (3.107)

where K,, and K,, are the mixing coefficients for momentum in the mixed
layer and thermocline respectively. The mixing coefficient for scalar
property s is defined in the similar way:

K, =max(K,.K,), (3.108)

where K, and K, are the mixing coefficients for scalar properties in the

mixed layer and thermocline respectively. Furthermore, under the
assumption that the turbulent Prandtl number is equal to unity in
thermocline,

K, =K,,. (3.109)

To take into account the free convection above a stratified layer, u, in

(3.105) and (3.106) can be replaced by (u*2+w*2)1/2, where w, is the

Priestly (1959) convective velocity scale (3.95).

Figure 3-28 compares parameterization (3.107) with the mixing
coefficient for momentum that is derived from the R/V Moana Wave
COARE IOP leg 2 turbulence data of Moum and Caldwell (1994) and Smyth

et al. (1996). The mixing coefficient in the thermocline K,, entering (3.107)
is parameterized with equation (3.103). The vertical mixing coefficient for

momentum is calculated using the “dissipation method” as in Peters et al.
(1988):
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— — 2 — 2
Ky =/| (A7) az) + (a7 /z) |, (3.110)
where Az = 4 m. The Richardson number is calculated from the formula,
Ri=g(Ap/Az)/| (A7 /A) +(AT/Az)' | (3.111)

The hourly 4 m gridded vertical profiles of dissipation rate and velocity
were averaged at each depth for 12 hours (with a 6 hour overlap). The
original data set contained 550 hourly sampled vertical profiles of
dissipation rate and velocity. After the averaging it turned out that a very few
points  with  the magnitude of the velocity  difference,

1/2
[(Az?)2+(AV)2} <1.2x107°m s, produced an enormous scatter in the

calculated vertical eddy coefficient and Richardson number compared with
the rest of points. These low-shear points (0.99% of the whole data set) were
removed. Finally, the experimental points were averaged over overlapping
Richardson number intervals, ARi = 0.1; confidence intervals are calculated
using Student’s probability distribution. The average at Ri=-0.2 is
calculated from four points only; it is not shown here because the confidence
interval is quite large.

In the mixed layer (Ri<Ri, ) parameterization (3.107) is in a good

agreement with observational data shown in Figure 3-28. (Remember that
the mixed-layer portion of the parameterization is mainly represented by
equation (3.105).)

In the thermocline (Ri=Ri, ), the parameterization (3.107)
underestimates mixing. For Ri>Ri,, coefficient K, is of primary
importance (although K,, can also be relevant for Ri slightly below Ri,).

Nonlocal transport in the form of internal waves is one possible explanation
for the discrepancy. Soloviev and Lukas (1996) reported observations of
large amplitude internal waves in the diurnal thermocline and rain-formed
halocline (see Chapter 5). Zilitinkevich and Calanca (2000) parameterized
the effect of internal waves on the mixing coefficient in the atmospheric
boundary layer; a comparable theory for the ocean is now under
development (Vladimir Kamenkovich, private communication).

Two other mixing parameterizations, from Peters et al. (1988) and Monin
and Yaglom (1971), are also shown in Figure 3-28. The parameterization of
Peters et al. (1988) is based on the data taken from below the mixed layer,
and its comparison with the mixed layer dependence, in particular with the
logarithmic layer law, is not suitable. The parameterization taken from
Monin and Yaglom (1971) has the correct neutral (logarithmic) layer
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asymptote, but it is not valid for unstable stratification and apparently
overestimates the mixing coefficient for Ri > 0.05.
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Figure 3-28. The vertical eddy coefficient for momentum K, (normalized by logarithmic layer
eddy coefficient xu./z|) as a function of Ri. Open circles are COARE data from the R/V Moana
Wave (Moum and Caldwell, 1994; Smyth et al., 1996). Each circle represents the mean over Ri
intervals as in Figure 3-27. The solid bold line is parameterization (3.107). The vertical
dashed line corresponds to Ri = Ri.. = 0.25. The bold dashed line is the parameterization of
Peters et al. (1988) calculated for the heat and momentum flux conditions during the R/V Moana
Wave COARE cruise. The dash-dotted line is the parameterization of Monin and Yaglom (1971).
Reproduced from Soloviev et al. (2001) by permission of American Geophysical Union.

The important feature of the parameterizations (3.105) and (3.106) is that
they have the correct boundary layer asymptotes for stable, unstable, and
neutral stratification. As a result, these new parameterizations are capable of
resolving such details of the actively mixed layer as the shear and
stratification. Within the mixing layer, these are relatively small but
dynamically important factors; they are associated with the vertical transfer
of buoyancy and momentum.

Note that that if the mixing coefficient K,, is scaled using the local
friction velocity u,, determined from equation (3.101) rather than its surface

value u,, parameterization (3.105) is in better agreement with the data. The
difference is, however, relatively small (Soloviev et al., 2001).
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The scaling used in parameterizations (3.105) and (3.106) is consistent
with the idea by Stommel (1960) that the shear within the mixed layer is
proportional to the friction velocity. For the vertical eddy viscosity, Ekman
(1905, cf. Santiago-Mandujano and Firing, 1990) proposed a

parameterization K, ~u.>, which is not consistent with the logarithmic

layer asymptote observed for neutral stratification conditions in the mixed
layer. The analysis of Santiago-Mandujano and Firing (1990) shows that

Ekman’s parameterization K,, ~u.” appears as a result of assuming that the
mixed layer depth is proportional to the Ekman scale, L, =u./ f . Ekman’s
parameterization ignores any dependence of K,, on depth z.

The boundary layer parameterizations (3.105) and (3.106) results in
K, ~u,, which is consistent with the logarithmic layer asymptote

K, =ku, z| . The parameterization of Large et al. (1994) based on boundary

layer scaling also implies that K, ~u, .

An important feature of turbulence that has to be taken into account in
mixing parameterization schemes is that it is a fundamentally nonlocal
process (Stull and Kraus, 1987; Large et al., 1994). This is because the
turbulent transport is performed via a cascade of eddies. The nonlocal
behavior of turbulence is associated with the presence of spatially coherent
organized motions. There are numerous observations of coherent structures
in the surface layer of the ocean, including Kelvin-Helmholtz billows
(Thorpe, 1969), Langmuir cells (Weller and Price, 1988; Thorpe et al.,
2003b), convective plumes and ramp-like structures (Thorpe, 1988;
Soloviev, 1990), and sharp frontal interfaces (Soloviev and Lukas, 1997b).
These structures are considered in detail in Chapter 5.

The transilient (Stull and Kraus, 1987) and large eddy simulation (LES,
Skyllingstad et al., 1999) models involve some nonlocal features. Diffusive
models, which are based on the parameterization of turbulent transports by
eddy coefficients, are essential local. Systematic incorporation of the
coherent structures into subgrid parameterizations is one of the important
tasks to be performed for improving mixed-layer models.

3.5.3 Rotation effects

On a rotating sphere with no stratification effects, the boundary layer
depends on the two components of rotation: f=2Qsing and

S, =2Qcos¢@, where Q is the magnitude of the Earth’s rotation vector and
@is the latitude. The Coriolis parameter f contributes to the Ekman length
scale, L, =u,/ f . An interesting situation is observed at the equator because
fvanishes; the classic Ekman layer is too deep there to influence strongly the
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structure of the upper turbulent boundary layer of the equatorial ocean
(Table 3-2). However, the Reynolds stress may interact with the horizontal
component of Earth’s rotation f, to exchange turbulent kinetic energy
between horizontal and vertical components (Garwood and Gallacher, 1985;

Garwood et al., 1985), resulting in the length scale L, :u*/(fy sinH),

where @1s the wind direction.

The effect of horizontal Coriolis acceleration on the turbulent eddies in
the equatorial turbulent boundary layer, however, appears to be relatively
small (Wang et al., 1996; Soloviev et al., 2001).

3.5.4 Boundary-layer horizontal pressure gradients

In the tropical ocean, the surface turbulent boundary layer has some
unique features because of its proximity to the equator. As mentioned above,
in Ekman’s solution for the drift of water in a rotating homogeneous ocean
when acted upon by a steady stress applied to the surface, the depth of the
spiral and the amplitude of the current increase without limit as the latitude
and vertical component of rotation approach zero. Stommel (1960) was first
to show that there is actually no singularity at the equator. However, to
remove the singularity, a zonal pressure gradient is required. At the equator,
such a pressure gradient cannot be balanced by the horizontal Coriolis
component but must be balanced by friction or inertial forces (Charney,
1960). The wind stress penetrates into the ocean through the surface mixed
layer, and the vertical turbulent viscosity provides the principle balance for
the zonal pressure gradient driving the Equatorial Undercurrent (McCreary,
1981).

Later, Lukas and Firing (1984) found evidence of geostrophic balance of
the Equatorial Undercurrent, which provides an alternative perspective
compared to the result of Charney (1960). The zonal pressure gradient and
the vertical turbulent viscosity were nevertheless still principle components
of the momentum balance at the equator.

It is known from hydraulics engineering that the longitudinal pressure
gradient can influence the structure of the turbulent boundary layer (White,
1986). Following Yaglom (1979), one can construct the so-called pressure

gradient length scale, L, =pu,’/0p/ox. L, may be derived from the

momentum equations under the assumption that the horizontal pressure
gradient is approximately balanced by vertical mixing. Veronis (1960)
related a similar scale to the depth of the Equatorial Undercurrent.

Typical estimates of L, are given in Table 3-2. This horizontal pressure
gradient length scale exceeds all of the other mixed layer length scales. This
estimate suggests that the horizontal pressure gradient is not a major factor
in determining the vertical structure of the ocean mixed layer. It may
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nevertheless play an important role in the dynamics of sharp frontal
interfaces to be considered in Chapter 5.

Table 3-2. Order of magnitude estimate of buoyancy (Djp), rotation (Dg and Lg), pressure-
gradient (Lp) length scales for different surface stress values®.

U, ,cms’ Dp, m Lp, m Dg, m L, m
0.1 0.1, 20 50 14
0.5 12.5, 100 250 69
1.0 100, 200 500 137
2.0 800 800 1000 274°

* According to Kraus and Businger (1994), the depth of the mixed layer is D, ~0.25L, in the

case of no stratification. Buoyancy forces apparently dominate over Coriolis forces, when
DB <<DE-

° Minimum values of the length scale



Chapter 4
FINE STRUCTURE AND MICROSTRUCTURE

Under light winds or heavy rainfall, upper ocean turbulence interacts
strongly with stratification and large vertical gradients can develop in the
upper few meters of the ocean.

In the oceanographic literature, the term fine structure is traditionally
reserved for inhomogeneities relating to stratification, while the term,
microstructure has often been applied to inhomogeneities associated with
small-scale turbulence (Gregg, 1975).

Air-sea momentum, heat, and freshwater fluxes are crucial factors
determining the thermohaline structure of the near-surface layer of the
ocean. Under moderate-to-high wind speed conditions, the upper ocean is
usually well mixed due to strong turbulence. When the wind drops below
about 5 m s™', and with solar warming, the turbulent regime dramatically
changes. The stabilizing buoyancy flux suppresses turbulent mixing and the
air-sea exchange is effectively trapped within a thin near-surface layer.
Under these conditions, the diurnal thermocline can be found close to the
ocean surface contributing to the fine structure and microstructure of the
near-surface layer.

In addition to solar heating, the freshwater cycle may substantially
modify the structure, dynamics, and thermodynamics of the near-surface
layer of the ocean. The main components of the hydrologic cycle in the
ocean are precipitation, evaporation, river discharge, and sea ice
melting/formation.

Precipitation effects are pronounced in low latitudes, especially within
intertropical convergence zones, warm pools, and monsoon regions. Lateral
advection of freshwater may contribute to the fine structure of the near-
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surface layer of the ocean in the coastal areas with river run-off, in the
marginal ice zones, and in regions of strong mesoscale convection.

4.1 Near-Surface Thermohaline Structures
4.1.1 Diurnal mixed layer and diurnal thermocline

A fundamental mode of upper ocean variability is the diurnal cycle,
which is forced by the diurnal cycle of solar irradiance. As a result of this
forcing, a diurnal mixed layer and diurnal thermocline can develop near the
ocean surface. Following Fedorov and Ginzburg (1988), three main types of
vertical temperature structures are associated with this process as
schematically illustrated in Figure 4-1.

0 TO Th 0 Th TOTD 0 Th TO
T(@) -h J)T@ T(2)
H Hp
8) b) )
-h -h -h
z z z

Figure 4-1. Typical vertical thermal structures of the upper ocean associated with the diurnal
cycle: (a) Nighttime well-mixed layer; (b) Diurnal mixed layer and diurnal thermocline
develop in the top of the mixed layer; (c) Diurnal mixed layer is stratified or does not exist.
Here: 4 is the depth of the upper ocean mixed layer, Hp, is the depth of the bottom boundary
of diurnal thermocline (which can often, but not always, be considered as the lower boundary
of the near-surface layer of the ocean, /i is the diurnal mixed layer depth; 7j, is the bulk
temperature of the upper ocean mixed layer, T is the bulk temperature of the diurnal mixed
layer, and 7 is the sea surface temperature.

Wind-wave mixing and/or nighttime convection produce a well-mixed
layer (Figure 4-1a). This is the surface mixed layer of the ocean, which is
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also referred to as the seasonal mixed layer wherever the climate has
seasons.

During daytime, a warmer diurnal mixed layer and a diurnal thermocline
form on the background of the mixed layer (Figure 4-1b), due to the
absorption of solar radiation in the upper ocean. From Chapter 1 the reader

knows that solar forcing 7, (Z) is a volume source of heat and strictly

speaking should not be considered as a surface flux. The surface flux
consists of latent (Q, ) and sensible (O, ) heat fluxes and the net longwave
radiation (/, ). Wind-wave mixing and convection produce a diurnal mixed
layer. The diurnal mixed layer is clearly pronounced (as in the sketch shown
in Figure 4-1b) when Q,, the sum of Q,, Q,, and [, , is positive (i.e., net
surface cooling takes place) and its magnitude is not too small compared to
the solar heating.

For O, <0 (for example, in cases when air is warmer than water and

relative humidity is close to 100%), the diurnal mixed layer can hardly be
seen in temperature profiles (Figure 4-1¢) but may still be resolved from
turbulence or gradient Richardson number profiles. Similar temperature
profiles can be observed under calm weather conditions during peak
insolation. In this case, the sea surface can lose heat to the atmosphere
(Q, >0) but the volume source of heat (absorption of solar radiation) is so

strong that convective mixing ceases, and there is no surface mixed layer
(Soloviev and Lukas, 1997a).

Freshwater cycling may affect the ocean diurnal cycle in two ways: 1)
Evaporation from the sea surface or ice formation results in increased
surface salinity that adds to the convection due to surface cooling; 2)
Precipitation, river discharge, or sea ice melting inhibits convection. These
effects are considered elsewhere in this chapter (as well as in Chapter 2 in
relation to the sea surface microlayer).

The structure of the diurnal mixed layer and diurnal thermocline depends
on atmospheric forcing (wind speed, solar radiation, rain, heat fluxes), which
is generally spatially inhomogeneous. The internal processes associated with
pressure gradient equilibration and mass redistribution in the upper ocean are
often quasi-two-dimensional and may exhibit features of organization. As a
result, the diurnal thermocline can reveal spatial patterns in the form of
nonlinear internal waves, billows, fronts, etc. Examples of the vertical and
horizontal structure of the diurnal thermocline are given in the next section.
Spatially coherent organized structures in the near-surface layer of the ocean
are considered in Chapter 5.
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4.1.2 Examples of near-surface structures associated with diurnal
cycle

Figure 4-2 illustrates the vertical structure of the turbulent boundary
layer in the near-surface North Atlantic Ocean under strong, moderate and
low wind speed conditions during afternoon hours when it was not raining.
Pertinent information about these measurements is given in Table 4-1.
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Figure 4-2. Examples of temperature 7 and strain fluctuation dw’/dz profiles under different
wind conditions: (a) strong wind (U, =8.3 m s1), (b) moderate wind (Ug=62m s1), and
(c) Low wind (U4 =3.3 m s) as observed in the North Atlantic during GasEx-1998 with a
free-rising profiler by Soloviev et al. (2001b). U, is the wind speed at 18 m height
(shipboard observations). The vertical profile of dw /dz is an indicator of the turbulent mixing
processes.

The example shown in Figure 4-2a corresponds to 8.3 m s” wind speed.
As observed from the turbulent fluctuation velocity and temperature profiles,
the upper 20 m layer of the ocean is well mixed, and there is no significant
vertical stratification due to diurnal warming in this layer.

In the second example (Figure 4-2b), obtained at a moderate wind speed
(6.2 m s™), there is a diurnal mixed layer and diurnal thermocline in the
upper 8 meters of the ocean. The turbulent velocity fluctuations are intense
within the upper 5 m. The turbulent area near 8§ m presumably represents a
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sporadic mixing event possibly driven by shear. Below 8 m, turbulence
levels are close to the noise level of the sensor.

The third example (Figure 4-2c) represents low wind speed conditions.
There is a diurnal thermocline near the surface. While the diurnal mixed
layer is not clearly seen in the temperature profile, intense velocity
fluctuations in the upper 0.5 m indicate the presence of mixing.

Table 4-1. Pertinent information for the example profiles shown in Figure 4-2. Here: U, is
the wind speed at 18 m above the sea surface, w. is the friction velocity in the upper ocean, I

is the insolation (surface solar irradiance), Q, is the sum of latent O and sensible O heat
fluxes and net longwave irradiance /;.

Fig. 4-2 | Coordinates Date, Time Ug u, Is O
lat, lon 1998 LT ms’! ms” Wm? | Wm?

a) 46°07°N, 13 Jun 14:41 8.3 0.0093 472 42
20°25°W

b) 46°03°N, 5 Jun 14:26 6.2 0.0068 645 103
20°44°W

9) 46°02°N, 6 Jun 15:51 3.3 0.0036 582 100
20°54°W

Figure 4-3 shows three series of vertical temperature profiles obtained
under different wind speeds in the equatorial Pacific on different days but
during approximately the same afternoon time period. The series of 9
profiles shown in Figure 4-3a was obtained under relatively strong winds
(~7 m s™) and clouds of medium altitude (cloud fraction 6/8). The depth of
the diurnal mixed layer varied from 12 to 17 m and the maximum
temperature increase in the upper 18 m was about 0.2°C.

The series of 10 temperature profiles shown in Figure 4-3b was obtained
under light winds (~2 m s™) with midlevel clouds (cloud fraction 2/8),
revealing a more substantial diurnal warming of the near-surface layer. The
temperature difference across the diurnal thermocline was between 0.6°C
and 0.8°C. The diurnal mixed layer depth varied from 1 to 7 m. The strong
variations of the mixed layer depth as well as the depth and thickness of the
diurnal thermocline were presumably caused by internal waves in the diurnal
thermocline. The diurnal thermocline appears to be of almost constant
thickness but of variable depth, changing from one cast to another.

The series of 5 temperature profiles (Figure 4-3c) obtained under calm
weather conditions and high clouds (cloud fraction 2/8) shows that the
diurnal heating is mainly localized in the upper meter. The temperature
difference across the diurnal thermocline is larger than 3°C, with the sea
surface temperature reaching 33.25°C. Based on cloud information, we can
conclude that for the example shown in Figure 4-3c the shortwave solar
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forcing was larger than for examples a and » which contributed to the large
diurnal warming of the near-surface layer.

Diurnal heating in the COARE domain at different wind speed conditions
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Figure 4-3. Vertical temperature profiles in the western equatorial Pacific obtained by a free-
rising profiler during different wind speed conditions taken at approximately the same afternoon
time on different days. Reproduced from Soloviev and Lukas (1997) with permission of
Elsevier.

Examples from diverse climatic zones presented in this section and
elsewhere in this chapter, from the equatorial Pacific (0°N) to the North
Atlantic (59°N), demonstrate that a common feature of the upper ocean
diurnal cycle is its strong dependence on the local wind speed. As we also
know from Chapter 3, under light winds and strong insolation the turbulent
regime in the upper ocean dramatically changes. Consequently, the diurnal
thermocline is found very close to the ocean surface; the amplitude of the
diurnal warming sometimes reaches a few °C.

4.1.3 Wave-like disturbances in the diurnal thermocline

Under certain conditions the diurnal thermocline can exhibit structures
resembling large-amplitude internal waves. The contour plot of temperature
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(Figure 4-4a) from measurements by bow sensors made on 26 April 1994,
just before profiling shown in Figure 4-3b, reveals wave-like disturbances of
the diurnal thermocline of ~200 m wavelength with amplitude > 1 m.
Because of surface waves and pitching of the vessel, the bow probes profiled
portions of the upper 4 m. This method, described in more detail in Chapter
3, provides an opportunity to study both vertical and horizontal structure of
the near-surface layer of the ocean.

26 April 1994, 15:16-15:22 LST
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Figure 4-4. Contour plots of temperature in the coordinate system connected to the instantaneous
position of the ocean surface. Measurements by bow sensors on (a) 26 April and on (b) 1 May
1994. Adapted from Soloviev and Lukas (1997) with permission of American Meteorological
Society.
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The contour plot of temperature from the bow record on 1 May 1994, just
after the measurements of Figure 4-3c, is shown in Figure 4-4b. It is much
more “quiet” than that in Figure 4-4a.

Other sources of the horizontal variability in the diurnal thermocline
include spatially coherent organized motions, which are considered in
Chapter 5.

4.1.4 Rain-formed mixed layer and halocline

In addition to the diurnal cycle, near-surface freshening due to rain is
another fundamental mode of upper ocean variability. A rain-formed mixed
layer and halocline can be formed in the upper ocean mixed layer. Three
main types of vertical salinity structures associated with this process are
schematically illustrated in Figure 4-5. This sketch implies conditions of no
thermal stratification in the upper ocean.
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Figure 4-5. Typical vertical haline structures of the upper ocean layer associated with rainfall
events compared with a well mixed layer (a) under no rain conditions. Under rainy conditions
(b) a halocline develops at the top of the mixed layer; the rain-formed mixed layer may not be
clearly seen in the vertical salinity profile. A rain-formed mixed layer and halocline after the
end of rain is schematically shown in (c). Here, % is the depth of the mixed layer, H, is the
depth of the bottom boundary of rain-formed halocline (which can often, but not always, be
considered as the lower boundary of the near-surface layer of the ocean, 4, is the rain-formed
mixed layer depth; S, is the bulk salinity of the mixed layer, S, is the bulk salinity of the rain-
formed mixed layer, and S, is the sea surface salinity.
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Wind-wave mixing and/or nighttime convection produce a well-mixed
layer (Figure 4-5a). With no rain, salinity in the molecular diffusion sublayer
just below the sea surface is slightly increased due to evaporation.

The rain forcing consists of a volume flux and a surface flux of
freshwater (Section 1.5). When rain starts, the kinetic energy of raindrops, as
well as the associated buoyancy flux, contributes to the turbulent kinetic
energy balance in the near-surface layer. The rain-formed mixed layer may
not be clearly seen in the vertical salinity profile (as in the sketch shown in
Figure 4-5b) during strong rain. However, when the rain ceases, the rain-
formed mixed layer is usually well defined from the vertical salinity profile
(as schematically shown in Figure 4-5c).

Rains are often intermittent in time and space. As a result, the rain-
formed halocline usually varies spatially. Examples of the vertical and
horizontal structure of the rain-formed halocline are given in the next
section.

4.1.5 Low salinity patches due to convective rains

Convective rains produce low salinity patches in the upper ocean.
Measurements with bow sensors across such a patch (associated with strong
rain event) are shown in Figure 4-6. Averaged vertical profiles of
temperature (7), salinity (S) and density (o;) are shown in Figure 4-7. They
are calculated by sorting the data in pressure (P) and averaging over the 10
minutes intervals, indicated on the time axis of Figure 4-6 by heavy line
segments. Segments marked by rectangles in Figure 4-6 are shown in Figure
4-8 in more detail.

This low salinity patch is also traced in the temperature record because
the temperature of the raindrops is lower than the SST (Gosnell et al., 1996).
High frequency fluctuations of 7, S, and o; primarily result from depth
variations of the probes.

Figure 4-8 gives a more detailed picture of the core of the rain patch (the
T, S, and o; records for the corresponding segment in Figure 4-6 are marked
by rectangles). The contour plot of o; versus depth (Figure 4-8d) reveals
disturbances that look like internal waves with apparent wavelengths of ~200
m or more. The true wavelengths cannot be estimated from these
measurements because the ship‘s motion relative to the internal wave
propagation is unknown.

Averaged vertical profiles of 7, S, and o; at 6:49LT (Figure 4-7) just
before entering the rain zone show a well-mixed layer within the depth range
of the bow probes. The wind speed was 7.8 m s’ and there were no
signatures of diurnal heating or previous rain events in the upper 4 m of the
ocean.
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Figure 4-6. Example of records made by bow sensors in the western Pacific warm pool during a
strong rain event while steaming at 10-11 knots. (Note that 1 dbar = 0.98 m.) Segments marked
by rectangles are shown in more detail in Figure 4-8. Solid segments on the time axis
correspond to 10 min averaging intervals for calculation of vertical profiles of 7, S and o, shown
in Figure 4-7. Reproduced from Soloviev and Lukas (1996) by permission of American
Meteorological Society.

The vertical profiles at 7:39LT corresponding to the core of the
freshwater patch showed a near-surface halocline with salinity difference AS
~ 1 psu localized in the upper ~2 m and accompanied by a temperature
inversion of A7~0.3°C. The o; vertical profile at 7:39LT revealed a stably
stratified layer of ~2 m depth; the turbulent mixing in the near-surface layer
of the ocean was not sufficient to mix this near-surface stratified layer. (The
wind speed fluctuated strongly both in magnitude (3.2 ms™ - 6.9 m s™) and
in direction (230°-360°) because of squalls accompanying the rain event.)

The vertical profiles at 8:29LT (Figure 4-7) correspond to the end of the
rain zone (Figure 4-6). Stratification in the upper 4 m of the ocean is much
reduced in comparison with the core of the patch. Wind speed increased up
to 10-12 m s and its direction became more stable (250°-280°).
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Figure 4-7. Vertical profiles of (a) temperature, (b) salinity, and (c) density obtained by

averaging 10 minute intervals of bow sensor data within 0.1 dbar pressure bins. Each successive

profile is shifted by 0.5P°*C in temperature, by 1.2 psu in salinity and 1.0 kg mP" in oBg

density in subplots (a), (b), and (c), respectively. The local time below each profile corresponds

to the middle of the 10 minute segment. Thin lines represent one standard deviation. Adapted

from Soloviev and Lukas (1996) by permission of American Meteorological Society.
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Figure 4-8. Intersection of a shallow fresh water patch near 4.43°N, 137.01°E during COARE
cruise EQ-3. The upper part of the figure shows records of (a) depth (pressure), (b)
temperature, and (c) salinity. The lower part shows (d) the corresponding contour plots of &,
versus depth and (e) S versus o,. The dashed line (S) in the contour plot o, -7 corresponds to
the air-sea interface as indicated by the conductivity sensor using criteria C = 4.6 S/m, where
C is the water conductivity. Wind speed is 3.3 m s™ - 6.9 m s™' (rain squalls), direction 338-
353°; ship speed is 5.2 m s, direction 1° height of swell waves observed from the bridge
~2.5 m, direction ~30°. Adapted from Soloviev and Lukas (1996) by permission of American
Meteorological Society.
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The dashed line § in the o, —depth contour plot (Figure 4-8d)

corresponds to the R.M.S. uncertainty of pressure-to-depth conversion (the
hydrostatic pressure bias has already been removed) at occasional
intersections of the water-air interface as detected by the conductivity cell. It
illustrates the uncertainty of pressure-to-depth conversion due to the
dynamic pressure component and the ~0.6 m horizontal spacing between the
C, T and P sensors. The R.M.S. uncertainty in the pressure-to-depth
conversion is estimated as being between 0.02 dbar and 0.1 dbar (Soloviev
and Lukas, 1996).

The contour plot of salinity in density coordinates (Figure 4-8¢) shows
practically no anomalies. This supports the wavelike nature of the
disturbances observed on the o, —depth contour plot on the horizontal scales
resolved by this contour plot (/ >100 m).

4.1.6 Combined effect of diurnal and freshwater cycles on the upper
ocean structure

The schematics of the diurnal thermocline in Figure 4-1 do not include
cases with precipitation effects. Rainfalls produce near-surface salinity
stratification, which helps to trap the net solar heating during daytime and
cooling during nighttime in the near surface layer of the ocean, thus
enhancing the diurnal SST amplitude.

The freshwater cycle may thus modify diurnal heating of the near-surface
layer of the ocean. Buoyancy fluxes due to precipitation increase the static
stability of the upper ocean, suppressing turbulent exchange with deeper
waters. The rainfall influences the diurnal cycle by trapping heat near the
surface (Anderson et al., 1996). An example is given in Figure 4-9. The
salinity profile shows a salinity depression within the upper 5 m due to a
previous rain. Turbulent mixing is mainly localized within this stably
stratified near-surface layer (note larger velocity strain fluctuations dw'/ dz
in the upper 5 m). Subsequent diurnal warming develops within this
freshwater lens.

Figure 4-10 gives additional experimental evidence of a strong
modification of the near-surface layer due to rain. It helps to understand how
the combined effect of daytime solar heating and previous freshwater influx
due to rain results in the strong density stratification of the upper ocean. In
the case shown in Figure 4-10, the diurnal mixed layer and diurnal
thermocline evolve on the background of the temperature structure within
the rain-formed mixed layer. According to Figure 4-10 the temperature of
the rain-formed mixed layer is lower than that of the underlying water mass.
This is typical for a rain-formed mixed layer after previous nighttime surface
cooling (Fedorov and Ginzburg, 1988; Lukas, 1990b). The profiles shown in
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Figure 4-10 are taken during the early evening and show a gradual
deepening of the diurnal mixed layer.
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Figure 4-9. Temperature, salinity, sigma-t density, and turbulent velocity (strain) fluctuation
profiles in the upper 20 m of the ocean as measured with a free-rising profiler within a shallow
freshwater lens in the western equatorial Pacific (15 April 1994, 04:29 GMT, 1°58°N, 165° E)
under light winds (2.1-3.7 m s™). Note the larger velocity strain fluctuations ( dw'/dz ) within the
upper 4.5 m. Acceleration fluctuations of the profiler (&' ) are scaled in such a way (a'/w,) that
they are comparable with and are in fact much less than dw'/dz , where w,. is the nominal
vertical velocity of the profiler. Vertical velocity w' and acceleration @' signals are high-passed
with a 4 Hz cut-off frequency and low-passed with a 40 Hz cut-off frequency. Adapted from
Soloviev et al. (1999) by permission of American Meteorological Society.

Double-diffusion effects may also contribute to mixing in the stably
stratified near-surface layer. (See the description of the phenomena of salt
fingers and layering convection, for instance, in Turner, 1973.)

Conditions leading to salt fingers can occur in the diurnal thermocline
because excess salinity due to evaporation accumulates within the diurnal
mixed layer. There is a slight but systematic increase of salinity within the
diurnal mixed layer and diurnal thermocline in the profiles of Figure 4-10.
The increase of salinity of about 0.01-0.02 psu within the layer of diurnal
heating is also clearly seen in Figure 4-23 (except at 19:00 LST because of
rain). The corresponding density profiles are stable excluding the diurnal
mixed layer where some inversions are associated with convective cooling
and excess salinity. Remember that due to volume absorption of solar
radiation in the upper ocean convective cooling may exist even during the
daytime. Evaporation usually increases the destabilizing buoyancy flux on
the order of 10%. The step-like structure after strong rain, presumably
connected to layering convection, is shown in Figure 4-11.
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Figure 4-10. Vertical temperature, salinity and density profiles obtained by a free-rising profiler.
Each successive profile is shifted by 0.2°C for temperature, by 0.1 psu for salinity and by 0.1 kg
m for density. Reproduced from Kudrayvtsev and Soloviev (1990) with permission of American
Meteorological Society.

Figure 4-11 shows the temperature and salinity microstructure of the
upper ocean after rainfall. These observations were made in the Inter-
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Tropical Convergence Zone (ITCZ) where the hydrologic cycle is a crucial
factor in upper ocean dynamics. Near-surface layers with distinctly lower
salinity are formed, which suppress the turbulent exchange with the deeper
water. Intense solar heating often alternates with heavy rains. A fraction of
the solar energy is effectively trapped in the near-surface layer of the ocean,
which in combination with the rain forcing results in complicated vertical
stratification.

276 278 T°C o
0 qL—L 11

!
L

Figure 4-11. Vertical temperature 7, salinity S, and o, density profiles several hours after a
rainfall. o, Scale is in kg m™. The measurements are taken with a free-rising profiler by
Soloviev and Vershinsky (1982).

These measurements shown in Figure 4-11 were made during morning
hours after a heavy nighttime rainfall. A salinity depression of about 0.3 psu
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is observed in the upper 9 m of the ocean. Judging from the salinity profile
the amount of precipitation was approximately 60 mm.

There is a 3.3-m deep quasi-homogeneous layer in the salinity profile. It
presumably results from the nighttime convective mixing that worked
against stable salinity stratification (Figure 4-11). The temperature inversion
observed between 3.3 and 4.2 m is consistent with this interpretation.

In the upper right corner of Figure 4-11, the near-surface temperature and
salinity profiles are shown with higher resolution. There is a 0.4 m thick
diurnal mixed layer and the diurnal thermocline is found in the depth range
from 0.4 m to 0.8 m. The diurnal mixed layer and diurnal thermocline are
found close to the ocean surface due to low wind speed conditions.

The layer between 3.3-m and 4.2-m depth, with unstable temperature
stratification, is expanded in the upper right corner of Figure 4-11. This
temperarture inversion is overcompensated by the stable salinity
stratification; thus the density profile is stable. The combination of unstable
temperature stratification and stable salinity stratification provides favorable
conditions for the development of layering convection due to double
diffusion of heat and salt. It is remarkable that a step-like structure, typical
for layering convection, is evident within the depth range from 3.3 to 4.2 m.

Freshwater input often results in forming a barrier layer in the upper
ocean mixed layer (see Sections 1.7.4 and 7.6.3). The barrier layer has been
recognized as a crucial element of tropical warm pool dynamics (Lukas and
Lindstrom, 1991). The barrier layer isolates the warm water of the upper
ocean layer by reducing the entrainment cooling from below the mixed layer
and by providing slippery conditions within the mixed layer. The existence
of the barrier layer plays a key role in the onset of El Nifio, through a
complex process that involves ocean vertical mixing, sea surface
temperature, wind stress, freshwater flux, and large-scale ocean-atmosphere
dynamics.

4.2 Surface-Intensified Jets

4.2.1 Slippery Near-Surface Layer of the Ocean Arising Due to
Diurnal Warming

Woods (1968) hypothesized that the water above a strong thermocline can
slide over the underlying water with a minimum of friction. Houghton
(1969) called this phenomenon the slippery seas. He observed the slippery
seas in the coastal region of Acapulco; the stratification was associated with
lateral advection of warm water.

Montgomery and Stroup (1962) reported near-surface currents in the
equatorial ocean intensify during daytime but obtained only fragmentary
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data. Woods and Strass (1986) and Price et al. (1986) described the diurnal
jet developing as a result of diurnal warming. Their studies, however, did not
include conditions of low wind speed when the diurnal thermocline is
localized very near the surface.
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Figure 4-12. Observations of the slippery near-surface layer of the ocean arising due to daytime
solar heating. Measurements in the Equatorial Atlantic and model-computed data encompass the
period from 22 February to 28 March 1987. Time is UTC. (a) Insolation /5 ;(b) wind speed 20 m
above the ocean Uy; (c) temperature difference ATs between the drogue depths (0.35 and 5 m)
observed from a small boat (points) and model-computed time series of the temperature
difference between the surface and 10 m depth (dashed line). (d) Current velocity difference Aus
between the drogue depths (0.35 and 5 m) registered by the drifters (points) and the model-
computed time series of the current velocity difference between the surface and 10 m depth
(dashed line). Solid line corresponds to the current velocity difference calculated between 0.35
and 5 m depth for an unstratified (constant stress) layer using formula (4.1); (e) coefficientof
wind drift Aus/U,: measured (points) and calculated from (4.1) (solid line). Adapted from
Kudrayvtsev and Soloviev (1990) by permission of American Meteorological Society.

Kudryavtsev and Soloviev (1990) undertook simultaneous measurements
of the vertical stratification and the current velocity difference in the upper
layer of the ocean in the equatorial Atlantic using a combination a free-rising
profiler deployed from research vessel and pairs of drifters simultaneously
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deployed from a small boat. They found that during low wind speeds the jet
is often localized in the upper few meters of the ocean.

Kudryavtsev and Soloviev (1990) concluded that the stabilizing buoyancy
flux due to absorption of solar radiation reduces the turbulent friction. As a
result, the near-surface warm layer slips over the underlying water mass
practically with no turbulent friction. A similar slippery layer may result
from positive buoyancy flux due to precipitation or due to the lateral
advection (as in the fore mentioned observation by Houghton, 1969).

Kudryavtsev and Soloviev (1990) also noted the somewhat surprising fact
that the speed of the diurnal jet did not drop with decreasing wind speed.
This is nevertheless easy to understand, at least qualitatively. It is due to the
diurnal mixed layer thinning at nearly the same rate as the wind stress
decreases, thus concentrating the smaller momentum flux in a thinner layer.

Figure 4-12 shows the solar radiation and wind speed during the
experiment of Kudryavtsev and Soloviev (1990) in the equatorial Atlantic
alongside with the temperature and velocity differences across the upper 5 m
layer of the ocean. When the wind speed U,, measured at 20 m height drops

below approximately 6 m s the temperature difference, AT,, measured

between depths of 0.35 m and 5 m dramatically increases (Figure 4-12c), as
does the corresponding velocity difference Au, (Figure 4-12d). These

observations suggest that the temperature and velocity differences in the
diurnal jet are interrelated.

Figure 4-12e shows the variability of the wind drift coefficient, Aug /U, .
This coefficient is calculated from the velocity difference Aw measured by
a pair of drifters with drogue depths of 0.35 m and 5 m and from the wind
speed 20 m above the sea surface, U,, (Figure 4-12e). Solid lines in
diagrams (d) and (e) indicate the current velocity difference, Au,, calculated
between 0.35 m and 5 m depth from the logarithmic layer model as follows:

Aug=Cy* (p,/ p) " k7 In(z,/2,) = 0.85x107°U,,, (4.1)

where C,, #1.3x107 is the bulk flux coefficient (for 20 m height), x = 0.4
(the von Karman constant), z, = 5 m, and z; = 0.35 m.

The data from 22 February and March 15 (Figure 4-12) obtained during
wind speeds U,, >7 m s show that the measured velocity difference, Au;,
and the wind drift coefficient, Au,/U,,, were close to the logarithmic layer

prediction. When the wind speed drops below approximately 6 m s, the
temperature and velocity differences in the upper 5 m layer of the ocean
caused by the diurnal warming rapidly increase, and the wind drift
coefficient exceeds the logarithmic layer prediction by up to a factor of 5.
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Figure 4-13. Dependence of the drag coefficient in the near-surface layer of the ocean on the
temperature difference across the diurnal thermocline during a period of intense warming
(morning and noon hours). Horizontal line corresponds to the drag law in the logarithmic
boundary layer. Adapted from Kudrayvtsev and Soloviev (1990) by permission of American
Meteorology Society.

In order to illustrate the near-surface slippery layer phenomenon, Figure
4-13 shows the dependence of the drag coefficient defined as

C, = (u,/ Aug)’ 4.2)

on the temperature difference AT, in the upper 5 m layer of the ocean. This

data indicates a systematic decrease of the drag coefficient as the
temperature difference across the diurnal thermocline increases. For
AT, =1°C, the drag coefficient C, is reduced by a factor of 25 to 30

compared to the case of neutral stratification. This result suggests that during
periods of intense diurnal warming, the near-surface layer of the ocean can
slip over the underlying water mass practically without friction.

4.2.2 Self-regulating state of the diurnal thermocline

From the theory of stratified turbulent boundary layers (cf., Turner,
1973), the mixed layer depth depends on the balance between positive
buoyancy flux and the turbulent kinetic energy available for mixing. In the
stationary case with no rotation effects, the depth of the mixed layer is
proportional to the Oboukhov length scale L, (Niiler and Kraus, 1977)
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h~1, zuf/[KaTan/(cpp)]:L*/K, (4.3)

where u, is the friction velocity in water, and

0,=0,~(1=-A)L (4.4)

is the net heat flux into the ocean. (Note that for typical oceanic salinity S ~
35 psu the sign of thermal expansion coefficient of water ¢, is negative). In

this analysis, we ignore the effect of volume absorption of solar radiation in
the near-surface layer of the ocean (though it is incorporated at a later stage).

Under high wind speed conditions, the depth of the diurnal mixed layer
is relatively large; the rate of diurnal warming, which is inversely
proportional to the mixed layer depth, is small. When wind speed U,, drops,
the friction velocity u, also drops approximately as U,,, and according to
(4.3) the mixed layer depth rapidly reduces.

From a simple model with isolating boundary conditions at the bottom

of the diurnal mixed layer, the temperature of the of diurnal mixed layer with
respect to the underlying water mass increases with time as

2 2
ar=—Gt Ot _caexl O, |, _zagk O, |y s g
c,ph, c,pL, u, c,p Co (6P

P

The water within the mixed layer also accelerates horizontally under the
action of the tangential wind stress 7, = pu,” according to the equation:

Au = Tl Tl _ ko, 80, f= ko, g0,

= U,'t. 4.6
ph, pL, ¢, pu, c,pCy> " (46)

Under very low wind speed conditions, the effect of volume absorption of
solar radiation (which is ignored here but discussed in Section 4.5.1), limits
the minimum depth of the diurnal mixed layer and thus the maximum values
of AT and Au .

According to (4.6), under the assumption of isolating boundary conditions
a discontinuity of the temperature and velocity should occur at the bottom of
the diurnal mixed layer. A discontinuity of the tangential velocity profile in
incompressible fluid is always unstable (see, for instance, Landau and
Lifshits, 1986). As a result, a transitional layer of finite thickness AH
(which can be interpreted as the diurnal thermocline thickness AH ) is
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formed below the mixed layer. The dynamic state of the diurnal thermocline
depends on the bulk Richardson number,

Ri=-a,gATAH | Au’ 4.7)

where AT, and Au are bulk temperature and velocity differences in the
diurnal thermocline, respectively.
Substituting AT and Au in (4.7) from (4.5) and (4.6) gives:

ri~ A (4.8)
Ku.t

According to (4.8) the Richardson number decreases inversely
proportionally to the elapsed time, ¢. At a fixed AH, Ri unavoidably drops
below its critical value Ri, ~0.25, at some point. The diurnal thermocline

becomes dynamically unstable and an overturning event occurs increasing
AH and, thus, returning Ri to a stable (overcritical) value. Since the diurnal
warming continues and the temperature and velocity differences across the
diurnal thermocline continue increasing, after a certain time period the
Richardson number should again drop below its critical value. This cyclic
process will repeat itself while the diurnal warming continues. This is the
regime of marginal stability, which maintains the diurnal thermocline in a
quasi-equilibrium state:

Ri~Ri,. (4.9)

This self-regulating regime of the diurnal thermocline is similar to the
regime of marginal stability on the external boundary of turbidity currents
described by Turner (1973). For the diurnal jet, the concept of the critical
Richardson number was proposed by Price et al. (1986).

According to Turner’s (1973) similarity theory for stratified turbulent
boundary layers, in the self-regulating regime the local gradients of
temperature (0,7) and velocity (0,u) can be expressed through the
buoyancy (—a,gAT) and velocity (Au ) differences across the diurnal
thermocline as follows:

~0,80.T =K, (~a, gAT | Au)’ (4.10)

0.u=K,(—a,gAT/Au) (4.11)
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where K and K, are nondimensional constants.

Relations (4.10) and (4.11) describe linear temperature and velocity
profiles. This is because the set of determining parameters no longer
includes vertical coordinate z, and no length scale can be produced
combining parameters —a,gAT and Awu . The interpretation is that in a
stable boundary layer the vertical size of turbulence eddies is restricted; the
turbulence is not directly affected by the presence of a boundary (the ocean
surface). As a result, the boundary layer structure no longer explicitly
depends on z (Neuwstadt, 1984).

Tid

417 [ AT=17C
|

Depth

Figure 4-14. Vertical profiles of temperature and horizontal velocity in the diurnal jet: (a)
schematic representation; (b) temperature profile obtained with a free-rising profiler. (After
Kudrayvtsev and Soloviev, 1988.)

The vertical temperature and current profiles in the diurnal mixed layer
and diurnal thermocline for the regime of marginal stability are
schematically shown in Figure 4-14a. They include the diurnal mixed layer
(0<z<h,) with constant 7 and wu and the diurnal thermocline

(h, <z < H,) with linear profiles of 7 and u. In this notation the thickness
of the thermocline is AH, =H, —h,,.

The diurnal thermocline under conditions of low wind speed in fact often
exhibits a linear temperature profile, which is prominent even in individual
temperature profiles (Figure 4-14b). The temperature profiles in the diurnal
thermocline may contain fluctuations (microstructure). Averaging over
several casts produces smoother vertical profiles. Figure 4-15 shows mean
temperature profiles averaged over two or three successive individual
profiles from Kudrayvtsev and Soloviev (1990). Only those profiles obtained
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under conditions of daytime solar heating and when the lower boundary of
the diurnal thermocline did not exceed 5 meters (i.e., the maximum drogue

THE NEAR-SURFACE LAYER OF THE OCEAN

depth of the drifter pair) are shown.

Depth (m)

Depth (m)

Figure 4-15. Average temperature profiles from measurements with a free-rising profiler during
daytime solar heating. Pertinent information can be found in Table 4-2. Adapted from
Kudrayvtsev and Soloviev (1990) by permission of American Meteorological Society.

According to Figure 4-15, during daytime the averaged vertical
temperature profiles have linear segments in the diurnal thermocline. An
appreciable deviation from linearity is observed only at the lower boundary
of the diurnal thermocline. This deviation is likely due to the volume
absorption of solar radiation below the diurnal thermocline or just the
remains of a relic diurnal thermocline formed at a previous stage of the
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Table 4-2. Pertinent information for the Kudryavtsev and Soloviev (1990) observations. LST
is the local soalr time. The first column is the profile number in Figure 4-15. Profile #2 is a
single one and is not shown in Figure 4-15. This profile can, however, be found in Figure 2 of
the original publication by Kudryavtsev and Soloviev (1990).

# | Date Time Coordinates Uy | AHp | ATs | Aus Ri
1987 | LST LatN |[LonW [ms [m |°C |ms’
1

1 | 23 Feb | 13:51-13:55 | 01°30° 22°01° 3.9 2.5 0.45 | 0.131 | 0.19
2 | 25Feb | 11:59 02°29° | 2329 | 2.7 1.8 |08 |0.113 | 0.33
3 | 25Feb | 14:51-15:08 | 03°00° | 23°30° | 2.9 1.8 1.15 | 0.143 | 0.30
4 | 1 Mar 11:29-11:42 | 06°30> | 24°59° | 3.2 |24 | 0.45 | 0.073 | 0.60
5 | 1 Mar 14:56-15:10 | 06°01” 25°00° 33 2.0 0.7 0.118 | 0.30
6 | 2 Mar 11:28-11:41 | 03°03* | 24°59° | 4.0 1.2 | 0.75 | 0.091 | 0.32
7 | 2 Mar 15:10-15:33 | 02°28” | 24°59° |44 |38 | 0.7 19.0 0.22
8 | 3 Mar 12:58-13:13 | 00°28 | 25°00° | 5.6 |42 | 0.5 17.7 0.20
9 | 5Mar 13:16-13:36 | 06°00° | 26°30° | 3.0 | 3.7 | 0.65 | 15.6 0.29

In order to estimate the thickness of the diurnal thermocline, AHp, the
temperature profiles in the diurnal thermocline were linearly extrapolated
(Figure 4-15). The bulk Richardson number, Ri, is then estimated from (4.7)
under an assumption that AH = AHp, AT = ATs, and Au = Aus, where ATs and
Aus are the temperature and current velocity difference between the drogue
depths of the drifters, 0.35 and 5 m, respectively, and AH) is the thickness of
the diurnal thermocline obtained from the linear extrapolation as shown in
Figure 4-15. The estimates of the Richardson number are given in Table 4-2.

The average Richardson number, EzO.BiO.l, is close to the theoretical
critical gradient Richardson number, Ri, =1/4. This fact and the existence

of linear temperature profiles in the diurnal thermocline are evidence in
favor of a self-regulating state of the diurnal thermocline during the
observations summarized in Figure 4-15 and Table 4-2.

Thus, for the self-regulating state of the diurnal thermocline, the vertical
temperature and current velocity profiles can be approximated in the simple
way shown in Figure 4-14a. For the model temperature and velocity profiles
of this type, the integrated heat and momentum balance equations (1.10) and
(1.6) under the assumption of horizontal homogeneity and no rotation effects
take the following shape:

AT (hy +0.5AH ) = —j&dz’, (4.12)
0 cpp
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Au(h, +0.5AH, )= [2© dr', (4.13)
D D
P
0

where #,, is the depth of the diurnal mixed layer, AH) is the thickness of the

diurnal thermocline, AT and Au are the temperature and current velocity
differences across the diurnal thermocline; 7 is the momentum flux at the
air-sea interface,

0, =0,-(1-A);[1- £, (H,)]. (4.14)

is the net heat flux into the upper ocean layer of depth /, (taking into
account the volume absorption of solar radiation), and ¢ is the elapsed time
from the beginning of the diurnal warming.

An important feature of the model (4.12)-(4.13) is that it operates with
integral rather than instanteneous fluxes, so the diurnal amplitudes depend
on the “history” of fluxes Op and 1, (at least from sunrise). It is convenient
to introduce time averaged parameters:

— 1 '
0=, [0, (4.15)

Ez%ﬁrodt'. (4.16)

From equations (4.7), (4.9), (4.12), and (4.13) it follows that

AT/AH,=Ri,'T,/L,, (4.17)

Au/AH, =Ri, "'u,/L,, (4.18)
_ — 1/2

AH [y =(1+2Ri, Lot/ by )~ =1 (4.19)

where u_*z(a/p)m, ﬂ:—Q_D/(cppu_*), and L_*chpz3/(aTgQ_D).

Equations (4.17) and (4.18) connect the mean temperature and velocity
gradients in the diurnal thermocline with the accumulated heat and
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momentum fluxes at the air-sea interface. These equations yield a simple
relationship

Aulu, = ATIT, , (4.20)

which can be used to estimate the velocity difference Au (here interpreted as
the speed of the diurnal jet) from the temperature difference AT across the
diurnal thermocline and the history of heat and momentum fluxes are
known.

Equation (4.19) describes the evolution of the diurnal thermocline
thickness AHp as a function of time. At the initial stage of the diurnal

warming when ¢ << % hy* /(Ri,, u_*L_*) , (4.19) is approximated with
AH, ~Ri u,Lt/h,,. 4.21)

At the stage when ¢>> %th /(Ricrb_t*z*), equation (4.19) can be

approximated as follows:
_— \1/2
AH, ~(2Ri,u,Lt) (4.22)

Thus, initially the thermocline thickness AHp grows proportional to time z,

while at late stages AH, grows as ¢/,

4.2.3 Upper velocity limit for the diurnal jet
The model of the self-regulating diurnal thermocline allows a simple

estimate of the upper velocity limit for the diurnal jet. In this model, the heat
content of the warm layer is:

Y, =c,pAT(h, +0.5H,). (4.23)

Since only a fraction of the solar radiation is absorbed in the diurnal mixed
layer and diurnal thermocline,

Y, < ’[(1—,4)12 ~Q, Jdr". (4.24)
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where ¢ is the elapsed time from the beginning of the diurnal warming.
From (4.7), (4.9), (4.24) and an obvious inequality (hD + O.SHD) >0.5H,, it
follows that (Au)2<2Riw’1aTgYD/ (cp p). Hence, the upper limit of the

diurnal jet velocity is
1 1/2
Aumax = |:_2Ricr7 aTgYD /(cpp):| . (425)

The heat accumulated in the upper ocean due to diurnal warming is
mainly determined by solar radiation. The maximum quantity of the solar
radiation absorbed by the ocean during daytime is roughly equal to 2 x 107 J
m™. Substituting this value into (4.25) gives an estimate Au,,_~0.3 ms’,

which represents the upper velocity limit for the diurnal jet.
4.2.4 Upper velocity limit for the rain-formed jet

Slippery layers can also develop due to freshwater input from rain. An
equation similar to (4.25) can be derived for estimating the upper velocity
limit in the case of rain-formed jet:

-1 1/2
Aumax = |:2Rlcr ﬂSgSOMr:' B (426)

where M, is the cumulative precipitation, defined from equation
t
M, = [pdt, (4.27)
0

where P is the precipitation rate and ¢ is the elapsed time from the beginning
of the rain event. For a strong tropical rainfall with A/, =100 mm, the upper

estimate of the velocity following from (4.26) is Au,__~0.5ms" .

4.3 Evolution of the Diurnal Mixed Layer and Diurnal
Thermocline Under Low Wind Speed Conditions

Figure 4-16 offers the following classification of the diurnal mixed layer
and diurnal thermocline evolution under low wind speed conditions. During
Phase I, nighttime convection typically penetrates to the bottom of the mixed
layer. After sunrise, increasing solar radiation gradually suppresses
convective mixing forming a diurnal mixed layer, which rapidly thins (Phase
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II). The diurnal mixed layer depth stabilizes at a depth of the order of 1 m or
less (depending on the wind speed and surface heat fluxes); a diurnal
thermocline develops with gradually increasing temperature difference and
thickness (Phase III). The maximum temperature difference across the
diurnal thermocline occurs around 2-3 pm local time. During Phase III the
warm near-surface layer typically slips over the underlying water mass, with
little turbulent friction; as a result, the diurnal jet develops.
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Figure 4-16. Schematic representation of the diurnal mixed layer and diurnal thermocline
depth under low wind speed conditions. Here: a) surface solar irradiance cycle; b) diurnal
mixed layer and diurnal thermocline evolution: Phase I is the nighttime convection; Phase 11
is the detrainment phase when the diurnal mixed layer is formed; Phase III is the daytime
warming phase; Phase IV is the evening deepening of the diurnal mixed layer and diurnal
thermocline; and Phase V is the erosion of the diurnal thermocline by convection. Light, wavy
line in Phase IV signifies the Kelvin-Helmholtz instability.
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When the surface solar irradiance drops below a certain level that
depends on wind speed and surface heat fluxes, the diurnal mixed layer starts
its evening deepening (Phase IV). The positive buoyancy flux can no longer
stabilize the diurnal mixed layer and cannot maintain slippery conditions on
its lower boundary. The diurnal jet releases its kinetic energy, which results
in the Kelvin-Helmholtz type instability followed by overturning events
(billows). The diurnal mixed layer and diurnal thermocline rapidly deepen.
The intensive deepening of the diurnal thermocline is often associated with
jumps of temperature between the diurnal mixed layer and diurnal
thermocline. These jumps result from the Kelvin-Helmholtz instability
accompanied by overturning events.

25.0

a b

25.2 250 252 254 25.0
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m 1018 LT 1452 1622 2121 0418 0838

Figure 4-17. Vertical profiles of temperature in the upper 10 m of the Atlantic Ocean at 28°N,
21°W. Adapted from Soloviev and Vershinsky (1982) with permission of Elsevier. Local times
are indicated at the bottom of each profile.

After reaching a depth of several meters the excess kinetic energy of the
diurnal jet is pretty much spent on entrainment of colder water from below
the thermocline; the deepening of the diurnal mixed layer and thermocline
slows down. At this stage the diurnal thermocline mainly erodes from its top
due to convective cooling from the ocean surface (Phase V). Turbulent
entrainment is relatively small in this phase.

In order to illustrate the above classification, Figure 4-17 shows a series
of temperature profiles characterizing the diurnal warming of the subtropical
ocean under conditions of low wind speed and strong insolation. This series
of measurements was made with a free-rising profiler equipped with high-
resolution temperature and conductivity sensors. The cold film temperature
sensor (DISA) had a response time in water of ~3 milliseconds. For the
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profiler speed of 1 m s this corresponds to a resolution of ~3 mm in the

vertical. Vertical resolution of the conductivity sensor was better than 1 mm
with practically zero response time.
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Figure 4-18. Microstructure of the diurnal thermocline at 10:18 LT (from Figure 4-17, box a.
Adapted from Soloviev and Vershinsky (1982) with permission of Elsevier. C stands for
conductivity; other symbols are standard.
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The first profile shown in Figure 4-17 reveals a 0.4-m thick diurnal
mixed layer and a diurnal thermocline in the depth range from 0.4 to 1.2 m.
Below 1.2 m the vertical temperature change is relatively small. According
to the classification given in Figure 4-16, this profile corresponds to Phase
1.
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Figure 4-19. Microstructure of the diurnal thermocline at 14:52 LT (from .. 4-17, box b. Adapted
from Soloviev and Vershinsky (1982) with permission of Elsevier.
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The subsequent temperature profiles demonstrate development (1452
LST) and evening deepening (1622 and 2121 LST) of the diurnal mixed
layer and diurnal thermocline. These are Phase IV (16 22 LST) and Phase V
(2121 LST). At 0418 LST next morning, the diurnal thermocline could not
be seen within the upper 10 m. A slight temperature inversion near the
surface was related to the convective cooling of the ocean surface. This is
Phase 1. The temperature profile taken after sunrise (0838 LST) indicated
that a new warm layer had begun to form (Phase II).

The section of temperature profile marked by rectangle a in Figure 4-17 is
shown in Figure 4-18 in more detail (including conductivity, salinity, and
density). There are numerous small-scale temperature inhomogeneities
within the diurnal thermocline, associated with intermittent turbulent mixing,
which can be classified as microstructure. Local vertical gradients of
temperature reach 6°C m”. Above and below the diurnal thermocline, the
temperature gradients are considerably smaller.

The conductivity profile in Figure 4-18 almost repeats the corresponding
temperature profile. The conductivity profile reveals finer structure than the
temperature profile, mainly because of a better spatial resolution of the
conductivity sensor. These small-scale features partially disappear in the
salinity profiles because, in order to avoid spikes, salinity was calculated
from smoothed (over 1 cm) temperature and conductivity signals.

The salinity profile in Figure 4-18 shows a small (~0.02-psu) increase of
salinity toward the surface, associated with evaporation from the ocean
surface. The salinity stratification is unstable and contributes to convective
mixing within the diurnal mixed layer. Within the diurnal thermocline, the
unstable salinity stratification is compensated by the stable stratification of
temperature; the density profile is dominated by the temperature contribution
and is therefore stable. Strong stratification in the diurnal thermocline makes
it more difficult for the excess near-surface salinity to penetrate into deeper
layers. This results in a slightly elevated level of salinity within the diurnal
mixed layer and, in part, within the diurnal thermocline. In this situation
(stable temperature and unstable salinity stratification), double diffusion
convection may develop in the form of salt fingers.

The section of the temperature profile marked by rectangle b (Figure
4-17) is shown in Figure 4-19 in more detail. In this example, the diurnal
thermocline reveals a remarkable step-like structure. This profile was taken
at the beginning of the evening deepening of the diurnal thermocline (Phase
IV). Step-like structures often appear in the diurnal thermocline in this phase
of the diurnal cycle. The next temperature profile taken at 16:22 also reveals
step-like structures but with larger vertical scale (Figure 4-17). In Section
5.5, we consider two possible mechanisms leading to overturning and step-
like structure in the diurnal thermocline, which are the Kelvin-Helmholtz (K-
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H) instability and the resonant interaction between surface and internal
waves.

Billowing due to the K-H instability is probably the most frequent cause
of the observed step-like structures. As already mentioned at the beginning
of this section, the diurnal jet can slip over the underlying water mass with
little turbulent friction due to the stabilizing positive buoyancy flux from the
absorbed solar radiation. When the solar radiation decreases in the evening
(or due to clouds) the balance between turbulence and positive buoyancy
flux is disturbed. As a result, the shear stress at the bottom of the mixed layer
intensifies, which creates favorable conditions for the K-H instability
followed by the overturning events.

The K-H instability is also a plausible explanation of step-like structures
observed in the near-surface ocean in the example shown in Figure 4-20.
This series of measurements was made in the North Atlantic during a period
of relatively calm weather (see Table 4-3). The appearance of step-like
structures in the profiles correlates well with the deepening phase of the
diurnal thermocline (which occurred either due to changing atmospheric
conditions like for the profile at 12:58 LT or reduction of insolation in the
evening time as in the profile taken at 15:18 LT) can also be associated with
the K-H instability.
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Figure 4-20. Vertical profiles of temperature in the upper 9 m obtained with a free-rising profiler
at 59°N, 13°W during the Joint Air-Sea Interaction (JASIN.) experiment. Figure 4-21.
Microstructure of the diurnal thermocline at 14:52 LT (from . 4-17, box b. Adapted from
Soloviev and Vershinsky (1982) with permission of Elsevier.

Figure 4-21 shows a series of near-surface measurements in the Atlantic
Ocean during evening deepening of the diurnal thermocline and diurnal
mixed layer. During these measurements the 10 m wind speed was about 2-
2.5 ms™ and the surface waves were small. The temperature profiles shown
in Figure 4-21 are calculated from conductivity profiles under the
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assumption of constant salinity. No rain was observed on the day of these
measurements. No signs of previous rains were found in the upper 10 m of
the ocean from a salinity profile measured 3 hours in advance of the data set
shown in Figure 4-21.

In addition to the temperature profiles calculated from conductivity
profiles, there are profiles of the vertical temperature gradient and velocity
fluctuation. Fluctuation velocity profiles are high-pass filtered with a 12 Hz
cut off frequency. Because free-rising profiler motions and surface wave
orbital velocities are insignificant for frequencies above 12 Hz, velocity
fluctuations shown in Figure 4-21 are ascribed to small-scale turbulence.

The diurnal mixed layer and diurnal thermocline can be clearly seen in
the temperature profiles (Figure 4-21). The mean velocity of the diurnal
mixed layer deepening calculated from the least squares method is w, =0.1

cm s, Due to large amplitude internal waves developing in the deepening
diurnal thermocline (presumably because of the Kelvin-Helmholtz
instability), the depth of the diurnal mixed layer and diurnal thermocline
oscillate. This depth may also vary due to horizontal variability of the
studied phenomenon, since the ship drifted between the individual casts.

Table 4-3. Pertinent information for the field observations of near-surface microstructure.

Fig. Date Time Position Ui (1-A) Iy | Oy
# LST ms’ W m? W m?
4-11 27 Aug 79 | 09:00 09°N, 23°W | 0.5t02 | 630 70 to
120
4-17,4-18 | 6 Oct 78 10:18 28°N, 21°W | 2 840 150
4-17,4-19 | 6 Oct 78 14:52 28°N, 21°W | 3 620 190
4-17 6 Oct 78 16:22 28°N, 21°W | 3 210 170
4-17 6 Oct 78 21:21 28°N, 21°W | 4 0 190
4-17 7 Oct 78 04:18 28°N, 21°W | 5 0 240
4-20 3 Sep 78 08:38 59°N, 13°W | 4.5 510 220
4-20 3 Sep 78 10:38 to 11:00 | 59°N, 13°W | 2 270 to 30
380
4-20 3 Sep 78 12:32 59°N, 13°W | 2.5 260 40
4-20 3 Sep 78 12:47 59°N, 13°W | 2.5 270 40
4-20 3 Sep 78 12:58 59°N, 13°W | 2.5 260 40
4-20 3 Sep 78 13:20 59°N, 13°W | 2.5 250 40
4-20 3 Sep 78 14:47 59°N, 13°W | 1.0 400 20
4-20 3 Sep 78 15:10 59°N, 13°W | 1.0 280 20
4-20 3 Sep 78 15:18 59°N, 13°W | 1.0 240 20
4-20 3 Sep 78 19:30 t0 20:27 | 59°N, 13°W | 4 0 50
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A characteristic feature of the temperature profiles in Figure 4-21 is the
sharp temperature jump separating the bottom of the mixed layer and the top
of the diurnal thermocline. In some cases, the local magnitude of the vertical
temperature gradient exceeded 1°C m™. The conductivity sensor installed on
the free-rising profiler had the spatial resolution of about 1 cm, thus
smoothing temperature jumps and underestimating vertical gradients. In
reality, jumps with local temperature gradients up to 30°C m™ have been
observed in the deepening diurnal thermocline when measured with higher
resolution sensors (Soloviev and Vershinsky, 1981).

According to Barenblatt (1982), for w, ~ (K, / 7)1/2 (here K7 and t are

the turbulent diffusion coefficient and the relaxation time for temperature
inhomogeneities in the diurnal thermocline respectively) the turbulent
exchange is principally nonstationary (and nonlocal), and ordinary, diffusion
type models of turbulent transport are no longer relevant. One of the
consequences of the non-stationary nature of turbulence in a rapidly
deepening thermocline is the appearance of a temperature jump or a
discontinuity separating the mixed layer and the thermocline.
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Figure 4-21. Series of vertical profiles of temperature (0), temperature gradient (6,’), and
longitudinal (vertical) velocity fluctuation (W’) during the evening deepening of the diurnal
mixed layer and diurnal thermocline. The local time for each measurement is given below the
profiles. (After Bezverkhny and Soloviev, 1986.) Adapted by permission from American
Geophysical Union from Izvestiya, Atmospheric and Oceanic Physics 22, 72-77, © 1986 AGU.

A schematic temperature profile from Barenblatt’s (1982) model is

shown in Figure 4-22a. The temperature profile below the point of
discontinuity has the exponential form:

© =0, exp(—a,¢&) (4.28)
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P P 1/2
where o, = [(KT +4w, 77) —KTJ/Zwen , n=1K,,

E=z—-wit—h,, (4.29)

z is the depth referenced to the ocean surface, 7 is time, and /4, is the depth of

the upper boundary of the thermocline at the initial moment # = 0. The
temperature profile at the point of discontinuity is determined from relation

=20, /[1 +(1+ 8, )”ZJ , (4.30)

where B, =4w’z/K,. Order of magnitude estimates suggest that the non-

stationary effect becomes important in the dynamics of the deepening
thermocline for w,> 0.001 — 0.1 cm s™ (Barenblatt, 1982).

Average temperature profiles calculated from five individual
temperature profiles are shown in Figure 4-21 in the depth coordinate &
according to (4.29). Note that & is referenced to the top of the diurnal mixed
layer rather than to the ocean surface, and that before averaging, the
individual profiles were normalized by the corresponding total temperature
difference across the diurnal thermocline.

Comparison of the model (Figure 4-22a) and experimental (Figure
4-22b) profiles shows good qualitative agreement between them. There is a
sharp temperature jump at the top of the diurnal thermocline, and the
temperature profile below the “discontinuity” point in general follows an
exponential law (Figure 4-22c). The temperature jump constitutes about
16% of the overall temperature difference across the diurnal thermocline.
The estimate of o derived from Figure 4-22c and equation (4.44) is

a, ~4.16x10" m™. From (4.28) and (4.30), parameters K; and t can be

expressed via ©, /0, and «, as follows:

JORA 431)
aB®O

T (4.32)
aw,0,

For w,=0.1 cm s' and 0,/0,=0.84, equations (4.31) and (4.32) result in
the estimates, K, ~20 m*s™ and 7 ~ 460 s.
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Figure 4-22. (a) Schematic representation of vertical temperature profiles for rapid evening
deepening of the diurnal thermocline. (b) Average temperature profiles calculated from five
individual temperature profiles shown in Figure 4-22 in the depth coordinate system referenced
to the bottom boundary of the diurnal mixed layer. (¢) The average temperature profile in the
diurnal thermocline plotted in semi-logarithmic coordinates approximated with a straight line.
(After Bezverkhny and Soloviev, 1986.) Adapted by permission from American Geophysical
Union from Izvestiya, Atmospheric and Oceanic Physics 22, 72-77, © 1986 AGU.

Bezverkhny and Soloviev (1986) provide independent estimates of the
turbulent mixing coefficient K obtained from fluctuation characteristics of
the velocity and temperature profiles shown in Figure 4-21. From the
fluctuation velocity signal they obtained estimates of 5" ranging from 0.2
cm s’ to 0.3 cm s in the diurnal thermocline (where b is the turbulent
kinetic energy). The turbulence length scale, /, estimated from the
temperature profiles (Figure 4-21) within the diurnal thermocline was in the
range of 20 cm to 100 cm. Estimates of the mixing coefficient obtained with
the Kolmogorov’s (1942) formula

K, =Ib"", (4.33)

are within the range from 4 to 30 cm® s, consistent with the estimate
K, ~20cm’ s following from comparison of the average temperature
profiles with Barenblatt’s (1982) model.
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An alternate estimate of the turbulent mixing coefficient can be obtained
from the Osborn and Cox (1972) equation:

K, =(2£1)C.x, (4.34)

D) —\2
where C_= (6Z®')2 / (626)) is the Cox number, and «, is the coefficient of

thermal molecular diffusion . The ‘+’ sign pertains to the case for isotropic
turbulence, while the ‘- sign is intended for the case of anisotropic (layered)
structure. The estimate of the Cox number within the diurnal thermocline
following from the data shown in Figure 4-21 is C_~40. The mixing
coefficient estimate from (4.34) is K, ~0.06—-0.17 cm’ s, which is much
less than the estimate from (4.33). One possible explanation is that, strictly
speaking, the Osborn and Cox (1972) formula is derived under the
assumptions that may not be valid for non-stationary turbulence. Another
possible explanation is that the temperature (conductivity) sensor did not
fully resolve the convective-viscous subrange of turbulence, possibly leading
to underestimation of the Cox number.

4.4 Large Diurnal Warming Events
4.4.1 In situ data

Another example of a large diurnal warming event from the western
equatorial Pacific warm pool is given in Figure 4-23. These are
measurements by bow sensors "scanning" the near-surface layer of the ocean
as described in Section 4.1.3. In this experiment, the vessel was steaming at
4-5 knots perpendicular to the dominant surface waves to increase the ship
pitching for ~15 min every 2 hours.

These observations illustrate the evolution of the vertical temperature
profile in the near-surface layer of the ocean due to diurnal warming under
conditions of very low wind speed. In this example the temperature
difference across the diurnal thermocline is localized in the upper ~1 m and
at 13:02 reaches as much as 3°C.

A slight salinity increase within the diurnal mixed layer and diurnal
thermocline at 11:03, 13:02, and 15:01, and 17:00 is related to evaporation
and trapping excessive salinity within the diurnal mixed layer due to the
underlying diurnal thermocline (see Section 4.1.6). Substantial salinity and
density variability noticeable in the profile at 19:00 is because of convective
rainfall.
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Figure 4-23. Vertical profiles of temperature, salinity and density obtained by averaging the bow
sensor data within 0.1dbar pressure intervals in 10 minute segments. Successive temperature,
salinity and density profiles are shifted by 1°C, 0.5 psu and 0.5 kg m* correspondingly. Under
each profile the corresponding local solar time (LST) is given. The thin lines represent one
standard deviation from the mean profiles. Reproduced from Soloviev and Lukas (1997a) with
permission of Elsevier.

A series of individual vertical temperature profiles shown in Figure 4-24
evidences that the depth of the diurnal mixed layer can decrease to ~10 cm
or even disappear completely for some time under weak winds and strong
insolation. The part of the vertical temperature profiles most near the surface
sometimes has a slightly unstable stratification. Negative temperature
gradients arise during daytime on account of a combination of the volume
absorption of solar radiation in the upper cm of the ocean and the surface
cooling (Kraus and Rooth, 1961; Turner, 1973; Soloviev, 1979; and Chapter
2).
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Figure 4-24. Temperature profiles in the upper meter of the ocean obtained by a free-rising
profiler equipped with a 3 ms response time temperature sensor. These 35 profiles were obtained
between 10:55 and 16:10 LST. Each successive temperature profile is shifted by 0.1P°"C. Note
the cool skin effect in many of the profiles. Reproduced from Soloviev and Lukas (1997a) with
permission of Elsevier.

The examples shown in Figure 4-3c, Figure 4-23, and Figure 4-24
demonstrate that the diurnal cycle under low wind speed conditions is
dramatically different from the high and moderate wind speed regime.
Intensive insolation in low wind areas leads to large diurnal variations of sea
surface temperature. There, the diurnal thermocline is found close to the
ocean surface, where standard shipboard oceanographic measurements may
be disturbed by the ship’s hull. As a result, large diurnal warming events are
often undetected during shipboard surveys and unaccounted for when
quantifying sea surface temperature (SST).

4.4.2 Global distribution of large diurnal warming events
Satellites using infrared or microwave imagery provide a broad

overview of SST and its spatial and temporal variability. Recent studies
(Kawaii and Kawamura, 2002; Gentemann et al., 2003; Stuart-Menteth and
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Robinson, 2003) indicate that extended regions of the World Ocean
including the tropics, subtropics, mid- and, perhaps, a part of high-latitudes
are subject to large diurnal warming events (Figure 4-25). These regions are
correlated with low wind speed zones. The largest diurnal signal is observed
in the tropics and the northern Indian Ocean. Freshening of the near-surface
layer of the ocean by rainfalls and river discharges can also increase diurnal
SST amplitudes. It is therefore not surprising that the regions highly
susceptible to diurnal warming include the Inter-Tropical Convergence
Zone, the northern Indian Ocean during the monsoon transitions, the western
Pacific warm pool, and the waters off the west coast of Mexico. The regions
experiencing larger diurnal warming are also the Mediterranean Sea and
mid-North Atlantic in boreal summer and the southern mid-latitudes in
austral winter.

Diurnal SST amplitude variability depends on the time of year (Figure
4-26), following the seasonal cycle of solar radiation. Satellite data also
reveal remarkable interannual variability of diurnal SST amplitudes (Figure

4-27).
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Figure 4-25. The latitudinal distribution of diurnal amplitudes (day minus night SST) on 15 June
1997 obtained from a geostationary satellite. Reproduced from Tanahashi et al. (2003) by
permission of American Geophysical Union.

Accounting for diurnal SST variability is important for formulation of
accurate boundary conditions for modeling the atmospheric general
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circulation and weather prediction (Shinoda et al., 1998) and biophysical
processes (McCreary et al., 2001). Diurnal cycling also has important
implications for air-sea gas exchange (McNeil and Merlivat, 1996; Soloviev
et al., 2001b). Relatively strong dependence of the CO, solubility on
temperature suggests that diurnal warming shifts the partial pressure
difference between atmosphere and the ocean surface towards lower CO,
uptake by the ocean.

These studies also emphasize the necessity for improving theoretical
methods of quantifying the SST variations due to diurnal cycling. The main
reason is that clouds affect the space-based infrared imagery of the sea
surface. The microwave measurement does not depend on clouds, but its
R.M.S. accuracy is not better than 0.5 K (Gentemann et al., 2004), which
may not always be sufficient to resolve the diurnal cycle of SST. Rains also
affect the microwave signal.

An effective approach to resolve this situation is to enhance the remote
sensing results with the diurnal mixed layer model forced with remotely
sensed heat and momentum fluxes (the latter may not depend so critically on
cloudiness as infrared SST methods). Under low wind speed conditions the
diurnal warming, however, is a nonlinear function of heat and momentum
fluxes. Simple regression type parameterizations of the diurnal SST
amplitudes may not be effective in conjunction with remote sensing methods
because, strictly speaking, they require tuning empirical coefficients for each
region and event. An accurate model of the diurnal cycle combined with
remotely sensed data may improve the accuracy of estimating the
temperature difference across the diurnal thermocline globally (including
regions with cloud cover) compared to the use of regression type
parameterizations.

Adequate sampling is another critical factor for realistic simulation of
large diurnal warming episodes because they depend not only on
instantaneous fluxes but also on their history (at least from sunrise). The
fundamental problem is that for polar orbiting satellites, track-repeat times
are too long to resolve the diurnal cycle of SST. A multi-satellite approach
including geostationary satellites can help in solving this problem. In
particular, the International Satellite Cloud Climatology Project (see Section
1.4.4) has demonstrated the possibility of providing short wave radiation
data globally every 3 hours.

A variety of retrieval schemes to derive boundary layer parameters from
polar orbiting satellites of the NOAA and DMSP series have been developed
(Katsaros et al., 1981; Schliissel and Luthardt, 1991; Wick et al., 1992;
Bauer and Schlissel, 1993; Emery et al., 1994; Chou et al., 1995). These
retrieval methods can be used to estimate surface heat and momentum fluxes
(Schliissel et al., 1995; Schliissel, 1996; Quilfen et al., 2001).
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Figure 4-26. Seasonal distribution of diurnal warming for 1989: Monthly mean AT computed
from daily day-night SST differences for January, April, July, and October. Reproduced from
Stuart-Menteth et al. (2003.) by permission of American Geophysical Union.
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Figure 4-27. Interannual distribution of monthly mean AT computed from daily day-night
SST differences. Monthly mean AT for January for 6 years (1987, 1988, 1990, 1993, and
1995). Reproduced from Stuart-Menteth et al. (2003.) by permission of American Geophysical Union.
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Applying these data to mixed layer modeling faces some problems. In
particular, the relative error of wind speed measurement with microwave
methods approaches 100% in low wind speed zones. Fortunately, the
sensitivities of the diurnal mixed layer depth and warming rate to wind
diminish with decreasing wind speed, because of increased contributions
from convection (Soloviev, 1981).

The convective mixing is driven by the net surface heat flux Q,, which is
the sum of sensible, latent, and net longwave radiation fluxes. The accuracy
of the retrieval of these fluxes depends on averaging period. Achieving a
time resolution of a few hours necessary for accurately modeling the diurnal
cycle is still a challenge but one, which can be addressed with a multi-
satellite approach.

4.4.3 Physics of large diurnal warming events

The Oboukhov buoyancy length scale,
Ly =ull|xe,20,/(c,p)], (4.35)
has a cubic dependence on friction velocity while the Ekman length scale,
L.=ulf, (4.36)

has a linear dependence. (Here Q, is defined according to (4.4).) When
wind speed U,, drops, the friction velocity u, also drops approximately as
U,,, and according to (4.35) the Oboukhov length scale strongly reduces.

The smaller of the two length scales, Lo and Lg, determines the mixed layer
depth (provided that Lo is not negative), and the transition between
“rotational” and ‘“buoyant” regimes depends on the ratio between the
Oboukhov and Ekman length scales. The buoyancy forces thus dominate
Coriolis forces when

2
Lo &Pt (4.37)
LE KaTan

Qualitative analysis of (4.37) suggests that the buoyancy forces should
dominate over rotational forces under low wind speed conditions. The range
of wind speeds where buoyancy dominates over rotation increases towards
the equator where /' — 0.
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For the rotational regime, the equilibrium diurnal mixed layer depth is
proportional to the Ekman length scale, (%4, ~L,). In the model with

isolating boundary conditions at the bottom of the diurnal mixed layer the
rate of diurnal warming is accordingly as follows:

aT/ar=— T O SO ];2 Uy, ~Uy'.  (438)
c,ph, c,pL; c,pu, c,pCy

For the buoyant regime, which is associated with low wind speed
conditions, the rate of the diurnal warming from equation (4.5) is

AT /At~U,,”. The cubic dependence of the diurnal warming rate on wind

speed leads to substantial distinction between the high and low wind speed
regimes, which are separated by a critical wind speed of about 4-5 m s™.
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Figure 4-28. 1dealized heat fluxes for low (a) and high (b) latitudes. Corresponding diurnal
mixed layer depth estimates from relationships ho =c,L, and h, =c.L., where
¢, =2, c;=0.25,and L, and L, are determined from equations (4.35) and (4.36)
respectively (b, c). In both examples, wind speed is U,, = 2.5 m s™', surface salinity S, = 35

psu, and net heat flux Q, =100 W m™. Surface temperature T, is 28°C for the low latitude
example and 5°C for the high latitude example.
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The above estimates imply that the entrainment at the lower boundary of
the diurnal mixed layer is negligible. The entrainment conditions are
incorporated into the analysis in Section 4.2.2, in the framework of

parameterizations and numerical models. In particular, this leads to a .’
rather than u_° dependence for the diurnal temperature amplitude (as well as

a u. rather than u,' dependence for the diurnal jet amplitude).

From the above analysis it is also obvious that large diurnal warming
events are exclusively associated with the buoyant regime in the near-surface
layer of the ocean. Inequality (4.37) is thus a necessary condition for the
development of large diurnal warming events. Figure 4-28 shows results of
calculations of the equilibrium mixed layer depths for low and high latitudes
at a low wind speed. Interestingly, during intense diurnal warming,
inequality (4.37) can be satisfied for both low and high latitudes. This
suggests that large diurnal events can be observed not only in mid- and low
latitudes but also at relatively high latitudes (during the boreal or austral
summer, respectively), which is consistent with the satellite-derived diurnal
amplitudes shown in Figure 4-25.

Rotation effects nevertheless can indirectly influence the diurnal cycle
even under low wind speed conditions by affecting dynamics of the diurnal
jet (see Section 4.2). The Coriolis force deflects the diurnal jet to the right
(left) of the wind in the northern (southern) hemisphere. Under the same
environmental conditions, the magnitude of the diurnal jet is maximal in
equatorial regions, where the direction of diurnal jet coincides with the wind
stress direction.

It should be noted that similar relationships hold for the rain-induced
mixed layer. The buoyancy flux due to rain can play a similar, stabilizing
role as the buoyancy flux due to solar heating. This can explain substantial
drops of salinity observed in the rain patches in low wind speed zones.

In the polar seas where SST can drop to 0°C (or even below it), the
thermal expansion coefficient is small. The buoyancy contribution due to the
absorption of solar radiation diminishes, and the buoyancy effects can no
longer dominate over rotation effects. An exception is the marginal ice zone
with melting ice where the freshwater supply leads to restratification of the
upper ocean mixed layer. Fine structure of the near-surface layer of the polar
seas is considered in Section 4.6.

4.5 Modeling Large Diurnal Warming Events
4.5.1 Radiative-convective mixed layer

Raschke (1975) calculated vertical profiles of temperature in the upper
ocean during equinoxes under the assumption of no turbulent mixing and no
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surface cooling. These vertical profiles showed that the heating depends
strongly on latitude and could amount to as much as 10 to 30°C per day in
the uppermost centimeters of tropical and subtropical oceans. It is interesting
that during midsummer the subpolar ocean in the summer hemisphere can be
exposed to even more radiative energy than near the equator because of the
longer days. These high heating rates do not result in so big actual changes
of the water temperature because internal turbulent processes immediately
transport the absorbed thermal energy into deeper layers, and because some
energy is lost to the atmosphere above.

In the presence of both volume and surface sources of heat, the vertical
flux of heat near the surface is

0(2)=0, (- DI (1- f,(z)). (4.39)

where /; is the insolation, A is the sea surface albedo , function f, (z)
characterizes the absorption of solar radiation with depth (see Section 1.4.6),
and @, is the surface heat flux, which is a sum of latent, sensible, and
effective longwave radiation flux (Q, =0, +0Q, +1,). O changes sign at

some depth z . This is the compensation depth determined from the
equation,

0=0,—(1- I, (1- £ (2)). (4.40)

During daytime, z, often amounts to only a few millimeters (Soloviev,
1979).
The layer 0<|z|<zc can become convectively unstable since 0 >0.

Discrete convective elements from this layer overshoot the compensation
depth and penetrate into the stably stratified layer below (Kraus and Rooth,
1961). The kinetic energy generated in the convectively unstable layer

0< |z| <z, works against the buoyancy forces in the stable layer z_ < |z| <h_,

where /. is the penetration depth of convection. When z. is very small, the
convection is close to a laminar regime, and, as a first guess, we will ignore
the viscous dissipation of the kinetic energy balance.

Remarkably, z, does not depend on the ocean turbulence regime.

Equations (4.39)-(4.40), however, imply an unlimited depth of the surface
mixed layer. In fact, this depth is limited and equal to 4.

The depth of penetration of convection into the stably stratified layer, 4.,
can be determined from an integral model including the differential
equations for temperature, salinity, and kinetic energy balance (Soloviev,
1979):
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0=_ %80 BsgJ 10 (4.43)

where S is salinity, J is the salinity flux; a,g0/ (cp p) + fBsgJ/ p 1is the net

buoyancy flux, which can be related to the buoyant energy source/sink, E is
the vertical flux of the kinetic energy. These equations can be derived from
equations (1.10), (1.11), and (1.24) under the following assumptions:
potential temperature is equal to the thermodynamic temperature; there is no
wind, rain, or upwelling; penetrating convection works mainly against stable
stratification, therefore the dissipation term is negligible compared to other
terms in the equation for the turbulent kinetic energy. Equation (4.43) for the
turbulent kinetic energy is given in the stationary form because the
equilibration time for turbulence is much smaller than for thermal and
salinity inhomogeneities. The processes that shape the vertical temperature
profile under calm conditions and strong insolation are schematically shown
in Figure 4-29.

Soloviev (1979) suggested that under conditions of strong insolation
(and calm weather) convection might become non-turbulent (laminar), which
has recently been confirmed in numerical experiment by Verevochkin and
Startsev (2000). Fortunately, the system of equations in (4.41)-(4.43) is valid
for laminar convection as well.

In theory, under extremely strong solar radiation, the thermal convection
may be completely suppressed (see Section 2.4). In that case, the problem is
reduced to that of molecular heat diffusion with volume sources, and
equation (4.43) becomes irrelevant.

Boundary conditions for the sea surface are formulated as follows:

0(0,¢)=0,, J(0,t)=—(S,/L)Q,, E(0,1)=0. (4.44)

Boundary conditions at the bottom of the mixed layer formed by penetrative
convection are (Kraus and Rooth, 1961):
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O(~h,, 1) =0,3(~h,,1)=0,E(~h_,1) = 0. (4.45)

These are isolating boundary conditions; entrainment fluxes at the bottom of
the mixed layer are ignored. This assumption should not lead to significant
errors when /4, does not change substantially.

A small amount of heat and salt can penetrate through the bottom of
convective mixed layer because of double-diffusion. A warmer and slightly
saltier layer is formed near surface, which may result in convecting layers
(Stern and Turner, 1969). This effect is not accounted for here, but is
discussed in Section 4.1.6.
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Figure 4-29, Formation of a convective mixed layer due to volume absorption of solar
radiation and surface cooling under calm weather conditions. The penetration depth of
convection for this example, #.= 0.073 m, is calculated from equation (4.48) for O, = 140 W
m?% Qr =70 W m? and (1-4) L= 560 W m™. (a) Schematic representation of the
temperature profile with penetrative convection (continuous line) and no convection (dashed
line). (b) Terms of the turbulent kinetic energy (TKE) balance equation (4.43) within the
convective mixed layer.

A customary constraint for integral models is that temperature and salinity
profiles are constant with depth within the mixed layer (Kraus and Turner,
1967). The diurnal mixed layer, however, sometimes exhibits non-zero
vertical temperature and salinity gradients (see examples in Figure 4-2¢ and
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Figure 4-20). Soloviev (1979) therefore relaxed the Kraus and Turner (1967)
condition by requiring that 07 /0t and 0S/0¢ (rather than 7 and S) do not
depend on depth z. The latter condition does not prohibit dependence of T’
and S on z within the radiative-convective layer.

By integrating equations (4.41) and (4.42) over z with boundary
conditions (4.44)-(4.45) and excluding terms 07 /0t and 0S/ot, fluxes QO
and J can be expressed as follows:

Q(Z)=Q0 [1‘*2}_(1_‘4)12 |:1+Z_fk (Z)_fR (hC)h_C:| > (4.46)
S, z
J(z):—f(u hJQE’ (4.47)

and function fR(z) characterizes the absorption of solar radiation with

depth..

Absorption of solar radiation in the upper meters of the ocean is then
parameterized with 9 exponentials according to formula (1.62). The vertical
profiles, O(z) and J(z), expressed in terms of corresponding buoyancy fluxes
are shown in Figure 4-29. Substituting QO and J in the energy balance
equation (4.43) with their expressions (4.46) and (4.47), and integrating
(4.43) over depth, a transcendental equation for the convective diurnal mixed
layer depth 4, is obtained:

S o _
S, PsSe, Oy => 20, (1,2 aexp(—ah) |, (4.48)
(1-A4)I, o, L(1-A)I, | ah ch,

Verevochkin and Startsev (2000) performed direct numeric simulation
(DNS) of free convection taking into account the volume absorption of solar
radiation. Results of their calculations are shown in Figure 4-30. Profile (a)

corresponds to the ratio, (1—4)I;/Q, =4, showing a distinct convective-
radiative mixed layer. Convective mixing confined within the quasi-
homogeneous layer appears to be of laminar nature. The convection is
completely suppressed for the ratio (1 - A)IZ /1Q, =4.75 (profile b in Figure
4-30).

A convective diurnal mixed layer observed in the Sargasso Sea is shown

in Figure 4-31. The vertical temperature profiles obtained with a free-rising
profiler in the upper 5 m during afternoon hours under calm weather
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conditions and 1.2 m swell revealed a shallow diurnal mixed layer and
strong diurnal thermocline that developed at the top of the seasonal mixed
layer of 20-25 m depth. Low relative humidity (~70%) and clear skies
resulted in appreciable surface cooling (Q, = 140 W m?) even under calm

weather conditions.
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Figure 4-30. Numerical simulation of the radiative-convective equilibrium temperature
profiles in the near-surface ocean by Verevochkin and Startsev (2000) for (a)

(1-4)1,/Q,=4 and (b) (1-4)I;/Q,=475. Here T=c,px,(T-T,)/(Qh) is the
nondimensional temperature, 7, is the bulk temperature of the upper ocean mixed layer, &,

is the molecular coefficient of kinematic thermal diffusivity; Z=z/h is the nondimensional
depth, and % is the layer depth determining the model domain. Note the similarity of the
model profiles to the observations under calm weather conditions and strong solar insolation
shown in Figure 4-31.

The solar irradiance during the first measurement (14:47 LT) was
(l—A)IZ = 594 W m™. There is a diurnal (convective) mixed layer in the
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upper 7-12 cm of the ocean and a thermocline in the upper 1 m with a
temperature difference of 1.3-1.4°C (Figure 4-31a). The vertical temperature
profile obtained 17 minutes later (Figure 4-31b) has a similar diurnal mixed
layer. The intermediate thermocline that is seen in Figure 4-31b near 3 m is
presumably of advective nature.
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Figure 4-31. Vertical temperature profiles in the upper 5 m according to measurements with a
free-rising profiler in the Sargasso Sea during POLYMODE on 1 October 1977 at (a) 14:47,
(b) 15:04, and (c) 17:31. (After Soloviev, 1979.) Adapted by permission from American Geophysical
Union from Izvestiya, Atmospheric and Oceanic Physics 15, 514-517,© 1980 AGU.

The temperature profile taken on the same day but in the evening time
(17:31 LT) is shown in Figure 4-31c. The diurnal mixed layer depth
increased to approximately 1 m. The diurnal thermocline became sharper;
the temperature difference across the diurnal thermocline dropped to
approximately 0.8°C. There are also inversions and other microstructure
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features in the diurnal thermocline. They are presumably associated with

overturning events, which are often observed in the diurnal thermocline
during the deepening stage.
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Figure 4-32. Diurnal mixed layer depth under calm weather conditions as a function of local
time. Open circles are experimental data; continuous line is the depth of convective mixed
layer calculated from (4.48). (After Soloviev, 1979). Adapted by permission from American
Geophysical Union from Izvestiya, Atmospheric and Oceanic Physics 15,514-517, © 1980
AGU.

Note that these measurements were made with a temperature sensor
(DISA) having a response time of only 3 ms in water. At the ] m s ascent
speed of the profiler, this sensor partially resolved the cool skin of the ocean,
which resulted in a remarkably sharp drop of temperature in the upper few
millimeters of the ocean (Figure 4-31).

For estimated irradiance (1—A4)/; =560 W m™ and heat flux Qp = 140

W m? for 14:47 LT, 1 October 1977 the compensation depth calculated from
equations (4.40) is z. = 0.02 m. The discrete convective elements developing
in this layer then penetrate to approximately 0.1 m depth according to the
radiative-convective model (4.48), which is consistent with the vertical
temperature profile taken at 14:47 LT

The DNS result for (I—A)]Z/ O, =4 (Figure 4-30a) exhibits a

temperature profile that is qualitatively consistent with the observations
shown in Figure 4-31a, b. The temperature profiles taken around 1700-1800
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LT showed that by 1700 LT the diurnal mixed layer had substantially
deepened (Figure 4-31c). After 1700 LT, the evening deepening of the
mixed layer slowed down significantly.

Figure 4-32 shows the evolution of the diurnal mixed layer depth during
afternoon and early evening hours estimated from the measurements with a
free-rising profiler on 1 October 1977. Three of seven total profiles taken
during this day are shown in Figure 4-31. In cases when a second quasi-
homogeneous layer was observed, only the upper one is taken into account.

Figure 4-32 also shows the radiative-convective mixed layer depth
calculated from equation (4.48) for the case of no cloud conditions during

POLYMODE (Soloviev, 1979). During daytime the model curve 4, (t) is in

good agreement with field data. It is remarkable that 4  practically does not

change during daytime hours although the solar radiation flux does change.
At about 1600 LT, when the insolation drops below some level, 4, starts a

rapid increase. The model demonstrates an unbounded increase of the
diurnal mixed layer depth around 1700 LT. The experimental mixed layer
depth, however, does not follow the model prediction after 1700 LT. This is
related to the fact that the model ignores entrainment fluxes at the bottom of
the mixed layer, which become important when the diurnal mixed layer
depth increases. The water densification due to evaporation only slightly
increases A, (by about 5-10% during daytime).

4.5.2 Transition from radiative-convective to wind mixing regime

The wind induced mixing can be accounted for by adding the
momentum balance equations (1.17) and (1.18) and by including the shear
production term according to the equation for turbulent kinetic energy (TKE)
balance (1.24). Under an assumption of horizontal homogeneity and with no
rotation effects, the equations for momentum balance are:

ou_107, (4.49)
ot p Oz

o
v _1% (4.50)
o p 0Oz

Equation (1.24) for the TKE balance in stationary form then reads

0=r Hyp LD A& T (4.51)
s
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where FE = w'(b'+ p'/ p) is the vertical flux of TKE. Dissipation term ¢ is
retained in (4.51). In contrast to the purely convective case described by
equation (4.43), the dissipation term can no longer be ignored when
turbulence production due to shear is included (Soloviev, 1982). Equation
(4.51) is given in a stationary form because the turbulence regime
equilibrates much faster than the diurnal mixed layer evolves.

Boundary conditions at the sea surface are formulated as follows:

0(0,6)=0,, J(0,1)=—(S,/L)Q,, E(0,)=E,. (4.52)

Boundary conditions at the bottom of the diurnal mixed layer, z=—#,, are
similar to (4.45):

O(=hy,t)=0, J(=hy,,t)=0, E(=h,,1)=0. (4.53)

The boundary condition in the form (4.53) limits the model application only
to conditions of no entrainment (decreasing or quasi-stationary mixed-layer
depth).

The Kraus and Turner (1967) hypothesis is used to close the system of
equations (4.41), (4.42), and (4.51):

—~E, - Oj (~z,.0u/ 0z~ 0v/oz)dz - Oj gdz = my (4.54)

—hp —hp

where m; is the nondimensional empirical constant.
Assuming again that 0,7 and 0,§ are not depth dependent within the

mixed layer and integrating equations (4.41), (4.42), (4.49), (4.51) with
boundary conditions (4.52), (4.53) and closure hypothesis (4.54), we obtain
a transcendental equation withrespect to the diurnal mixed layer depth, %, ,in

the following form:

~ 0, . ﬂSScp 0, . 2m,cpp u
(1-A4)I, oL (1-A4)I, a,g hy(1-4)I

2 ]a,- exp(—aihD)},
T

(4.55)

Following Soloviev (1982), we select m; = 0.9.



Chapter 4: FINE STRUCTURE AND MICROSTRUCTURE 275

6 18 LST

N B —
|
= |
|
2 |
B |
I
o |
Ar i
N |
|
6 |
hy, m L i
7 1y, Wm*?

— 500
b) #
S T R T N O N
8 10 12 14 16 LST
Ugms”

8 10 12 14 16 18 LST

Figure 4-33. (a) Variation of the diurnal mixed layer depth at 35°03°N, 12°52°W derived from
free-rising profiler measurements on 16 October 1978 (dots are experimental data,
continuous line is the results of calculations from equation (4.55), vertical dashed lines
indicate the measurements when no diurnal thermocline was found); (b) insolation (10 min
averages); (c) wind speed measured in discrete time intervals (linearly interpolated in
between the measurements). (After Soloviev, 1982.) Adapted by permission from American
Geophysical Union from Izvestiya, Atmospheric and Oceanic Physics 18,579-585, © 1983
AGU.

Figure 4-33a shows the variation of the diurnal mixed layer depth
obtained from free-rising profiler measurements in the Atlantic Ocean. The
insolation and wind speed also are shown (Figure 4-33b, c). The first profile
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was made at 5:57 LST (before sunrise). There is a diurnal thermocline left
from the previous diurnal cycle. The depth of this “relic” diurnal mixed layer
is ~ 6 m (see Figure 4-33a). At the time of the temperature profile taken at
7:49 LST (immediately after sunrise), the relic thermocline had disappeared,
though the new diurnal mixed layer and diurnal thermocline had not yet
formed.

The temperature profile at 7:49 LST was practically homogeneous
within the upper 10 m. This measurement is indicated in Figure 4-33a by a
vertical dashed line. The temperature profiles taken later this day show the
formation of a shallow diurnal mixed layer and diurnal thermocline and their
subsequent evening deepening. By 19:06 LST, the diurnal thermocline
disappeared from the depth range of the free-rising profiler. This
measurement is indicated in Figure 4-33a by a second vertical dashed line.

The depth of the diurnal mixed layer calculated from equation (4.55) is
in remarkable agreement with the experimental data even in the presence of
substantial variability of the solar radiation due to clouds (Figure 4-33b).
The situation, however, radically changes during the evening hours when the
model depth tends to infinity and is no longer able to predict the actual depth
of the diurnal mixed layer. This is because entrainment fluxes at the bottom
of the diurnal mixed layer are not taken into account in (4.53).

Soloviev (1982) demonstrated that the effect of volume absorption of
solar radiation leads to a reduced sensitivity of the model diurnal mixed
layer depth to changes of external parameters. (This is true only at relatively
small depths of the mixed layer, /4, <2 m.) For larger mixed layer depths,

the effect works in the opposite direction, increasing the sensitivity of the
mixed layer depth to changes in the air-sea heat fluxes and the wind speed.
This, in particular, explains the characteristic I1— shape of the diurnal mixed
layer dependence on the time of the day clearly seen in Figure 4-33a.

In order to predict the diurnal mixed layer dynamics during the evening
hours as well as the temperature difference across the diurnal thermocline, a
numerical model is required that accounts for entrainment fluxes (see
Section 4.5.4). Rotation effects can also then be included.

4.5.3 Parameterizations for the diurnal SST range

Early empirical parameterizations for diurnal SST amplitudes (for
instance, Hasse, 1971; Deschamps and Frouin, 1984) operated with
instantaneous wind velocities and instantaneous or peak solar radiation
fluxes. Since the diurnal warming is a cumulative process, which depends on
the “history” of the heat and momentum fluxes during the hours after
sunrise, Lukas (1991) proposed connecting the SST range (A7) with daily

average cloud fraction (C) and daily average wind speed (U) by a
regression formula:
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max

(1-¢)
AT, =0.75+14.67—="L. (4.56)
U

This parameterization was intended for the equatorial ocean, where the daily
average cloud fraction is a good proxy for the cumulative daily insolation.

The presence of U? in the right side of the regression implies that below
some critical value of the wind speed the diurnal warming of the ocean
surface layer rapidly increases. Equation (4.56) is derived using data only for
wind speed exceeding 2.7 m s, because the scatter of points strongly
increases under very low wind speed conditions. This equation should not
therefore be applied for very low and calm winds. It was not intended for use
outside the western Pacific warm pool but it should be applicable to other
regions with possible change of coefficients.

Clayson and Curry (1996) extended the Lukas (1991) approach to low
wind speeds by modifying the set of determining parameters and separating
wind speed conditions below and above a 2 m s™ threshold. Their regression
parameterization of the diurnal SST range has the following form:

AT, =ay,+b,(Is)+¢,(P)+d,In(T)+¢,(Is)n(T)+ £,(T), (457

max

where I5 is the peak insolation, P is the daily average precipitation, and U
is the daily average wind speed. The empirical coefficients for (4.57) as
determined by Webster et al. (1996) from observations in the western Pacific
warm pool are given in Table 4-4. Comparison of ship-measured AT,
variability with parameterization (4.57) shows a bias of 0.13°C (derived SST
range lower than observed) with a standard deviation of 0.31°C and a
correlation coefficient of 0.85 (Clayson and Curry, 1996). Inclusion of the
nighttime rainfall into the parameterization is, however, problematic. In
some cases it may improve the fit while in other case it can make prediction
of the diurnal SST range even worse.

Table 4-4. Empirical coefficients for the Clayson and Curry (1996) parameterization (4.57).

U <2ms’ U>2ms’"

Coefficient Magnitude Coefficient Magnitude
dy 0.328 do 0.262

by 0.002 by 0.00265

o 0.041 o 0.028

do 0.212 do -0.838

ey -0.000185 ey -0.00105
Jfo -0.329 fo 0.158
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The advantage of the regression type parameterizations is that they are
simple and are easy for practical applications, especially when only limited
information on the environmental conditions is available. A fundamental
problem of such parameterizations is that, strictly speaking, they require
adjustment of empirical coefficients to each geographical region, season,
and, perhaps, even to synoptic conditions. Their application for the global
coverage of large diurnal warming events is therefore very limited.

4.5.4 Numerical models

Early numerical models of the diurnal cycle employed the turbulent heat
diffusion equation with constant mixing coefficient. Foster (1971a)
undertook direct numerical simulation of an idealized diurnal cycle in the
upper ocean by solving the equations of motion, heat, and continuity. Wind
mixing was introduced by setting a constant turbulent mixing coefficient; the
solar radiation was treated as a time dependent volume source. The surface
cooling was represented by a constant heat flux from the ocean surface. The
model in general reproduced some qualitative features of the diurnal cycle.
Convection developed during nighttime but was suppressed by solar
radiation during daytime. The initial wind induced turbulence was
unimportant in the vertical transport after development of the nighttime
gravitational convection. Yet for strong initial (wind-induced) mixing, the
convection could not start during nighttime.

The main problem of Foster’s (1971a) model was that the mixing
coefficient did not depend on depth or on time. Thus, it could not be correct
under light winds. Remember that an important feature of turbulent mixing
in the upper ocean under light winds is that it both influences, and is
influenced by, stratification arising due to diurnal heating. This results in a
nonlinear response of the diurnal cycle to external forcing, which could not
be captured by Foster’s (1971a) model.

More realistic models of the diurnal mixed layer include the Kraus and
Turner (1967) integral type model, a second moment turbulence closure
mixed layer model (Wick, 1995), the KPP model (Large et al., 1994;
Soloviev et al. 2001), the Price-Weller-Pinkel (PWP) model (Price et al.,
1986), and the transilient model (Stull and Kraus, 1987; Soloviev and Lukas,
1997a). No perfect model of the diurnal cycle, however, has been developed:
They all have advantages and disadvantages. Application of the integral
model for the diurnal mixed layer and thermocline modeling is complicated
by some limitations in parameterizing entrainment fluxes at the bottom of
the diurnal mixed layer. The KPP model requires specifying the nonlocal
transport term that has not been well defined. The PWP model does not have
the correct asymptotic convective regime under conditions of very low wind
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speed when the effect of volume absorption of solar radiation is of
importance.

Below we consider modeling of the diurnal cycle for the example of the
transilient model (though it also has a disadvantage in that it does not allow
unstable stratification to develop). The transilient model deals with the
parameterization of turbulent transports by a spectrum of eddies that
transport fluid properties over a range of distances (Stull and Kraus, 1987).
The transilient model specifies a velocity scale u, =u, and a vertical length

scale I=K|z , where u, is the frictional velocity in water, x is the von

Karman constant, and z is the vertical coordinate. For the unstably stratified
near-surface layer (nighttime) Soloviev and Lukas (1997a) proposed to use a
different scaling: u, =w, and /=L, , where according to Priestly (1959)

w,=(LB,)", L

and By is the surface buoyancy flux. The absorption of solar radiation with
depth was parameterized with a 9 exponential dependence (1.62).

is the depth of the unstably stratified near-surface layer,
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Figure 4-34. Evolution of the diurnal temperature increase averaged over 0-0.25 m. (a)
Insolation (/5) and surface cooling heat fluxes (Qy = I;+Q07+0r); (b) wind speed at 15 m
height Ujs; (c) temperature difference AT = T, - T; in the near-surface layer of the ocean as
measured by a free-rising profiler (asterisk) and simulated by the transilient model
(contiguous line), here 7 and 7y are the temperature averaged over depth range 0-0.25 m and
8-8.25 m correspondingly. The free-rising profiler measurements are the same as shown in
Figure 4-24 Reproduced from Soloviev and Lukas (1997a) with permission of Elsevier.
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Figure 4-34 shows the results of a simulation of the diurnal cycle in the
western Pacific warm pool area with the transilient model. The vertical
resolution and the time step were 0.25 m and 15 s respectively. The vertical
profiles of temperature and salinity were initialized to be a constant in the
upper 20 m of the ocean, while the velocity profile was initialized with a
0.0004 s™' shear to ensure finite values of the Richardson number for the first
step of the simulation. The model was forced with the wind stress and
sensible and latent heat fluxes calculated with the TOGA COARE Version
2.5a bulk-flux algorithm. The net long-wave radiation flux was calculated
using the parameterization of Simpson and Paulson (1979).
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Figure 4-35. (a) Air and water temperatures on 4 May 1996. Here, asterisks are the bucket
thermometer bulk temperatures, open circles are the dry air temperature (corrected to 10 m
height), the contiguous line is the surface temperature (0-0.25 m average) calculated using the
transilient model, and the dashed line is the SST calculated using the transilient model and the
cool skin model. (b) relative humidity on 4 May 1996. Reproduced from Soloviev and
Lukas (1997a) with permission of Elsevier.

Figure 4-34 shows the heat fluxes and wind speeds for the vertical
temperature profiles shown in Figure 4-24. Corresponding evolution of the
temperature difference in the upper 8 m of the ocean according to the
measurements with a free-rising profiler is compared to calculations of the
same temperature difference with the transilient model. The model and field
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data are in good agreement. The dependence of the diurnal heating on the
wind speed is clearly seen in this figure. During the morning wind forcing,
there is practically no rise in SST. Although diurnal warming is suppressed
during morning hours, it increases strongly at 10 a.m. when the wind speed
drops below 5 ms™.

According to Figure 4-35a, the daily wvariation in atmospheric
temperature is even larger than it is in the ocean. Hoeber (1969) previously
observed a similar effect in the equatorial region. This effect is supposedly
because the moist equatorial atmosphere absorbs solar radiation directly
during the daytime and is cooled again during the nighttime (see discussion
in Kraus and Businger, 1994, p. 170).

Note the diurnal cycle of relative humidity (Figure 4-35b). The relative
humidity decreases with the daytime SST increase, thus enhancing the latent
heat flux. This is a manifestation of the negative feedback mechanism
stabilizing the SST (Greenhut, 1978; Gautier, 1978; Lukas, 1990a; Katsaros
and DeCosmo, 1990; Kraus and Businger, 1994).

Direct numerical simulation represents another possible approach to
modeling the diurnal cycle of SST under low wind speed conditions. The
model of Verevochkin and Startsev (2000) mentioned in Section 4.5.1 is one
of the first attempts in this direction. The present version of this model,
unfortunately, does not include wind mixing.

4.6 Fine Structure of the Near-Surface Layer in the
Polar Seas

Few details are known about the near-surface layer of the polar seas.
Barrier layers similar to those observed in the Indo-Pacific warm pool are
possibly an important factor in the dynamics of the polar seas in marginal ice
zones.

In the cold surface water of the polar seas, the coefficient of thermal
expansion a7 is substantially smaller than in mid- and low latitude surface

waters. The thermal component of the buoyancy flux, —a,g0, /(cp p), is

therefore small. As a result, the suppression of turbulence due to absorption
of solar radiation is less probable than in warmer environments. Substantial
contribution to the buoyancy flux can, however, come from fresh water
released by melting ice. (The salinity contraction coefficient fs does not
depend as much on water temperature as ardoes.)

When the Arctic or Antarctic pack ice melts in spring, it releases fresher
water, which leads to the formation of near-surface plumes. These plumes
tend to spread horizontally in the near-surface layer, forming low salinity,
stably stratified layers. The stable salinity stratification inhibits turbulent
mixing, which effectively traps the air-sea heat and mass exchange near the
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surface. This effect influences the process of spring melting of the pack ice
as well as stimulating the spring algae bloom. The source of fresh water
(melting ice) is often localized within the relatively thin near-surface layer of
the ocean. In the Antarctic, for example, the typical thickness of the pack ice
is 1 m.

Pack ice adds dramatic variation to all atmosphere-ocean interactions
(McPhee, 1983; Muench, 1990; Gow and Tucker III, 1990). The classic
problem of air-sea interaction obtains a new dimension when air-sea-ice
interaction is considered. While the previous studies in polar seas (see
Muench, 1990 and McPhee, 1990 for reviews) have revealed fundamental
principles regarding the coupling of the ice cover, ocean, and atmosphere,
applying these principles to conditions at the pack ice edge is not simple.
The processes in the marginal ice zone are complicated by large spatial
gradients and by strong temporal variability. For example, field data from
the Greenland Sea (Buckley et al., 1979; Johannessen et al., 1983) show that
the marginal ice zone is an area of extreme upper ocean variability with
numerous fronts, upwelling or downwelling features, and eddies. In the
marginal ice zone, the ice concentration varies from 100% in the interior to
0% at the edge, with large fluctuations occurring over distances of a few
kilometers in both the across edge and along edge directions. Also, because
of the effect of incoming surface waves, average floe size in the marginal ice
zone changes from a few meters at the edge to thousands of meters at a
distance of 100 km to 200 km into the interior (Wadhams, 1973).

Though the marginal ice zone represents a small percentage of the total
ice cover in the polar region, its dynamical description is crucially important
in many processes associated with the pack ice variation. These include
(Brown, 1990): “...the growth, extent, and break up of the pack ice; the
regional ocean circulations and associated problems of the ocean mixed-
layer dynamics, biology, and thermal structure; the dynamics of bottom-
water formation in the marginal ice zone; the enhanced biological activity
with high phytoplankton concentration and large standing stock near the
marginal ice zone; and the mechanics of the long-time influence of the pack
ice and marginal ice zone on climatic and oceanic circulation.”

The upper ocean processes and ice mass changes that control the vertical
transfer of momentum, heat and salt between the ice and water are of
fundamental importance in controlling ice extent and motion in the marginal
ice zone. When the ice is blown over warm water, the underside melts; how
fast it melts depends on the rate of heat exchange in the ocean-ice boundary
layer (McPhee, 1990). At the same time, the transfer of heat, salt, and
momentum modifies the upper ocean and changes the physics of subsequent
ice and ocean interaction. When the upper surface ice is melted by radiative
and sensible heat input, the resultant mass flux also has an impact on upper
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ocean processes. The ice and upper ocean thus represent a strongly coupled
system whose description should rely on a detailed understanding of these
heat, salt, and momentum transfer processes.

Antarctic pack ice is relatively thin. The ice drift patterns prevent most
Antarctic sea ice from reaching ages greater than 1-2 years. Wadhams et al.
(1987) found the mean thickness of ice floes formed during one year to be
about 50-60 cm only.

In the Antarctic, melt occurs mainly from the bottom and the sides of the
ice, which are in contact with the ocean. Divergence of the pack creates
more open water, allowing more solar radiation to be absorbed by the ocean
with a subsequent warming of the surface water. As austral summer
approaches the surface layer of the ocean warms up and the rate of melting
of the ice increases. Ice edge retreat begins in November, accelerates in
December and continues throughout February along the entire East Antarctic
coastline. By November, areas of open water within the pack are no longer
exclusively sites of enhanced ice production; rather they become a focus for
the uptake of solar radiation and contribute to the rapid decay of the ice. By
this process, the pack ice decays "from within" as well as by the retreat of
the ice edge from north to south. Particularly rapid retreat occurs in regions
where the ice edge extended furthest north at maximum extent.

Figure 4-36 shows an example when a weak salinity-controlled upper-
layer frontal structure was generated by melt water input in the summer
marginal ice zone in the Antarctic. This front migrated as the ice edge
retreated in spring, releasing melt-water to the upper ocean.
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Figure 4-36. Vertical distributions of temperature (‘C; left) and salinity (psu; middle) along a
transect normal to the late summer ice edge in the northwestern Weddell Sea. Approximate
location of the transect is shown to the right, with ice edge indicated by the heavy hachured
line (ice cover to the left of the line). (After Muench, 1990.) Reprinted from Polar Oceanograph