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## Preface

Recently, multi-way data or tensor data have been employed in various applied fields (see Mørup 2011). Multi-way data are familiar to statisticians as contingency tables. The difference between tensor data and contingency tables is that a contingency table describes count data, and therefore, its entries are necessarily integers, whereas the entries of a tensor datum are real numbers. The main feature of data analysis is often to decompose a datum into simple parts and extract its main parts. For example, Fourier analysis of a signal decomposes the signal into many parts with different frequencies and extracts the main frequencies contained in the signal. Similarly, we consider the decomposition of a tensor datum into a sum of rank-1 tensors, where rank-1 tensors are considered to be the simplest tensors. The minimal length of the rank- 1 tensors in the sum is called the rank of the tensor. The objective of rank determination is to answer the question, "How many rank-1 tensors are required to express the given tensor?" In other words, we must find the simplest structure in a given datum. Thus, tensor rank is important for data analysts. In matrix theory, rank plays a key role and expresses the complexity of a matrix. Similarly, tensor rank is considered as an index of the complexity of a tensor. However, it is difficult to determine the tensor rank of a given tensor even for tensors of small size. Tensor rank also depends on the basis field; for example, the rank may be different in the cases of the complex number field $\mathbb{C}$ and the real number field $\mathbb{R}$. Many researchers have explored tensor ranks over the complex number field, where the property of algebraic closedness of the complex number field often makes the theory clear or easy.

In this book, we focus on the rank over the real number field $\mathbb{R}$, which is particularly interesting for statisticians. Rank-1 decomposition was first introduced by Hitchcock 1927, and he referred to it as a polyadic form. Subsequently, several authors investigated tensor rank, including Kruskal (1977), Ja’Ja' (1979), Atkinson and Stephens (1979), Atkinson and Lloyd (1980), Strassen (1983), and ten Berge (2000). In recent years, interest in tensor rank has been rekindled among several mathematicians, including Kolda and Bader (2009), de Silva and Lim (2008), Friedland (2012), Landsberg (2012), De Lathauwer et al. (2000), and Ottaviani
(2013). In addition, nonnegative tensors have been the subject of many studies on applied data analysis (see, for example, Cichocki et al. 2009). In this expository book, we mainly treat maximal rank and typical rank of real 2-tensors and real 3-tensors, and we summarize our research results obtained over nearly eight years since 2008. The maximal rank of size $(m, n, p)$ tensors is the largest rank of tensors of this size, whereas the typical rank of size $(m, n, p)$ tensors is a rank such that the set of tensors of rank $r$ has a positive measure. Here, we re-emphasize that this book treats both tensor rank and typical ranks over the real number field.

This book is organized into eight chapters. Chapter 1 presents the terminologies and basic notions. Chapter 2 introduces propositions that characterize tensor rank. In consideration of beginners or novices, Chap. 3 treats simple and ad hoc evaluation methods of tensor rank by column and row operations as well as matrix diagonalization for tensors of small size $(2 \times 2 \times 2,2 \times 2 \times 3,2 \times 3 \times 3$, and $3 \times 3 \times 3$ ). Chapter 4 introduces an absolutely nonsingular tensor and a determinant polynomial. In addition, it discusses the relation between (i) the existence of absolutely nonsingular tensors and Hurwitz-Radon numbers and (ii) absolutely full column tensors and bilinear forms. Chapter 5 treats the maximal rank of $m \times n \times 2$ and $m \times n \times 3$ tensors. Chapter 6 treats generic ranks and typical ranks of quasi-tall tensors. Chapter 7 presents an overview of the global theory of tensor rank and discusses the Jacobian method. Finally, Chap. 8 treats $2 \times 2 \times \cdots \times 2$ tensors.
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## Chapter 1 <br> Basics of Tensor Rank

In this chapter we introduce the basic concepts of tensor rank.

### 1.1 Tensor in Statistics

In statistical data analysis, a tensor is a multi-way array datum. Just as the complexity of a matrix datum is described by its matrix rank, the complexity of a tensor datum is described by its tensor rank. In this chapter, we review several fundamental concepts of tensor rank. Typical rank and maximal rank are treated in later chapters. A historical reference is Hitchcock (1927). Useful introductory references for the basics of tensor rank include Kolda and Bader (2009), De Lathauwer et al. (2000), and Lim (2014). For further reading, refer to Ja'Ja’ (1979), Kruskal (1977), Strassen (1983), ten Berge (2000), Comon et al. (2009), and Landsberg (2012). For tensor algebra, we refer to the book by Northcott (2008). First, we define a tensor datum over a basis field $\mathbb{F}$.

Definition 1.1 A multi-way array $T=\left(T_{i_{1} i_{2} \ldots i_{K}}\right), 1 \leq i_{1} \leq N_{1}, \ldots, 1 \leq i_{K} \leq N_{K}$, is called a $K$-way tensor with size $\left(N_{1}, N_{2}, \ldots, N_{K}\right)$.

Remark 1.1 For short, we use " $N_{1} \times \cdots \times N_{K}$ tensor" instead of "a tensor $T$ of size $\left(N_{1}, \ldots, N_{K}\right)$ ", especially when $K$ is small.

Definition 1.2 The set of $K$-way tensors with size $\left(N_{1}, N_{2}, \ldots, N_{K}\right)$ over $\mathbb{F}$ is denoted by $T_{\mathbb{F}}\left(N_{1}, \ldots, N_{K}\right)$ or simply $\mathbb{F}^{N_{1} \times \cdots \times N_{K}}$.

In this book, we consider the case of $\mathbb{F}=\mathbb{C}$ and $\mathbb{R}$, and we omit $\mathbb{F}$ from the suffixes when there is no scope for confusion. Hence, the set $T_{\mathbb{F}}\left(N_{1}, \ldots, N_{K}\right)$ is often denoted as $T\left(N_{1}, \ldots, N_{K}\right)$ without confusion. Further, note that $\mathbb{F}^{N_{1} \times \cdots \times N_{K}}$ is equal to $\mathbb{F}^{N_{1} \ldots N_{K}}$ as a set.

For statisticians, a tensor as a multi-way array is familiar as a higher-order contingency table. The difference is that a contingency table takes integer values as elements, whereas an array tensor takes arbitrary real values, complex values, or elements of an arbitrary field $\mathbb{K}$.

A tensor is a multi-array datum (this is a 3-tensor)


On the other hand, for mathematicians, a tensor is familiar as an element of a tensor product of vector spaces.

Definition 1.3 Let $V_{i}=\mathbb{F}^{N_{i}}$ with a fixed basis $\left\{v_{i 1}, \ldots, v_{i N_{i}}\right\}$, where $v_{i j}=(0, \ldots, 0$, $1, \ldots, 0)^{T}$ (1 in the $j$ th position) for $1 \leq i \leq K$. Then, the tensor product $V_{1} \otimes V_{2} \otimes$ $\cdots \otimes V_{K}$ is a vector space over $\mathbb{F}$ with a basis $\left\{v_{1 i_{1}} \otimes v_{2 i_{2}} \otimes \cdots \otimes v_{K i_{k}} \mid 1 \leq i_{j} \leq N_{j}, j=\right.$ $1,2, \ldots, K\}$ and the elements of the tensor products $V_{1} \otimes V_{2} \otimes \cdots \otimes V_{K}$ are called $K$-mode tensors.

The two concepts of multi-way tensors in statistics and tensors in algebra are mutually exchangeable. Since $\left\{v_{1 i_{1}} \otimes v_{2 i_{2}} \otimes \cdots \otimes v_{K i_{k}} \mid 1 \leq i_{j} \leq N_{j}, j=1,2, \ldots, K\right\}$ is a basis of $V_{1} \otimes V_{2} \otimes \cdots \otimes V_{K}$ over $\mathbb{F}$, there is a one-to-one correspondence between $T_{\mathbb{F}}\left(N_{1}, \ldots, N_{K}\right)$ and $V_{1} \otimes V_{2} \otimes \cdots \otimes V_{K}$, where $T=\left(T_{i_{1} i_{2} \ldots i_{K}}\right)$ corresponds to $\sum_{i_{1}=1}^{N_{1}} \cdots \sum_{i_{K}=1}^{N_{K}} T_{i_{1} \ldots i_{K}} v_{1 i_{1}} \otimes \cdots \otimes v_{K i_{K}}$. For example, a tensor $\left(a_{1}, a_{2}\right) \otimes\left(b_{1}, b_{2}\right) \otimes$ $\left(c_{1}, c_{2}\right)$ corresponds to a $2 \times 2 \times 2$ array tensor $T=\left(T_{i j k}\right)=\left(a_{i} b_{j} c_{j}\right)$. Under this identification, we treat an element of $V_{1} \otimes V_{2} \otimes \cdots \otimes V_{K}$ and an $N_{1} \times \cdots \times N_{K}$ multiway tensor reversibly and call both of them simply as a $K$-tensor without confusion. Note that we are concerend mainly with 3-tensors.

Now, we define rank-1 tensors.
Definition 1.4 A nonzero $K$-tensor $T=\left(T_{i_{1} \ldots i_{K}}\right)$ is called a rank-1 tensor if $T=$ $\left(T_{i_{1} \ldots i_{K}}\right)=\left(a_{i_{1} 1} \ldots a_{i_{K} K}\right)$ for some vectors $a_{1}, \ldots, a_{K}$.

Below, we illustrate a 3-tensor of rank 1.
A rank-1 tensor


Here, we note that any $K$-tensor $T=\left(T_{i_{1} \ldots i_{K}}\right)$ can be expressed as a set of $(K-1)$ tensors as follows:

$$
\begin{aligned}
T & =\left(T_{1} ; \ldots ; T_{K}\right), T_{k} \\
& =\left(T_{i_{1} \ldots i_{K-1} k} \mid 1 \leq i_{1} \leq N_{1}, \ldots, 1 \leq i_{K-1} \leq N_{k-1}\right), \quad 1 \leq k \leq K
\end{aligned}
$$

In particular, when $K=3$, any 3-tensor $T=\left(T_{i_{1} \ldots i_{K}}\right)$ can be expressed as slices of matrices:

$$
T=\left(T_{1} ; \ldots ; T_{K}\right), T_{k}=\left(T_{i_{1} i_{2} k} \mid 1 \leq i_{1} \leq N_{1}, \text { and } 1 \leq i_{2} \leq N_{2}\right), \quad 1 \leq k \leq K
$$

This is called a slice representation along the third axis of a 3-tensor $T$ and is often used in subsequent sections. For a 3-tensor, a slice representation along the first and second axes are also defined similarly.

Example 1.1 A rank-1 tensor $T$ with size $2 \times 2 \times 2$ is a tensor $T=\left(T_{i_{1} i_{2} i_{3}}\right)$, where $T_{i_{1} i_{2} i_{3}}=a_{i_{1}} b_{i_{2}} c_{i_{3}}, 1 \leq i_{1} \leq 2,1 \leq i_{2} \leq 2,1 \leq i_{3} \leq 2$ for some two-dimensional vector $\boldsymbol{a}=\left(a_{1}, a_{2}\right), \boldsymbol{b}=\left(b_{1}, b_{2}\right), \boldsymbol{c}=\left(c_{1}, c_{2}\right)$. For example, when $\boldsymbol{a}=(1,2)$, $\boldsymbol{b}=(3,4), \boldsymbol{c}=(5,6)$,

$$
T=\boldsymbol{a} \otimes \boldsymbol{b} \otimes \boldsymbol{c}=\left(\left(\begin{array}{ll}
15 & 20 \\
30 & 40
\end{array}\right) ;\left(\begin{array}{ll}
18 & 24 \\
36 & 48
\end{array}\right)\right)
$$

is a rank-1 tensor.
Example 1.2 If a size $\left(N_{1}, N_{2}, N_{3}\right)$ tensor $P=\left(p_{i j k}\right)$ expresses a joint probability function of three discrete random variables, the independence model is equivalent to $P$ being a rank-1 tensor.

The PARAFAC model for a tensor decomposes the tensor into a sum of rank-1 tensors.

Definition 1.5 For a tensor $T=\left(T_{i_{1} \ldots i_{K}}, 1 \leq i_{1} \leq N_{1}, \ldots, 1 \leq i_{K} \leq N_{K}\right)$, the PARAFAC model describes (decomposes) $T$ as $T=T_{1}+\cdots+T_{s}$, where $T_{i}$ is a rank-1 tensor.

Tensor rank is defined as follows.
Definition 1.6 For a $K$ tensor $v \in V=V_{1} \otimes \cdots \otimes V_{K}$, the minimum integer $r$ such that there is an expression $v=v_{1}+\cdots+v_{r}$, where $v_{i} \in V$ are rank-1 tensors, is called the tensor rank of $v$ and is denoted by $\operatorname{rank}_{\mathbb{F}}(v)$. Correspondingly, for a $K$-tensor $T$, the minimum integer $r$ such that there is an expression $T=T_{1}+\cdots+T_{r}$ where $T_{i}$ are rank-1 tensors, is called a tensor rank of $T$ and denoted by $\operatorname{rank}_{\mathbb{F}}(T)$.

Below, we illustrate a rank-r 3-tensor.

## Tensor decomposition into a sum of rank-1 tensors



Note that $\operatorname{rank}_{\mathbb{F}}(T)$ is considered an index of complexity of a tensor $T$ similar to matrix rank. In fact, it has been studied in the field of arithmetic complexity (see, for example, Strassen 1983).

By the definition of tensor rank, the following lemma holds immediately.
Lemma 1.1 For tensors $T_{1}$ and $T_{2}$,

$$
\operatorname{rank}\left(T_{1}+T_{2}\right) \leq \operatorname{rank}\left(T_{1}\right)+\operatorname{rank}\left(T_{2}\right)
$$

We also remark that any nonzero 1-tensor, i.e., a nonzero vector, has rank 1.
Next, we describe the properties of rank for a $K$-mode tensor. Here, we note that
$V_{1} \otimes \cdots \otimes V_{K}=\left(V_{1} \otimes \cdots \otimes V_{L}\right) \otimes\left(V_{L+1} \otimes \cdots \otimes V_{K}\right)$ for any $L$ with $1 \leq L \leq K-1$.
We also note the following lemma.
Lemma 1.2 Let $v \in V_{1} \otimes \cdots \otimes V_{L}, w \in V_{L+1} \otimes \cdots \otimes V_{K}$. Then, $v \otimes w$ is of rank 1 if and only if $v$ is of rank 1 in the space $V_{1} \otimes \cdots \otimes V_{L}$ and $w$ is of rank 1 in the space $V_{L+1} \otimes \cdots \otimes V_{K}$.

Proof This is due to the definition of a rank-1 tensor.
Now, we prove the following.
Lemma 1.3 Suppose that $v \in V_{1} \otimes \cdots \otimes V_{L}$ and $w \in V_{L+1} \otimes \cdots \otimes V_{K}, \operatorname{rank}(v)=a$ and $\operatorname{rank}(w)=b$, as an element of $V_{1} \otimes \cdots \otimes V_{L}$ and $V_{L+1} \otimes \cdots \otimes V_{K}$, respectively. Then, $\operatorname{rank}(v \otimes w) \leq a b$.
Proof Write $v=\sum_{i=1}^{a} v_{i 1} \otimes \cdots \otimes v_{i L}$ and $w=\sum_{j=1}^{b} w_{j(L+1)} \otimes \cdots \otimes w_{j K}$. Then,

$$
v \otimes w=\sum_{i=1}^{a} \sum_{j=1}^{b} v_{i 1} \otimes \cdots \otimes v_{i L} \otimes w_{j(L+1)} \otimes \cdots \otimes w_{j K} .
$$

The assertion holds from this equation.

Corollary 1.1 For $x \in V_{1} \otimes \cdots \otimes V_{K}$, let $x=\sum_{i=1}^{p} y_{i} \otimes z_{i}$, where $y_{i} \in V_{1} \otimes \cdots \otimes V_{K-1}$ and $z_{i} \in V_{K}$ for $1 \leq i \leq p$. Suppose that $y_{i} \in\left\langle v_{1}, \ldots, v_{r}\right\rangle$ with $\operatorname{rank}\left(v_{i}\right)=1$ for $1 \leq i \leq p$, where $\left\langle v_{1}, \ldots, v_{r}\right\rangle$ is the vector space of $V_{1} \otimes \cdots \otimes V_{K-1}$ generated by $v_{1}, \ldots, v_{r}$. Then,

$$
\begin{equation*}
\operatorname{rank}(x) \leq r \tag{1.1.1}
\end{equation*}
$$

Proof This is merely a corollary of Lemma 1.3; however, we repeat the proof for the readers' convenience. Set $y_{i}=\sum_{j=1}^{r} c_{i j} v_{j}$ for $1 \leq i \leq p$, where $c_{i j} \in \mathbb{F}$. Then,

$$
\begin{aligned}
x & =\sum_{i=1}^{p} y_{i} \otimes z_{i} \\
& =\sum_{i=1}^{p}\left(\sum_{J=1}^{r} c_{i j} v_{j}\right) \otimes z_{i} \\
& =\sum_{j=1}^{r} v_{j} \otimes\left(\sum_{i=1}^{p} c_{i j} z_{i}\right)
\end{aligned}
$$

Since $\sum_{i=1}^{p} c_{i j} z_{i} \in V_{K}$ is of rank 1, from Lemma 1.2, this means that $\operatorname{rank}(x) \leq r$.
Corollary 1.2 Let $x \in V_{1} \otimes \cdots \otimes V_{K}$ and $x=\sum_{j=1}^{N_{K}} y_{j} \otimes v_{K, j}$, where $y_{j} \in V_{1} \otimes \cdots \otimes$ $V_{K-1}$ for $1 \leq j \leq N_{K}$. Set $\Omega=\left\{r \mid v_{1}, \ldots, v_{r} \in V_{1} \otimes \cdots \otimes V_{K-1}\right.$ such that $\operatorname{rank}\left(v_{i}\right)=1$ for $1 \leq i \leq r$ and $y_{j} \in\left\langle v_{1}, \ldots, v_{r}\right\rangle$ for $\left.1 \leq j \leq N_{K}\right\}$. Then, $\operatorname{rank}(x)=\min \Omega$.

Proof Since $V_{1} \otimes \cdots \otimes V_{K-1}$ is spanned by $\left\{v_{1 i_{1}} \otimes \cdots \otimes v_{(K-1) i_{(K-1)}} \mid 1 \leq j \leq N_{j}, 1 \leq\right.$ $j \leq K-1\}$, and $\operatorname{rank}\left(v_{1 i_{1}} \otimes \cdots \otimes v_{(K-1) i_{(K-1)}}\right)=1$ for any $i_{1}, \ldots, i_{(K-1)}$, we see that the set of $\Omega$ is not empty. Let $r$ be the minimum integer of $\Omega$. Then, $\operatorname{rank}(x) \leq r$ by definition. Suppose that $\operatorname{rank}(x) \leq s<r$. Then, we have

$$
x=\sum_{i=1}^{s} y_{1 i} \otimes \cdots \otimes y_{(K-1) i} \otimes y_{K i}
$$

where $z_{i}=y_{1 i} \otimes \cdots \otimes y_{(K-1) i}$ is of rank 1 by Lemma 1.2, and therefore, $s \in \Omega$. This is a contradiction.

Further, we have the following.

## Proposition 1.1

$$
\operatorname{rank}(T) \leq \max \cdot \operatorname{rank}\left(N_{1}, \ldots, N_{j}\right)\left(\prod_{j=k+1}^{K} N_{u}\right)
$$

Proof Let us denote max.rank $\left(N_{1}, \ldots, N_{j}\right)$ as max.rank here. By assumption, any $T$ has the expression

$$
\begin{aligned}
T & =\sum_{i_{1}}^{N_{1}} \ldots \sum_{i_{j}=1}^{N_{j}} \sum_{i_{j+1}=1}^{N_{j+1}} v_{i_{1}} \otimes \cdots \otimes v_{i_{j}} \otimes v_{i_{j+1}} \otimes \cdots \otimes v_{i_{K}} \\
& =\sum_{i_{j+1}=1}^{N_{j+1}} \ldots \sum_{i_{K}=1}^{N_{K}} \sum_{i_{1}}^{N_{1}} \ldots \sum_{i_{j}=1}^{N_{j}} v_{i_{1}} \otimes \cdots \otimes v_{i_{j}} \otimes v_{i_{j+1}} \otimes \cdots \otimes v_{i_{K}} \\
& =\sum_{i_{j+1}=1}^{N_{j+1}} \ldots \sum_{i_{K}=1}^{N_{K}} \sum_{k=1}^{\max . \mathrm{rank}} b_{1 k} \otimes \cdots \otimes b_{j k} \otimes v_{i_{j+1}} \otimes \cdots \otimes v_{i_{K}} \\
& =\sum_{k=1}^{\max . \operatorname{rank}} \sum_{i_{j+1}=1}^{N_{j+1}} \ldots \sum_{i_{K}=1}^{N_{K}} b_{1 k} \otimes \cdots \otimes b_{j k} \otimes v_{i_{j+1}} \otimes \cdots \otimes v_{i_{K}} .
\end{aligned}
$$

This proves the assertion.
As a corollary, we have the following.
Proposition 1.2 For $T \in V_{1} \otimes \cdots \otimes V_{K}$ and $1 \leq j \leq K$,

$$
\begin{equation*}
\operatorname{rank}(T) \leq\left(\prod_{u=1}^{j-1} N_{u}\right)\left(\prod_{u=j+1}^{K} N_{u}\right) \tag{1.1.2}
\end{equation*}
$$

Proof It suffices to use Proposition 1.1 inductively.
Since any nonzero vector has rank 1 , we also see the following.
Proposition 1.3 Let $T$ be a 2-mode tensor, i.e., a matrix with column vectors $v_{1}, \ldots, v_{N_{2}}$. Then, $\operatorname{rank}(T)=\operatorname{dim}\left\langle v_{1}, \ldots, v_{N_{2}}\right\rangle$, i.e., the tensor rank of $T$ is the same as the one defined in linear algebra.

### 1.2 Kronecker Product

Here, we review the Kronecker product between matrices $A$ and $B$. The Kronecker product might be more familiar than the tensor product to researchers in the field of statistics.

Definition 1.7 For matrices $A=\left(a_{i j}\right)$ and $B$, the Kronecker product $\otimes_{k r}$ of $A$ and $B$ is defined by

$$
\begin{equation*}
A \otimes_{k r} B=\left(a_{i j} B\right) \tag{1.2.1}
\end{equation*}
$$

Note that $A \otimes_{k r} B$ is an $m_{1} m_{2} \times n_{1} n_{2}$ matrix if $A$ and $B$ are an $m_{1} \times n_{1}$ matrix and an $m_{2} \times n_{2}$ matrix, respectively. The Kronecker product can also be defined between a matrix and a vector or between two vectors.

Remark 1.2 Usually, $\otimes_{k r}$ is simply denoted as $\otimes$. However, we use a new symbol $\otimes_{k r}$ to avoid confusion with the tensor product.

The following holds.
Proposition 1.4 (The fundamental properties of $\otimes_{k r}$ )
(1) $(A+B) \otimes_{k r} C=A \otimes_{k r} C+B \otimes_{k r} C$, and $A \otimes_{k r}(B+C)=A \otimes_{k r} B+A \otimes_{k r} C$.
(2) $\left(A \otimes_{k r} B\right)^{T}=A^{T} \otimes_{k r} B^{T}$.
(3) $\left(A \otimes_{k r} B\right)^{-1}=A^{-1} \otimes_{k r} B^{-1}$ if $A$ and $B$ are nonsingular.
(4) $\left(A \otimes_{k r} B\right)\left(C \otimes_{k r} D\right)=A C \otimes_{k r} B D$ if $A C$ and $B D$ are definable.

### 1.3 Vec and Tens

Here, for a tensor $T$, we define the vec (vectorization) operator and its inverse (tensorization) operator tens for later use.
Definition 1.8 vec is defined as the linear map from $V_{1} \otimes \cdots \otimes V_{K}$ to $\mathbb{F}^{N_{1} \ldots N_{K}}$ such that

$$
\begin{equation*}
\operatorname{vec}\left(a_{1} \otimes \cdots \otimes a_{K}\right)=a_{1} \otimes_{k r} \cdots \otimes_{k r} a_{K} \tag{1.3.1}
\end{equation*}
$$

This map is an isomorphism, and the inverse map is called a tensorization of a vector $v$, denoted by tens ( $v$ ).

Example 1.3 Let $T=\left(T_{i j k}\right)$ be a $2 \times 2 \times 2$ tensor and $T_{111}=1, T_{121}=2$, $T_{211}=3, T_{221}=4, T_{112}=5, T_{122}=6, T_{212}=7, T_{222}=8$. Then, $\operatorname{vec}(T)=(1,2,3,4,5,6,7,8)^{T}$, and conversely, $\operatorname{tens}(\operatorname{vec}(T))=T$. Note that $T$ has a slice representation along the third axis such that

$$
T=\left(\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right) ;\left(\begin{array}{ll}
5 & 6 \\
7 & 8
\end{array}\right)\right)
$$

The following proposition holds.
Proposition 1.5 Let $v_{1} \in \mathbb{F}^{N_{1}}, v_{2} \in \mathbb{F}^{N_{2}}, \ldots, v_{K} \in \mathbb{F}^{N_{K}}$ and $A_{1}, A_{2}, \ldots, A_{K}$ be matrices of size $M_{1} \times N_{1}, M_{2} \times N_{2}, \ldots, M_{K} \times N_{K}$, respectively. Then,
$\left(A_{1} \otimes_{k r} A_{2} \otimes_{k r} \cdots \otimes_{k r} A_{K}\right) \operatorname{vec}\left(v_{1} \otimes v_{2} \otimes \cdots \otimes v_{K}\right)=\operatorname{vec}\left(A_{1} v_{1} \otimes A_{2} v_{2} \otimes \cdots \otimes A_{K} v_{K}\right)$.
Proof From the definition of vec and property 4 of Proposition 1.4,

$$
\begin{aligned}
\operatorname{vec}\left(A_{1} v_{1} \otimes A_{2} v_{2} \otimes \cdots \otimes A_{K} v_{K}\right) & =A_{1} v_{1} \otimes_{k r} A_{2} v_{2} \otimes_{k r} \cdots \otimes_{k r} A_{K} v_{K} \\
& =\left(A_{1} \otimes_{k r} A_{2} \otimes_{k r} \cdots \otimes_{k r} A_{K}\right)\left(v_{1} \otimes_{k r} v_{2} \otimes_{k r} \cdots \otimes_{k r} v_{K}\right) \\
& =\left(A_{1} \otimes_{k r} A_{2} \otimes_{k r} \cdots \otimes_{k r} A_{K}\right) \operatorname{vec}\left(v_{1} \otimes v_{2} \otimes \cdots \otimes v_{K}\right) .
\end{aligned}
$$

This proves the assertion.

Let $A$ be an $m \times n$ matrix. By abuse of notation, we denote by $A$ the linear map $\mathbb{F}^{n} \rightarrow \mathbb{F}^{m} ; v \rightarrow A v$. Let $A_{i}$ be $M_{i} \times N_{i}$ matrices for $1 \leq i \leq K$. Set $W_{i}=\mathbb{F}^{M_{i}}$. Then, $A_{1} \otimes_{k r} \cdots \otimes_{k r} A_{K}$ is a linear map from $V_{1} \otimes \cdots \otimes V_{K}$ to $W_{1} \otimes \cdots \otimes W_{K}$ defined by

$$
\left(A_{1} \otimes \cdots \otimes A_{K}\right)\left(v_{1} \otimes \cdots \otimes v_{K}\right)=A_{1}\left(v_{1}\right) \otimes \cdots \otimes A_{K}\left(v_{K}\right) .
$$

By Proposition 1.5, we see that the following diagram is commutative:


We also note the following fact.
Proposition 1.6

$$
\begin{equation*}
\operatorname{rank}\left(\left(A_{1} \otimes \cdots \otimes A_{K}\right) T\right) \leq \operatorname{rank}(T) \tag{1.3.2}
\end{equation*}
$$

for any $T \in V_{1} \otimes \cdots \otimes V_{K}$.
Proof Set $r=\operatorname{rank}(T)$ and $T=\sum_{i=1}^{r} v_{1 i} \otimes \cdots \otimes v_{K i}$. Then,

$$
\left(A_{1} \otimes \cdots \otimes A_{K}\right)(T)=\sum_{i=1}^{r} A_{1} v_{1 i} \otimes \cdots \otimes A_{K} v_{K i}
$$

Thus, $\operatorname{rank}\left(\left(A_{1} \otimes \cdots \otimes A_{K}\right)(T)\right) \leq r$.

### 1.4 Mode Products

Let $M$ be an $m \times N_{n}$ matrix. For $T \in V_{1} \otimes \cdots \otimes V_{K}$, we define the $n$-mode product $T \times{ }_{n} A$ between $T$ and $A$ as follows.

## Definition 1.9

$$
T \times_{n} M=\left(E_{N_{1}} \otimes \cdots E_{N_{n-1}} \otimes M \otimes E_{N_{n+1}} \otimes \cdots \otimes E_{N_{K}}\right)(T) .
$$

By the commutativity of the above diagram, we obtain the following proposition.

## Proposition 1.7

(1) $T \times_{m} M_{1} \times_{n} M_{2}=T \times{ }_{n} M_{2} \times_{m} M_{1}, \quad(m \neq n)$.
(2) $T \times_{m} M_{1} \times_{n} M_{2}=T \times_{m}\left(M_{2} M_{1}\right), \quad(m=n)$.

Proof First, we prove (1). If $m<n$, then

$$
\begin{aligned}
& \left(E_{N_{1}} \otimes \cdots \otimes E_{N_{n-1}} \otimes M_{2} \otimes E_{N_{n+1}} \otimes \cdots \otimes E_{N_{K}}\right)\left(E_{N_{1}} \otimes \cdots \otimes\right. \\
& \left.E_{N_{m-1}} \otimes M_{1} \otimes E_{N_{m+1}} \otimes \cdots \otimes E_{N_{K}}\right) \\
& \quad=\left(E_{N_{1}} \otimes \cdots \otimes E_{N_{m-1}} \otimes M_{1} \otimes E_{N_{m+1}} \otimes \cdots \otimes E_{N_{n-1}} \otimes M_{2} \otimes E_{N_{n+1}} \otimes \cdots \otimes E_{N_{K}}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(E_{N_{1}} \otimes \cdots \otimes E_{N_{m-1}} \otimes M_{1} \otimes E_{N_{m+1}} \otimes \cdots \otimes E_{N_{K}}\right)\left(E_{N_{1}} \otimes \cdots \otimes\right. \\
& \left.E_{N_{n-1}} \otimes M_{2} \otimes E_{N_{n+1}} \otimes \cdots \otimes E_{N_{K}}\right) \\
& \quad=\left(E_{N_{1}} \otimes \cdots \otimes E_{N_{m-1}} \otimes M_{1} \otimes E_{N_{m+1}} \otimes \cdots \otimes E_{N_{n-1}} \otimes M_{2} \otimes E_{N_{n+1}} \otimes \cdots \otimes E_{N_{K}}\right) .
\end{aligned}
$$

This proves (1). If $m=n$,

$$
\begin{aligned}
& \left(E_{N_{1}} \otimes \cdots \otimes E_{N_{m-1}} \otimes M_{2} \otimes E_{N_{m+1}} \otimes \cdots \otimes E_{N_{K}}\right)\left(E_{N_{1}} \otimes \cdots \otimes\right. \\
& \left.E_{N_{m-1}} \otimes M_{1} \otimes E_{N_{m+1}} \otimes \cdots \otimes E N_{K}\right) \\
& \quad=\left(E_{N_{1}} \otimes \cdots \otimes E_{N_{m-1}} \otimes M_{2} M_{1} \otimes E_{N_{m+1}} \otimes \cdots \otimes E_{N_{K}}\right)
\end{aligned}
$$

This proves (2).

### 1.5 Invariance

Let $\mathrm{GL}(\mathrm{N})$ denote the set of nonsingular $N \times N$ matrices. Suppose that $M_{i} \in \mathrm{GL}\left(\mathrm{N}_{\mathrm{i}}\right)$ for $1 \leq i \leq K$. Then, $M_{1} \otimes \cdots \otimes M_{K}$ is an endomorphism of $V_{1} \otimes \cdots \otimes V_{K}$. Since $M_{1}^{-1} \otimes \cdots \otimes M_{K}^{-1}$ is the inverse of $M_{1} \otimes \cdots \otimes M_{K}$, we see that $M_{1} \otimes \cdots \otimes M_{K}$ is an automorphism of $V_{1} \otimes \cdots \otimes V_{K}$. The following invariance property of tensor rank holds, which is quite important.

Proposition 1.8 Set $g=M_{1} \otimes \cdots \otimes M_{K}$. Then,

$$
\begin{equation*}
\operatorname{rank}(g T)=\operatorname{rank}(T) \tag{1.5.1}
\end{equation*}
$$

Proof By Proposition 1.6,

$$
\operatorname{rank}(g T) \leq \operatorname{rank}(T)
$$

holds, and for the same reason,

$$
\operatorname{rank}(T)=\operatorname{rank}\left(g^{-1} g T\right) \leq \operatorname{rank}(g T)
$$

holds. Thus, $\operatorname{rank}(T)=\operatorname{rank}(g T)$, which proves the assertion.

### 1.6 Flattening of Tensors

There are several ways to matricize a tensor, referred to as flattening, by which we can determine some properties of the tensor. In this section, we define a type of flattening following Kolda and Bader (2009). In Chap. 2, we will define another type of flattening.

Definition 1.10 Let $f_{i}: V_{1} \otimes \cdots \otimes V_{K} \rightarrow V_{i} \otimes \mathbb{F}^{N_{1} \ldots \hat{N}_{i} \ldots N_{K}}$ be a linear map such that

$$
\begin{equation*}
f_{i}\left(a_{1} \otimes \cdots \otimes a_{K}\right)=a_{i} \otimes\left(a_{K} \otimes_{k r} \cdots \otimes_{k r} a_{i+1} \otimes_{k r} a_{i-1} \otimes_{k r} \cdots \otimes_{k r} a_{1}\right) \tag{1.6.1}
\end{equation*}
$$

Remark 1.3 We identify an element of a tensor product of two vector spaces with a matrix. By this identification,

$$
\begin{equation*}
f_{i}\left(a_{1} \otimes \cdots \otimes a_{K}\right)=a_{i}\left(a_{K} \otimes_{k r} \cdots \otimes_{k r} a_{i+1} \otimes_{k r} a_{i-1} \otimes_{k r} \cdots \otimes_{k r} a_{1}\right)^{T} \tag{1.6.2}
\end{equation*}
$$

Before proceeding, we note that

$$
V_{1} \otimes \cdots \otimes V_{K}=\left(V_{1} \otimes \cdots \otimes V_{j}\right) \otimes\left(V_{j+1} \otimes \cdots \otimes V_{K}\right)
$$

In particular, since $V_{1} \otimes \cdots \otimes V_{K}=V_{i} \otimes V_{1} \otimes \cdots \otimes \hat{V}_{i} \otimes \cdots \otimes V_{K}$ for any $i$, the following hold.

## Proposition 1.9

$$
\begin{equation*}
\operatorname{rank}\left(T_{(i)}\right) \leq \operatorname{rank}(T) \tag{1.6.3}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\max \cdot \operatorname{rank}\left\{T_{(i)} \mid 1 \leq i \leq K\right\} \leq \operatorname{rank}(T) \tag{1.6.4}
\end{equation*}
$$

## Proposition 1.10

$$
\begin{equation*}
\left(T \times_{i} M\right)_{(i)}=M T_{(i)} . \tag{1.6.5}
\end{equation*}
$$

Proof This follows from the commutativity of the following diagram.


## Chapter 2 <br> 3-Tensors

We summarize several concepts for 3-tensors in this chapter.

### 2.1 New Flattenings of 3-Tensors

Now, let $T=\left(T_{i j k}\right)$ be an $N_{1} \times N_{2} \times N_{3}$ tensor. We denote $T=\left(T_{1} ; T_{2} ; \ldots ; T_{N_{3}}\right)$, where $T_{k}$ are $N_{1} \times N_{2}$ matrices defined by $T_{k}=\left(T_{i j k} \mid 1 \leq i \leq N_{1}, 1 \leq j \leq N_{2}\right), 1 \leq$ $k \leq K$. Here, for 3 -tensors, we define other flattenings besides the one given in Sect. 1.6.

Definition 2.1 For $T=\left(T_{1} ; T_{2} ; \ldots ; T_{N_{3}}\right)$ where $T_{k}$ is an $N_{1} \times N_{2}$ matrix, we set

$$
\begin{equation*}
\mathrm{fl}_{1}(T)=\left(T_{1}, T_{2}, \ldots, T_{N_{3}}\right), \tag{2.1.1}
\end{equation*}
$$

which is an $N_{1} \times N_{2} N_{3}$ matrix, and

$$
\mathrm{fl}_{2}(T)=\left(\begin{array}{c}
T_{1}  \tag{2.1.2}\\
T_{2} \\
\vdots \\
T_{N_{3}}
\end{array}\right)
$$

We also provide the following definition.
Definition 2.2 For an $m \times N_{1}$ matrix $P$ and an $N_{2} \times n$ matrix $Q$, we set

$$
P T Q=\left(P T_{1} Q, P T_{N_{2}} Q, P T_{N_{3}} Q\right)
$$

Remark 2.1

$$
P T Q=\left(P \otimes Q^{T} \otimes E_{N_{3}}\right) T .
$$

By Proposition 1.8, if $P$ and $Q$ are nonsingular matrices, then

$$
\begin{equation*}
\operatorname{rank}(P T Q)=\operatorname{rank}(T) \tag{2.1.3}
\end{equation*}
$$

### 2.2 Characterization of Tensor Rank

Next, we present a characterization of tensor rank through a joint digitalization. Let $T=\left(A_{1} ; \ldots ; A_{p}\right)$ be a 3-tensor.

Proposition 2.1 The rank of $T$ is less than or equal to $r$ if and only if there are an $m \times r$ matrix $P, r \times r$ diagonal matrices $D_{i}$, and an $r \times n$ matrix $Q$ such that $A_{1}=P D_{1} Q, \ldots, A_{p}=P D_{p} Q$.

Proof Assume that $\operatorname{rank}(T) \leq r$ and set $T=a_{1} \otimes b_{1} \otimes c_{1}+\cdots+a_{r} \otimes b_{r} \otimes c_{r}$. Further, set $c_{i}=\left(c_{i 1}, \ldots, c_{i p}\right)^{T}$ for $1 \leq i \leq r$. Then, $A_{k}=\sum_{j=1}^{r} c_{i k} B_{i}$ with $B_{i}=$ $a_{i} b_{i}^{T}$. Since $T=\left(A_{1} ; \ldots ; A_{p}\right)$, if we set $P=\left(a_{1}, \ldots, a_{r}\right), Q=\left[\begin{array}{c}b_{1}^{T} \\ \vdots \\ b_{r}^{T}\end{array}\right]$, and $D_{k}=$ $\operatorname{Diag}\left(c_{1 k}, c_{2 k}, \ldots, c_{r k}\right)$,

$$
P D_{k} Q=A_{k}, 1 \leq k \leq p .
$$

Conversely, suppose that there are an $m \times r$ matrix $P$, an $r \times r$ diagonal matrix $D_{k}$ for $1 \leq k \leq p$, and an $r \times n$ matrix $Q$ such that

$$
P D_{k} Q=A_{k}, 1 \leq k \leq p
$$

Set $P=\left(a_{1}, \ldots, a_{r}\right), Q=\left[\begin{array}{c}b_{1}^{T} \\ \vdots \\ b_{r}^{T}\end{array}\right]$, and $D_{k}=\operatorname{Diag}\left(c_{1 k}, c_{2 k}, \ldots, c_{r k}\right), 1 \leq k \leq p$.
Further, set $c_{i}=\left(c_{i 1}, \ldots, c_{i p}\right)^{T}$ for $1 \leq i \leq r$. Since $\sum_{i=1}^{r} c_{i k} a_{i} b_{i}^{T}=A_{k}, 1 \leq k \leq p$, $T=\sum_{i=1}^{r} a_{i} \otimes b_{i} \otimes c_{i}$, which completes the proof.

Thus, we have the following.
Proposition 2.2 The rank of T is the minimum integer $r$ such that there are an $m \times r$ matrix $P, r \times r$ diagonal matrices $D_{i}(1 \leq i \leq p)$, and an $r \times n$ matrix $Q$ such that $A_{1}=P D_{1} Q, \ldots, A_{p}=P D_{p} Q$.

We have the following corollary, and the proof is trivial and omitted.
Corollary 2.1 Let $T=\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right)$ be a $m \times n \times p$ tensor. Let $T_{\text {sub }}=$ $\left(A_{1} ; A_{2} ; \ldots ; A_{k}\right)$ with $k \leq p$. Then $\operatorname{rank}\left(T_{\text {sub }}\right) \leq \operatorname{rank}(T)$.

The next proposition is deduced from Proposition 1.6 in Chap. 1.

Proposition 2.3 Let $T \in T(m, n, p)$ be expressed as $T=\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right)$. Let $r=$ $\max \left\{\operatorname{rank}\left(c_{1} A_{1}+\cdots+c_{p} A_{p}\right) \mid c_{1}, \ldots, c_{p} \in \mathbb{F}\right\}$. Then, $\operatorname{rank}(T) \geq r$.

Proof $\operatorname{Set} C=\operatorname{Diag}\left(c_{1}, \ldots, c_{p}\right)$. Then, by Proposition 1.6, it holds that

$$
\begin{equation*}
\operatorname{rank}\left(\left(E_{m} \otimes E_{n} \otimes C\right) T\right) \leq \operatorname{rank}(T) \tag{2.2.1}
\end{equation*}
$$

Since $\left(E_{m} \otimes E_{n} \otimes C\right) T=c_{1} A_{1}+\cdots+c_{p} A_{p}$, the result follows.
In general, proving that $T$ has a rank larger than $r$ is not as easy as proving that $T$ has a rank less than or equal to $r$. The following proposition represents such a case.
Proposition 2.4 Let $T \in T(n,(m-1) n, m)$ be expressed as $m$ slices of $n \times(m-1) n$ matrices, i.e., $T=\left(A_{1} ; A_{2} ; \ldots ; A_{m}\right)$, where $A_{1}=\left(E_{n}, 0_{n \times(m-1) n}\right)$, $A_{2}=\left(0_{n \times n}\right.$, $\left.E_{n}, 0_{n \times n(m-2)}\right), \ldots, A_{m-1}=\left(0_{n,(m-2) n}, E_{n}\right), A_{m}=\left(Y_{1}, Y_{2}, \ldots, Y_{m-1}\right)$. Assume that any nontrivial linear combination of $Y_{1}, \ldots, Y_{m-1}, E_{n}$ is nonsingular. Then, $\operatorname{rank}(T)$ $>p=(m-1) n$.
Proof First, note that $\mathrm{fl}_{2}(T)^{\leq p}=E_{p}$, where $M^{\leq p}$ denotes the upper $p$ rows of the matrix $M$. Therefore, we see that $\operatorname{rank}(T) \geqq \operatorname{rank}\left(\mathrm{fl}_{2}(T)^{\leq p}\right)=p$. Then, by Proposition 2.1, there are an $m \times p$ matrix $P, p \times p$ diagonal matrices $D_{k}$ for $1 \leq k \leq m$, and a $p \times p$ matrix $Q$ such that $P D_{k} Q=A_{k}$ for $1 \leq k \leq m$. Since

$$
E_{p}=\left[\begin{array}{c}
A_{1} \\
A_{2} \\
\vdots \\
A_{m-1}
\end{array}\right]=\left[\begin{array}{c}
P D_{1} \\
P D_{2} \\
\vdots \\
P D_{m-1}
\end{array}\right] Q
$$

$Q$ is nonsingular and

$$
Q^{-1}=\left[\begin{array}{c}
P D_{1} \\
P D_{2} \\
\vdots \\
P D_{m-1}
\end{array}\right]
$$

Set $C=Q^{-1}$. Then, $A_{k} C=P D_{k}$ for $1 \leq k \leq m$. In particular, $A_{m} C=P D_{m}$. Since $A_{m}=\left(Y_{1}, \ldots, Y_{m-1}\right)$, it holds that

$$
\begin{equation*}
Y_{1} P D_{1}+\cdots+Y_{m-1} P D_{m-1}-P D_{m}=0 . \tag{2.2.2}
\end{equation*}
$$

Put $D_{i}=\operatorname{Diag}\left(d_{i 1}, d_{i 2}, \ldots, d_{i p}\right)$ for $1 \leq k \leq p$ and $P=\left(u_{1}, \ldots, u_{p}\right)$. From the Eq. (2.2.2), for the $j$ th column $u_{j} \neq \mathbf{0}$ of $C$, it holds that

$$
\left(d_{1, j} Y_{1}+d_{2, j} Y_{2}+\cdots+d_{m-1, j} Y_{m-1}-d_{m, j} E_{n}\right) u_{j}=0
$$

which contradicts the assumption that any nontrivial linear combination of $Y_{1}, \ldots$, $Y_{m-1}, E_{n}$ is nonsingular. Thus, $\operatorname{rank}(T)>p=(m-1) n$.

Further, it is quite difficult to show that a tensor has a given rank. However, for some cases, it is possible. Here, we introduce a criterion given by Bi for square-type tensors (Bi 2008).

Proposition 2.5 Let $T=\left(A_{1}, \ldots, A_{p}\right)$ be an $n \times n \times p$ tensor, where $A_{1}$ is nonsingular. Then, $T$ has rank $n$ if and only if $\left\{A_{j} A_{1}^{-1}, j=2, \ldots, p\right\}$ can be diagonalized simultaneously.

Proof We first prove the "if" part. Since $\left\{A_{j} A_{1}^{-1}, j=2, \ldots, p\right\}$ are simultaneously diagonalizable, there is a nonsingular $n \times n$ matrix $P$ such that $P A_{j} A_{1}^{-1} P^{-1}=D_{j}$, where $D_{j}$ is a diagonal matrix for $2 \leq j \leq p . T^{\prime}=\left(E_{n} ; A_{2} A_{1}^{-1} ; \ldots ; A_{p} A_{1}^{-1}\right)$ and $T^{\prime \prime}=$ $\left(E_{n} ; D_{2} ; \ldots ; D_{p}\right)$ is equivalent to $T$ and $\operatorname{rank}\left(T^{\prime \prime}\right) \leq n$. By Proposition 1.9, $\operatorname{rank}(T) \leq$ $n$. By Proposition 1.9, $\operatorname{rank}\left(T^{\prime \prime}\right) \geq n$ and therefore $\operatorname{rank}(T)=\operatorname{rank}\left(T^{\prime \prime}\right)=n$. Next, we prove the "only if" part. Assume that $\operatorname{rank}(T)=n$. By Proposition 2.2, there are $n \times n$ matrices $P$ and $Q$ and $n \times n$ diagonal matrices $D_{k}$ for $1 \leq k \leq p$. Since $A_{1}$ is nonsingular, we see that $P, D_{1}$, and $Q$ are nonsingular, and $A_{1}^{-1}=Q^{-1} D_{1}^{-1} P^{-1}$. Therefore, $A_{j} A_{1}^{-1}=P D_{j} Q Q^{-1} D_{1}^{-1} P^{-1}=P D_{j} D_{1}^{-1} P^{-1}$ for $2 \leq j \leq p$. Thus, $A_{j} A_{1}^{-1}$ are jointly diagonalizable. This proves the assertion.

From this, we have as a special case.
Corollary 2.2 Let $T=\left(E_{n} ; A\right)$ be a tensor of size $(n, n, 2)$. Then, $\operatorname{rank}(T)=n$ if and only if $A$ is diagonalizable.
Next, we present a condition that a rectangle-type $m \times n \times p$ tensor $T$ has rank $p$ (see Sumi et al. 2015a).

Proposition 2.6 Let $T \in T(n,(m-1) n, m)$ be expressed as $m$ slices of $n \times(m-$ 1)n matrices, i.e., $T=\left(A_{1} ; A_{2} ; \ldots ; A_{m}\right)$, where $A_{1}=\left(E_{n}, 0_{n \times(m-1) n}\right), A_{2}=\left(0_{n \times n}, E_{n}\right.$, $\left.0_{n \times n(m-2)}\right), \ldots, A_{m-1}=\left(0_{n,(m-2) n}, E_{n}\right), A_{m}=\left(Y_{1}, Y_{2}, \ldots, Y_{m-1}\right)$. Then, $T$ has rank $p$ if and only if there are $P, D_{i}=\operatorname{Diag}\left(d_{i 1}, d_{i 2}, \ldots, d_{i p}\right)$, and $Q$ such that $A_{i}=$ $P D_{i} Q, i=1, \ldots, m$ and

$$
\left(d_{1, j} Y_{1}+d_{2, j} Y_{2}+\cdots+d_{m-1, j} Y_{m-1}-d_{m, j} E_{n}\right) u=0
$$

for any column vector $u$ of $P$.
Proof This is clear from the proof of Proposition 2.4.

### 2.3 Tensor Rank and Positive Polynomial

For an $n \times n \times p$ tensor $T$ with a slice representation $T=\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right)$, we associate $T$ with a polynomial $f_{T}(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{R}^{p}$, given by

$$
\operatorname{det}_{T}(\boldsymbol{x})=\operatorname{det}\left(\sum_{i=1}^{p} x_{i} A_{i}\right) .
$$

If this polynomial is positive for all $x=\left(x_{1}, \ldots, x_{p}\right) \neq 0$, the tensor is called an absolutely nonsingular tensor. Absolutely nonsingular tensors are closely related to the rank determination problem (see Sakata et al. 2011 and Sumi et al. 2010, 2014, 2013). Therefore, we treat it in Chap. 5 in greater detail. Here, we only note that this type of linear combination of matrices has been considered in the system stability problem in engineering fields, and the positivity of multivariate polynomials has been a central topic in the field of algebra with regard to Hilbert's 17th problem.

If this polynomial is positive for all $x=\left(x_{1}, \ldots, x_{p}\right) \neq 0$, the tensor is called an absolutely nonsingular tensor. Absolutely nonsingular tensors are closely related to the rank determination problem (see Sakata et al. 2011 and Sumi et al. 2010, 2014, 2013). Therefore, we treat it in Chap. 5 in greater detail. Here, we only note that this type of linear combination of matrices has been considered in the system stability problem in engineering fields, and the positivity of multivariate polynomials has been a central topic in the field of algebra with regard to Hilbert's 17th problem. For these topics, for example, see Artin (1927), de Loera and Santos (1996), Lasserre (2010), Powers (2011), Powers and Reznick (2001, 2005), Prestel and Delzell (2001), Rangel (2009), Schmüdgen (1991), Schweighofer (2002), and Stengle (1974). These relations between several fields are quite interesting.

## Chapter 3 <br> Simple Evaluation Methods of Tensor Rank

In this chapter, we illustrate simple evaluations of the rank of 3-tensors, which might facilitate readers' understanding of tensor rank. Throughout this section, we consider ranks only over the real filed $\mathbb{R}$, and we abbreviate the symbol $\mathbb{R}$ from all notations. Here we consider the maximal rank of $2 \times 2 \times 2,2 \times 2 \times 3,2 \times 3 \times 3$, and $3 \times 3 \times$ 3 tensors. Note that "maximal rank" is simply the maximum of the rank in a set of a type of tensors (see Chap. 5 for further details).

### 3.1 Key Lemma

Throughout this chapter, we use the following key lemma for evaluation of tensor rank.

Lemma 3.1 Let $T$ and $T_{1}$ be $n \times n \times 3$ tensors and $\operatorname{rank}\left(T_{1}\right)=1$. Let $T_{2}=T-$ $T_{1}=\left(A_{1} ; A_{2} ; A_{3}\right)$. Then if (1) $A_{1}^{-1} A_{2}$ or (2) $A_{2}^{-1} A_{1}$ is diagonalizable, $\operatorname{rank}(T) \leq$ $n+1+\operatorname{rank}\left(A_{3}\right)$.

Proof For case (1), since $A_{1}^{-1} T=A_{1}^{-1} T_{1}+T_{2}$ and $T_{2}=T_{21}+T_{22}$, where $T_{21}=$ $\left(E_{n} ; A_{1}^{-1} A_{2} ; 0\right)$ and $T_{22}=\left(0 ; 0 ; A_{1}^{-1} A_{3}\right), \operatorname{rank}(T)=\operatorname{rank}\left(A_{1}^{-1} T\right) \leq \operatorname{rank}\left(A_{1}^{-1} T_{1}\right)+$ $\operatorname{rank}\left(T_{21}\right)+\operatorname{rank}\left(T_{22}\right) \leq 1+n+\operatorname{rank}\left(A_{1}^{-1} A_{3}\right)=1+n+\operatorname{rank}\left(A_{3}\right)$. Case (2) is proved similarly. This completes the proof.

Remark 3.1 This lemma is applicable to $n \times n \times 2$ tensors by considering $A_{3}=0$.
Remark 3.2 For example,

$$
T_{1}=\left(\left(\begin{array}{cc}
\alpha & 0 \\
0 & 0
\end{array}\right) ;\left(\begin{array}{cc}
\beta & 0 \\
0 & 0
\end{array}\right)\right)
$$

and

$$
T_{1}=\left(\left(\begin{array}{ll}
0 & 0 \\
0 & \alpha
\end{array}\right) ;\left(\begin{array}{ll}
0 & 0 \\
0 & \beta
\end{array}\right)\right)
$$

are $2 \times 2 \times 2$ rank- 1 tensors and

$$
T_{1}=\left(\left(\begin{array}{ccc}
0 & 0 & 0 \\
\alpha & 0 & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
\beta & 0 & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
\gamma & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\right)
$$

is a rank-1 $3 \times 3 \times 3$ tensor, which are used in the following sections.

### 3.2 Maximal Rank of $2 \times 2 \times 2$ Tensors

A $2 \times 2 \times 2$ tensor is the smallest tensor. We will present a short proof for the following well-known fact.

Proposition 3.1 It holds that max. $\operatorname{rank}(2,2,2)=3$.
Lemma 3.2 (1) Let $A=\left(\begin{array}{cc}\alpha & 0 \\ 0 & 1\end{array}\right)$ and $B=\left(b_{1}, k b_{1}\right)$, where $b_{1}$ is a two-dimensional vector, both of whose elements are not zeros. Then, for appropriate $\alpha$, $A$ is nonsingular and $A^{-1} B$ is diagonalizable, and setting $T=(A ; B), \operatorname{rank}(T) \leq 2$ by Lemma3.2.
(2) Let $A=\left(\begin{array}{ll}1 & 0 \\ 0 & \alpha\end{array}\right)$ and $B=\left(k b_{2}, b_{2}\right)$, where $b_{2}$ is a two-dimensional vector, both of whose elements are not zeros. Then, for appropriate $\alpha, A$ is nonsingular and $A^{-1} B$ is diagonalizable, and setting $T=(A ; B), \operatorname{rank}(T) \leq 2$ by Lemma 3.2.

Proof Proof of (1). Let $A=\left(\begin{array}{cc}\alpha & 0 \\ 0 & 1\end{array}\right)$ and $B=\left(\begin{array}{cc}a & k a \\ c & k c\end{array}\right)$. Then,

$$
A^{-1} B=\frac{1}{\alpha}\left(\begin{array}{ll}
1 & 0 \\
0 & \alpha
\end{array}\right)\left(\begin{array}{ll}
a & k a \\
c & k c
\end{array}\right)=\frac{1}{\alpha}\left(\begin{array}{cc}
a & k a \\
\alpha c & \alpha k c
\end{array}\right)
$$

and the characteristic polynomial of $A^{-1} B$ is

$$
f(x)=\frac{1}{\alpha} x(x-a-\alpha k c) .
$$

Therefore, for $k \neq 0$, taking $\alpha=-\frac{a}{k c}, f(x)$ has two different roots and $A^{-1} B$ is diagonalizable. For $k=0, f(x)$ has two roots, 0 and $a \neq 0$, and $A^{-1} B$ is diagonalizable, which implies that $\operatorname{rank}(T) \leq 2$.

Proof of (2). Let $A=\left(\begin{array}{ll}1 & 0 \\ 0 & \alpha\end{array}\right)$ and $B=\left(\begin{array}{cc}c k & c \\ k d & d\end{array}\right)$. Then

$$
A^{-1} B=\frac{1}{\alpha}\left(\begin{array}{ll}
\alpha & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
k c & c \\
k d & d
\end{array}\right)=\frac{1}{\alpha}\left(\begin{array}{cc}
\alpha k c & \alpha c \\
k d & d
\end{array}\right)
$$

and the characteristic polynomial of $A^{-1} B$ is

$$
f(x)=\frac{1}{\alpha} x(x-d-\alpha k c)
$$

Therefore, for $k \neq 0$, taking $\alpha=-\frac{d}{k c}, f(x)$ has two different roots and $A^{-1} B$ is diagonalizable. For $k=0, \mathrm{f}(\mathrm{x})$ has two roots, 0 and $d \neq 0$, and $A^{-1} B$ is diagonalizable, which implies that $\operatorname{rank}(T) \leq 2$.

First, we prove the following:

## Proposition 3.2

$$
\max \cdot \operatorname{rank}(T(2,2,2)) \leq 3
$$

Before proceeding to the proof, we note the following fact.
Fact 3.1 Let $A=\left(\begin{array}{cc}s & t \\ u & w\end{array}\right)$ be a $2 \times 2$ nonsingular matrix. It has seven patterns, as shown below, where stuw $\neq 0$.

(1) | $s$ | $t$ |
| :--- | :--- |
| $u$ | $w$ |,

(2) | $0 \mid t$ |
| :--- | :--- |
| $u \mid w$ | ,

(3) |  | $t$ |
| :---: | :---: |
| 0 | $w$ |,

(4) \begin{tabular}{|l|}

\hline | $s$ |
| :--- |$|$ <br>

\hline$u \mid 0$
\end{tabular},

(5) | $\begin{array}{l}\mid \\ u\end{array}$ | 0 |
| :--- | :--- |,

(6) \begin{tabular}{|l|l|}
\hline$s$ \& 0 <br>
\hline 0 \& $w$ <br>
\hline

 , (7) 

\hline 0 \& $t$ <br>
\hline$u$ \& 0 <br>
\hline
\end{tabular}.

Now, we start with the proof. Our proof is given for each of the above seven patterns.
Proof Let $T=(A ; B)$, where $A$ and $B$ are $2 \times 2$ matrices.
(1) If $\operatorname{rank}(A) \leq 1$ and $\operatorname{rank}(B) \leq 1$, then $\operatorname{rank}(T) \leq 2$.
(2) Without loss of generality, we assume that $\operatorname{rank}(A)=2$. Set $T^{\prime}=\left(A^{-1} A ; A^{-1} B\right)$ $=\left(E_{2} ; B^{\prime}\right)$. If $B^{\prime}$ is singular, it is obvious that $\operatorname{rank}(T) \leq 2+1=3$. Therefore, we assume that $\operatorname{rank}\left(B^{\prime}\right)=2$. Put $B^{\prime}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. We consider seven cases.
(2-1) $B^{\prime}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right), a b c d \neq 0$.
Let $T_{1}=\left(\left(\begin{array}{rr}-\alpha+a & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{cc}\beta & 0 \\ 0 & 0\end{array}\right)\right)$. Then $\operatorname{rank}\left(T_{1}\right)=1$.

$$
T_{2}=T-T_{1}=\left(A_{2} ; B_{2}\right)=\left(\left(\begin{array}{cc}
\alpha & 0  \tag{3.2.1}\\
0 & 1
\end{array}\right) ;\left(\begin{array}{cc}
\beta & b \\
c & d
\end{array}\right)\right)
$$

Now, we choose $\beta$ such that $B_{2}$ is of rank 1, and therefore, we have

$$
T_{2}=\left(\left(\begin{array}{cc}
\alpha & 0 \\
0 & 1
\end{array}\right) ;\left(\begin{array}{ll}
a & k a \\
c & k c
\end{array}\right)\right)
$$

Then, by (1) of Lemma3.2, $\operatorname{rank}\left(T_{2}\right) \leq 2$ and $\operatorname{rank}(T)=\operatorname{rank}\left(T^{\prime}\right) \leq \operatorname{rank}\left(T_{1}\right)+$ $\operatorname{rank}\left(T_{2}\right)=1+2=3$.
(2-2) $B^{\prime}=\left(\begin{array}{ll}0 & b \\ c & d\end{array}\right), b c d \neq 0$.
Let

$$
T_{1}=\left(\left(\begin{array}{cc}
-\alpha+a & 0 \\
0 & 0
\end{array}\right) ;\left(\begin{array}{ll}
\beta & 0 \\
0 & 0
\end{array}\right)\right)
$$

Then, $\operatorname{rank}\left(T_{1}\right)=1$.

$$
T_{2}=T-T_{1}=\left(A_{2} ; B_{2}\right)=\left(\left(\begin{array}{cc}
\alpha & 0 \\
0 & 1
\end{array}\right) ;\left(\begin{array}{cc}
\beta & b \\
c & d
\end{array}\right)\right)
$$

Now, we choose $\beta$ such that $B_{2}$ is of rank 1 , and therefore, we have

$$
T_{2}=\left(\left(\begin{array}{cc}
\alpha & 0 \\
0 & 1
\end{array}\right) ;\left(\begin{array}{ll}
a & k a \\
c & k c
\end{array}\right)\right)
$$

This reduces to Eq. (3.2.1), and $\operatorname{rank}(T) \leq 3$.
(2-3) $B^{\prime}=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right), a b d \neq 0$.
Let

$$
T_{1}=\left(A_{1} ; B_{1}\right)=\left(\left(\begin{array}{cc}
-\alpha & 0 \\
0 & 0
\end{array}\right) ;\left(\begin{array}{cc}
a & 0 \\
0 & 0
\end{array}\right)\right)
$$

Then, $\operatorname{rank}\left(T_{1}\right)=1$. We have

$$
T_{2}=T-T_{1}=\left(A_{2} ; B_{2}\right)=\left(\left(\begin{array}{cc}
\alpha & 0 \\
0 & 1
\end{array}\right) ;\left(\begin{array}{ll}
0 & b \\
0 & d
\end{array}\right)\right)
$$

This is the case of (2) with $k=0$ in Lemma 3.2, and $\operatorname{rank}(T) \leq 3$.
(2-4) $B^{\prime}=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right), a b c \neq 0$.
Let

$$
T_{1}=\left(A_{1} ; B_{1}\right)=\left(\left(\begin{array}{cc}
0 & 0 \\
0 & -\alpha
\end{array}\right) ;\left(\begin{array}{cc}
0 & 0 \\
0 & -\beta
\end{array}\right)\right)
$$

Then $\operatorname{rank}\left(T_{1}\right)=1$. Now, we choose $\beta$ such that $B_{2}$ is of rank 1 , and therefore, we have

$$
T_{2}=T-T_{1}=\left(A_{2} ; B_{2}\right)=\left(\left(\begin{array}{cc}
1 & 0 \\
0 & \alpha
\end{array}\right) ;\left(\begin{array}{cc}
k b & b \\
k d & d
\end{array}\right)\right) .
$$

This is the case of (2) in Lemma 3.2, and $\operatorname{rank}(T) \leq 3$.
(2-5) $\quad B^{\prime}=\left(\begin{array}{ll}a & 0 \\ c & d\end{array}\right), a c d \neq 0$.
Let

$$
T_{1}=\left(A_{1} ; B_{1}\right)=\left(\left(\begin{array}{cc}
0 & 0 \\
0 & -\alpha
\end{array}\right) ;\left(\begin{array}{cc}
0 & 0 \\
0 & -\beta
\end{array}\right)\right) .
$$

Then, $\operatorname{rank}\left(T_{1}\right)=1$. Now, we choose $\beta$ such that $B_{2}$ is of rank 1 , and therefore, we have

$$
T_{2}=T-T_{1}=\left(A_{2} ; B_{2}\right)=\left(\left(\begin{array}{cc}
1 & 0 \\
0 & \alpha
\end{array}\right) ;\left(\begin{array}{cc}
a & 0 \\
c & 0
\end{array}\right)\right)
$$

This is the case of (1) with $k=0$ in Lemma3.2, and $\operatorname{rank}(T) \leq 3$.
(2-6) $B^{\prime}=\left(\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right), a d \neq 0$.
For this case, clearly, we have $\operatorname{rank}(T) \leq 2$.

$$
B^{\prime}=\left(\begin{array}{ll}
0 & b  \tag{2-7}\\
c & 0
\end{array}\right), b c \neq 0
$$

Let

$$
T_{1}=\left(A_{1} ; B_{1}\right)=\left(\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right) ;\left(\begin{array}{ll}
0 & b \\
c & 0
\end{array}\right)\right) .
$$

Then, $\operatorname{rank}\left(T_{1}\right)=1$. Note that $B_{2}$ is a null matrix and we have

$$
T_{2}=T-T_{1}=\left(A_{2} ; B_{2}\right)=\left(\left(\begin{array}{cc}
1 & 1 \\
1 & 1
\end{array}\right) ;\left(\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array}\right)\right)
$$

Thus, $\operatorname{rank}(T) \leq 1+1+1=3$. This completes the proof.
Next, we prove the following proposition.
Proposition 3.3 There is a $2 \times 2 \times 2$ tensor $T$ with $\operatorname{rank}(T)=3$.
Proof Set $A=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ and $B=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$. Since $B$ is not diagonalizable, by Proposition 2.5, $\operatorname{rank}(T) \neq 2$, it is clear that $\operatorname{rank}(T)=3$. This proves Proposition 3.3.

From Propositions 3.2 and 3.3, Proposition 3.1 holds.

### 3.3 Maximal Rank of $2 \times 2 \times 3$ and $2 \times 3 \times 3$ Tensors

We prove the following proposition.

## Proposition 3.4

$$
\begin{equation*}
\max \cdot \operatorname{rank}(2,2,3)=3 \tag{3.3.1}
\end{equation*}
$$

Proof Let $T=(A ; B)$, where $A$ and $B$ are $2 \times 3$ matrices. We denote $A=(a, b, c)$ and $B=(d, e, f)$, where $a, b, c, d, e$, and $f$ are two-dimensional column vectors. If one of $A$ and $B$ is of rank 1 , there is nothing to prove since $\operatorname{rank}(T) \leq$ $\operatorname{rank}((A ; 0))+\operatorname{rank}((0 ; B)) \leq 1+2(2+1)=3$. Therefore, we assume that both
of $A$ and $B$ are of full rank. Without loss of generality, we assume that $a \perp b$ (linearly independent), and by column operations, we can $\operatorname{transform} c=0$. Then, if $f$ is the zero vector, it is clear that $\operatorname{rank}(T) \leq \max . \operatorname{rank}(2,2,2)=3$. Therefore, we assume that $f \neq(0,0)$. If both $d$ and $e$ are constant multiples of $f$, then $\operatorname{rank}(T) \leq 2+1$. Therefore, without loss of generality, we assume that $e \perp f$. By a column operation we can assume that $d=0$. Since $a \perp b$, we can write $e=\alpha a+\beta b$ and $f=$ $\gamma a+\delta b$. If $\gamma \neq 0$, by a column operation, we can make a change $e=\beta b \leftarrow e=$ $\alpha a+\beta b$, i.e., $T=((a, b, 0) ;(0, \beta b, \gamma a+\delta b))$, which means that $\operatorname{rank}(T) \leq 3$. Therefore, we assume that $\gamma=0$ and $T=((a, b, 0) ;(0, \alpha a+\beta b, \delta b))$. If $\delta=0$, $T=((a, b, 0) ;(0, \alpha a+\beta b, 0))$, which means that $\operatorname{rank}(T) \leq 1+1+1=3$. If $\delta \neq 0$, by column operations, we have $T=((a, \alpha a+b, 0) ;(0 ; \alpha a+b, \delta b))$, which means that $\operatorname{rank}(T) \leq 3$. Thus, we have proved that max.rank $(2,2,3) \leq 3$.

Now, Let $T$ be $\left(\left(\begin{array}{cc}1 & 0\end{array}\right) ;\left(\begin{array}{ccc}0 & 0 & 0 \\ 1 & 1 & 0\end{array}\right)\right)$. Then we can view $T$ as $\left(\left(\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right)$. By Corollary 2.1, $\operatorname{rank}(T) \geq \operatorname{rank}\left(T_{\text {sub }}\right)=3$, where $T_{\text {sub }}=\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right)$. This completes the proof.

Next, we prove the following proposition.

## Proposition 3.5

$$
\begin{equation*}
\max \cdot \operatorname{rank}(2,3,3)=4 \tag{3.3.2}
\end{equation*}
$$

Proof Let $T=\left(A_{1} ; A_{2}\right)$, where $A_{1}$ and $A_{2}$ are $3 \times 3$ matrices. If both $A_{1}$ and $A_{2}$ are of rank 2, then we have nothing to prove. Without loss of generality, assume that $A_{1}$ is nonsingular. Considering an exchange $A_{2} \leftarrow x_{0} A_{1}+A_{2}$ with some appropriate $x_{0}$, we can assume that $A_{2}$ is of rank 2 . Then by column and row operations we have

$$
T=\left(\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & b_{12} & 0 \\
a_{21} & a_{22} & 0 \\
0 & 0 & 0
\end{array}\right)\right) .
$$

From this expression, it is easy to see that $\operatorname{rank}(T) \leq \max \cdot \operatorname{rank}(2,2,3)+1=3+$ $1=4$.

Next, we set

$$
T=\left(A_{1} ; A_{2}\right)=\left(\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)\right) .
$$

From Lemma 2.5, $T$ is of rank 3 if and only if $A_{2}$ is diagonalizable. Since $A_{2}$ is not diagonalizable, $\operatorname{rank}(T) \neq 3$, which implies that $\operatorname{rank}(T)=4$. This completes the proof.

### 3.4 Maximal Rank of $3 \times 3 \times 3$ Tensors

In this section, we use the notation $R C(i \leftrightarrow j)$ for the exchanges between the $i$ th row and the $j$ th row and the $i$ th column and the $j$ th column. Further, by $A \leftarrow B$, we denote the exchange of a matrix $A$ by a matrix $A^{\prime}$, and the changed $A\left(A^{\prime}\right)$ is sometimes denoted by the same symbol $A$ for notational simplicity.

The following is known.

## Proposition 3.6 The real maximal rank of $3 \times 3 \times 3$ tensors is equal to 5 .

Although this is a well-known fact, it requires a quite delicate argument (see, for example, Sumi et al. 2010). Here, we give a detailed proof by simple linear algebraic methods with a complete detailed decomposition into patterns of a $3 \times 3 \times 3$ tensor. First, we prove the following.

## Proposition 3.7

$$
\begin{equation*}
\max \cdot \operatorname{rank}(T)=5 \text { for } T \in T(3,3,3) \tag{3.4.1}
\end{equation*}
$$

Proof Let $T=\left(A_{1} ; A_{2} ; A_{3}\right)$, where $A_{1}, A_{2}, A_{3}$ are $3 \times 3$ matrices. If some of $A_{1}$, $A_{2}$, and $A_{3}$ are singular, we exchange among them and we can assume that $A_{3}$ is singular. If all of $A_{1}, A_{2}$, and $A_{3}$ are nonsingular, we consider a polynomial $f(x)=\left|x A_{1}+A_{3}\right|=\left|A_{1}\right|\left|x E+A_{1}^{-1} A_{3}\right|$, which is a real polynomial with degree 3 . Therefore, $f(x)$ vanishes at some $x_{0}$. Thus, $x_{0} A_{1}+A_{3}$ is singular and we exchange $A_{3} \leftarrow A_{3}+x_{0} A_{1}$. Thus, $A_{3}$ can be assumed to be singular. Then, we transform $T$ into

If $a_{33} \neq 0$, by column and row operations, $T$ becomes

$$
T=\left(\left(\begin{array}{ccc}
a_{11} & a_{12} & 0 \\
a_{21} & a_{22} & 0 \\
0 & 0 & a_{33}
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right) ;\left(\begin{array}{l}
*
\end{array} * 0 \begin{array}{l}
* \\
*
\end{array}+0\right.\right.
$$

Then, if necessary, exchange $A_{2} \leftarrow k A_{1}+A_{2}$ with an appropriate $k$, and we assume that $b_{33} \neq 0$. If we let

$$
T_{1}=\left(\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & a_{33}
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\right)
$$

$T_{2}=T-T_{1}$ is given by

$$
T_{2}=\left(\left(\begin{array}{ccc}
a_{11} & a_{12} & 0 \\
a_{21} & a_{22} & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right) ;\left(\begin{array}{c}
* *
\end{array}\right) 0 \begin{array}{c}
* * 0 \\
0
\end{array} 000\right) .
$$

Then by column and row operations, $T_{2}$ becomes

$$
T_{2}=\left(\left(\begin{array}{ccc}
a_{11} & a_{12} & 0 \\
a_{21} & a_{22} & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & b_{12} & 0 \\
b_{21} & b_{22} & 0 \\
0 & 0 & b_{33}
\end{array}\right) ;\left(\begin{array}{l}
* * \\
* * \\
* * \\
0
\end{array} 000\right) .\right.
$$

Further, if we let

$$
T_{3}=\left(\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & b 33
\end{array}\right) ;\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\right),
$$

$T_{2}-T_{3}$ becomes

$$
T_{3}=\left(\left(\begin{array}{ccc}
a_{11} & a_{22} & 0 \\
a_{21} & a_{22} & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
b_{1} & b_{12} & 0 \\
b_{21} & b_{22} & 0 \\
0 & 0 & 0
\end{array}\right) ;\binom{* * 0}{* *}\right) .
$$

From these, we can evaluate that

$$
\operatorname{rank}(T) \leq \operatorname{rank}\left(T_{1}\right)+\operatorname{rank}\left(T_{2}\right)+\max \cdot \operatorname{rank}(2,2,2)=1+1+3=5 .
$$

Thus, we assume that $a_{33}=0$. Similarly, we assume that $b_{33}=0$. Thus, we assume that

Next, for the case $a_{31}=a_{32}=0$, we can evaluate that

$$
\operatorname{rank}(T) \leq 1+\max \cdot \operatorname{rank}(2,3,3)=1+4=5
$$

Therefore, we assume that $\left(a_{31}, a_{32}\right) \neq(0,0)$. Similarly, we can assume that $\left(a_{13}, a_{23}\right) \neq(0,0)$. By row and column operations and a constant multiplication, $T$ becomes

$$
T=\left(\left(\begin{array}{ccc}
a_{11} & a_{12} & 1 \\
a_{21} & a_{22} & 0 \\
1 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & 0
\end{array}\right) ;\binom{* * 0}{*} 000\right) .
$$

Similarly, we can assume that $\left(b_{31}, b_{32}\right) \neq(0,0)$ and $\left(b_{13}, b_{23}\right) \neq(0,0)$. If $\left(b_{31}, b_{32}\right)=\left(b_{31}, 0\right)$ or $\left(b_{13}, b_{23}\right)=\left(b_{13}, 0\right)$, we can evaluate that

$$
\operatorname{rank}(T) \leq 1+\max \cdot \operatorname{rank}(2,3,3)=1+4=5
$$

Therefore, we can assume that $b_{23} \neq 0$ and $b_{32} \neq 0$. Then by column and row operations and constant multiplications, $T$ becomes

$$
\left.T=\left(\left(\begin{array}{ccc}
a_{11} & a_{12} & 1 \\
a_{21} & a_{22} & 0 \\
1 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & b_{12} & 0 \\
b_{21} & b_{22} & 1 \\
0 & 1 & 0
\end{array}\right) ;\left(\begin{array}{l}
* *
\end{array}\right) 0 \begin{array}{c}
* * \\
0 \\
0
\end{array} 000\right)\right)
$$

Furthermore, let $P_{1}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & -a_{21} \\ 0 & 0 & 1\end{array}\right), Q_{1}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -a_{21} & 1\end{array}\right), \quad P_{2}=\left(\begin{array}{ccc}1 & 0 & -b_{12} \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$, $Q_{2}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ -b_{21} & 0 & 1\end{array}\right)$ and let $P=P_{2} P_{1}$ and $Q=Q_{1} Q_{2}$. Then, $P T Q$ has the form

$$
P T Q=\left(\left(\begin{array}{ccc}
a_{11} & 0 & 1  \tag{3.4.2}\\
0 & a_{22} & 0 \\
1 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
b_{11} & 0 & 0 \\
0 & b_{22} & 1 \\
0 & 1 & 0
\end{array}\right) ;\left(\begin{array}{l}
* *
\end{array}\right) 0 \begin{array}{l}
* * \\
0 \\
0
\end{array}\right)
$$

Now, we show the inequality (3.4.1) for the canonical form (3.4.2).
We use the seven patterns given in Fact 3.1. Here these patterns are grouped into three groups, $G_{i}, i=1,2,3$, such that $G_{1}=\{(1)$, (2), (3), (4), (7) $\}, G_{2}=\{(5)\}$, and $G_{3}=\{(6)\}$. The feature of the members of $G_{1}$ is that subtraction of an appropriate number from the $(2,1)$ element makes the matrix a rank-1 matrix. On the other hand, the feature of the elements of $G_{2}$ is that they become members of $G_{1}$ by $R C(1 \leftrightarrow 2)$. $G_{3}$ consists of diagonal matrices.

We begin with the following elementary lemmas.
Lemma 3.3 Let $f(x)$ be a monic polynomial with degree 3. The following holds.
(1) If $f(0)>0$ and $f\left(x_{0}\right)<0$ at some $x_{0}>0$, then $f(x)$ has three real roots.
(2) If $f(0)<0$ and $f\left(x_{0}\right)>0$ at some $x_{0}<0$, then $f(x)$ has three real roots.

Proof This is a straightforward fact; hence, the proof is omitted.
Lemma 3.4 Let

$$
f(x)=x^{3}+\alpha x^{2}+\beta x+c
$$

Then, $f(x)=0$ has three real roots for appropriate $\alpha$ and $\beta$.
Proof By assumption, if $f(0)=c>0, f(1)=1+\alpha+\beta+c(\alpha, \beta)$ becomes a negative value for appropriate $\alpha$ and $\beta$. If $f(0)=c(\alpha, \beta)<0, f(-1)=-1+$ $\alpha-\beta+c(\alpha, \beta)$ and this becomes a positive value for appropriate $\alpha$ and $\beta$. From Lemma 3.3, the assertion holds.

Remark 3.3 In order to prove that a monic polynomial with degree 3 has real three zeros, we can use the discriminant of the polynomial. However, it usually becomes a complicated function of the coefficients, and we avoid using it here.

Now, we start over with the proof of Proposition 3.4.1. Let

$$
T=\left(\left(\begin{array}{ccc}
a_{11} & 0 & 1 \\
0 & a_{22} & 0 \\
1 & 0 & 0
\end{array}\right) ; \quad\left(\begin{array}{ccc}
b_{11} & 0 & 0 \\
0 & b_{22} & 1 \\
0 & 1 & 0
\end{array}\right) ; \quad\left(\begin{array}{ccc}
c_{11} & c_{12} & 0 \\
c_{21} & c_{22} & 0 \\
0 & 0 & 0
\end{array}\right)\right)
$$

Let $M=\left(\begin{array}{ll}c_{11} & c_{12} \\ c_{21} & c_{22}\end{array}\right)$.
We divide the proofs according to the three patterns of $M$
(1) The case of $M \in G_{1}$
(1-1) $a_{22} \neq 0$.
Then $A_{1}$ is nonsingular and let $A_{1} \leftarrow A_{1}+\alpha E_{21}, A_{2} \leftarrow A_{2}+\beta E_{21}$, and $A_{3} \leftarrow$ $A_{3}+\gamma E_{21}$ with appropriate $(\alpha, \beta, \gamma)$. In particular, $\gamma$ is chosen such that $A_{3}$ is of rank 1. Then, let $f(x)$ be the eigen polynomial or characteristic polynomial of $A_{1}^{-1} A_{2}$ and $y=-a_{22} x$. Then

$$
f\left(-\frac{y}{a_{22}}\right)=g(y)=-\frac{1}{a_{22}^{3}}\left(y^{3}+\left(b_{22}-\alpha\right) y^{2}+\left(-\beta a_{22}+a_{22} a_{11}\right) y+a_{22}^{2} b_{11}\right) .
$$

Since $a_{22} \neq 0$, the equation $g(y)=0$ and the equation $f(x)=0$ have three real roots for appropriate $\alpha$ and $\beta$ from Lemma3.4, and thus $A_{1}^{-1} A_{2}$ is diagonalizable. From Lemma 3.2, this proves that $\operatorname{rank}(T) \leq 5$.
$(1-2) a_{22}=0$ and $b_{11} \neq 0$.
Let $A_{1} \leftarrow A_{1}+\alpha E_{21}, A_{2} \leftarrow A_{2}+\beta E_{21}$, and $A_{3} \leftarrow A_{3}+\gamma E_{21}$ with appropriate $(\alpha, \beta, \gamma)$. In particular, $\gamma$ is chosen such that $A_{3}$ is of rank 1. Then, $A_{2}$ is nonsingular for any $\beta$. Then, let $f(x)$ be the eigen polynomial or characteristic polynomial of $A_{2}^{-1} A_{1}$ and $y=-b_{22} x$. Then,

$$
f\left(-\frac{y}{b_{11}}\right)=g(y)=-\frac{1}{b_{11}^{3}} y\left(y^{2}+\left(a_{11}-\beta\right) y+\left(-b_{11} \alpha+b_{22} b_{11}\right)\right)
$$

Since $b_{11} \neq 0$, the equation $g(y)=0$ and the equation $f(x)=0$ have three different real roots from Lemma 3.4.
(1-3) $a_{22}=b_{11}=0$.
$T$ is given by

$$
T=\left(\left(\begin{array}{ccc}
a_{11} & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & b_{22} & 1 \\
0 & 1 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
c_{11} & c_{12} & 0 \\
c_{21} & c_{22} & 0 \\
0 & 0 & 0
\end{array}\right)\right) .
$$

Let $A_{1} \leftarrow A_{1}+A_{2}+\alpha E_{21}$ and $A_{2} \leftarrow A_{2}+\beta E_{21}$, and let $f(x)$ be the eigenpolynomial of $A_{2}^{-1} A_{1}$ and $y=\left(\alpha-b_{22}-a_{11}\right) x$. Then,

$$
f\left(\frac{y}{\alpha-a_{11}-b_{22}}\right)=g(y)=\frac{1}{\left(\alpha-a_{11}-b_{22}\right)^{3}} y\left(y+a_{11}+b_{22}-\alpha\right)\left(y+a_{11}-\beta\right) .
$$

Thus, the equation $g(y)=0$ and the equation $f(x)=0$ have three real roots for appropriate $\alpha$ and $\beta$. Thus, $A_{1}^{-1} A_{2}$ is diagonalizable, and by Lemma3.2, $\operatorname{rank}(T) \leq 5$.
(2) The case of $M \in G_{2}$

As stated in Fact 3.1, by $R C(1 \leftrightarrow 2)$, the members of Group 2 become members of $G_{2}$. Furthermore, $A_{1}$ and $A_{2}$ exchange mutually. This fact implies that the proof for $G_{1}$ is applicable to $G_{2}$.
(3) The case of $M \in G_{3}$

Let

$$
\begin{gathered}
T=\left(A_{1} ; A_{2} ; A_{3}\right)=\left(\left(\begin{array}{ccc}
a & 0 & 1 \\
0 & b & 0 \\
1 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
c & 0 & 0 \\
0 & d & 0 \\
0 & 1 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
s & 0 & 0 \\
0 & w & 0 \\
0 & 0 & 0
\end{array}\right)\right), \\
T_{1}=\left(\left(\begin{array}{ccc}
a-1 & 0 & 0 \\
0 & b & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
c & 0 & 0 \\
0 & d-1 & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
s & 0 & 0 \\
0 & w & 0 \\
0 & 0 & 0
\end{array}\right)\right), \\
T_{2}=\left(\left(\begin{array}{ccc}
1 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 1
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 1 \\
0 & 1 & 1
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\right),
\end{gathered}
$$

and

$$
T_{3}=\left(\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\right)
$$

Then, $T=T_{1}+T_{2}+T_{3}$ and $\operatorname{rank}(T) \leq \operatorname{rank}\left(T_{1}\right)+\operatorname{rank}\left(T_{1}\right)+\operatorname{rank}\left(T_{1}\right)=2+2+$ $1=5$.

This completes the proof. Next, we prove the existence of tensors with rank 5.
Proposition 3.8 For the following tensor $\operatorname{rank}(T)=5$.

$$
T=\left(\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) ;\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\right)
$$

Proof If $\operatorname{rank}(T) \leq 4$, there are rank-1 tensors $D_{1}, D_{2}, D_{3}, D_{4}$ such that $\langle A, B, C\rangle \subset$ $\left\langle D_{1}, D_{2}, D_{3}, D_{4}\right\rangle$. Since $A$ and $B$ are rank-1 matrices, $\left\langle D_{1}, D_{2}, D_{3}, D_{4}\right\rangle=$ $\left\langle A, B, D_{s}, D_{t}\right\rangle$. Hence, $C=x A+y B+z D_{s}+w D_{t}$ for some real numbers $x, y, z$ and $w$. Then, $\operatorname{rank}(C-x A-y B)=3$ and $\operatorname{rank}\left(z D_{s}+w D_{t}\right) \leq 2$, which is a contradiction.

From Propositions 3.7 and 3.8, we have proved Proposition 3.6.

## Chapter 4 <br> Absolutely Nonsingular Tensors and Determinantal Polynomials

In this chapter, we define absolute nonsingularity for 3-tensors over $\mathbb{R}$ of format $n \times n \times m$ and state a criterion for the existence of an $n \times n \times m$ absolutely nonsingular tensor in terms of Hurwitz-Radon numbers. The zero locus of the determinantal polynomial defined by an $n \times n \times m$ tensor is also discussed.

### 4.1 Absolutely Nonsingular Tensors

Let $T=\left(T_{1} ; \ldots ; T_{m}\right)$ be an $n \times n \times m$-tensor over $\mathbb{R}$. It sometimes happens that there is no singular matrix in the subspace of the vector space of $n \times n$-matrices over $\mathbb{R}$ spanned by $T_{1}, \ldots, T_{m}$ except the zero matrix. In view of this fact, we provide the following definition.

Definition 4.1 Let $T=\left(T_{1} ; \ldots ; T_{m}\right)$ be an $n \times n \times m$-tensor over $\mathbb{R}$. If

$$
\sum_{i=1}^{m} a_{i} T_{i}
$$

is nonsingular for any $\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m} \backslash\{\mathbf{0}\}$, we say that $T$ is absolutely nonsingular.

Example 4.1 (1) $\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right) ;\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right)$ is an absolutely nonsingular $2 \times 2 \times 2$-tensor.

$$
\left.E_{4} ;\left(\begin{array}{cccc}
0 & -1 & 0 & 0  \tag{2}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{array}\right) ;\left(\begin{array}{cccc}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right) ;\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right)\right)
$$

is an absolutely nonsingular $4 \times 4 \times 4$-tensor.

Note that (1) corresponds to the complex numbers and (2) corresponds to the quaternions.

Remark 4.1 Let $T=\left(T_{1} ; \ldots ; T_{m}\right)$ be an $n \times n \times m$-tensor with $m \geq 2$. If $T_{1}$ is singular, then $T$ is not absolutely nonsingular for obvious reason. If $T_{1}$ is nonsingular and $\lambda$ is an eigenvalue of $T_{1}^{-1} T_{2}$, then $\lambda T_{1}-T_{2}$ is singular. Therefore $T$ is not absolutely nonsingular.

In particular, if $n$ is odd and $m \geq 2$, then there is no $n \times n \times m$ absolutely nonsingular tensor.

Next we state a criterion for a tensor to be absolutely nonsingular.
Proposition 4.1 Let $T=\left(T_{1} ; \ldots ; T_{m}\right)$ be an $n \times n \times m$-tensor over $\mathbb{R}$ with $m \geq 2$. Then the following conditions are equivalent, where $S^{d}:=\left\{\left(a_{1}, \ldots, a_{d+1}\right) \mid a_{i} \in \mathbb{R}\right.$, $\left.\sum_{i_{1}}^{d+1} a_{i}^{2}=1\right\}$.
(1) $T$ is absolutely nonsingular.
(2) For any $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}, \sum_{k=1}^{m} a_{k} T_{k}$ is nonsingular.
(3) $\min _{a=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}}\left|\operatorname{det}\left(\sum_{k=1}^{m} a_{k} T_{k}\right)\right|>0$.
(4) For any $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}$ and for any $\boldsymbol{b} \in S^{n-1},\left(\sum_{k=1}^{m} a_{k} T_{k}\right) \boldsymbol{b} \neq \mathbf{0}$.
(5) For any $\boldsymbol{b} \in S^{n-1}, T_{1} \boldsymbol{b}, \ldots, T_{m} \boldsymbol{b}$ are linearly independent.

Moreover, if $T_{1}=E_{n}$, then the above conditions are equivalent to the following condition.
(6) For any $\boldsymbol{b} \in S^{n-1}$, the orthogonal projections of $T_{2} \boldsymbol{b}, \ldots, T_{m} \boldsymbol{b}$ to $\langle\boldsymbol{b}\rangle^{\perp}$ are linearly independent.

Proof $(1) \Longleftrightarrow(2) \Longleftrightarrow(4) \Longleftrightarrow(5)$ and $(3) \Rightarrow(2)$ are straightforward. If the condition (2) is valid, then $\operatorname{det}\left(\sum_{k=1}^{m} a_{k} T_{k}\right) \neq 0$ for any $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}$. Since $S^{m-1}$ is compact in the Euclidean topology and

$$
f: S^{m-1} \rightarrow \mathbb{R}, \quad \boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \mapsto\left|\operatorname{det}\left(\sum_{k=1}^{m} a_{k} T_{k}\right)\right|
$$

is a continuous map, the minimum value of this map exists. Since $f(\boldsymbol{a})>0$ for any $\boldsymbol{a} \in S^{m-1}$ by (2), $\min _{\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}} f(\boldsymbol{a})>0$.

Now assume that $T_{1}=E_{n}$. In general, $\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{r} \in \mathbb{R}^{n}$ are linearly independent if and only if $\boldsymbol{a}_{1} \neq \mathbf{0}$ and the orthogonal projections of $\boldsymbol{a}_{2}, \ldots, \boldsymbol{a}_{r}$ to $\left\langle\boldsymbol{a}_{1}\right\rangle^{\perp}$ are linearly independent. Since $T_{1} \boldsymbol{b}=\boldsymbol{b},(5) \Longleftrightarrow$ (6) follows.

By using the characterization (3), we show that the set of absolutely nonsingular tensors is an open subset of the set of $n \times n \times m$-tensors over $\mathbb{R}, \mathbb{R}^{n \times n \times m}$. First, we note the following fundamental fact.

Lemma 4.1 Let $X$ and $Y$ be topological spaces and let $f: X \times Y \rightarrow \mathbb{R}$ be a continuous map. Suppose that $X$ is compact. Then $g: Y \rightarrow \mathbb{R}, g(y)=\min _{x \in X} f(x, y)$ is continuous.

Proposition 4.2 The set of $n \times n \times m$ absolutely nonsingular tensors over $\mathbb{R}$ is an open subset of $\mathbb{R}^{n \times n \times m}$.

Proof Consider $f: S^{m-1} \times \mathbb{R}^{n \times n \times m} \rightarrow \mathbb{R}, f\left(\left(a_{1}, \ldots, a_{m}\right),\left(T_{1} ; \ldots ; T_{m}\right)\right)=\mid \operatorname{det}$ ( $\sum_{k=1}^{m} a_{k} T_{k}$ )|. Since $f$ is continuous, we see, by Lemma 4.1, that $g: \mathbb{R}^{n \times n \times m} \rightarrow \mathbb{R}$, $g(T)=\min _{\boldsymbol{a} \in S^{m-1}} f(\boldsymbol{a}, T)$ is a continuous map. Since the set of $n \times n \times m$ absolutely nonsingular tensors is the inverse image of $\{x \in \mathbb{R} \mid x>0\}$, with respect to $g$, by (3) of Proposition 4.1, we see that the set of $n \times n \times m$ absolutely nonsingular tensors is an open subset of $\mathbb{R}^{n \times n \times m}$.

Consider the case where $m=n$ and let $T=\left(T_{1} ; \ldots ; T_{n}\right)$ be an $n \times n \times n$-tensor. By (1) $\Longleftrightarrow(4)$ of Proposition 4.1, we see that $T$ is absolutely nonsingular if and only if for any $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S^{n-1}, \boldsymbol{b}=\left(b_{1}, \ldots, b_{n}\right) \in S^{n-1},\left(\sum_{k=1}^{n} a_{k} T_{k}\right) \boldsymbol{b} \neq \mathbf{0}$. Now let $T^{\prime}=\left(T_{1}^{\prime} ; \ldots ; T_{n}^{\prime}\right)$ be the $n \times n \times n$ tensor obtained by rotating $T$ by $90^{\circ}$ with the axis parallel to the columns. Then,

$$
\left(\sum_{k=1}^{n} a_{k} T_{k}\right) \boldsymbol{b}=\left(\sum_{k=1}^{n} b_{k} T_{n-k+1}^{\prime}\right) \boldsymbol{a} .
$$

Therefore, $T$ is absolutely nonsingular if and only if $T^{\prime}$ is absolutely nonsingular, i.e., absolute nonsingularity does not depend on the direction from which one looks at a cubic tensor.

### 4.2 Hurwitz-Radon Numbers and the Existence of Absolutely Nonsingular Tensors

In the previous section, we defined absolutely nonsingular tensors and noted that there is no $n \times n \times m$ absolutely nonsingular tensor if $n$ is odd and $m \geq 2$. In this section, we state a criterion for the existence of absolutely nonsingular tensors of size $n \times n \times m$ in terms of $n$ and $m$.

First we define the Hurwitz-Radon family.
Definition 4.2 Let $\left\{A_{1}, \ldots, A_{s}\right\}$ be a family of $n \times n$ matrices with entries in $\mathbb{R}$. If
(1) $A_{i} A_{i}^{\top}=E_{n}$ for $1 \leq i \leq s$,
(2) $A_{i}=-A_{i}^{\top}$ for $1 \leq i \leq s$ and
(3) $A_{i} A_{j}=-A_{j} A_{i}$ for $i \neq j$,
then we say that $\left\{A_{1}, \ldots, A_{s}\right\}$ is a Hurwitz-Radon family of order $n$.
The following results immediately follow from the definition.
Lemma 4.2 A subfamily of a Hurwitz-Radon family is a Hurwitz-Radon family.

Lemma 4.3 If $\left\{A_{1}, \ldots, A_{s}\right\}$ is a Hurwitz-Radon family of order $n$, then $\left\{E_{t} \otimes_{\mathrm{kr}}\right.$ $\left.A_{1}, \ldots, E_{t} \otimes_{\mathrm{kr}} A_{s}\right\}$ is a Hurwitz-Radon family of order $n t$, where $\otimes_{\mathrm{kr}}$ denote the Kronecker product.

Next we note the following lemma which is easily verified.
Lemma 4.4 Let $\left\{A_{1}, \ldots, A_{s}\right\}$ be a Hurwitz-Radon family of order $n$. Set $A_{s+1}=$ $E_{n}$. Then for any $a_{1}, \ldots, a_{s+1} \in \mathbb{R}$,

$$
\left(\sum_{k=1}^{s+1} a_{k} A_{k}\right)\left(\sum_{k=1}^{s+1} a_{k} A_{k}\right)^{\top}=\left(a_{1}^{2}+\cdots+a_{s}^{2}+a_{s+1}^{2}\right) E_{n} .
$$

In particular, $\left(A_{1} ; \ldots ; A_{s} ; E_{n}\right)$ is an $n \times n \times(s+1)$ absolutely nonsingular tensor and therefore, if there exists a Hurwitz-Radon family of order $n$ with $s$ members, then there exists an $n \times n \times(s+1)$ absolutely nonsingular tensor.

Next we state the following:
Definition 4.3 Let $n$ be a positive integer. Set $n=(2 a+1) 2^{b+4 c}$, where $a, b$, and $c$ are integers with $0 \leq b<4$. Then we define $\rho(n):=8 c+2^{b}$.
$\rho(n)$ is called the Hurwitz-Radon number and $\rho$ is called the Hurwitz-Radon function.

The following fact directly follows from the definition.
Lemma $4.5 \rho\left(2^{s}\right)=2^{s}$ for $s=0,1,2,3$ and $\rho\left(2^{4 t}\right)=\rho\left(2^{4 t-1}\right)+1, \rho\left(2^{4 t+1}\right)=$ $\rho\left(2^{4 t-1}\right)+2, \rho\left(2^{4 t+2}\right)=\rho\left(2^{4 t-1}\right)+4$ and $\rho\left(2^{4 t+3}\right)=\rho\left(2^{4 t-1}\right)+8$ for any positive integer $t$.

Next we state the existence of the Hurwitz-Radon family of order $n$ with member $\rho(n)-1$. Set

$$
A=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad P=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad Q=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Then one can verify the following results by routine calculations.
Lemma 4.6 (Geramita and Seberry 1979, Proposition 1.5)
(1) $\{A\}$ is a Hurwitz-Radon family of order 2.
(2) $\left\{A \otimes_{\mathrm{kr}} E_{2}, P \otimes_{\mathrm{kr}} A, Q \otimes_{\mathrm{kr}} A\right\}$ is a Hurwitz-Radon family of order 4 .
(3) $\left\{E_{2} \otimes_{\mathrm{kr}} A \otimes_{\mathrm{kr}} E_{2}, E_{2} \otimes_{\mathrm{kr}} P \otimes_{\mathrm{kr}} A, Q \otimes_{\mathrm{kr}} Q \otimes_{\mathrm{kr}} A, P \otimes_{\mathrm{kr}} Q \otimes_{\mathrm{kr}} A, A \otimes_{\mathrm{kr}} P \otimes_{\mathrm{kr}}\right.$ $\left.Q, A \otimes_{\mathrm{kr}} P \otimes_{\mathrm{kr}} P, A \otimes_{\mathrm{kr}} Q \otimes_{\mathrm{kr}} E_{2}\right\}$ is a Hurwitz-Radon family of order 8 .

Lemma 4.7 (Geramita and Seberry 1979, Theorem 1.6) Let $\left\{M_{1}, \ldots, M_{s}\right\}$ be a Hurwitz-Radon family of order n. Then
(1) $\left\{A \otimes_{\mathrm{kr}} E_{n}, Q \otimes_{\mathrm{kr}} M_{1}, \ldots, Q \otimes_{\mathrm{kr}} M_{s}\right\}$ is a Hurwitz-Radon family of order $2 n$.
(2) Moreover, if $\left\{L_{1}, \ldots, L_{t}\right\}$ is a Hurwitz-Radon family of order $m$, then $\left\{P \otimes_{\mathrm{kr}}\right.$ $M_{1} \otimes_{\mathrm{kr}} E_{m}, \ldots, P \otimes_{\mathrm{kr}} M_{s} \otimes_{\mathrm{kr}} E_{m}, Q \otimes_{\mathrm{kr}} E_{n} \otimes_{\mathrm{kr}} L_{1}, \ldots, Q \otimes_{\mathrm{kr}} E_{n} \otimes_{\mathrm{kr}} L_{t}, A \otimes_{\mathrm{kr}}$ $\left.E_{m n}\right\}$ is a Hurwitz-Radon family of order $2 m n$.

Theorem 4.1 Let $n$ be a positive integer. Then there is a Hurwitz-Radon family of order $n$ with $\rho(n)-1$ members.

Proof If $n=1$, there is nothing to prove. Therefore we assume that $n>1$. By Lemma 4.3, we may assume that $n$ is a power of 2 . Set $n=2^{s}$. We obtain the proof by induction on $s$. The cases where $s=1,2,3$ are covered by Lemmas 4.5 and 4.6.

Assume that $s \geq 4$ and set $s=4 c+b$ with $0 \leq b<4$. By induction hypothesis, we see that there is a Hurwitz-Radon family of order $2^{4 c-1}$ with $\rho\left(2^{4 c-1}\right)-1$ members. If $s=4 c$, then we see by Lemma 4.7 (1) and Lemma 4.5 that there is a HurwitzRadon family of order $2^{s}$ with $\rho\left(2^{s}\right)-1$ members. If $s=4 c+1(s=4 c+2,4 c+3$ resp.), then we see by Lemma 4.6 (1), Lemma 4.7 (2), and Lemma 4.5 (Lemma 4.6 (2), Lemma 4.7 (2) and Lemma 4.5, Lemma 4.6 (3), Lemma 4.7 (2) and Lemma 4.5, resp.) that there is a Hurwitz-Radon family of order $2^{s}$ with $\rho\left(2^{s}\right)-1$ members.

By this Theorem and Lemma 4.4, we see the following fact.
Corollary 4.1 If $m \leq \rho(n)$ then there exists an $n \times n \times m$ absolutely nonsingular tensor.

Next we prove the converse of the above result. First we cite the following result.
Theorem 4.2 (Adams 1962) There do not exist $\rho(n)$ linearly independent vector fields on $S^{n-1}$.

By Proposition 4.1 (6), if there exists an $n \times n \times m$ absolutely nonsingular tensor, then there exist $m-1$ linearly independent vector fields on $S^{n-1}$. Therefore by Theorem 4.2, we see the following fact.

Corollary 4.2 If there exists an $n \times n \times m$ absolutely nonsingular tensor, then $m \leq \rho(n)$.

By summing up the above results, we see the following result.
Theorem 4.3 There exists an $n \times n \times m$ absolutely nonsingular tensor if and only if $m \leq \rho(n)$.

### 4.3 Bilinear Maps and Absolutely Full Column Rank Tensors

A square matrix is nonsingular if and only if it is a full column rank matrix. Therefore by generalizing the notion of an absolutely nonsingular tensor, we arrive at the following notion.

Definition 4.4 Let $T=\left(T_{1} ; \ldots ; T_{m}\right)$ be a $u \times n \times m$ tensor over $\mathbb{R}$. $T$ is called an Absolutely full column rank tensor if

$$
\operatorname{rank}\left(\sum_{k=1}^{m} a_{k} T_{k}\right)=n
$$

for any $\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m} \backslash\{\mathbf{0}\}$.
We see the following fact in the same way as Proposition 4.1.
Proposition 4.3 Let $u$, $n$, and $m$ be positive integers with $u \geq n$ and let $T=$ $\left(T_{1} ; \ldots ; T_{m}\right)$ be a $u \times n \times m$ tensor over $\mathbb{R}$. Then the following conditions are equivalent.
(1) $T$ is Absolutely full column rank.
(2) For any $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}, \sum_{k=1}^{m} a_{k} T_{k}$ is full column rank.
(3) $\min _{a=\left(a_{1}, \ldots, a_{m}\right) \in S^{m-1}}($ the maximum of the absolute values of $n$-minors of $\left.\sum_{k=1}^{m} a_{k} T_{k}\right)>0$
(4) For any $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m} \backslash\{\mathbf{0}\}$ and any $\boldsymbol{b} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\},\left(\sum_{k=1}^{m} a_{k} T_{k}\right) \boldsymbol{b} \neq \mathbf{0}$.

We can also see the following fact in the same way as Proposition 4.2.
Proposition 4.4 The set of $u \times n \times m$ Absolutely full column rank tensors over $\mathbb{R}$ is an open subset of $\mathbb{R}^{u \times n \times m}$.

Note that by defining

$$
f_{T}(\boldsymbol{x}, \boldsymbol{y})=\left(\sum_{k=1}^{m} x_{k} T_{k}\right) \boldsymbol{y}
$$

for a $u \times n \times m$ tensor $T=\left(T_{1} ; \ldots ; T_{m}\right)$, where $\left(x_{1}, \ldots, x_{m}\right)=\boldsymbol{x}$, one defines naturally a one-to-one correspondence between the set of $u \times n \times m$ tensors and the bilinear maps $\mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{u}$.

Definition 4.5 Let $f: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{u}$ be a bilinear map. We say that $f$ is nonsingular if $f(\boldsymbol{x}, \boldsymbol{y})=\mathbf{0}$ implies that $\boldsymbol{x}=\mathbf{0}$ or $\boldsymbol{y}=\mathbf{0}$.

## Set

$$
m \# n=\min \left\{u \mid \text { there exists a nonsingular bilinear map } \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{u} .\right\}
$$

Then, by Proposition 4.3, we see the following:
Corollary 4.3 There exists $a n \times n \times m$ Absolutely full column rank tensor if and only if $m \# n \leq u$.

A complete criterion for the existence of a nonsingular bilinear map is not known. See Shapiro 2000, Chap. 12. We just comment on the following fact.

Set

$$
m \circ n=\min \left\{u \mid \text { if } u-m<k<n, \text { then the binomial coefficient }\binom{u}{k} \text { is even. }\right\}
$$

Then, the following inequalities are known:

$$
\max \{m, n\} \leq m \circ n \leq m \# n \leq m+n-1
$$

Further, it is known that if $\min \{m, n\} \leq 9$, then $m \circ n=m \# n$. See Shapiro 2000, Chap. 12.

### 4.4 Determinantal Polynomials and Absolutely Nonsingular Tensors

In this section, we consider determinantal polynomials of the form

$$
\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)
$$

where $T=\left(T_{1} ; \ldots ; T_{m}\right)$ is an $n \times n \times m$-tensor and $x_{1}, \ldots, x_{m}$ are indeterminates.
Here we recall the real Nullstellensatz. First we recall the following:
Definition 4.6 Let $A$ be a commutative ring and $I$ an ideal of $A$.

$$
\sqrt[R]{I}=\left\{a \in A \mid \exists k \in \mathbb{N} \exists b_{1}, \ldots, b_{t} \in A \text { such that } a^{2 k}+b_{1}^{2}+\cdots+b_{t}^{2} \in I\right\}
$$

is called the real radical of $I$.
The real Nullstellensatz is the following (see Sect. 6.2 for the definition of $\mathbb{I}$ and $\mathbb{V}$ ):
Theorem 4.4 (Bochnak et al. 1998, Theorem 4.1.4, and Corollary 4.1.8) Let I be an ideal of $\mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$, the polynomial ring with $m$ variables over $\mathbb{R}$. Then $\mathbb{I}(\mathbb{V}(I))$ $=\sqrt[R]{I}$.

Let $T$ be an $n \times n \times m$ tensor over $\mathbb{R}$ and let $f\left(x_{1}, \ldots, x_{m}\right)$ be the determinantal polynomial defined by $T$. Then $T$ is absolutely nonsingular if and only if

$$
\left\{\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m} \mid f\left(a_{1}, \ldots, a_{m}\right)=0\right\}=\{(0, \ldots, 0)\} .
$$

Therefore, by the real Nullstellensatz Theorem 4.4, we see the following fact:

Proposition 4.5 Let $T$ be an $n \times n \times m$-tensor over $\mathbb{R}$ and $f\left(x_{1}, \ldots, x_{m}\right)$ the determinantal polynomial defined by $T$. Then the following conditions are equivalent:
(1) $T$ is absolutely nonsingular.
(2) The real radical $\sqrt[R]{\langle f\rangle}$ of the principal ideal generated by $f$ is $\left\langle x_{1}, \ldots, x_{m}\right\rangle$.

Next we consider the irreducibility of $f$.
Definition 4.7 Let $\mathbb{K}$ be a field and let $x_{1}, \ldots, x_{t}$ be indeterminates. A polynomial $g \in \mathbb{K}\left[x_{1}, \ldots, x_{t}\right]$ is called absolutely prime if it is irreducible in $\overline{\mathbb{K}}\left[x_{1}, \ldots, x_{t}\right]$, where $\overline{\mathbb{K}}$ is the algebraic closure of $\mathbb{K}$.

Theorem 4.5 (Heintz and Sieveking 1981) Let $\mathbb{K}$ be a field with char $\mathbb{K}=0$, let $x_{1}, \ldots, x_{t}$ be indeterminates where $t \geq 2$, and let $d$ be a positive integer. Then, there is a dense Zariski open subset $U$ of the set of polynomials with degree at most $d$ such that every element of $U$ is absolutely prime.

Since there is a one-to-one correspondence

$$
g\left(x_{1}, \ldots, x_{t}, x_{t+1}\right) \mapsto g\left(x_{1}, \ldots, x_{t}, 1\right)
$$

between the set of homogeneous polynomials with degree $d$ and $t+1$ variables and the set of polynomials with degree at most $d$ and $t$ variables, we see the following:

Corollary 4.4 Let $\mathbb{K}$ be a field with char $\mathbb{K}=0$, let $x_{1}, \ldots, x_{t}$ be indeterminates with $t \geq 3$, and let d be a positive integer. Then, there is a dense Zariski open subset $U$ of the set of homogeneous polynomials with degree d such that every element of $U$ is irreducible.

Suppose that $m \geq 3$ and let $P(m, d)$ be the set of degree $d$ homogeneous polynomials with coefficients in $\mathbb{R}$ and variables $x_{1}, \ldots, x_{m}$. Since $\mathbb{R}^{n \times n \times m} \rightarrow P(m, n)$, $T=\left(T_{1} ; \ldots ; T_{m}\right) \mapsto \operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)$ is a polynomial map (see Definition 6.4), we see that the inverse image of $U$ of Corollary 4.4 is a Zariski open subset of $\mathbb{R}^{n \times n \times m}$. In fact, this inverse image is not empty by Sumi et al. 2015a, Theorem 5.1, and Proposition 5.2, and therefore it is dense.

Moreover, we see the following fact.
Theorem 4.6 Suppose that $3 \leq m \leq n$ and let $x_{1}, \ldots, x_{m}$ be indeterminates. Then there are Euclidean open subsets $\mathscr{O}_{1}$ and $\mathscr{O}_{2}$ of $\mathbb{R}^{n \times n \times m}$ with the following properties.
(1) $\mathscr{O}_{1} \cup \mathscr{O}_{2}$ is a dense subset of $\mathbb{R}^{n \times n \times m}$ in the Euclidean topology.
(2) If $T=\left(T_{1} ; \ldots ; T_{m}\right) \in \mathscr{O}_{1} \cup \mathscr{O}_{2}$, then $\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)$ is an irreducible polynomial.
(3) If $T \in \mathscr{O}_{1}$, then $T$ is absolutely nonsingular, i.e.,

$$
\sqrt[R]{\left\langle\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)\right\rangle}=\left\langle x_{1}, \ldots, x_{m}\right\rangle .
$$

(4) If $T \in \mathscr{O}_{2}$, then

$$
\sqrt[R]{\left\langle\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)\right\rangle}=\left\langle\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)\right\rangle .
$$

Proof We use the notation of Sumi et al. 2015a. Set $\mathscr{O}_{1}=\left\{T=\left(T_{1} ; \ldots ; T_{m}\right) \in\right.$ $\mathbb{R}^{n \times n \times m} \mid T$ is absolutely nonsingular and det $\left(\sum_{k=1}^{m} x_{k} T_{k}\right)$ is irreducible $\}$ and $\mathscr{O}_{2}=$ $\left\{T=\left(T_{1} ; \ldots ; T_{m}\right) \in \mathbb{R}^{n \times n \times m} \mid T_{m}\right.$ is nonsingular and $\left(T_{1} T_{m}^{-1} ; \ldots ; T_{m-1} T_{m}^{-1}\right) \in \mathcal{U} \cap$ $\mathcal{C}\}$. Then by the definitions of $\mathcal{U}$ and $\mathcal{C}$, we see that $\mathscr{O}_{1} \cup \mathscr{O}_{2}$ is a Euclidean dense open subset of $\mathbb{R}^{n \times n \times m}$ and $\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)$ is irreducible for any $T=\left(T_{1} ; \ldots ; T_{m}\right) \in$ $\mathscr{O}_{1} \cup \mathscr{O}_{2}$.

If $T \in \mathscr{O}_{1}$, then

$$
\sqrt[R]{\left\langle\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)\right\rangle}=\left\langle x_{1}, \ldots, x_{m}\right\rangle,
$$

since $T$ is absolutely nonsingular. Now, suppose that $T=\left(T_{1} ; \ldots ; T_{m}\right) \in \mathscr{O}_{2}$. We have to show that $g\left(x_{1}, \ldots, x_{m}\right) \in\left\langle\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)\right\rangle$ if $g\left(x_{1}, \ldots, x_{m}\right) \in$ $\mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$ and $g\left(a_{1}, \ldots, a_{m}\right)=0$ for any $\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m}$ with $\operatorname{det}\left(\sum_{k=1}^{m} a_{k} T_{k}\right)=0$.

Assume the contrary. Then, since $\operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)$ is an irreducible polynomial, we see that there are $f_{1}\left(x_{1}, \ldots, x_{m}\right)$ and $f_{2}\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$ and a nonzero polynomial $h\left(x_{1}, \ldots, x_{m-1}\right) \in \mathbb{R}\left[x_{1}, \ldots, x_{m-1}\right]$ such that

$$
\begin{equation*}
f_{1}\left(x_{1}, \ldots, x_{m}\right) \operatorname{det}\left(\sum_{k=1}^{m} x_{k} T_{k}\right)+f_{2}\left(x_{1}, \ldots, x_{m}\right) g\left(x_{1}, \ldots, x_{m}\right)=h\left(x_{1}, \ldots, x_{m-1}\right) . \tag{4.4.1}
\end{equation*}
$$

Take $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m}$ with $\operatorname{det}\left(M\left(\boldsymbol{a}, T T_{m}^{-1}\right)\right)<0$. Then there is an open neighborhood $U$ of $\left(a_{1}, \ldots, a_{m-1}\right)$ in $\mathbb{R}^{m-1}$ and a mapping $\mu: U \rightarrow \mathbb{R}$ such that

$$
\operatorname{det}\left(M\left(\binom{\boldsymbol{y}}{\mu(\boldsymbol{y})}, T T_{m}^{-1}\right)\right)=0
$$

for any $\boldsymbol{y} \in U$. Since $h \neq 0$, we can take $\left(b_{1}, \ldots, b_{m-1}\right) \in U$ such that $h\left(b_{1}, \ldots, b_{m-1}\right) \neq 0$. Set $b_{m}=\mu\left(b_{1}, \ldots, b_{m-1}\right)$. Then, since $\operatorname{det}\left(\sum_{k=1}^{m} b_{k} T_{k}\right)=0$, $g\left(b_{1}, \ldots, b_{m}\right)=0$ by the assumption of $g$. This contradicts to (4.4.1).

## Chapter 5 <br> Maximal Ranks

In this chapter, we consider the maximal rank of tensors with format ( $m, n, 2$ ) or ( $m, n, 3$ ). We also introduce upper bounds and lower bounds of the ranks of tensors with format ( $m, n, p$ ), where $m, n, p \geq 3$.

### 5.1 Classification and Maximal Rank of $m \times n \times 2$ Tensors

The set $\mathbb{K}^{m \times n \times p}$ or $T_{\mathbb{K}}(m, n, p)$ denotes the set of all tensors with size $m \times n \times p$ over a field $\mathbb{K}$. The triad ( $m, n, p$ ) is also called the format of the set. A tensor with format $(m, n, p)$ implies a tensor with size $m \times n \times p$. The set $T_{\mathbb{K}}(m, n, p)$ has an action of $\mathrm{GL}(m, \mathbb{K}) \times \mathrm{GL}(n, \mathbb{K}) \times \mathrm{GL}(p, \mathbb{K})$, which preserves rank. Let max. $\operatorname{rank}_{\mathbb{K}}(m, n, p)$ denote the maximal rank of tensors of $T_{\mathbb{K}}(m, n, p)$.

First, we recall the Jordan normal form. Let $\mathbb{K}$ be an algebraically closed field. Let $E_{n}$ be the $n \times n$ identity matrix and let

$$
J_{n}=\left(\begin{array}{cccc}
0 & 1 & & \\
\vdots & \ddots & \ddots & \\
0 & \cdots & 0 & 1 \\
0 & \cdots & 0 & 0
\end{array}\right)
$$

be an $n \times n$ superdiagonal matrix. For our convenience, we assume that $J_{1}$ is the null matrix. An $n \times n$ matrix $A$ whose elements are in $\mathbb{K}$ is similar to a Jordan matrix

$$
\operatorname{Diag}\left(\lambda_{1} E_{n_{1}}+J_{n_{1}}, \ldots, \lambda_{t} E_{n_{t}}+J_{n_{t}}\right),
$$

where $\lambda_{i} \in \mathbb{K}$ and $n_{i} \geq 1$, i.e., there exists $P \in \mathrm{GL}(n, \mathbb{K})$ such that $P^{-1} A P$ is equal to the above Jordan matrix. A diagonal element $\lambda_{i}$ is an eigenvalue of $A$. In the case where $\mathbb{K}=\mathbb{C}$, if $A^{*} A=A A^{*}$, where $A^{*}$ is the complex conjugate transpose, then $A$
is said to be normal. If $A$ is normal, then $A$ is diagonalizable over $\mathbb{C}$, i.e., $A$ is similar to a diagonal matrix.

Let $A$ be an $n \times n$ matrix whose elements are in $\mathbb{R}$ such that the characteristic polynomial $\operatorname{det}\left(\lambda E_{n}-A\right)$ of $A$ is

$$
\prod_{i=1}^{s}\left(\lambda-\mu_{i}\right) \prod_{i=1}^{t}\left(\lambda^{2}-2 a_{i} \lambda+a_{i}^{2}+b_{i}^{2}\right),
$$

where $\mu_{i}, a_{i}, b_{i} \in \mathbb{R}$. Put

$$
C_{m}(c, s)=E_{m} \otimes\left(\begin{array}{lc}
c & -s \\
s & c
\end{array}\right)=\operatorname{Diag}\left(\left(\begin{array}{cc}
c & -s \\
s & c
\end{array}\right), \ldots,\left(\begin{array}{cc}
c & -s \\
s & c
\end{array}\right)\right),
$$

which is a $2 m \times 2 m$ square matrix. If $(a+b \sqrt{-1}) E_{m}+J_{m}$ is a Jordan block of $A$ over $\mathbb{C}$, where $a, b \in \mathbb{R}, b \neq 0$, then $(a-b \sqrt{-1}) E_{m}+J_{m}$ is also a Jordan block of $A$ over $\mathbb{C}$ and $C_{m}(a, b)+J_{m} \otimes E_{2}$ is a Jordan block of $A$ over $\mathbb{R}$. In particular, $A$ is similar to a diagonal matrix

$$
\operatorname{Diag}\left(\mu_{1}, \ldots, \mu_{s}, a_{1}+b_{1} \sqrt{-1}, a_{1}-b_{1} \sqrt{-1}, \ldots, a_{t}+b_{t} \sqrt{-1}, a_{t}-b_{t} \sqrt{-1}\right)
$$

over $\mathbb{C}$ if and only if $A$ is similar to

$$
\operatorname{Diag}\left(\mu_{1}, \ldots, \mu_{s}, C_{1}\left(a_{1}, b_{1}\right), \ldots, C_{1}\left(a_{t}, b_{t}\right)\right)
$$

over $\mathbb{R}$.
Kronecker and Weierstrass showed that every pair of matrices can be transformed into a canonical pair by pre-multiplication and post-multiplication. In terms of tensors, any 3 -tensor $(A ; B)$ with format $(m, n, 2)$ is $\operatorname{GL}(m, \mathbb{K}) \times \operatorname{GL}(n, \mathbb{K})$-equivalent to some tensor. A tensor $(A ; B)$ with 2 slices has one-to-one correspondence with a homogeneous pencil $\lambda A+\mu B$, where $\lambda$ and $\mu$ are indeterminates.

For tensors $X_{k}=\left(A_{k} ; B_{k}\right)$ of format $\left(m_{k}, n_{k}, 2\right), 1 \leq k \leq t$,

$$
\operatorname{Diag}\left(X_{1}, X_{2}, \ldots, X_{t}\right)
$$

denotes the tensor

$$
\left(\left(\begin{array}{cccc}
A_{1} & & & \\
& A_{2} & \mathrm{O} \\
& & \ddots & \\
& & & A_{t}
\end{array}\right) ;\left(\begin{array}{ccc}
B_{1} & & \\
& B_{2} & \mathrm{O} \\
& & \ddots \\
& & \\
& & B_{t}
\end{array}\right)\right)
$$

of format ( $m_{1}+m_{2}+\cdots+m_{t}, n_{1}+n_{2}+\cdots+n_{t}, 2$ ). This notation depends on the direction of slices.

Theorem 5.1 (Gantmacher 1959, (30) in Sect.4, XII) Let $\mathbb{K}$ be an algebraically closed field. A 3-tensor $(A ; B) \in T_{\mathbb{K}}(m, n, 2)$ is $\mathrm{GL}(m, \mathbb{K}) \times \mathrm{GL}(n, \mathbb{K})$-equivalent to a tensor of block diagonal form

$$
\operatorname{Diag}\left(\left(S_{1} ; T_{1}\right), \ldots,\left(S_{r} ; T_{r}\right)\right)
$$

where each $\left(S_{j} ; T_{j}\right)$ is one of the following:
(A) zero tensor $(O ; O) \in T_{\mathbb{K}}(k, l, 2), k, l \geq 0,(k, l) \neq(0,0)$,
(B) $\left(a E_{k}+J_{k} ; E_{k}\right) \in T_{\mathbb{K}}(k, k, 2), k \geq 1$,
(C) $\left(E_{k} ; J_{k}\right) \in T_{\mathbb{K}}(k, k, 2), k \geq 1$,
(D) $\left(\left(O, E_{k}\right) ;\left(E_{k}, O\right)\right) \in T_{\mathbb{K}}(k, k+1,2), k \geq 1$,
(E) $\left(\binom{O}{E_{k}} ;\binom{E_{k}}{O}\right) \in T_{\mathbb{K}}(k+1, k, 2), k \geq 1$.

Moreover, $(A ; B) \in T_{\mathbb{R}}(m, n, 2)$ is $\operatorname{GL}(m, \mathbb{R}) \times \operatorname{GL}(n, \mathbb{R})$-equivalent to a tensor of block diagonal form $\operatorname{Diag}\left(\left(S_{1} ; T_{1}\right), \ldots,\left(S_{r} ; T_{r}\right)\right)$, where each $\left(S_{j} ; T_{j}\right)$ is one of (A)-(E) and
(F) $\left(C_{k}(c, s)+J_{k} \otimes E_{2} ; E_{2 k}\right) \in T_{\mathbb{R}}(2 k, 2 k, 2), s \neq 0, k \geq 1$.

This decomposition is called the Kronecker-Weierstrass canonical form. It is unique up to permutations of blocks. Each block is called a Kronecker-Weierstrass block. Note that tensors of type (A) include those when $k>0$ and $l=0$, or $k=0$ and $l>0$, where the direct sum of a tensor with format $(0, l, 2)$ of type (A) and a tensor $(\mathrm{X} ; \mathrm{Y})$ with format $(s, t, 2)$ implies a tensor $((O, X) ;(O, Y))$ with format ( $s, l+t, 2$ ).

For a tensor $(A ; B) \in T_{\mathbb{K}}(n, n, 2)$, if the vector space $\langle A, B\rangle$ spanned by $A$ and $B$ contains a nonsingular matrix, then the Kronecker-Weierstrass canonical form does not contain a block of type (A), (D), or (E). We remark that $\left(a E_{k}+J_{k} ; E_{k}\right)$ and ( $E_{k}, J_{k}$ ) are $\mathrm{GL}(k, \mathbb{K})^{\times 2} \times \mathrm{GL}(2, \mathbb{K})$-equivalent to $\left(J_{k} ; E_{k}\right)$, and that $\left(C_{k}(c, s)+J_{k} \otimes E_{2} ; E_{2 k}\right)$ with $s \neq 0$ is $\operatorname{GL}(k, \mathbb{R})^{\times 2} \times \operatorname{GL}(2, \mathbb{R})$-equivalent to $\left(C_{k}(0,1)+J_{k} \otimes E_{2} ; E_{2 k}\right)$.

Example 5.1 A tensor $(A ; B) \in T_{\mathbb{R}}(3,3,2)$ such that $\langle A, B\rangle$ has no nonsingular matrix is $\mathrm{GL}(3, \mathbb{R})^{\times 2} \times \mathrm{GL}(2, \mathbb{R})$-equivalent to one of the tensors $\left(A^{\prime} ; B^{\prime}\right)$ such that $x A^{\prime}+y B^{\prime}$ is given by $O,\left(\begin{array}{lll}y & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right),\left(\begin{array}{ccc}y & 0 & 0 \\ 0 & a x+y & y \\ 0 & 0 & 0\end{array}\right),\left(\begin{array}{lll}y & x & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right),\left(\begin{array}{lll}y & 0 & 0 \\ x & 0 & 0 \\ 0 & 0 & 0\end{array}\right),\left(\begin{array}{lll}y & x & 0 \\ 0 & y & 0 \\ 0 & 0 & 0\end{array}\right)$, $\left(\begin{array}{ccc}y & -x & 0 \\ x & y & 0 \\ 0 & 0 & 0\end{array}\right)$, and $\left(\begin{array}{lll}y & x & 0 \\ 0 & 0 & y \\ 0 & 0 & x\end{array}\right)$. The tensor $\left(A^{\prime} ; B^{\prime}\right)$ has rank $0,1,2,2,2,3,3$, and 4, respectively.

The rank of a Kronecker-Weierstrass block is given as follows:
Proposition 5.1 (Ja'Ja' 1979; Sumi et al. 2009)
(1) $\operatorname{rank}_{\mathbb{F}}(O ; O)=0$ and $\operatorname{rank}_{\mathbb{F}}(a ; 1)=1$.
(2) $\operatorname{rank}_{\mathbb{F}}\left(a E_{k}+J_{k} ; E_{k}\right)=\operatorname{rank}_{\mathbb{F}}\left(E_{k} ; J_{k}\right)=k+1$ for $k \geq 2$.
(3) $\operatorname{rank}_{\mathbb{F}}\left(\left(O, E_{k}\right) ;\left(E_{k}, O\right)\right)=\operatorname{rank}_{\mathbb{F}}\left(\binom{O}{E_{k}} ;\binom{E_{k}}{O}\right)=k+1$ for $k \geq 1$.
(4) $\operatorname{rank}_{\mathbb{R}}\left(C_{k}(c, s)+J_{k} \otimes E_{2} ; E_{2 k}\right)=2 k+1$ if $s \neq 0$ and $k \geq 1$.

Theorem 5.2 (Ja'Ja' 1979) Let $A$ be a tensor with format $(m, n, 2)$ and let $B$ be a tensor of type $(D)$ or $(E)$. Then, $\operatorname{rank}_{\mathbb{F}}(\operatorname{Diag}(A, B))=\operatorname{rank}_{\mathbb{F}}(A)+\operatorname{rank}_{\mathbb{F}}(B)$.

In general, the rank of a tensor is not the sum of ranks of its Kronecker-Weierstrass blocks.

Theorem 5.3 (Sumi et al. 2009, Theorem 4.6) Let $A$ be an $n \times n$ matrix and let $\alpha_{\mathbb{F}}(A, \lambda)$ be the number of Kronecker-Weierstrass blocks whose sizes are greater than or equal to 2 for an eigenvalue $\lambda$ of $A$. Then,

$$
\operatorname{rank}_{\mathbb{F}}\left(E_{n} ; A\right)=n+\max _{\lambda} \alpha_{\mathbb{F}}(A, \lambda),
$$

where we treat $C_{k}(c, s)+J_{k} \otimes E_{2}$ as a Kronecker-Weierstrass block of size $2 k$ if $\mathbb{F}=\mathbb{R}$.

Let $A$ and $B$ be $m \times n$ rectangular matrices. We describe the rank of a tensor $(A ; B)$ with its Kronecker-Weierstrass canonical form. Suppose that the KroneckerWeierstrass canonical form $(S ; T)$ of $(A ; B)$ has a zero tensor $(O ; O)$ of type (A) with format ( $m_{A}, n_{A}, 2$ ), $l_{D}$ tensors of type (D), and $l_{E}$ tensors of type (E). Set the part of types (B) and (F) of $(S ; T)$ as $\left(S_{B} ; E\right)$ and $\left(S_{F} ; E\right)$, respectively, and the part of type (C) of $(S ; T)$ as $\left(E ; S_{C}\right)$. Put

$$
\alpha=\max \left\{\max _{\lambda} \alpha_{\mathbb{C}}\left(S_{B}, \lambda\right), \max _{\lambda} \alpha_{\mathbb{C}}\left(S_{C}, \lambda\right)\right\}
$$

if $\mathbb{F}=\mathbb{C}$ and

$$
\alpha=\max \left\{\max _{\lambda} \alpha_{\mathbb{R}}\left(S_{B}, \lambda\right), \max _{\lambda} \alpha_{\mathbb{R}}\left(S_{C}, \lambda\right), \max _{\lambda} \alpha_{\mathbb{R}}\left(S_{F}, \lambda\right)\right\}
$$

if $\mathbb{F}=\mathbb{R}$, where $\alpha_{\mathbb{F}}$ is as in Theorem 5.3.
Theorem 5.4 (Sumi et al. 2009, Theorem 1.5)

$$
\operatorname{rank}_{\mathbb{F}}(A ; B)=m-m_{A}+\alpha+l_{D}=n-n_{A}+\alpha+l_{E}
$$

Similarly, we have the maximal rank.

Theorem 5.5 (Ja'Ja' 1979; Sumi et al. 2009, Theorem 4.3) If the cardinality of $\mathbb{K}$ is greater than or equal to $\min \{m, n\}$, then

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, 2)=\min \left\{n+\left\lfloor\frac{m}{2}\right\rfloor, m+\left\lfloor\frac{n}{2}\right\rfloor, 2 m, 2 n\right\} .
$$

For a tensor $A$ of format $(a, b, 2)$ and a positive integer $n, A^{\oplus n}$ denotes the tensor

$$
\operatorname{Diag}(\overbrace{A, A, \ldots, A}^{n})
$$

of format ( $n a, n b, 2$ ).
Moreover, for integers $m$ and $n$ with $m \leq n \leq 2 m$, a tensor of $T_{\mathbb{K}}(m, n, 2)$ having the maximal rank $m+\lfloor n / 2\rfloor$ is $\operatorname{GL}(m, \mathbb{K}) \times \operatorname{GL}(n, \mathbb{K})$-equivalent to

$$
\operatorname{Diag}\left(Y^{\oplus \alpha},((0,1) ;(1,0))^{\oplus \beta}\right)
$$

if $n$ is even and

- $\operatorname{Diag}\left(Y^{\oplus \alpha},((0,1) ;(1,0))^{\oplus(\beta-1)}, O\right), O \in T_{\mathbb{K}}(1,0,2)$,
- $\operatorname{Diag}\left(Y^{\oplus(\alpha-1)},((0,1) ;(1,0))^{\oplus \beta},(\mu ; 1)\right)$,
- $\operatorname{Diag}\left(Y^{\oplus(\alpha-1)},((0,1) ;(1,0))^{\oplus \beta},(1 ; 0)\right)$,
- $\operatorname{Diag}\left(Y^{\oplus(\alpha-1)},((0,1) ;(1,0))^{\oplus(\beta-1)},\left(\left(O, E_{2}\right) ;\left(E_{2}, O\right)\right)\right)$,
- $\operatorname{Diag}\left(Y^{\oplus(\alpha-2)},((0,1) ;(1,0))^{\oplus(\beta+1)},\left(\binom{0}{1} ;\binom{1}{0}\right)\right)$,
- $\operatorname{Diag}\left(\left(\lambda E_{2}+J_{2} ; E_{2}\right)^{\oplus(\alpha-2)},\left(\lambda E_{3}+J_{3} ; E_{3}\right),((0,1) ;(1,0))^{\oplus \beta}\right)$, or
- $\operatorname{Diag}\left(\left(E_{2} ; J_{2}\right)^{\oplus(\alpha-2)},\left(E_{3} ; J_{3}\right),((0,1) ;(1,0))^{\oplus \beta}\right)$
if $n$ is odd, where $\alpha=m-\lfloor n / 2\rfloor, \beta=n-m$, and $Y$ is $\left(\lambda E_{2}+J_{2} ; E_{2}\right)$ or $\left(E_{2} ; J_{2}\right)$ when $\mathbb{K}$ is algebraically closed, and $\left(\lambda E_{2}+J_{2} ; E_{2}\right),\left(E_{2} ; J_{2}\right)$, or $\left(C_{1}(c, s) ; E_{2}\right)$ when $\mathbb{K}=\mathbb{R}$.

An $m \times n$ rectangular matrix $A$ of form $(D, O)$ or $(D, O)^{\top}$ depending on the size of $m$ and $n$, where $D$ is a diagonal matrix, is called a rectangular diagonal matrix. For $m \times n$ matrices $A_{1}, \ldots, A_{k}$, we say that they are simultaneously rectangular diagonalizable, if there exist a nonsingular $m \times m$ matrix $P$ and a nonsingular $n \times n$ matrix $Q$ such that $P A_{t} Q, 1 \leq t \leq k$, are all rectangular diagonal matrices.

Theorem 5.6 Let $1 \leq f_{1} \leq f_{2} \leq f_{3}$ and $f=\left(f_{1}, f_{2}, f_{3}\right)$. Let $T$ and $A$ be 3-tensors with format $f$ and put $T+A=\left(B_{1} ; \ldots ; B_{f_{3}}\right)$. If $f_{1} \times f_{2}$ matrices $B_{1}, B_{2}, \ldots, B_{f_{3}}$ are simultaneously rectangular diagonalizable, then

$$
\operatorname{rank}_{\mathbb{K}}(T) \leq \min \left\{f_{1}, f_{2}\right\}+\operatorname{rank}_{\mathbb{K}}(A)
$$

Proof If $B_{1}, B_{2}, \ldots, B_{f_{3}}$ are simultaneously rectangular diagonalizable, then we see that $\operatorname{rank}_{\mathbb{K}}(T+A) \leq \min \left\{f_{1}, f_{2}\right\}$. Therefore,

$$
\operatorname{rank}_{\mathbb{K}}(T) \leq \operatorname{rank}_{\mathbb{K}}(T+A)+\operatorname{rank}_{\mathbb{K}}(A) \leq \min \left\{f_{1}, f_{2}\right\}+\operatorname{rank}_{\mathbb{K}}(A)
$$


and let $W=\left\langle Q_{1}, Q_{2}, Q_{3}, Q_{4}\right\rangle$ be a real vector space. The vector space $W$ is closed under the multiplications of matrices and a skew field isomorphic to the quaternions.

Proposition 5.2 Let $A$ and $B$ be matrices in $W$. Then, $\operatorname{rank}_{\mathbb{R}}(A ; B)$ is equal to 0,4 , or 6. If $\operatorname{rank}_{\mathbb{R}}(A ; B)=0$, then $A=B=O$, and if $\operatorname{rank}_{\mathbb{R}}(A ; B)=6$, then $(A ; B)$ is $\mathrm{GL}(4, \mathbb{R})^{\times 2} \times \mathrm{GL}(2, \mathbb{R})$-equivalent to $\left(Q_{1} ; Q_{2}\right)$. Moreover, $\operatorname{rank}_{\mathbb{R}}(A ; B)=4$ if and only if $A$ and $B$ are linearly dependent and $(A, B) \neq(O, O)$.

Proof Since a singular matrix of $W$ is only zero, $\operatorname{rank}(A) \leq 3$ implies that $A=$ $O$. Since $\operatorname{rank}_{\mathbb{R}}(A ; B) \geq \max \{\operatorname{rank}(A), \operatorname{rank}(B)\}, \operatorname{rank}_{\mathbb{R}}(A ; B) \leq 3$ if and only if $(A ; B)=(O ; O)$.

Suppose that $A$ and $B$ are linearly independent. In particular, $A$ and $B$ are nonzero and then nonsingular. $(A ; B)$ is $\operatorname{GL}(4, \mathbb{R}) \times\left\{E_{4}\right\}$-equivalent to $\left(Q_{1} ; A^{-1} B\right) . A^{-1} B$ is described as $x_{1} Q_{1}+x_{2} Q_{2}+x_{3} Q_{3}+x_{4} Q_{4}$. Let $N=A^{-1} B-x_{1} Q_{1}$. We see that $Q_{j}^{\top}=-Q_{j}$ and $Q_{j}^{2}=-Q_{1}$ for $j=2,3,4$, and $Q_{i} Q_{j}=-Q_{j} Q_{i}$ for $i, j=2,3,4$ with $i \neq j$. Then, $N^{\top}=-N$ and $N^{2}=-\left(x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right) Q_{1}$. For an eigenvalue $\lambda$ of $N, \lambda^{2}$ is an eigenvalue of $N^{2}$. Since $N^{2}=-N^{\top} N, \lambda$ is equal to $\pm a \sqrt{-1}$, where $a=\sqrt{x_{2}^{2}+x_{3}^{2}+x_{4}^{2}}$. Therefore, the characteristic polynomial of $N$ is equal to $\left(\lambda^{2}+a^{2}\right)^{2}$. Since $N$ is normal, $N$ is diagonalizable over $\mathbb{C}$. Thus, there exists $P \in \operatorname{GL}(4, \mathbb{R})$ such that $P^{-1} N\left(a^{-1} P\right)=\frac{1}{a} C_{2}(0, a)=Q_{2}$, and then $\left(Q_{1} ; N\right)$ is $\operatorname{GL}(4, \mathbb{R})^{\times 2}$-equivalent to $\left(Q_{1} ; Q_{2}\right)$. Therefore, $(A ; B)$ is $\operatorname{GL}(4, \mathbb{R})^{\times 2} \times \operatorname{GL}(2, \mathbb{R})$ equivalent to $\left(Q_{1} ; Q_{2}\right)$ and $\operatorname{rank}_{\mathbb{R}}(A ; B)=\operatorname{rank}_{\mathbb{R}}\left(Q_{1} ; Q_{2}\right)=6$ by Theorem 5.3.

Finally, suppose that $\operatorname{rank}_{\mathbb{R}}(A ; B)=4,5 . A$ and $B$ are linearly dependent and $A$ or $B$ is nonsingular. If $A$ is nonsingular, then $B=y A$ for some $y \in \mathbb{R}$, and then $\operatorname{rank}_{\mathbb{R}}(A ; B)=\operatorname{rank}_{\mathbb{R}}(A ; O)=\operatorname{rank}(A)=4$.

### 5.2 Upper Bound of the Maximal Rank of $m \times n \times 3$ Tensors

Kruskal (1977) studied the rank of a $p$-tensor and mainly obtained its lower bound. Atkinson and Stephens (1979) and Atkinson and Lloyd (1980) developed a nonlinear theory based on several of their own lemmas. Basically, they estimated the upper bound by adding two rectangular diagonal matrices, which allows the two matrices to be rectangular diagonalizable simultaneously. They did not solve the problem fully and restricted the type of tensors for obtaining clear-cut results.

Clearly,

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, m n)=m n
$$

Lemma 5.1 (Atkinson and Stephens 1979, Lemma 5) Let $\mathbb{K}$ be a subfield of $\mathbb{F}$. If $k \leq n$, then

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, m n-k)=m(n-k)+{\max \cdot \operatorname{rank}_{\mathbb{K}}(m, k, m k-k) .}
$$

Proof Let $\left(A_{1} ; \ldots ; A_{m k-k}\right) \in T_{\mathbb{K}}(m, k, m k-k)$ be a tensor of rank

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}(m, k, m k-k)
$$

and $B_{j}=\left(A_{j}, O\right)$ be an $m \times n$ matrix for $1 \leq j \leq m k-k$. Consider the tensor $X=$ $\left(B_{1} ; \ldots ; B_{m k-k} ; E_{1, k+1} ; \ldots ; E_{1 n} ; \ldots ; E_{m, k+1} ; \ldots ; E_{m n}\right.$ ) with format ( $m, n, m n-k$ ), where $E_{i j}$ denotes an $m \times n$ matrix with a 1 in the $(i, j)$ position and zeros elsewhere. We have

$$
\begin{aligned}
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, m n-k) & \geq \operatorname{rank}_{\mathbb{K}}(X) \\
& \geq \operatorname{rank}_{\mathbb{K}}\left(B_{1} ; \ldots ; B_{m k-k}\right)+\operatorname{rank}_{\mathbb{K}}\left(E_{1, k+1} ; \ldots ; E_{m n}\right) \\
& =\max ^{2} \cdot \operatorname{rank}_{\mathbb{K}}(m, k, m k-k)+m(n-k)
\end{aligned}
$$

(see Theorem 1.2).
We prove that

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, m n-k) \leq m(n-k)+\max \cdot \operatorname{rank}_{\mathbb{K}}(m, k, m k-k)
$$

Let $\left(A_{1} ; \ldots ; A_{m n-k}\right) \in T_{\mathbb{K}}(m, n, m n-k)$ be any tensor. To discuss an upper bound of the maximal rank, we may assume that $A_{1}, \ldots, A_{m n-k}$ are linearly independent without loss of generality. Let $X$ be the vector space spanned by $m \times n$ matrices $A_{1}, \ldots, A_{m n-k}$. It suffices to show that $X$ is a vector subspace of a vector space spanned by $m(n-k)+$ max. $\cdot \operatorname{rank}_{\mathbb{K}}(m, k, m k-k)$ rank-1 matrices. For $1 \leq i \leq m$, let $Y_{i}$ be the vector space consisting of all matrices such that the $i^{\prime}$ th row is zero if $i^{\prime} \neq i$. Since

$$
\operatorname{dim}\left(X \cap Y_{i}\right)=\operatorname{dim}(X)+\operatorname{dim}\left(Y_{i}\right)-\operatorname{dim}\left(X \cap Y_{i}\right) \geq(m n-k)+n-m n=n-k,
$$

we can take linearly independent matrices $B_{1}^{(i)}, \ldots, B_{n-k}^{(i)}$ of $X \cap Y_{i}$. Let $Z_{1}, \ldots$, $Z_{(m-1) k}$ be linearly independent matrices such that

$$
X=\left\langle Z_{1}, \ldots, Z_{(m-1) k}, B_{j}^{(i)} \mid 1 \leq i \leq m, 1 \leq j \leq n-k\right\rangle,
$$

and $V_{i}=\left\langle b_{1}^{(i)}, \ldots, b_{n-k}^{(i)}\right\rangle$, where $b_{j}^{(i)}$ is the $i$ th row of $B_{j}^{(i)}$. There exists a $k$ dimensional vector subspace $U$ of $\mathbb{K}^{1 \times n}$ such that $U+V_{i}=\mathbb{K}^{1 \times n}$ for arbitrary $i$. For $1 \leq u \leq(m-1) k$, let $Z_{u}^{\prime}=Z_{u}+\sum \alpha_{i j u} B_{j}^{(i)}$ of which all rows are in $U$. Let
$G$ be a nonsingular $n \times n$ matrix whose last $(n-k)$ columns lie in the orthogonal complement of $U$. Then,

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}\left(Z_{1}^{\prime} ; \ldots ; Z_{(m-1) k}^{\prime}\right) & =\operatorname{rank}_{\mathbb{K}}\left(Z_{1}^{\prime} G ; \ldots ; Z_{(m-1) k}^{\prime} G\right) \\
& \leq \max ^{\prime} \cdot \operatorname{rank}_{\mathbb{K}}(m, k,(m-1) k),
\end{aligned}
$$

since the last $(n-k)$ columns of the $m \times n$ matrix $Z_{j}^{\prime} G$ are all zero. Therefore, there exist rank-1 matrices $C_{1}, \ldots, C_{r}$ such that $\left\langle Z_{1}^{\prime}, \ldots, Z_{(m-1) k}^{\prime}\right\rangle \subset\left\langle C_{1}, \ldots, C_{r}\right\rangle$, and then $X$ is spanned by $r+m(n-k)$ rank-1 matrices $C_{1}, \ldots, C_{r}, B_{1}^{(1)}, \ldots, B_{n-k}^{(m)}$, where $r=\max ^{2} \cdot \operatorname{rank}_{\mathbb{K}}(m, k,(m-1) k)$.

If $k=1$, then

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}(m, n, m n-1)=m(n-1)+(m-1)=m n-1 .
$$

Theorem 5.7 (Atkinson and Stephens 1979, Theorem 2) Let $\mathbb{K}$ be a subfield of $\mathbb{F}$. If $k \leq m \leq n$, then

$$
\max ^{\operatorname{rank}} \mathbb{K}_{\mathbb{K}}(m, n, m n-k)=m n-k^{2}+\max \cdot \operatorname{rank}_{\mathbb{K}}\left(k, k, k^{2}-k\right) .
$$

Proof By Lemma 5.1, we see that

$$
\begin{aligned}
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, m n-k) & =m(n-k)+\max \cdot \operatorname{rank}_{\mathbb{K}}(m, k, m k-k) \\
& =m(n-k)+\max \cdot \operatorname{rank}_{\mathbb{K}}(k, m, m k-k) \\
& =m(n-k)+k(m-k)+\max \cdot \operatorname{rank}_{\mathbb{K}}\left(k, k, k^{2}-k\right) \\
& =m n-k^{2}+\max \cdot \operatorname{rank}_{\mathbb{K}}\left(k, k, k^{2}-k\right) .
\end{aligned}
$$

If $k=2$, then

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}(m, n, m n-2)=m n-2^{2}+\max \cdot \operatorname{rank}_{\mathbb{F}}(2,2,2)=m n-1
$$

Moreover, Atkinson and Lloyd (1983) studied the vector space of $m \times n$ matrices with dimension $m n-2$ by applying the Kronecker-Weierstrass theory. They showed the following:

Theorem 5.8 (Atkinson and Lloyd 1983) Let $A=\left(A_{1} ; \ldots ; A_{m n-2}\right)$ be a tensor of $T_{\mathbb{F}}(m, n, m n-2)$. Then, $\operatorname{rank}_{\mathbb{F}}(A)=m n-1$ if and only if $A$ is $\operatorname{GL}(m, \mathbb{F}) \times$ $\mathrm{GL}(n, \mathbb{F}) \times \mathrm{GL}(m n-2, \mathbb{F})$-equivalent to

$$
\left(E_{11}+E_{22} ; B_{2} ; \ldots ; B_{m n-2}\right),
$$

where $\left\{B_{2}, \ldots, B_{m n-2}\right\}=\left\{E_{i j} \mid(i, j) \neq(1,1),(1,2),(2,2)\right\}$ and $E_{i j}$ denotes an $m \times n$ matrix with $a 1$ in the $(i, j)$ position and zeros elsewhere. If $A_{1}, \ldots, A_{m n-2}$ are linearly dependent, then $\operatorname{rank}_{\mathbb{F}}(A) \leq m n-2$, and in particular,

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}(m, n, m n-3) \leq m n-2
$$

By Theorem 5.8, we have max. $\cdot \operatorname{rank}_{\mathbb{F}}(3,3,6) \leq 7$. Indeed, max. $\cdot \operatorname{rank}_{\mathbb{F}}(3,3,6)=$ 7. It suffices to show that $\operatorname{rank}_{\mathbb{K}}\left(\left(E_{3}, O\right) ;(J, O) ;\left(O, E_{3}\right)\right) \geq 7$, where $J=\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. Suppose that max. $\operatorname{rank}_{\mathbb{K}}(3,3,6) \leq 6$. There exist a $3 \times 6$ matrix $P$, a $6 \times 6$ matrix $Q$, and diagonal $6 \times 6$ matrices $D_{1}, D_{2}, D_{3}$ such that $\left(E_{3}, O\right)=P D_{1} Q,(J, O)=P D_{2} Q$ and $\left(O, E_{3}\right)=P D_{3} Q$. Then, $E_{6}=\binom{P D_{1}}{P D_{3}} Q$,

$$
P D_{2}=(J, O)\binom{P D_{1}}{P D_{3}}=J P D_{1}=\left(\begin{array}{c}
P^{=2} D_{1} \\
O \\
O
\end{array}\right)
$$

where $P^{=2}$ denotes the second row vector of $P$. Thus, $P^{=2} D_{2}=O$ from the second row, and then $P D_{2}^{2}=O$. Since $D_{2} \neq O$, if the $(j, j)$ position of $D_{2}$ is not zero for some $j$, the $j$ th column of $P$ is a zero vector. Then, the $j$ th column of $\binom{P D_{1}}{P D_{3}}$ is also zero, which is a contradiction. We conclude that $\operatorname{rank}_{\mathbb{K}}\left(\left(E_{3}, O\right) ;(J, O) ;\left(O, E_{3}\right)\right) \geq 7$. Therefore,

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}(m, n, m n-3)=m n-2
$$

for $m, n \geq 3$ by Theorem 5.7.
Theorem 5.9 (Atkinson and Lloyd 1980, Theorem 4') Let $A_{1}=\left(E_{m}, O, O, \ldots\right.$, $O), A_{2}=\left(O, E_{m}, O, \ldots, O\right), \ldots, A_{k-1}=\left(O, O, \ldots, O, E_{m}\right)$, and $A_{k}$ be $m \times(k-1) m$ matrices. Then,

$$
\operatorname{rank}_{\mathbb{F}}\left(A_{1} ; A_{2} ; \ldots ; A_{k}\right) \leq m k-\left\lceil\frac{m}{2}\right\rceil .
$$

Note that almost all tensors with format $(m,(k-1) m, k)$ are $\mathrm{GL}(m, \mathbb{F}) \times \mathrm{GL}((k-$ 1) $m, \mathbb{F}) \times \operatorname{GL}(k, \mathbb{F})$-equivalent to $\left(A_{1} ; \ldots ; A_{k}\right)$ in the above theorem.

Conjecture 5.1 (Atkinson and Stephens 1979)

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}\left(n, n, n^{2}-n\right)=n^{2}-\left\lceil\frac{n}{2}\right\rceil .
$$

According to Atkinson and Stephens 1979, Lloyd showed that

$$
\max ^{\operatorname{rank}} \mathrm{F}_{\mathbb{F}}(m, n, m n-k) \geq m n-\left\lceil\frac{k}{2}\right\rceil
$$

for $k \leq m \leq n$, which is unpublished. We consider this inequality. By Theorem 5.7, it suffices to show that max. $\operatorname{rank}_{\mathbb{K}}\left(m, m, m^{2}-m\right) \geq m^{2}-\lceil m / 2\rceil$. By Theorem 5.9,
letting $k=m$, we see that $\operatorname{rank}_{\mathbb{K}}\left(A_{1} ; \ldots ; A_{m}\right)=m(m-1)+\lfloor m / 2\rfloor=m^{2}-\lceil m / 2\rceil$ for some $A_{m}$ (see also Theorem 5.19). Hence,

$$
\begin{aligned}
\max \cdot \operatorname{rank}_{\mathbb{K}}\left(m, m, m^{2}-m\right) & =\max \cdot \operatorname{rank}_{\mathbb{K}}\left(m, m^{2}-m, m\right) \\
& \geq \operatorname{rank}_{\mathbb{K}}\left(A_{1} ; \ldots ; A_{m}\right) \\
& =m^{2}-\lceil m / 2\rceil .
\end{aligned}
$$

Lemma 5.2 (cf. Atkinson and Stephens 1979, Lemma 4) Let $m \leq n$ and $A, B$ be $m \times m$ matrices. If $A$ is nonsingular and $A^{-1} B$ is diagonalizable, then

$$
\operatorname{rank}_{\mathbb{F}}((A, X) ;(B, Y)) \leq n
$$

for any $m \times(n-m)$ matrices $X$ and $Y$.
We remark that the maximal rank of $T_{\mathbb{F}}(m, n, 2)$ is equal to $m+\lfloor n / 2\rfloor$. Then, this lemma is obtained as a conclusion if $n>2 m$.

Proof We may assume that $n \leq 2 m$. Let $P$ be a nonsingular $m \times m$ matrix such that $P^{-1} A^{-1} B P$ is a diagonal matrix. Let $X, Y$ be $m \times(n-m)$ matrices and put $D=P^{-1} A^{-1} B P, X^{\prime}=P^{-1} A^{-1} X$, and $Y^{\prime}=P^{-1} A^{-1} Y$. Then, $((A, X) ;(B, Y))$ is $\mathrm{GL}(m, \mathbb{F}) \times \mathrm{GL}(n, \mathbb{F})$-equivalent to $\left(\left(E_{m}, O\right) ;\left(D, Y^{\prime}-D X^{\prime}\right)\right)$. Therefore,

$$
\operatorname{rank}_{\mathbb{F}}((A, X) ;(B, Y)) \leq \operatorname{rank}_{\mathbb{F}}\left(E_{m} ; D\right)+\operatorname{rank}\left(Y^{\prime}-D X^{\prime}\right) \leq m+(n-m)=n .
$$

Remark 5.1 Let $A$ and $B$ be $m \times m$ matrices over $\mathbb{F}$. For sufficiently large $s \in \mathbb{F}$,

$$
(A+s \operatorname{Diag}(1,2, \ldots, m))^{-1}\left(B+s E_{m}\right)=\left(\frac{1}{s} A+\operatorname{Diag}(1,2, \ldots, m)\right)^{-1}\left(\frac{1}{s} B+E_{m}\right)
$$

has distinct eigenvalues, which are all real if $\mathbb{F}=\mathbb{R}$.
By this remark, we obtain the following proposition:
Proposition 5.3 Let $3 \leq m \leq n$ and $T=\left(\left(E_{m}, O\right) ; A ; B\right) \in T_{\mathbb{F}}(m, n, 3)$. Then,

$$
\operatorname{rank}_{\mathbb{F}}(T) \leq m+n .
$$

Theorem 5.10 (Atkinson and Stephens 1979, Theorem 4; Sumi et al. 2010, Theorems 5, 6)
(1) max. $\cdot \operatorname{rank}_{\mathbb{C}}(n, n, 3) \leq 2 n-1$ and $\max \cdot \operatorname{rank}_{\mathbb{R}}(n, n, 3) \leq 2 n$.
(2) If $m<n$, then max. $\operatorname{rank}_{\mathbb{F}}(m, n, 3) \leq m+n-1$.
(3) If $n$ is not congruent to 0 modulo 4 , then $\max \cdot \operatorname{rank}_{\mathbb{R}}(n, n, 3) \leq 2 n-1$.

Proof The proof of (1) and (2) is seen in Sumi et al. 2010, Theorem 5 and Sumi et al. 2010, Theorem 6, respectively. For the proof of (3), in the proof of Sumi et al.

2010, Theorem 5 over $\mathbb{R}$, the assumption that $n$ is odd only uses the fact that for a tensor $(A ; B ; C)$ with format $(n, n, 3)$ the vector space generated by the slices $A, B$, and $C$ contains a singular matrix. Now, we know that this is equivalent to the fact that $n \not \equiv 0$ modulo 4. Therefore, we proceed with the proof of Sumi et al. 2010, Theorem 5 over $\mathbb{R}$.

Corollary 5.1 max. $\operatorname{rank}_{\mathbb{R}}(3,3,3) \leq 5$.
In Chap. 3, we see that max. $\operatorname{rank}_{\mathbb{R}}(3,3,3)=5$. To conclude this section, we show that max. $\operatorname{rank}_{\mathbb{R}}(4,4,3) \geq 7$.

and let $W=\left\langle Q_{1}, Q_{2}, Q_{3}, Q_{4}\right\rangle$ be a real vector space. Let $M_{1}, M_{2}, M_{3}$ be linearly independent matrices of $W$. Suppose that $\operatorname{rank}_{\mathbb{R}}\left(M_{1} ; M_{2} ; M_{3}\right) \leq 6$ as a contradiction. There exist rank-1 matrices $C_{1}, \ldots, C_{6}$ and $c_{i j} \in \mathbb{R}, 1 \leq i \leq 3$ and $1 \leq j \leq 6$, such that $M_{i}=\sum_{j=1}^{6} c_{i j} C_{j}$. We may assume that $c_{36} \neq 0$ without loss of generality. Put $N_{i}=M_{i}-\frac{c_{i 6}}{c_{36}} M_{3} \in W$ for $i=1,2$. Clearly, $N_{1}$ and $N_{2}$ are linearly independent, $\left\langle N_{1}, N_{2}\right\rangle \subset\left\langle C_{1}, \ldots, C_{5}\right\rangle$, and thus $\operatorname{rank}_{\mathbb{R}}\left(N_{1} ; N_{2}\right) \leq 5$. This is a contradiction by Proposition 5.2. Therefore, $\operatorname{rank}_{\mathbb{R}}\left(M_{1} ; M_{2} ; M_{3}\right) \geq 7$.

### 5.3 Maximal Rank of Higher Tensors

In this section, we consider more fundamental properties for the maximal rank of 3 -tensors. Since an $n$-tensor is a collection of $(n-1)$-tensors, we use them simultaneously. In particular, for a 3-tensor, we can apply matrix theory simultaneously. Let $\mathbb{K}$ be a field and let $T_{\mathbb{K}}\left(f_{1}, \ldots, f_{n}\right)$ be the set of all tensors with format $\left(f_{1}, \ldots, f_{n}\right)$ whose elements are in $\mathbb{K}$.

Theorem 5.11 Let $1 \leq m \leq n \leq p$. Let $T$ be a 3-tensor with format $f=(m, n, p)$, $C_{1}, \ldots, C_{t}$ be rank-1 tensors with format $f$, and $T+C_{1}+\cdots+C_{t}=\left(A_{1} ; \ldots ; A_{p}\right)$. If $m \times n$ tensors $A_{1}, A_{2}, \ldots, A_{p}$ are simultaneously rectangular diagonalizable, then $\operatorname{rank}_{\mathbb{K}}(T) \leq m+t$.

Proof If $A_{1}, A_{2}, \ldots, A_{p}$ are simultaneously rectangular diagonalizable, then

$$
\operatorname{rank}_{\mathbb{K}}\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right) \leq m
$$

Thus,

$$
\operatorname{rank}_{\mathbb{K}}(T) \leq \operatorname{rank}_{\mathbb{K}}\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right)+\sum_{k=1}^{t} \operatorname{rank}_{\mathbb{K}}\left(C_{k}\right) \leq m+t
$$

For $0 \leq s \leq$ max.rank $\mathbb{K}_{\mathbb{K}}(f)$, there exists a tensor $A \in \mathbb{K}^{f}$ with $\operatorname{rank}_{\mathbb{K}}(A)=s$.
Let $A=\left(a_{i, j, k}\right)=\left(A_{1} ; A_{2} ; \ldots ; A_{f_{3}}\right)$ be a tensor with format $\left(f_{1}, f_{2}, f_{3}\right)$ such that $a_{f_{1}, f_{2}, k}=1$ for any $k$ with $1 \leq k \leq f_{3}$. For $k=1,2, \ldots, f_{3}$, let $u_{k}$ (resp. $v_{k}$ ) be the $f_{1}$ th row (resp. $f_{2}$ th column) of the $f_{1} \times f_{2}$ matrix $A_{k}$. Then, all elements of the $f_{1}$ th row and $f_{2}$ th column of $A_{k}-v_{k} u_{k}$ are zero. Then,

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) & \leq \operatorname{rank}_{\mathbb{K}}\left(A_{1}-v_{1} u_{1} ; \ldots ; A_{f_{3}}-v_{f_{3}} u_{f_{3}}\right)+\operatorname{rank}_{\mathbb{K}}\left(v_{1} u_{1} ; \ldots ; v_{f_{3}} u_{f_{3}}\right) \\
& \leq \max ^{2} \cdot \operatorname{rank}_{\mathbb{K}}\left(f_{1}-1, f_{2}-1, f_{3}\right)+f_{3} .
\end{aligned}
$$

Proposition 5.4 (cf. Howell 1978, Theorem 8) Suppose that $\mathbb{K}$ is an infinite field. Let $k \geq 3$.

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}\left(f_{1}, f_{2}, f_{3}, \ldots, f_{k}\right) \leq \prod_{i=3}^{k} f_{i}+\max ^{\operatorname{rank}} \mathbb{K}_{\mathbb{K}}\left(f_{1}-1, f_{2}-1, f_{3}, \ldots, f_{k}\right)
$$

Proof Let $X=\left(x_{i_{1}, i_{2}, \ldots, i_{k}}\right) \in T_{\mathbb{K}}\left(f_{1}, f_{2}, \ldots, f_{k}\right) \backslash\{O\}$. There exists $Y=\left(y_{i_{1}, i_{2}, \ldots, i_{k}}\right) \in$ $T_{\mathbb{K}}\left(f_{1}, f_{2}, \ldots, f_{k}\right)$ such that $Y$ is equivalent to $X$ and

$$
y_{f_{1}, f_{2}, i_{3}, \ldots, i_{k}} \neq 0
$$

for any $i_{3}, \ldots, i_{k}$. For each $\left(j_{3}, \ldots, j_{k}\right)$ with $1 \leq j_{t} \leq f_{t}, 3 \leq t \leq k$, we consider the rank-1 tensor $A_{j_{3}, \ldots, j_{k}}$ defined as

$$
\frac{1}{y_{f_{1}, f_{2}, j_{3}, \ldots, j_{k}}}\left(\begin{array}{c}
y_{1, f_{2}, j_{3}, \ldots, j_{k}} \\
y_{2, f_{2}, j_{3}, \ldots, j_{k}} \\
\ldots \\
y_{f_{1}, f_{2}, j_{3}, \ldots, j_{k}}
\end{array}\right) \otimes\left(\begin{array}{c}
y_{f_{1}, 1, j_{3}, \ldots, j_{k}} \\
y_{f_{1}, 2, j_{3}, \ldots, j_{k}} \\
\ldots \\
y_{f_{1}, f_{2}, j_{3}, \ldots, j_{k}}
\end{array}\right) \otimes \boldsymbol{e}_{j_{3}}^{(3)} \otimes \boldsymbol{e}_{j_{4}}^{(4)} \otimes \cdots \otimes \boldsymbol{e}_{j_{k}}^{(k)},
$$

where $\boldsymbol{e}_{j}^{(t)}$ is the $j$ th column vector of the $f_{t} \times f_{t}$ identity matrix. Put $X^{\prime}=X-$ $\sum_{j_{3}, \ldots, j_{k}} A_{j_{3}, \ldots, j_{k}}$. The $\left(i_{1}, f_{2}, i_{3}, \ldots, i_{k}\right)$ th and $\left(f_{1}, i_{2}, i_{3}, \ldots, i_{k}\right)$ th elements of $X^{\prime}$ are all zero for any $i_{1}, i_{2}, i_{3}, \ldots, i_{k}$. Thus,

$$
\operatorname{rank}_{\mathbb{K}}\left(X^{\prime}\right) \leq \max \cdot \operatorname{rank}_{\mathbb{K}}\left(f_{1}-1, f_{2}-1, f_{3}, \ldots, f_{k}\right),
$$

and then,

$$
\operatorname{rank}_{\mathbb{K}}(X)=\operatorname{rank}_{\mathbb{K}}(Y) \leq \prod_{i=3}^{k} f_{i}+\max \cdot \operatorname{rank}_{\mathbb{K}}\left(f_{1}-1, f_{2}-1, f_{3}, \ldots, f_{k}\right) .
$$

Bailey and Rowley (1993) obtained a similar result for 3-tensors.
Theorem 5.12 (Howell 1978, Theorem 7) Suppose that $\mathbb{K}$ is an infinite field.

$$
\max ^{\operatorname{rank}} \mathbb{K}_{\mathbb{K}}(n, n, n) \leq\left\lceil 3 n^{2} / 4\right\rceil .
$$

Proof If we apply Proposition $5.4\lceil n / 2\rceil$ times for $k=3$, then

$$
\begin{aligned}
\max ^{\operatorname{rank}} & \mathbb{K} \\
(n, n, n) & \leq n\lceil n / 2\rceil+\max \cdot \operatorname{rank}_{\mathbb{K}}(\lfloor n / 2\rfloor,\lfloor n / 2\rfloor, n) \\
& \leq n\lceil n / 2\rceil+\lfloor n / 2\rfloor^{2} \\
& =\left\lceil 3 n^{2} / 4\right\rceil .
\end{aligned}
$$

Theorem 5.13 (cf. Howell 1978, Theorem 9) Suppose that $\mathbb{K}$ is an infinite field.

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}(\overbrace{n, n, \ldots, n}^{d}) \leq \frac{d}{2(d-1)} n^{d-1}+o\left(n^{d-1}\right) .
$$

Proof If we apply Proposition $5.4 d$ times, then

$$
\begin{aligned}
\max \cdot \operatorname{rank}_{\mathbb{K}}(\overbrace{n, n, \ldots, n}^{d}) & \leq d n^{d-2}+\max ^{d} \cdot \operatorname{rank}_{\mathbb{K}}(\overbrace{n-2, n-2, \ldots, n-2}) \\
& =d n^{d-2}+d(n-2)^{d-2}+d(n-4)^{d-2}+\cdots \\
& =\frac{d}{2(d-1)} n^{d-1}+o\left(n^{d-2}\right) .
\end{aligned}
$$

Theorem 5.14 (cf. Atkinson and Lloyd 1980, Theorem 1; Sumi et al. 2010, Theorem 3) Let $3 \leq m \leq n \leq p$. Let $p=2 q+\varepsilon$ for an integer $q$ and $\varepsilon=0,1$.

$$
\max \cdot \operatorname{rank}_{\mathbb{F}}(m, n, p) \leq(\varepsilon+1) m+\left\lfloor\frac{n(p-1-\varepsilon)}{2}\right\rfloor
$$

Proof Let $A=\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right)$. First, we assume that $\varepsilon=0$. Let $n^{\prime}=\lfloor n / 2\rfloor$. Since the maximal rank of $T_{\mathbb{F}}(m, n, 2)$ is equal to $m+n^{\prime}$, there exists a tensor $\left(C_{1} ; C_{2}\right) \in$ $T_{\mathbb{F}}(m, n, 2), P \in \mathrm{GL}(m, \mathbb{F})$, and $Q \in \mathrm{GL}(n, \mathbb{F})$ such that $\operatorname{rank}_{\mathbb{F}}\left(C_{1} ; C_{2}\right) \leq n^{\prime}$, $P A_{p-1} Q=C_{1}+\left(D_{p-1}, O\right)$, and $P A_{p} Q=C_{2}+\left(D_{p}, O\right)$, where $D_{p-1}$ and $D_{p}$ are $m \times m$ diagonal matrices. Let $B=P A Q=\left(B_{1} ; B_{2} ; \ldots ; B_{p}\right)$.

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{F}}(A) \leq & \operatorname{rank}_{\mathbb{F}}(B)+\operatorname{rank}_{\mathbb{F}}\left(O ; \ldots ; O ; C_{1} ; C_{2}\right) \\
\leq & \leq \sum_{j=1}^{q-1} \operatorname{rank}_{\mathbb{F}}\left(B_{2 j-1}-\left(D_{2 j-1}, O\right) ; B_{2 j}-\left(D_{2 j}, O\right)\right) \\
& +\operatorname{rank}_{\mathbb{F}}\left(D_{1} ; D_{2} ; \ldots ; D_{p}\right)+\operatorname{rank}_{\mathbb{F}}\left(C_{1} ; C_{2}\right)
\end{aligned}
$$

for any diagonal $m \times m$ matrices $D_{1}, D_{2}, \ldots, D_{p-2}$. By Lemma 5.2 and Remark 5.1, we have

$$
\operatorname{rank}_{\mathbb{F}}\left(B_{2 j-1}-\left(D_{2 j-1}, O\right) ; B_{2 j}-\left(D_{2 j}, O\right)\right) \leq n
$$

for some $D_{2 j-1}, D_{2 j}$ and any $j$ with $1 \leq j \leq q-1$. Then, we see that $\operatorname{rank}_{\mathbb{F}}(A) \leq$ $n(q-1)+m+n^{\prime}=m+\left\lfloor\frac{n(p-1)}{2}\right\rfloor$.

If $p$ is odd, then by the above estimation,

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{F}}(A) & =\operatorname{rank}_{\mathbb{F}}\left(A_{1} ; A_{2} ; \ldots ; A_{p-1}\right)+\operatorname{rank}\left(A_{p}\right) \\
& \leq 2 m+\left\lfloor\frac{n(p-2)}{2}\right\rfloor
\end{aligned}
$$

For a subset of $\mathscr{U}$ of $T_{\mathbb{R}}(f), \mathrm{cl} \mathscr{U}$ and int $\mathscr{U}$ denote the Euclidean closure and interior of $\mathscr{U}$, respectively.

The border rank (denoted by $\operatorname{brank}_{\mathbb{K}}(T)$ ) of a tensor $T$ over $\mathbb{K}$ is the minimal integer $r$ such that there exist tensors $T_{n}, n \geq 1$ with rank $r$ that converge to $T$ as $n$ goes to infinity. By definition, we see that $\operatorname{brank}_{\mathbb{K}}(T) \leq \operatorname{rank}_{\mathbb{K}}(T)$.

Theorem 5.15 (Strassen 1983, Theorem 4.1) Let $\mathbb{K}$ be an algebraically closed field or $\mathbb{R}$, and $(A ; B ; C) \in T_{\mathbb{K}}(n, n, 3)$. If $A$ is nonsingular, then

$$
\operatorname{brank}_{\mathbb{K}}(A ; B ; C) \geq n+\frac{1}{2} \operatorname{rank}\left(B A^{-1} C-C A^{-1} B\right)
$$

Proof First, we show that $\operatorname{rank}_{\mathbb{K}}(A ; B ; C) \geq n+\frac{1}{2} \operatorname{rank}\left(B A^{-1} C-C A^{-1} B\right)$. The tensor $(A ; B ; C)$ is $\mathrm{GL}(n, \mathbb{K}) \times\left\{E_{n}\right\} \times\left\{E_{3}\right\}$-equivalent to $\left(E_{n} ; A^{-1} B ; A^{-1} C\right)$. Let $B^{\prime}=A^{-1} B$, $C^{\prime}=A^{-1} C$, and $r=\operatorname{rank}_{\mathbb{K}}\left(E_{n} ; B^{\prime} ; C^{\prime}\right)=\operatorname{rank}_{\mathbb{K}}(A ; B ; C)$. There exist an $n \times r$ matrix $P, r \times r$ diagonal matrices $D_{1}, D_{2}, D_{3}$, and an $r \times n$ matrix $Q$ such that $E_{n}=P D_{1} Q$, $B^{\prime}=P D_{2} Q$, and $C^{\prime}=P D_{3} Q$. Note that the vector space $\left\langle D_{1}, D_{2}, D_{3}\right\rangle$ of diagonal matrices has a nonsingular matrix. We show that $\operatorname{rank}\left(B^{\prime} C^{\prime}-C^{\prime} B^{\prime}\right) \leq 2(r-n)$ by separating into two cases.

Suppose that $D_{1}$ is nonsingular. Put $Q^{\prime}=D_{1} Q, D_{2}^{\prime}=D_{2} D_{1}{ }^{-1}$, and $D_{3}^{\prime}=D_{3} D_{1}{ }^{-1}$. Then, $E_{n}=P Q^{\prime}, B^{\prime}=P D_{2}^{\prime} Q^{\prime}$, and $C^{\prime}=P D_{3}^{\prime} Q^{\prime}$. Note that the rows of $P$ are linearly independent and so are the columns of $Q^{\prime}$, since $P Q^{\prime}=E_{n}$. Let $\hat{Q}$ be a nonsingular $r \times r$ matrix obtained from $Q^{\prime}$ by attaching $(r-n)$ columns to the right-hand side orthogonal to the rows of $P$ and put $\hat{P}=\hat{Q}^{-1}$. Since $P \hat{Q}=\left(A^{\prime}, O\right), \hat{P}$ is obtained from $P$ by attaching $(r-n)$ rows to the bottom. For $\hat{B}=\hat{P} D_{2}^{\prime} \hat{Q}$ and $\hat{C}=\hat{P} D_{3}^{\prime} \hat{Q}$, we can write

$$
\hat{B}=\left(\begin{array}{cc}
B^{\prime} & B_{12} \\
B_{21} & B_{22}
\end{array}\right), \quad \hat{C}=\left(\begin{array}{cc}
C^{\prime} & C_{12} \\
C_{21} & C_{22}
\end{array}\right) .
$$

Since $\hat{B}$ commutes with $\hat{C}$, we see that

$$
B^{\prime} C^{\prime}-C^{\prime} B^{\prime}=C_{12} B_{21}-B_{12} C_{21},
$$

and then $\operatorname{rank}\left(B^{\prime} C^{\prime}-C^{\prime} B^{\prime}\right) \leq 2(r-n)$, since $B_{12}$ and $C_{12}$ have only $(r-n)$ columns.
Suppose that $D_{1}$ is singular. If necessary we exchange $P, Q, D_{1}, D_{2}$, and $D_{3}$, we may assume that $D_{1}=\operatorname{Diag}\left(a_{1}, \ldots, a_{s}, 0, \ldots, 0\right)$ with $a_{1}, \ldots, a_{s} \neq 0$ without loss of generality. Let $D_{k}=\operatorname{Diag}\left(D_{k 1}, D_{k 2}\right)$ and $D_{k 1}^{\prime}=D_{k 1} D_{11}^{-1}$ for $k=1,2,3$,
$P=\left(P_{1}, P_{2}\right), Q=\binom{Q_{1}}{Q_{2}}, Q_{1}^{\prime}=D_{11} Q_{1}$, and $Q^{\prime}=\left(Q_{1}^{\prime}, Q_{2}\right)$, where $D_{k 1}$ is an $s \times s$ matrix, $P_{1}$ is an $n \times s$ matrix, and $Q_{1}$ is an $s \times n$ matrix. Then, $E_{n}=P_{1} Q_{1}^{\prime}$, $B^{\prime}=P_{1} D_{21}^{\prime} Q_{1}^{\prime}+P_{2} D_{22} Q_{2}$, and $C^{\prime}=P_{1} D_{31}^{\prime} Q_{1}^{\prime}+P_{2} D_{32} Q_{2}$. Put $B^{\prime \prime}=P_{1} D_{21}^{\prime} Q_{1}^{\prime}$ and $C^{\prime \prime}=P_{1} D_{31}^{\prime} Q_{1}^{\prime}$. Note that

$$
B^{\prime} C^{\prime}-C^{\prime} B^{\prime}=\left(B^{\prime \prime} C^{\prime \prime}-C^{\prime \prime} B^{\prime \prime}\right)+R_{1} Q_{2}+P_{2} R_{2}
$$

for some matrices $R_{1}$ and $R_{2}$ of appropriate size. We apply the above argument for $\left(P_{1}, Q_{1}^{\prime}, B^{\prime \prime}, C^{\prime \prime}\right)$ instead of $\left(P, Q^{\prime}, B^{\prime}, C^{\prime}\right)$. Then, $\operatorname{rank}\left(B^{\prime \prime} C^{\prime \prime}-C^{\prime \prime} B^{\prime \prime}\right) \leq 2(s-n)$. Since $\operatorname{rank} P_{2} \leq r-s$ and $\operatorname{rank} Q_{2} \leq r-s$, we see that $\operatorname{rank}\left(B^{\prime} C^{\prime}-C^{\prime} B^{\prime}\right) \leq$ $2(s-n)+(r-s)+(r-s)=2(r-n)$.

Therefore,

$$
r \geq n+\frac{1}{2} \operatorname{rank}\left(B A^{-1} C-C A^{-1} B\right)
$$

since $B^{\prime} C^{\prime}-C^{\prime} B^{\prime}=A^{-1}\left(B A^{-1} C-C A^{-1} B\right)$.
Now, we show the assertion of the theorem. Let $r \geq n$ be an integer and let

$$
\begin{aligned}
& N_{1}(r)=\left\{X \in T_{\mathbb{K}}(n, n, 3) \mid \operatorname{brank}_{\mathbb{K}}(X) \leq r\right\}, \\
& N_{2}(r)=\left\{X \in T_{\mathbb{K}}(n, n, 3) \mid \operatorname{rank}_{\mathbb{K}}(X) \leq r\right\}, \\
& N_{3}(r)=\left\{(P ; Q ; R) \in T_{\mathbb{K}}(n, n, 3) \mid\right. \\
& \left.\quad \operatorname{rank}(P)=n, n+\frac{1}{2} \operatorname{rank}\left(Q P^{-1} R-R P^{-1} Q\right) \leq r\right\}, \\
& N_{4}=\left\{(P ; Q ; R) \in T_{\mathbb{K}}(n, n, 3) \mid \operatorname{rank}(P)<n\right\}, \\
& N_{5}(r)=\left\{(P ; Q ; R) \in T_{\mathbb{K}}(n, n, 3) \left\lvert\, n+\frac{1}{2} \operatorname{rank}(Q \operatorname{adj}(P) R-R \operatorname{adj}(P) Q) \leq r\right.\right\},
\end{aligned}
$$

where $\operatorname{adj}(P)$ denotes the adjoint of $P$. Then, $N_{2}(r) \subset N_{3}(r) \cup N_{4} \subset N_{5}(r) \cup N_{4}$. Since $N_{5}(r) \cup N_{4}$ is closed, $N_{1}(r)=\operatorname{cl} N_{2}(r) \subset N_{5}(r) \cup N_{4}$. For a sufficiently small open neighborhood $U$ of $(A ; B ; C), P$ is nonsingular for any tensor $(P ; Q ; R) \in U$. If $r \geq \operatorname{brank}_{\mathbb{K}}(A ; B ; C)$, then $N_{1}(r) \cap U \subset N_{5}(r) \cap U=N_{3}(r) \cap U$. Taking $k=$ $\operatorname{brank}_{\mathbb{K}}(A ; B ; C)$, since $(A ; B ; C) \in N_{1}(k) \cap U \subset N_{3}(k)$,

$$
n+\frac{1}{2} \operatorname{rank}\left(B A^{-1} C-C A^{-1} B\right) \leq \operatorname{brank}_{\mathbb{K}}(A ; B ; C) .
$$

Theorem 5.16 $\operatorname{Let} A=\left(A_{1} ; \ldots ; A_{f_{n}}\right) \in T_{\mathbb{K}}\left(f_{1}, \ldots, f_{n}\right)$ and $1 \leq u<f_{n}$.

$$
\operatorname{rank}_{\mathbb{K}}(A) \geq \min _{g=\left(*, E_{f_{n}-u}\right) \in T_{\mathbb{K}}\left(f_{n}-u f_{n}\right)} \operatorname{rank}_{\mathbb{K}}\left(A \times_{n} g\right)+\operatorname{dim}\left\langle A_{1}, A_{2}, \ldots, A_{u}\right\rangle .
$$

If $P=\left(Q, E_{s}\right)$, then $A \times_{n} P$ is obtained from the first $s$ slices of $A \times_{n} \tilde{P}$ for $\tilde{P}=\left(\begin{array}{cc}Q & E_{s} \\ E_{f_{n}-s} & O\end{array}\right) \in \operatorname{GL}\left(f_{n}, \mathbb{K}\right)$.

Proof (of Theorem 5.16) Let $r=\operatorname{rank}_{\mathbb{K}}(A)$. First, we show the inequality in the case where $A_{1}, \ldots, A_{u}$ are linearly independent. Suppose that $A_{1}, \ldots, A_{u}$ are linearly independent. Then, $r \geq u$, and there exist rank-1 tensors $C_{1}, \ldots, C_{r}$ with format $\left(f_{1}, \ldots, f_{n-1}\right)$ such that

$$
A_{1}, \ldots, A_{f_{n}} \in\left\langle C_{1}, \ldots, C_{r}\right\rangle \text { and } C_{1}, \ldots, C_{u} \in\left\langle A_{1}, \ldots, A_{u}, C_{u+1}, \ldots, C_{r}\right\rangle
$$

We write

$$
\begin{aligned}
A_{k} & =\sum_{i=1}^{r} \alpha_{k i} C_{i} \quad\left(1 \leq k \leq f_{n}\right) \text { and } \\
C_{j} & =\sum_{h=1}^{u} \beta_{j h} A_{h}+\sum_{h=1}^{r-u} \gamma_{j h} C_{h+u} \quad(1 \leq j \leq u)
\end{aligned}
$$

for some $\left(\alpha_{k i}\right)_{k, i} \in T_{\mathbb{K}}\left(f_{n}, r\right),\left(\beta_{j h}\right)_{j, h} \in T_{\mathbb{K}}(u, u),\left(\gamma_{j h}\right)_{j, h} \in T_{\mathbb{K}}(u, r-u)$. We see that

$$
A_{k}-\sum_{h=1}^{u}\left(\sum_{j=1}^{u} \alpha_{k j} \beta_{j h}\right) A_{h}=\sum_{h=u+1}^{r}\left(\alpha_{k h}+\sum_{j=1}^{u} \alpha_{k j} \gamma_{j, h-u}\right) C_{h}
$$

for $u+1 \leq k \leq f_{n}$. Put $P=\left(\alpha_{k i}\right)_{u<k \leq f_{n}, 1 \leq i \leq u} \in T_{\mathbb{K}}\left(f_{n}-u, u\right), Q=\left(\beta_{j h}\right)_{j, h} \in$ $T_{\mathbb{K}}(u, u)$, and $g_{0}=\left(-P Q, E_{f_{n}-u}\right)$. Since

$$
A_{k}^{\prime}:=A_{k}-\sum_{h=1}^{u}\left(\sum_{j=1}^{u} \alpha_{k j} \beta_{j h}\right) A_{h} \in\left\langle C_{u+1}, \ldots, C_{r}\right\rangle
$$

for $1 \leq k \leq u$ and $C_{u+1}, \ldots, C_{r}$ have rank 1, we see that

$$
\left(A_{u+1}^{\prime} ; \ldots ; A_{f_{n}}^{\prime}\right)=A \times_{n} g_{0} \quad \text { and } \operatorname{rank}_{\mathbb{K}}\left(A_{u+1}^{\prime} ; \ldots ; A_{f_{n}}^{\prime}\right) \leq r-u
$$

Thus, $r \geq \min _{g} \operatorname{rank}_{\mathbb{K}}\left(A \times_{n} g\right)+u$.
We consider the case where $A_{1}, \ldots, A_{u}$ are linearly dependent. Let $B_{1}, B_{2}, \ldots, B_{v}$ be a basis of $\left\langle A_{1}, A_{2}, \ldots, A_{u}\right\rangle$. Then, we have the equality $\operatorname{rank}_{\mathbb{K}}(A)=\operatorname{rank}_{\mathbb{K}}(B)$ for $B:=\left(B_{1} ; \ldots ; B_{v} ; A_{u+1} ; \ldots ; A_{f_{n}}\right)$. By applying the above argument for $B$, we have

$$
\operatorname{rank}_{\mathbb{K}}(B) \geq \min _{h=\left(*, E_{\left.f_{n}-u\right)}\right.} \operatorname{rank}_{\mathbb{K}}\left(B \times_{n} h\right)+v
$$

For any matrix $h=\left(H, E_{f_{n}-u}\right) \in T_{\mathbb{K}}\left(v, f_{n}+v-u\right)$, there exists $g=\left(G, E_{f_{n}-u}\right) \in$ $T_{\mathbb{K}}\left(u, f_{n}-u\right)$ such that $B \times_{n} h=A \times_{n} g$. Therefore,

$$
\operatorname{rank}_{\mathbb{K}}(A) \geq \min _{g=\left(*, E_{f_{n}-u}\right)} \operatorname{rank}_{\mathbb{K}}\left(A \times_{n} g\right)+v
$$

For a permutation $\sigma$ on $n$ letters, let

$$
\varphi_{\sigma}: T_{\mathbb{K}}\left(f_{1}, \ldots, f_{n}\right) \rightarrow T_{\mathbb{K}}\left(f_{\sigma(1)}, \ldots, f_{\sigma(n)}\right)
$$

be a bijection sending $\left(a_{i_{1}, \ldots, i_{n}}\right)_{i_{1}, \ldots, i_{n}}$ to $\left(a_{i_{1}, \ldots, i_{n}}\right)_{i_{\sigma(1)}, \ldots, i_{\sigma(n)}}$. By the definition of rank, we see that $\operatorname{rank}_{\mathbb{K}}(A)=\operatorname{rank}_{\mathbb{K}}\left(\varphi_{\sigma}(A)\right)$.

Proposition 5.5 Let $A \in T_{\mathbb{K}}\left(f_{1}, \ldots, f_{n}\right), 1 \leq t \leq n, 1 \leq s \leq f_{t}$ and $Q \in T_{\mathbb{K}}\left(s, f_{t}\right)$. It holds that $\varphi_{\sigma}(A) \times_{t} Q=\varphi_{\sigma}\left(A \times_{\sigma^{-1}(t)} Q\right)$.

Proof The proof is omitted as it is straightforward.
For $A=\left(A_{1} ; \ldots ; A_{k}\right) \in T_{\mathbb{K}}(m, n, k)$, the column rank col_rank $(A)$ is defined as the rank of the $m k \times n$ matrix $\mathrm{fl}_{2}(A)$ and the row rank row_rank $(A)$ is defined as the rank of the $m \times n k$ matrix $\mathrm{fl}_{1}(A)$.

Proposition 5.6 For $A \in T_{\mathbb{K}}\left(f_{1}, f_{2}, f_{3}\right)$, let

$$
\left(B_{1} ; \ldots ; B_{f_{2}}\right)=\varphi_{(1,3,2)}(A) \text { and }\left(C_{1} ; \ldots ; C_{f_{1}}\right)=\varphi_{(1,2,3)}(A)
$$

Then, col_rank $(A)=\operatorname{dim}\left\langle B_{1}, \ldots, B_{f_{2}}\right\rangle$ and $\operatorname{row\_ rank}(A)=\operatorname{dim}\left\langle C_{1}, \ldots, C_{f_{1}}\right\rangle$.
Proof Let $A=\left(a_{i j k}\right)$.
Recall that $\operatorname{dim}\left\langle N_{1}, \ldots, N_{u}\right\rangle=\operatorname{rank}\left(\operatorname{vec}\left(N_{1}\right), \ldots, \operatorname{vec}\left(N_{u}\right)\right)$ for $N_{1}, \ldots, N_{u} \in$ $T_{\mathbb{K}}(s, t)$. Then,

$$
\operatorname{row} \_\operatorname{rank}(A)=\operatorname{rank}\left(\left(a_{1 j k}\right), \ldots,\left(a_{f_{1} j k}\right)\right)=\operatorname{dim}\left\langle C_{1}, \ldots, C_{f_{1}}\right\rangle
$$

since $C_{s}=\left(a_{s j k}\right)_{j, k}$ for $1 \leq s \leq f_{1}$. Similarly, we see that

$$
\operatorname{col\_ rank}(A)=\operatorname{dim}\left\langle B_{1}, \ldots, B_{f_{2}}\right\rangle
$$

By applying Theorem 5.16 for a 3-tensor and changing the slice direction, we have the following result.

Theorem 5.17 (Brockett and Dobkin 1978, Theorem 9) Let $1 \leq s<m, 1 \leq t<n$, $1 \leq u<p$, and $A=\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right) \in T_{\mathbb{K}}(m, n, p)$. Let $A_{j}=\left(B_{j}, C_{j}\right)=\binom{P_{j}}{Q_{j}}$, $j=1, \ldots, p$, where $B_{j}$ is an $m \times t$ matrix and $P_{j}$ is an $s \times n$ matrix. Then, $\operatorname{rank}_{\mathbb{K}}(A)$ is greater than or equal to the following numbers:
(1)

$$
\begin{aligned}
\min _{\left(a_{i j}\right)} \operatorname{rank}_{\mathbb{K}}\left(A_{1}\right. & \left.+\sum_{j=u+1}^{p} a_{1 j} A_{j} ; A_{2}+\sum_{j=u+1}^{p} a_{2 j} A_{j} ; \ldots ; A_{u}+\sum_{j=u+1}^{p} a_{u j} A_{j}\right) \\
& +\operatorname{dim}\left\langle A_{u+1}, A_{u+2}, \ldots, A_{p}\right\rangle
\end{aligned}
$$

(2)

$$
\begin{aligned}
\min _{M \in T_{\mathbb{K}}(n-t, t)} & \operatorname{rank}_{\mathbb{K}}\left(B_{1}+C_{1} M ; B_{2}+C_{2} M ; \ldots ; B_{p}+C_{p} M\right) \\
+ & \operatorname{col\_ rank}\left(C_{1} ; C_{2} ; \ldots ; C_{p}\right)
\end{aligned}
$$

(3)

$$
\begin{aligned}
\min _{N \in T_{\mathbb{K}}(s, m-s)} & \operatorname{rank}_{\mathbb{K}}\left(P_{1}+N Q_{1} ; P_{2}+N Q_{2} ; \ldots ; P_{p}+N Q_{p}\right) \\
+ & \text { row_rank }\left(Q_{1} ; Q_{2} ; \ldots ; Q_{p}\right)
\end{aligned}
$$

Proof (1) Let $A^{\prime}=\left(A_{1}^{\prime} ; \ldots ; A_{p}^{\prime}\right)=\left(A_{u+1} ; \ldots ; A_{p} ; A_{1} ; \ldots, A_{u}\right)$. By applying Theorem 5.16 for the 3 -tensor $A^{\prime}$, we have

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) & \geq \min _{g=\left(*, E_{u}\right)} \operatorname{rank}_{\mathbb{K}}\left(A^{\prime} \times_{3} g\right)+\operatorname{dim}\left\langle A_{1}^{\prime}, A_{2}^{\prime}, \ldots, A_{p-u}^{\prime}\right\rangle \\
& =\min _{g=\left(E_{u}, *\right)} \operatorname{rank}_{\mathbb{K}}\left(A \times_{3} g\right)+\operatorname{dim}\left\langle A_{u+1}, A_{u+2}, \ldots, A_{p}\right\rangle
\end{aligned}
$$

For $g=\left(E_{u},\left(a_{i j}\right)\right)$, we see that

$$
A \times_{3} g=\left(A_{1}+\sum_{j=u+1}^{p} a_{1, j-u} A_{j} ; \ldots ; A_{u}+\sum_{j=u+1}^{p} a_{u, j-u} A_{j}\right) .
$$

Next, we consider (2) and (3). We see that

$$
\operatorname{rank}_{\mathbb{K}}\left(\varphi_{\sigma}(A)\right) \geq \min _{g=\left(E_{u}, *\right)} \operatorname{rank}_{\mathbb{K}}\left(\varphi_{\sigma}(A) \times_{3} g\right)+\operatorname{dim}\left\langle X_{u+1}, X_{u+2}, \ldots\right\rangle,
$$

where $\left(X_{1} ; X_{2} ; \ldots\right)=\varphi_{\sigma}(A)$. Then,

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) & \geq \min _{g=\left(E_{u}, *\right)} \operatorname{rank}_{\mathbb{K}}\left(\varphi_{\sigma}\left(A \times_{\sigma^{-1}(3)} g\right)\right)+\operatorname{dim}\left\langle X_{u+1}, X_{u+2}, \ldots\right\rangle \\
& =\min _{g=\left(E_{u}, *\right)} \operatorname{rank}_{\mathbb{K}}\left(A \times_{\sigma^{-1}(3)} g\right)+\operatorname{dim}\left\langle X_{u+1}, X_{u+2}, \ldots\right\rangle,
\end{aligned}
$$

by Proposition 5.5. By Proposition 5.6 , if $\sigma=(1,2,3)$ and $u=t$, then

$$
\operatorname{rank}_{\mathbb{K}}(A) \geq \min _{g=\left(E_{t}, M\right)} \operatorname{rank}_{\mathbb{K}}\left(A \times_{2} g\right)+\operatorname{row\_ rank}\left(Q_{1} ; \ldots ; Q_{p}\right),
$$

and if $\sigma=(1,3,2)$ and $u=s$, then

$$
\operatorname{rank}_{\mathbb{K}}(A) \geq \min _{g=\left(E_{s}, N\right)} \operatorname{rank}_{\mathbb{K}}\left(A \times_{1} g\right)+\text { col_rank }\left(C_{1} ; \ldots ; C_{p}\right) .
$$

Theorem 5.18 (Brockett and Dobkin 1978, Theorem 10) For a tensor $A=$ $\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right) \in T_{\mathbb{K}}(m, n, p)$, we have the following inequality.
(1) Let $A_{k}=\left(\begin{array}{cc}B_{k} & O \\ C_{k} & D_{k}\end{array}\right)$ for each $k$.

$$
\begin{array}{r}
\operatorname{rank}_{\mathbb{K}}(A) \geq \max \left\{\operatorname{rank}_{\mathbb{K}}\left(B_{1} ; \ldots ; B_{p}\right)+\text { col_rank }\left(D_{1} ; \ldots ; D_{p}\right),\right. \\
\left.\operatorname{rank}_{\mathbb{K}}\left(D_{1} ; \ldots ; D_{p}\right)+\text { row_rank }\left(B_{1} ; \ldots ; B_{p}\right)\right\}
\end{array}
$$

(2) Let $A_{k}=\left(B_{k}, C_{k}\right)$ for each $k$ and $1 \leq u<p$. If $C_{k}=O$, for all $1 \leq k \leq u$, then

$$
\begin{gathered}
\operatorname{rank}_{\mathbb{K}}(A) \geq \max \left\{\operatorname{rank}_{\mathbb{K}}\left(B_{1} ; \ldots ; B_{u}\right)+\text { col_rank }\left(C_{u+1} ; \ldots ; C_{p}\right),\right. \\
\left.\operatorname{rank}_{\mathbb{K}}\left(C_{u+1} ; \ldots ; C_{p}\right)+\operatorname{dim}\left\langle B_{1}, \ldots, B_{u}\right\rangle\right\} .
\end{gathered}
$$

(3) Let $A_{k}=\binom{B_{k}}{C_{k}}$ for each $k$ and $1 \leq u<p$. If $C_{k}=O$, for all $1 \leq k \leq u$, then

$$
\begin{gathered}
\operatorname{rank}_{\mathbb{K}}(A) \geq \max \left\{\operatorname{rank}_{\mathbb{K}}\left(B_{1} ; \ldots ; B_{u}\right)+\text { row_rank }\left(C_{u+1} ; \ldots ; C_{p}\right),\right. \\
\left.\operatorname{rank}_{\mathbb{K}}\left(C_{u+1} ; \ldots ; C_{p}\right)+\operatorname{dim}\left\langle B_{1}, \ldots, B_{u}\right\rangle\right\} .
\end{gathered}
$$

Proof By Theorem 5.17 (2), we have

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) & \geq \min _{M} \operatorname{rank}\left(\binom{B_{1}}{C_{1}+D_{1} M} ; \ldots ;\binom{B_{p}}{C_{p}+D_{p} M}\right)+\operatorname{col\_ \operatorname {rank}(D_{1};\ldots ;D_{p})} \\
& \geq \operatorname{rank}_{\mathbb{K}}\left(B_{1} ; \ldots ; B_{p}\right)+\operatorname{col\_ rank}\left(D_{1} ; \ldots ; D_{p}\right),
\end{aligned}
$$

and by Theorem 5.17 (3),

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) & \geq \min _{N} \operatorname{rank}\left(\left(C_{1}+N B_{1}, D_{1}\right) ; \ldots ;\left(C_{p}+N B_{p}, D_{p}\right)\right)+\operatorname{row\_ rank}\left(B_{1} ; \ldots ; B_{p}\right) \\
& \geq \operatorname{rank}_{\mathbb{K}}\left(D_{1} ; \ldots ; D_{p}\right)+\operatorname{row\_ rank}\left(B_{1} ; \ldots ; B_{p}\right) .
\end{aligned}
$$

The second and third assertions are obtained from the first one by different slice direction or Theorem 5.17 (2), (1) and (3), (1), respectively.

Lemma 5.3 Let $A=\left(A_{1} ; A_{2} ; \ldots ; A_{p}\right) \in T_{\mathbb{K}}(m, n, p)$.
(1) If $m<n$,

$$
A_{1}=\left(E_{m}, O_{m \times(n-m)}\right), \text { and } A_{k}=\left(O_{m \times m}, B_{k}\right)
$$

for $k \geq 2$, then $\operatorname{rank}_{\mathbb{K}}(A) \geq m+\operatorname{rank}_{\mathbb{K}}\left(B_{2} ; \ldots ; B_{p}\right)$.
(2) If $m \leq n, 1 \leq t<m$,

$$
A_{1}=\left(E_{m}, O_{m \times(n-m)}\right), \text { and } A_{k}=\left(\begin{array}{cc}
O_{t \times t} & B_{k} \\
O_{(m-t) \times t} & O_{(m-t) \times(n-t)}
\end{array}\right)
$$

for $k \geq 2$, then $\operatorname{rank}_{\mathbb{K}}(A) \geq m+\operatorname{rank}_{\mathbb{K}}\left(B_{2} ; \ldots ; B_{p}\right)$.
Proof (1) By Theorem 5.18 (2), we have

$$
\operatorname{rank}_{\mathbb{K}}(A) \geq \operatorname{rank}_{\mathbb{K}}\left(B_{2} ; \ldots ; B_{p}\right)+\operatorname{col\_ rank}\left(E_{m}\right)=m+\operatorname{rank}_{\mathbb{K}}\left(B_{2} ; \ldots ; B_{p}\right)
$$

(2) If we apply Theorem 5.17 (2), then

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) \geq & \min _{M} \operatorname{rank}_{\mathbb{K}}\left(\binom{M}{E_{m-t}} ;\binom{B_{2}}{O_{(m-t) \times(n-t)}} ; \ldots ;\binom{B_{p}}{O_{(m-t) \times(n-t)}}\right) \\
& + \text { col_rank }\left(E_{t}\right) .
\end{aligned}
$$

Next, we apply Theorem 5.17 (3). Then, we have

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{K}}(A) & \geq t+\min _{N} \operatorname{rank}_{\mathbb{K}}\left(N ; B_{2} \ldots ; B_{p}\right)+\operatorname{row\_ rank}\left(E_{m-t} ; O ; \ldots ; O\right) \\
& \geq m+\operatorname{rank}_{\mathbb{K}}\left(B_{2} \ldots ; B_{p}\right) .
\end{aligned}
$$

Theorem 5.19 Suppose that $m \leq n$. Put $s=\lfloor n / m\rfloor \geq 1, c=n-m s \geq 0$, and $\ell_{i}=\left\lfloor(m+c) 2^{-i}\right\rfloor$ for $1 \leq i \leq t$, and $p=s+t$. Let

$$
\begin{aligned}
A_{1} & =\left(E_{m}, O_{m \times(n-m)}\right), \\
A_{2} & =\left(O_{m \times m}, E_{m}, O_{m \times(n-2 m)}\right), \\
& \vdots \\
A_{s} & =\left(O_{m \times(s-1) m}, E_{m}, O_{m \times c}\right), \\
B_{1} & =\left(O_{m \times\left(n-\ell_{1}\right)},\binom{E_{\ell_{1}}}{O_{\left(m-\ell_{1}\right) \times \ell_{1}}}\right), \\
& \vdots \\
B_{t} & =\left(O_{m \times\left(n-\ell_{t}\right)},\binom{E_{\ell_{t}}}{O_{\left(m-\ell_{t}\right) \times \ell_{t}}}\right)
\end{aligned}
$$

Then, $\operatorname{rank}_{\mathbb{K}}\left(A_{1} ; \ldots ; A_{s} ; B_{1} ; \ldots ; B_{t}\right)=m s+\sum_{i=1}^{t} \ell_{i}$. In particular,

$$
\max \cdot \operatorname{rank}_{\mathbb{K}}(m, n, s+t) \geq m s+\sum_{i=1}^{t} \ell_{i}
$$

Proof Clearly,

$$
\operatorname{rank}_{\mathbb{K}}\left(A_{1} ; \ldots ; A_{s} ; B_{1} ; \ldots ; B_{t}\right) \leq \sum_{i=1}^{s} \operatorname{rank} A_{i}+\sum_{i=1}^{t} \operatorname{rank} B_{i}=m s+\sum_{i=1}^{t} \ell_{i}
$$

by counting the nonzero elements. For the opposite inequality, we apply Lemma 5.3
(1) $(s-1)$ times repeatedly. Then, we have

$$
\operatorname{rank}_{\mathbb{K}}\left(A_{1} ; \ldots ; A_{s} ; B_{1} ; \ldots ; B_{t}\right) \geq m(s-1)+\operatorname{rank}_{\mathbb{K}}\left(A_{s}^{(1)} ; B_{1}^{(1)} ; \ldots ; B_{t}^{(1)}\right),
$$

where $A_{s}^{(1)}=\left(E_{m}, O_{m \times c}\right)$ and $B_{i}^{(1)}=\left(O_{m \times\left(m+c-\ell_{i}\right)},\binom{E_{\ell_{i}}}{O_{\left(m-\ell_{i}\right) \times \ell_{i}}}\right)$. By
Lemma 5.3 (2), we see that

$$
\operatorname{rank}_{\mathbb{K}}\left(A_{s}^{(1)} ; B_{1}^{(1)} ; \ldots ; B_{t}^{(1)}\right) \geq m+\operatorname{rank}_{\mathbb{K}}\left(B_{1}^{(2)} ; \ldots ; B_{t}^{(2)}\right),
$$

where $B_{i}^{(2)}=\left(O_{\ell_{1} \times\left(\ell_{1}-\ell_{i}\right)},\binom{E_{\ell_{i}}}{O_{\left(\ell_{1}-\ell_{i}\right) \times \ell_{i}}}\right)$ for $i \geq 1$. Again, by Lemma 5.3 (2), we see that

$$
\operatorname{rank}_{\mathbb{K}}\left(B_{1}^{(2)} ; \ldots ; B_{t}^{(2)}\right) \geq \ell_{1}+\operatorname{rank}_{\mathbb{K}}\left(B_{2}^{(3)} ; \ldots ; B_{t}^{(3)}\right)
$$

where

$$
B_{i}^{(3)}=\left(O_{\ell_{2} \times\left(\ell_{2}-\ell_{i}\right)},\binom{E_{\ell_{i}}}{O_{\left(\ell_{2}-\ell_{i}\right) \times \ell_{i}}}\right)
$$

for $i \geq 2$. Therefore, we have

$$
\operatorname{rank}_{\mathbb{K}}\left(A_{1} ; \ldots ; A_{s} ; B_{1} ; \ldots ; B_{t}\right) \geq m s+\ell_{1}+\operatorname{rank}_{\mathbb{K}}\left(B_{2}^{(3)} ; \ldots ; B_{t}^{(3)}\right)
$$

Hence, inductively, we get the assertion.

## Corollary 5.2

$$
\max ^{\operatorname{rank}} \mathbb{K}_{\mathbb{K}}\left(2^{k}, 2^{k}, k+1\right) \geq 2^{k+1}-1
$$

Proof In Theorem 5.19, we consider the case where $m=n=2^{k}$ and $t=k$. Then, the tensor $\left(A_{1} ; B_{1} ; \ldots ; B_{k}\right)$ has rank $\sum_{j=0}^{k} 2^{k-j}=2^{k+1}-1$.

## Chapter 6 Typical Ranks

Let $m, n$, and $p$ be positive integers. In this chapter, we discuss the typical ranks of $m \times n \times p$ tensors over $\mathbb{R}$ and the generic rank of $m \times n \times p$ tensors over $\mathbb{C}$. For the readers' convenience, some basic facts of algebraic geometry are included.

### 6.1 Introduction

In this chapter, we consider typical ranks of 3-tensors over $\mathbb{R}$ and the generic rank of 3 -tensors over $\mathbb{C}$ of fixed size.

Consider the matrix case, i.e., the 2-tensor case. Let $M$ be an $m \times n$ matrix with $m \leq n$. Then, almost always $\operatorname{rank} M=m$. In fact, $\operatorname{rank} M$ is always less than or equal to $m$ and if one of the maximal minors of $M$ does not vanish, then rank $M=m$. Thus the set of $m \times n$ matrices whose rank is not $m$ is the intersection of the zero loci of the $\binom{n}{m}$ polynomials of the entry. Thus, the set of $m \times n$ matrices whose rank is not $m$ is a thin set and "almost always" an $m \times n$ matrix has rank $m$.

The phenomenon is quite different in the case of 3 or higher dimensional tensors. For example, consider a $2 \times 2 \times 2$ tensor $T=\left(T_{1} ; T_{2}\right)$. As noted above, $T_{1}$ is almost always nonsingular. Thus, by multiplying $T_{1}^{-1}$, we consider a tensor $S=\left(E_{2} ; A\right)$. Then, as shown in Chap. 2 rank $S=2$ if and only if $A$ is diagonalizable. If we are working over $\mathbb{C}$, an algebraically closed field, then the condition that the characteristic polynomial of $A$ has no multiple roots is sufficient for $A$ to be diagonalizable. A polynomial has multiple root if and only if its discriminant is 0 , thus, the set of $A$ that is not diagonalizable is a thin set. Therefore, if the base field is $\mathbb{C}$, then a $2 \times 2 \times 2$ tensor almost always has rank 2 .

Now suppose that the base field is $\mathbb{R}$. A matrix close to $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ has imaginary eigenvalues and is thus not diagonalizable over $\mathbb{R}$. Therefore, a tensor close to $\left(E_{2} ;\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right)$ has rank more than 2 (in fact 3, see Sumi et al. 2009). Thus, there is a Euclidean open subset of $\mathbb{R}^{2 \times 2 \times 2}$ whose elements all have rank 3 . On the other
hand, a tensor close to $\left(E_{2} ;\left(\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right)\right)$ has rank 2. Thus, there is also a Euclidean open subset of $\mathbb{R}^{2 \times 2 \times 2}$ whose elements all have rank 2 . Thus, if one choses an element $T$ of $S^{7} \subset \mathbb{R}^{2 \times 2 \times 2}$ randomly, the probabilities $\operatorname{rank} T=2$ and $\operatorname{rank} T=3$ are both positive. Note that the rank of a tensor is invariant under the multiplication of a nonzero scalar.

Let $m, n$, and $p$ be integers greater than 1 . If the probability that $\operatorname{rank} T=r$ is positive, where $T$ is a randomly chosen element of $S^{m n p-1} \subset \mathbb{R}^{m \times n \times p}, r$ is called a typical rank of $m \times n \times p$ tensors over $\mathbb{R}$. We consider in the following sections, the typical ranks over $\mathbb{R}$. We also show that if one considers a counterpart of the typical rank over $\mathbb{C}$, then there is only one such value for any $m, n$, and $p$ and it coincides with the minimal typical rank of $m \times n \times p$ tensors over $\mathbb{R}$. We call this the generic rank of $m \times n \times p$ tensors over $\mathbb{C}$.

### 6.2 Generic Rank Over $\mathbb{C}$ and Typical Rank Over $\mathbb{R}$

In this section, we summarize some basic facts on algebraic geometry. In addition, we define generic rank over $\mathbb{C}$ and typical rank over $\mathbb{R}$. The basic references on algebraic geometry are Harris 1992 and Cox et al. 1992.

Let $\mathbb{K}$ be an infinite field throughout this chapter. Let $n$ be a positive integer and $X_{1}, \ldots, X_{n}$ be indeterminates. For a subset $S$ of $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$, the polynomial ring with $n$ variables, we set

$$
\mathbb{V}(S):=\left\{\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{K}^{n} \mid f\left(a_{1}, \ldots, a_{n}\right)=0 \text { for any } f \in S\right\}
$$

and for a subset $W$ of $\mathbb{K}^{n}$, we define

$$
\mathbb{I}(W):=\left\{f \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right] \mid f(a)=0 \text { for any } a \in W\right\} .
$$

Note that $\mathbb{I}(W)$ is an ideal of $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$. If $S=\left\{f_{1}, \ldots, f_{t}\right\}$, we write $\mathbb{V}(S)$ as $\mathbb{V}\left(f_{1}, \ldots, f_{t}\right)$ for simplicity.

The following results are easily verified. (for (5), see, e.g., Cox et al. 1992, Chap. 1 Sect. 1 Proposition 5).

Lemma 6.1 (1) If $S_{1} \subset S_{2}$, then $\mathbb{V}\left(S_{1}\right) \supset \mathbb{V}\left(S_{2}\right)$.
(2) If $W_{1} \subset W_{2}$, then $\mathbb{I}\left(W_{1}\right) \supset \mathbb{I}\left(W_{2}\right)$.
(3) $\mathbb{I}(\mathbb{V}(S)) \supset S, \mathbb{V}(\mathbb{I}(W)) \supset W$.
(4) $\mathbb{V}(\mathbb{I}(\mathbb{V}(S)))=\mathbb{V}(S), \mathbb{I}(\mathbb{V}(\mathbb{I}(W)))=\mathbb{I}(W)$.
(5) $\mathbb{I}\left(\mathbb{K}^{n}\right)=\langle 0\rangle$.

Definition 6.1 An affine algebraic variety in $\mathbb{K}^{n}$ is a subset of $\mathbb{K}^{n}$ of the form $\mathbb{V}(S)$ for some $S \subset \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$.

We note the following basic fact.
Lemma 6.2 (1) $\emptyset$ and $\mathbb{K}^{n}$ are affine algebraic varieties.
(2) If $V_{1}$ and $V_{2}$ are affine algebraic varieties, then so is $V_{1} \cup V_{2}$.
(3) If $\left\{V_{\lambda}\right\}_{\lambda \in \Lambda}$ is a family of affine algebraic varieties, then $\bigcap_{\lambda \in \Lambda} V_{\lambda}$ is an affine algebraic variety.

Proof (1) $\mathbb{V}(1)=\emptyset$ and $\mathbb{V}(0)=\mathbb{K}^{n}$.
(2) Suppose that $V_{i}=\mathbb{V}\left(S_{i}\right)$ for $i=1$, 2. Set $S=\left\{f g \mid f \in S_{1}, g \in S_{2}\right\}$. Then, $V_{1} \cup V_{2}=\mathbb{V}(S)$.
(3) Suppose that $V_{\lambda}=\mathbb{V}\left(S_{\lambda}\right)$ for $\lambda \in \Lambda$. Then $\bigcap_{\lambda \in \Lambda} V_{\lambda}=\mathbb{V}\left(\bigcup_{\lambda \in \Lambda} S_{\lambda}\right)$.

By Lemma 6.2, we see that there is a topology on $\mathbb{K}^{n}$ whose closed sets are affine algebraic varieties.

Definition 6.2 The Zariski topology on $\mathbb{K}^{n}$ is the topology on $\mathbb{K}^{n}$ whose closed sets are affine algebraic varieties. For any affine algebraic variety $V$ in $\mathbb{K}^{n}$, we introduce the topology, which is also called the Zariski topology on $V$, as the induced topology on $V$ from the Zariski topology of $\mathbb{K}^{n}$.

In the remainder of this chapter, when we use terms concerning topology, they are based on the Zariski topology, except for the case explicitly referring to other topologies.

Lemma 6.3 Let $V$ be an affine algebraic variety in $\mathbb{K}^{n}$, $O$ be a subset open in $V$ and $a \in O$. Then, there exists $f \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ such that

$$
a \in V \backslash \mathbb{V}(f) \subset O
$$

Proof Take a subset $S$ of $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ such that $O=V \backslash \mathbb{V}(S)$. Since $a \in O$, $a \notin \mathbb{V}(S)$. Thus there exists $f \in S$ such that $f(a) \neq 0$. Then, $a \in V \backslash \mathbb{V}(f) \subset O$.

Remark 6.1 Suppose that $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$. Then, a Zariski closed set is closed in the Euclidean topology.

Remark 6.2 Suppose that $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$ and $V$ is an affine algebraic variety in $\mathbb{K}^{n}$ such that $V \neq \mathbb{K}^{n}$. If $a \in \mathbb{K}^{n}$ moves randomly according to a distribution whose probability density function is positive anywhere, the probability that $a \in V$ is 0 .

Example $6.1 \mathbb{K}^{n \times n}$, the set of $n \times n$ matrices with entries in $\mathbb{K}$ can be identified with $\mathbb{K}^{n^{2}}$. Since $\operatorname{det} A$ is a polynomial of entries of $A$, we see that

$$
\operatorname{SL}(n, \mathbb{K})=\left\{A \in \mathbb{K}^{n \times n} \mid \operatorname{det} A-1=0\right\}
$$

is an affine algebraic variety in $\mathbb{K}^{n \times n}$.

Example 6.2 $\mathrm{GL}(n, \mathbb{K})=\left\{A \in \mathbb{K}^{n \times n} \mid \operatorname{det} A \neq 0\right\}$ cannot be treated as an affine algebraic variety directly. However, we can identify $\operatorname{GL}(n, \mathbb{K})$ with the affine algebraic variety

$$
\left\{(A, b) \in \mathbb{K}^{n \times n} \times \mathbb{K} \mid b(\operatorname{det} A)-1=0\right\}
$$

in $\mathbb{K}^{n^{2}+1}$.
Definition 6.3 An affine algebraic variety $V$ is said to be irreducible if $V=V_{1} \cup V_{2}$, where $V_{1}$ and $V_{2}$ are affine algebraic varieties, then $V=V_{1}$ or $V=V_{2}$.

The following lemma is easily verified:
Lemma 6.4 Let $V$ be an affine algebraic variety. Then, the following conditions are equivalent:
(1) $V$ is irreducible.
(2) For any two nonempty open sets $O_{1}$ and $O_{2}$ of $V, O_{1} \cap O_{2} \neq \emptyset$.
(3) Any nonempty open set of $V$ is dense in $V$.

Lemma 6.5 $\mathbb{K}^{n}$ is an irreducible affine algebraic variety.
Proof Suppose that $V_{1}$ and $V_{2}$ are affine algebraic varieties in $\mathbb{K}^{n}$ such that $V_{i} \subsetneq \mathbb{K}^{n}$ for $i=1$, 2. Set $V_{i}=\mathbb{V}\left(S_{i}\right)$ for $i=1$, 2. Since $V_{i} \subsetneq \mathbb{K}^{n}$, we see that $S_{i} \backslash\{0\} \neq \emptyset$ for $i=1$, 2. Take $0 \neq f_{i} \in S_{i}$ for $i=1$, 2 . Then, $f_{1} f_{2} \neq 0$. Thus,

$$
V_{1} \cup V_{2} \subset \mathbb{V}\left(f_{1} f_{2}\right) \subsetneq \mathbb{K}^{n}
$$

since $\mathbb{K}$ is an infinite field.
Definition 6.4 Let $V$ be an affine algebraic variety in $\mathbb{K}^{n}$.
(1) A regular function or a polynomial function on $V$ is a map $F: V \rightarrow \mathbb{K}$ such that there exists a polynomial $f \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ such that $F(a)=f(a)$ for any $a \in V$.
(2) Let $W$ be an affine algebraic variety in $\mathbb{K}^{m}$. A regular map or a polynomial map from $V$ to $W$ is a map $F: V \rightarrow W$ such that there exist regular functions $F_{1}, \ldots, F_{m}$ on $V$ with $F(a)=\left(F_{1}(a), \ldots, F_{m}(a)\right)$ for any $a \in V$.

Here we state a basic but important fact about regular maps.
Lemma 6.6 Let $V$ be an affine algebraic variety in $\mathbb{K}^{n}$ and $W$ be an affine algebraic variety in $\mathbb{K}^{m}, X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{m}$ indeterminates. We use $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ to explain the facts concerning affine algebraic varieties in $\mathbb{K}^{n}$ and $\mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right]$ in $\mathbb{K}^{m}$.

Suppose that $f_{1}, \ldots, f_{m} \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ and let $F: \mathbb{K}^{n} \rightarrow \mathbb{K}^{m}$ be the regular map defined by $f_{1}, \ldots, f_{m}$, i.e., $F(a)=\left(f_{1}(a), \ldots, f_{m}(a)\right)$ for $a \in \mathbb{K}^{n}$. Let $\widetilde{F}: \mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right] \rightarrow \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ be the $\mathbb{K}$-algebra homomorphism mapping $Y_{i}$ to $f_{i}$ for $1 \leq i \leq m$. Then
(1) $F(\underset{\sim}{V}) \subset W$ if and only if $\widetilde{F}(\mathbb{I}(W)) \subset \mathbb{I}(V)$ and
(2) $\mathbb{V}\left(\widetilde{F}^{-1}(\mathbb{I}(V))\right)$ is the closure of $F(V)$.

Proof First, note that for $g \in \mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right], \widetilde{F}(g)=g\left(f_{1}\left(X_{1}, \ldots, X_{n}\right), \ldots\right.$, $\left.f_{m}\left(X_{1}, \ldots, X_{n}\right)\right)$. Thus, $\widetilde{F}(g)(a)=g\left(f_{1}(a), \ldots, f_{m}(a)\right)=g(F(a))$ for any $a \in \mathbb{K}^{n}$.
(1) First, suppose that $F(V) \subset W$ and let $g$ be an arbitrary element of $\mathbb{I}(W)$. Then for any $a=\left(a_{1}, \ldots, a_{n}\right) \in V, F(a)=\left(f_{1}(a), \ldots, f_{m}(a)\right) \in W$. Therefore, $\widetilde{F}(g)(a)=g\left(f_{1}(a), \ldots, f_{m}(a)\right)=0$ since $g \in \mathbb{I}(W)$. Since $a$ is an arbitrary element of $V$, we see that $\widetilde{F}(g) \in \mathbb{I}(V)$. Thus, we see that $\widetilde{F}(\mathbb{I}(W)) \subset \mathbb{I}(V)$.

Next, assume that $\widetilde{F}(\mathbb{I}(W)) \subset \mathbb{I}(V)$ and let $a$ be an arbitrary element of $V$. For any $g \in \mathbb{I}(W), \widetilde{F}(g) \in \mathbb{I}(V)$ by assumption. Thus, $\widetilde{F}(g)(a)=0$. Since $\widetilde{F}(g)(a)=$ $g\left(f_{1}(a), \ldots, f_{m}(a)\right)=g(F(a))$, we see that

$$
g(F(a))=0 \quad \text { for any } g \in \mathbb{I}(W)
$$

Thus, $F(a) \in \mathbb{V}(\mathbb{I}(W))=W$ by Lemma 6.1.
(2) First, we show that $\mathbb{V}\left(\widetilde{F}^{-1}(\mathbb{I}(V))\right) \supset F(V)$. Let $b$ be an arbitrary element of $F(V)$. Take $a \in V$ such that $b=F(a)$. Then for any $g \in \widetilde{F}^{-1}(\mathbb{I}(V)), g(F(a))=$ $\widetilde{F}(g)(a)=0$. Thus, $b=F(a) \in \mathbb{V}\left(\widetilde{F}^{-1}(\mathbb{I}(V))\right)$. Thus, we see that $\mathbb{V}\left(\widetilde{F}^{-1}(\mathbb{I}(V))\right)$ is an affine algebraic variety containing $F(V)$.

Now let $W^{\prime}$ be an arbitrary affine algebraic variety in $\mathbb{K}^{m}$ containing $F(V)$. Then by (1), we see that $\widetilde{F}\left(\mathbb{I}\left(W^{\prime}\right)\right) \subset \mathbb{I}(V)$. Thus, we see $\mathbb{I}\left(W^{\prime}\right) \subset \widetilde{F}^{-1}(\mathbb{I}(V))$ and $W^{\prime}=$ $\mathbb{V}\left(\mathbb{I}\left(W^{\prime}\right)\right) \supset \mathbb{V}\left(\widetilde{F}^{-1}(\mathbb{I}(V))\right)$ by Lemma6.1. Thus, $\mathbb{V}\left(\widetilde{F}^{-1}(\mathbb{I}(V))\right)$ is the smallest affine algebraic variety containing $F(V)$.
Corollary 6.1 In the notation of Lemma 6.6, $\operatorname{Im} F$ is dense in $\mathbb{K}^{m}$ if and only if $\widetilde{F}$ is injective.

Proof By Lemma 6.6 (2) and Lemma 6.1 (5), we see that the closure of $\operatorname{Im} F$ is $\mathbb{V}\left(\widetilde{F}^{-1}(\langle 0\rangle)\right)=\mathbb{V}(\operatorname{ker} \widetilde{F})$. If $\operatorname{ker} \widetilde{F}=\langle 0\rangle$, then $\mathbb{V}(\operatorname{ker} \widetilde{F})=\mathbb{K}^{m}$. If $\operatorname{ker} \widetilde{F} \neq\langle 0\rangle$, then there exists $g \in \operatorname{ker} \widetilde{F}$ with $g \neq 0$. Therefore,

$$
\mathbb{V}(\operatorname{ker} \widetilde{F}) \subset \mathbb{V}(g) \subsetneq \mathbb{K}^{m}
$$

since $\mathbb{K}$ is an infinite field.
Let $m, n$, and $p$ be positive integers. Then, $\mathbb{K}^{m \times n \times p}$, the set of $m \times n \times p$ tensors with entries in $\mathbb{K}$ is naturally identified with $\mathbb{K}^{m n p}$. Consider the following regular maps:
$\Phi_{1}^{\mathbb{K}}: \mathbb{K}^{m} \times \mathbb{K}^{n} \times \mathbb{K}^{p} \ni\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}, c_{1}, \ldots, c_{p}\right) \mapsto\left(a_{i} b_{j} c_{k}\right) \in \mathbb{K}^{m \times n \times p}$
and

$$
\Phi_{r}^{\mathbb{K}}:\left(\mathbb{K}^{m} \times \mathbb{K}^{n} \times \mathbb{K}^{p}\right)^{r} \ni\left(x_{1}, \ldots, x_{r}\right) \mapsto \Phi_{1}^{\mathbb{K}}\left(x_{1}\right)+\cdots+\Phi_{1}^{\mathbb{K}}\left(x_{r}\right) \in \mathbb{K}^{m \times n \times p}
$$

where $r$ is a positive integer. Then, the image of $\Phi_{r}^{\mathbb{K}}$ is the set of tensors whose rank is less than or equal to $r$. We write $\Phi_{r}$ for $\Phi_{r}^{\mathbb{K}}$ if $\mathbb{K}$ is clear from the context.

Now assume that $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$. If $\operatorname{Im} \Phi_{r}$ is not dense in $\mathbb{K}^{m \times n \times p}$, then the closure of $\operatorname{Im} \Phi_{r}$ is a proper closed subset of $\mathbb{K}^{m \times n \times p}$. Therefore, if an $m \times n \times p$ tensor $T$ moves randomly according to a distribution whose probability density function is positive anywhere, the probability that $\operatorname{rank} T \leq r$ is 0 by Remark 6.2

Now consider the "generic rank" of tensors over $\mathbb{C}$ of fixed size. First, we cite the following fact Northcott 1980, Chap. 3 Theorem 33, which is usually proved using the theorem of Chevalley (see Harris 1992, Theorem 3.16).

Theorem 6.1 Let $\mathbb{K}$ be an algebraically closed field, $V$ be an irreducible affine algebraic variety over $\mathbb{K}$, $W$ be an affine algebraic variety over $\mathbb{K}$, and $F: V \rightarrow W$ be a regular map. If $\operatorname{Im} F$ is dense in $W$, then $\operatorname{Im} F$ contains a nonempty open subset of $W$.

Theorem 6.2 Let m, $n$, and $p$ be positive integers. Suppose that $r$ is the minimum integer such that $\operatorname{Im} \Phi_{r}^{\mathbb{C}}$ is dense in $\mathbb{C}^{m \times n \times p}$. Then, there exists a dense open subset $\mathcal{O}$ of $\mathbb{C}^{m \times n \times p}$ such that for any $T \in \mathcal{O}, \operatorname{rank} T=r$. In particular, if $T \in \mathbb{C}^{m \times n \times p}$ moves randomly according to a distribution whose probability density function is positive anywhere, then the probability that $\operatorname{rank} T=r$ is 1 .

Proof By Theorem 6.1, we see that there exists a nonempty open subset $\mathcal{U}$ of $\mathbb{C}^{m \times n \times p}$ that is contained in $\operatorname{Im} \Phi_{r}^{\mathbb{C}}$. Since the closure of $\operatorname{Im} \Phi_{r-1}^{\mathbb{C}}$ is a proper subset of $\mathbb{C}^{m \times n \times p}$ by assumption, we see that the complement of the closure of $\operatorname{Im} \Phi_{r-1}^{\mathbb{C}}$ is a nonempty open subset of $\mathbb{C}^{m \times n \times p}$. Since $\mathbb{C}^{m \times n \times p}$ is irreducible by Lemma $6.5, \mathcal{O}:=\mathcal{U} \backslash$ (the closure of $\left.\operatorname{Im} \Phi_{r-1}^{\mathbb{C}}\right)$ is a dense open subset of $\mathbb{C}^{m \times n \times p}$.

If $T \in \mathcal{O}$, then $T \in \operatorname{Im} \Phi_{r}^{\mathbb{C}}$ and $T \notin \operatorname{Im} \Phi_{r-1}^{\mathbb{C}}$. Therefore, $\operatorname{rank} T=r$. The last statement follows from Remark 6.2.

Definition 6.5 We call $r$ in Theorem 6.2 the generic rank of $m \times n \times p$ tensors over $\mathbb{C}$ and denote $r=\operatorname{grank}_{\mathbb{C}}(m, n, p)$.

Next, we consider "typical ranks" of tensors over $\mathbb{R}$. First, we cite the following basic fact on commutative algebra (see, e.g., Matsumura 1989, Appendix A Formulas 5 and 8).

Theorem 6.3 Let $\mathbb{K}$ be a field, $R$ be a commutative ring that contains $\mathbb{K}$ as a subring, $X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{m}$ be indeterminates and $f_{1}, \ldots, f_{m} \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$. Further, let $\varphi_{\mathbb{K}}$ (resp. $\varphi_{R}$ ) be the $\mathbb{K}$-algebra (resp. $R$-algebra) homomorphism $\mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right] \rightarrow \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]\left(\operatorname{resp} . R\left[Y_{1}, \ldots, Y_{m}\right] \rightarrow R\left[X_{1}, \ldots, X_{n}\right]\right)$ sending $Y_{i}$ to $f_{i}$ for $1 \leq i \leq m$. Then, $\varphi_{\mathbb{K}}$ is injective if and only if $\varphi_{R}$ is injective.

Corollary 6.2 Let $r$ be a positive integer. Then $\widetilde{\Phi_{r}^{\mathbb{R}}}$ is injective if and only if $\widetilde{\Phi_{r}^{\mathbb{C}}}$ is injective. In particular, $\operatorname{Im} \Phi_{r}^{\mathbb{R}}$ is dense in $\mathbb{R}^{m \times n \times p}$ if and only if $\operatorname{Im} \Phi_{r}^{\mathbb{C}}$ is dense in $\mathbb{C}^{m \times n \times p}$.

Proof The first assertion follows from Theorem 6.3. The last assertion follows from the first one and Corollary 6.1.

Here we state the following basic fact without proof:
Lemma 6.7 Let $m$ and $n$ be positive integers and $f_{1}, \ldots, f_{m} \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$. Set

$$
F: \mathbb{C}^{n} \ni a \mapsto\left(f_{1}(a), \ldots, f_{m}(a)\right) \in \mathbb{C}^{m}
$$

If $\operatorname{Im} F$ has an interior point with respect to the Euclidean topology, then the Jacobian matrix

$$
\frac{\partial\left(f_{1}, \ldots, f_{m}\right)}{\partial\left(X_{1}, \ldots, X_{n}\right)}
$$

has rank $m$.
Now we state the following:
Definition 6.6 Suppose that $T \in \mathbb{R}^{m \times n \times p}$ moves randomly according to a distribution whose probability density function is positive anywhere. If the probability that $\operatorname{rank} T=r$ is positive, then we say that $r$ is a typical rank of $m \times n \times p$ tensors over $\mathbb{R}$. The set of typical ranks of $m \times n \times p$ tensors over $\mathbb{R}$ is denoted as $\operatorname{trank}_{\mathbb{R}}(m, n, p)$.

Consider the typical ranks of tensors over $\mathbb{R}$ with two slices. First, we recall our previous result, Miyazaki et al. (2009).

Theorem 6.4 Let $\mathbb{K}$ be an infinite field. Suppose that $1 \leq n<p$. Then, there exist rational maps

$$
\begin{array}{ll}
\varphi_{1}^{n \times p}: & \mathbb{K}^{n \times p \times 2}--\rightarrow \mathrm{GL}(n, \mathbb{K}) \\
\varphi_{2}^{n \times p}: & \mathbb{K}^{n \times p \times 2}--\rightarrow \mathrm{GL}(p, \mathbb{K})
\end{array}
$$

such that

$$
\varphi_{1}^{n \times p}(T) T \varphi_{2}^{n \times p}(T)=\left(\left(E_{n}, O\right) ;\left(O, E_{n}\right)\right)
$$

for any $T \in \operatorname{dom} \varphi_{1}^{n \times p} \cap \operatorname{dom} \varphi_{2}^{n \times p}$,

$$
\begin{gathered}
\left(\left(E_{n}, O\right) ;\left(O, E_{n}\right)\right) \in \operatorname{dom} \varphi_{1}^{n \times p} \cap \operatorname{dom} \varphi_{2}^{n \times p} \\
\varphi_{1}^{n \times p}\left(\left(E_{n}, O\right) ;\left(O, E_{n}\right)\right)=E_{n}
\end{gathered}
$$

and

$$
\varphi_{2}^{n \times p}\left(\left(E_{n}, O\right) ;\left(O, E_{n}\right)\right)=E_{p}
$$

(See Sect. 6.3 for the definition of a rational map.)
Since tensors with two slices are classified (Theorem 5.1), we see the following fact by Theorem 5.3.

Theorem 6.5 (ten Berge and Kiers 1999) Let $2 \leq m<n$. The typical rank of $\mathbb{R}^{m \times m \times 2}$ is $\{m, m+1\}$ and the typical rank of $\mathbb{R}^{m \times n \times 2}$ is $\{\min (n, 2 m)\}$.

Proof The set $S(m)$ consisting of all $(A ; B) \in \mathbb{R}^{m \times m \times 2}$ such that $\operatorname{det}(A) \neq 0$ and $A^{-1} B$ has distinct nonzero real eigenvalues contains a nonempty Euclidean open set and consists of tensors with rank $m$. The set $S(m+1)$ consisting of all $(A ; B) \in$ $\mathbb{R}^{m \times m \times 2}$ such that $\operatorname{det}(A) \neq 0$ and $A^{-1} B$ has distinct imaginary eigenvalues contains a nonempty Euclidean open set and consists of tensors with rank $m+1$. It is easy to see that $\mathbb{R}^{m \times m \times 2} \backslash(S(m) \cup S(m+1))$ does not contain a Euclidean open set. Therefore, $\operatorname{trank}_{\mathbb{R}}(m, m, 2)=\{m, m+1\}$.

Next, consider $\operatorname{trank} \mathbb{R}_{\mathbb{R}}(m, n, 2)$. Set $\mathscr{O}=\operatorname{dom} \varphi_{1}^{m \times n} \cap \operatorname{dom} \varphi_{2}^{m \times n}$ in the notation of Theorem 6.4. Then, we see that $\mathscr{O}$ is a dense open subset of $\mathbb{R}^{m \times n \times 2}$ (see Remark 6.3 and Definition 6.8 of Sect.6.3) such that if $T \in \mathscr{O}$, then $T$ is $\operatorname{GL}(m) \times \operatorname{GL}(n)-$ equivalent to $\left(\left(E_{m}, O\right) ;\left(O, E_{m}\right)\right)$. Since $\operatorname{rank}\left(\left(E_{m}, O\right) ;\left(O, E_{m}\right)\right)=\min (n, 2 m)$, we see that $\operatorname{trank}_{\mathbb{R}}(m, n, 2)=\min (n, 2 m)$.

Note that there exist integers $m, n$, and $p$ such that there are multiple typical ranks of $m \times n \times p$ tensors over $\mathbb{R}$.

Theorem 6.6 Let $m, n$, and $p$ be positive integers. Set $r_{0}=\operatorname{grank}_{\mathbb{C}}(m, n, p)$. Then, $r_{0}$ is the minimal typical rank of $m \times n \times p$ tensors over $\mathbb{R}$.

Proof Suppose that $r<r_{0}$. Then, $\operatorname{Im} \Phi_{r}^{\mathbb{C}}$ is not dense in $\mathbb{C}^{m \times n \times p}$. Therefore, $\operatorname{Im} \Phi_{r}^{\mathbb{R}}$ is not dense in $\mathbb{R}^{m \times n \times p}$ by Corollary 6.2. Thus, the closure of $\operatorname{Im} \Phi_{r}^{\mathbb{R}}$ is a proper closed subset of $\mathbb{R}^{m \times n \times p}$. Thus, if $T \in \mathbb{R}^{m \times n \times p}$ moves randomly according to a distribution whose probability density function is positive anywhere, the probability that $\operatorname{rank} T \leq r$ is 0 by Remark 6.2.

Next, by Lemma 6.7, we see that the Jacobian matrix of $\Phi_{r_{0}}^{\mathbb{C}}$ is full row rank. Since all the coefficients of $\Phi_{r_{0}}^{\mathbb{C}}$ are real numbers, we see that the Jacobian matrix of $\Phi_{r_{0}}^{\mathbb{R}}$ is also full row rank. Thus, there exists $a \in\left(\mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}^{p}\right)^{r_{0}}$ such that the Jacobian matrix of $\Phi_{r_{0}}^{\mathbb{R}}$ is full row rank at $a$. Then we see that $\Phi_{r_{0}}^{\mathbb{R}}(a)$ is an interior point of $\operatorname{Im} \Phi_{r_{0}}^{\mathbb{R}}$ with respect to the Euclidean topology. Thus if $T \in \mathbb{R}^{m \times n \times p}$ moves randomly according to a distribution whose probability density function is positive anywhere, the probability that $T \in \operatorname{Im} \Phi_{r_{0}}^{\mathbb{R}}$ is positive. Since probability that $\operatorname{rank} T<r_{0}$ is 0 , we see that the probability that $\operatorname{rank} T=r_{0}$ is positive.

Therefore, $r_{0}=\min \operatorname{trank}_{\mathbb{R}}(m, n, p)$.
The following fact is known.
Theorem 6.7 (Friedland 2012, Theorem 7.1) The space $\mathbb{R}^{m \times n \times p}$ contains a finite number of Euclidean open connected disjoint sets $O_{1}, \ldots, O_{M}$ satisfying the following properties:
(1) $\mathbb{R}^{m \times n \times p} \backslash \cup_{i=1}^{M} O_{i}$ is a Euclidean closed set of $\mathbb{R}^{m \times n \times p}$ of dimension less than mnp.
(2) Each $T \in O_{i}$ has rank $r_{i}$ for $i=1, \ldots, M$.
(3) The number $\min \left(r_{1}, \ldots, r_{M}\right)$ is equal to $\operatorname{grank}_{\mathbb{C}}(m, n, p)$.
(4) $\max \left(r_{1}, \ldots, r_{M}\right)$ is the minimal integer $t$ such that the Euclidean closure of $\operatorname{Im} \Phi_{t}^{\mathbb{R}}$ is equal to $\mathbb{R}^{m \times n \times p}$.
(5) For each integer $r \in\left[\min \left(r_{1}, \ldots, r_{M}\right)\right.$, $\left.\max \left(r_{1}, \ldots, r_{M}\right)\right]$, there exists $r_{i}=r$ for some integer $i \in[1, M]$.

### 6.3 Rational Functions and Rational Maps

In this section, we summarize the definition and basic facts of rational functions and rational maps, which are basic notions in algebraic geometry.

Let $V$ be an irreducible affine algebraic variety in $\mathbb{K}^{n}$. Consider the following set.

$$
\left\{(f, g) \mid f, g \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right], g \notin \mathbb{I}(V)\right\}
$$

We define a binary relation $\sim$ on this set by

$$
\left(f_{1}, g_{1}\right) \sim\left(f_{2}, g_{2}\right) \stackrel{\text { def }}{\Longleftrightarrow} f_{1}(x) g_{2}(x)=f_{2}(x) g_{1}(x) \quad \text { for any } x \in V
$$

Lemma $6.8 \sim$ is an equivalence relation.
Proof Reflexivity and symmetricity are trivial. Suppose that $\left(f_{1}, g_{1}\right) \sim\left(f_{2}, g_{2}\right)$ and $\left(f_{2}, g_{2}\right) \sim\left(f_{3}, g_{3}\right)$. Then

$$
f_{1}(x) g_{3}(x) g_{2}(x)=f_{2}(x) g_{1}(x) g_{3}(x)=f_{3}(x) g_{1}(x) g_{2}(x)
$$

for any $x \in V$. Thus

$$
f_{1}(x) g_{3}(x)=f_{3}(x) g_{1}(x) \quad \text { for any } x \in V \text { with } g_{2}(x) \neq 0
$$

Since $V$ is irreducible and $g_{2} \notin \mathbb{I}(V)$, the set $\left\{x \in V \mid g_{2}(x) \neq 0\right\}$ is a dense open subset of $V$. Because $\left\{x \in V \mid f_{1}(x) g_{3}(x)=f_{3}(x) g_{1}(x)\right\}$ is a closed subset of $V$ containing the above dense open subset of $V$, we see that $f_{1}(x) g_{3}(x)=f_{3}(x) g_{1}(x)$ for any $x \in V$. That is, $\left(f_{1}, g_{1}\right) \sim\left(f_{3}, g_{3}\right)$.

Definition 6.7 A rational function on an irreducible affine algebraic variety $V$ is an equivalence class with respect to $\sim$. Let $\varphi$ be a rational function on $V$ and $(f, g)$ a representative of $\varphi$. We define the domain of $\varphi$, written $\operatorname{dom} \varphi$ by

$$
\operatorname{dom} \varphi:=\bigcup_{\left(f^{\prime}, g^{\prime}\right) \sim(f, g)}\left\{x \in V \mid g^{\prime}(x) \neq 0\right\} .
$$

For $x \in \operatorname{dom} \varphi$, we can naturally define the value of $\varphi$ at $x$ : take a representative $\left(f^{\prime}, g^{\prime}\right)$ of $\varphi$ such that $g^{\prime}(x) \neq 0$ and we define the value of $\varphi$ at $x$ as $f^{\prime}(x) / g^{\prime}(x)$. We denote the value of $\varphi$ at $x$ by $\varphi(x)$.

It is easily verified that the value of $\varphi$ at $x$ defined above is independent of the choice of the representative of $\varphi$.

Remark 6.3 Let $\varphi$ be a rational function on $V$. Then, $\operatorname{dom} \varphi$ is a dense open subset of $V$.

Lemma 6.9 Let $\varphi_{1}$ and $\varphi_{2}$ be rational functions on an irreducible affine algebraic variety $V$. Suppose that there exists a dense open subset $O$ of $V$ such that

$$
\varphi_{1}(x)=\varphi_{2}(x) \text { for any } x \in \operatorname{dom} \varphi_{1} \cap \operatorname{dom} \varphi_{2} \cap O .
$$

Then, $\varphi_{1}=\varphi_{2}$.
Proof Take representatives $\left(f_{1}, g_{1}\right)$ and $\left(f_{2}, g_{2}\right)$ of $\varphi_{1}$ and $\varphi_{2}$, respectively. Then

$$
f_{1}(x) g_{2}(x)=f_{2}(x) g_{1}(x) \text { for any } x \in \operatorname{dom} \varphi_{1} \cap \operatorname{dom} \varphi_{2} \cap O
$$

by assumption. Since $\operatorname{dom} \varphi_{1} \cap \operatorname{dom} \varphi_{2} \cap O$ is a dense open subset of $V$, we see that

$$
f_{1}(x) g_{2}(x)=f_{2}(x) g_{1}(x) \quad \text { for any } x \in V .
$$

Thus, $\left(f_{1}, g_{1}\right) \sim\left(f_{2}, g_{2}\right)$ and $\varphi_{1}=\varphi_{2}$.
Definition 6.8 Let $V$ be an irreducible affine algebraic variety in $\mathbb{K}^{n}$ and $W$ be an affine algebraic variety in $\mathbb{K}^{m}$. A rational map $\varphi$ from $V$ to $W$ is an $m$-tuple of rational functions $\left(\varphi_{1}, \ldots, \varphi_{m}\right)$ on $V$ such that $\left(\varphi_{1}(x), \ldots, \varphi_{m}(x)\right) \in W$ for any $x \in \bigcap_{i=1}^{m} \operatorname{dom} \varphi_{i}$. We define $\operatorname{dom} \varphi:=\bigcap_{i=1}^{m} \operatorname{dom} \varphi_{i}$ and for $x \in \operatorname{dom} \varphi$, we define the image of $x$ by $\varphi$ as $\left(\varphi_{1}(x), \ldots, \varphi_{m}(x)\right)$. We denote by $\varphi: V--\rightarrow W$ that $\varphi$ is a rational map from $V$ to $W$.

Remark 6.4 A regular map from an irreducible variety is a rational map.
Next, we consider the composition of rational maps. First, we note the following fact whose proof is easy.

Lemma 6.10 Let $X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{m}$ be indeterminates, $h \in \mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right]$, and $f_{1}, \ldots, f_{m}, g_{1}, \ldots, g_{m} \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$. Suppose that $g_{1} \ldots g_{m} \neq 0$. Then, there exists a positive integer $d$ such that

$$
\left(g_{1} \ldots g_{m}\right)^{d} h\left(f_{1} / g_{1}, \ldots, f_{m} / g_{m}\right) \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right] .
$$

Next, we state the following:
Lemma 6.11 Let $V$ be an irreducible affine algebraic variety $W$ be an affine algebraic variety and $\varphi: V--\rightarrow W$ be a rational map. Suppose that $O$ is an open subset of $W$. Then, $\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in O\}$ is a possibly empty open subset of $\operatorname{dom} \varphi$.

Proof Suppose that $a \in \operatorname{dom} \varphi$ and $\varphi(a) \in O$. Then by Lemma 6.3, we see that there exists $h \in \mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right]$ such that $\varphi(a) \in W \backslash \mathbb{V}(h) \subset O$. Set $\varphi=\left(\varphi_{1}, \ldots, \varphi_{m}\right)$ and take representative $\left(f_{i}, g_{i}\right)$ of $\varphi_{i}$ with $g_{i}(a) \neq 0$ for $1 \leq i \leq m$. By Lemma 6.10, we can take a positive integer $d$ such that

$$
\left(g_{1} \ldots g_{m}\right)^{d} h\left(f_{1} / g_{1}, \ldots, f_{m} / g_{m}\right) \in \mathbb{K}\left[X_{1}, \ldots, X_{n}\right] .
$$

Set $f=\left(g_{1} \ldots g_{m}\right)^{d} h\left(f_{1} / g_{1}, \ldots, f_{m} / g_{m}\right)$. Then for any $x \in \operatorname{dom} \varphi$ with $\left(g_{1} \ldots g_{m}\right)$ $(x) \neq 0$,

$$
h(\varphi(x)) \neq 0 \Longleftrightarrow f(x) \neq 0 .
$$

Thus, $a \in \operatorname{dom} \varphi \backslash \mathbb{V}\left(g_{1} \ldots g_{m} f\right) \subset\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in O\}$. Since $a$ is an arbitrary element of $\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in O\}$, we see that $\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in O\}$ is an open subset of dom $\varphi$.

Lemma 6.12 Let $V$ be an irreducible affine algebraic variety in $\mathbb{K}^{n}$ and $W$ be an irreducible affine algebraic variety in $\mathbb{K}^{m}$. Suppose that $\varphi=\left(\varphi_{1}, \ldots, \varphi_{m}\right)$ is a rational map from $V$ to $W$ and $\psi$ is a rational function on $W$. If $\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in$ $\operatorname{dom} \psi\} \neq \emptyset$, then there exists a rational function $\chi$ on $V$ such that $\operatorname{dom} \chi \supset\{x \in$ $\operatorname{dom} \varphi \mid \varphi(x) \in \operatorname{dom} \psi\}$ and $\chi(a)=\psi(\varphi(a))$ for any $a \in\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in$ $\operatorname{dom} \psi\}$.

Proof We use $\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ to explain the facts concerning affine algebraic varieties in $\mathbb{K}^{n}$ and $\mathbb{K}\left[Y_{1}, \ldots, Y_{m}\right]$ in $\mathbb{K}^{m}$. Let $x_{1}$ be an arbitrary element of $\{x \in \operatorname{dom} \varphi \mid$ $\varphi(x) \in \operatorname{dom} \psi\}$. Take a representative $\left(h_{1}, h_{2}\right)$ of $\psi$ such that $h_{2}\left(\varphi\left(x_{1}\right)\right) \neq 0$ and a representative $\left(f_{i}, g_{i}\right)$ of $\varphi_{i}$ such that $g_{i}\left(x_{1}\right) \neq 0$ for $1 \leq i \leq m$. Then there exists a positive integer $d$ such that

$$
\left(g_{1} \ldots g_{m}\right)^{d} h_{i}\left(f_{1} / g_{1}, \ldots, f_{m} / g_{m}\right) \in \mathbb{K}\left[X_{1}, \ldots, X_{m}\right]
$$

for $i=1,2$ by Lemma 6.10. Set $h_{i}^{\prime}=\left(g_{1} \ldots g_{m}\right)^{d} h_{i}\left(f_{1} / g_{1}, \ldots, f_{m} / g_{m}\right)$ for $i=1$, 2. Then $h_{2}^{\prime}\left(x_{1}\right) \neq 0$ and

$$
\psi(\varphi(y))=h_{1}^{\prime}(y) / h_{2}^{\prime}(y)
$$

for any $y \in \operatorname{dom} \varphi$ with $\varphi(y) \in \operatorname{dom} \psi$ and $h_{2}^{\prime}(y) \neq 0$. Let $\chi_{1}$ be the rational function on $V$ represented by $\left(h_{1}^{\prime}, h_{2}^{\prime}\right)$. Set $O_{1}=\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in \operatorname{dom} \psi\} \backslash \mathbb{V}\left(h_{2}^{\prime}\right)$. Then, $O_{1}$ is an open neighborhood of $x_{1}$ such that

$$
\chi_{1}(y)=\psi(\varphi(y)) \quad \text { for any } y \in O_{1} .
$$

Let $x_{2}$ be another element of $\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in \operatorname{dom} \psi\}$. Then by the same argument, we see that there exists an open neighborhood $O_{2}$ of $x_{2}$ and a rational function $\chi_{2}$ on $V$ such that

$$
\chi_{2}(y)=\psi(\varphi(y)) \quad \text { for any } y \in O_{2} .
$$

Then,

$$
\chi_{1}(y)=\chi_{2}(y) \quad \text { for any } y \in O_{1} \cap O_{2} .
$$

Since $V$ is irreducible, $O_{1} \cap O_{2}$ is a dense open subset of $V$. Thus, $\chi_{1}=\chi_{2}$ by Lemma 6.9. Set $\chi=\chi_{1}$. Then, $\chi$ is a rational function on $V$ and $\chi(a)=\psi(\varphi(a))$ for any $a \in\{x \in \operatorname{dom} \varphi \mid \varphi(x) \in \operatorname{dom} \psi\}$.

Definition 6.9 In the setting of Lemma 6.12, we denote $\chi$ as $\psi \circ \varphi$ and call it the composition of $\varphi$ and $\psi$.

Definition 6.10 Let $V_{i}$ be irreducible affine algebraic varieties in $\mathbb{K}^{n_{i}}$ for $i=1,2$, $W$ be an affine algebraic variety in $\mathbb{K}^{m}, \varphi: V_{1}--\rightarrow V_{2}$ and $\psi: V_{2}--\rightarrow W$ be rational maps. Suppose that there exists $x \in \operatorname{dom} \varphi$ such that $\varphi(x) \in \operatorname{dom} \psi$. Then, we can naturally define the composition $\psi \circ \varphi$ of $\varphi$ and $\psi$ : set $\psi=\left(\psi_{1}, \ldots, \psi_{m}\right)$ and we define $\psi \circ \varphi=\left(\psi_{1} \circ \varphi, \ldots, \psi_{m} \circ \varphi\right)$.

Remark 6.5 When considering the composition of rational maps $\varphi$ and $\psi$, it is essential that $\operatorname{Im} \varphi \cap \operatorname{dom} \psi \neq \emptyset$.

### 6.4 Standard Form of "Quasi-Tall" Tensors

In ten Berge (2000), ten Berge called an $I \times J \times K$ tensor with $I \geq J \geq K \geq 2$ and $J K-J<I<J K$ a tall tensor. For convenience of notation, we rotate such tensors and provide the following definitions:

Definition 6.11 If $2 \leq m \leq n$ and $(m-1) n<p \leq m n$, we call an $n \times p \times m$-tensor a quasi-tall tensor.

Let $m, n$, and $p$ be integers with $2 \leq m \leq n$ and $(m-1) n<p \leq m n$ and let $T=\left(T_{1} ; \ldots ; T_{m}\right)$ be an $n \times p \times m$ tensor. Thus, $T$ is a quasi-tall tensor by Definition 6.11. Set $l:=p-(m-1) n$ and $l^{\prime}:=n-l=m n-p$.

Definition 6.12 We say that $T$ is of the standard form if

$$
T_{k}=\left(O_{n \times(k-1) n}, E_{n}, O_{n \times(p-k n)}\right)
$$

for $1 \leq k \leq m-1$ and

$$
T_{m}=\left(\binom{M}{O_{l \times(m-2) n}}, O_{n \times l}, E_{n}\right)
$$

for some $l^{\prime} \times(m-2) n$ matrix $M$.
Now we state the main result of this section.

Theorem 6.8 Let $m, n$, and $p$ be integers with $2 \leq m \leq n$ and $(m-1) n<p \leq m n$. Then, there exist rational maps

$$
\begin{aligned}
\varphi_{1}^{n \times p \times m} & : \mathbb{K}^{n \times p \times m}--\rightarrow \mathrm{GL}(n, \mathbb{K}) \\
\varphi_{2}^{n \times p \times m} & : \mathbb{K}^{n \times p \times m}--\rightarrow \mathrm{GL}(p, \mathbb{K})
\end{aligned}
$$

such that

$$
\varphi_{1}^{n \times p \times m}(T) T \varphi_{2}^{n \times p \times m}(T)
$$

is of standard form for any $T \in \operatorname{dom} \varphi_{1}^{n \times p \times m} \cap \operatorname{dom} \varphi_{2}^{n \times p \times m}$ and for any $n \times p \times m$ tensor $S$ of standard form

$$
S \in \operatorname{dom} \varphi_{1}^{n \times p \times m} \cap \operatorname{dom} \varphi_{2}^{n \times p \times m}, \quad \varphi_{1}^{n \times p \times m}(S)=E_{n} \quad \text { and } \quad \varphi_{2}^{n \times p \times m}(S)=E_{p}
$$

In order to prove this theorem, we prepare the following lemma which is easily proved. We use the notations, $M_{\leq j}\left(M^{\leq i},{ }_{j<} M,{ }^{i<} M\right.$, resp.) which denote the $m \times j$ $(i \times n, m \times(n-j),(m-i) \times n$, resp.) matrix consisting of the first (first, last, last, resp.) $j(i, n-j, m-i$, resp.) columns (rows, columns, rows, resp.) of $M$ for an $m \times n$ matrix $M$. We also use the same notations for tensors.

Lemma 6.13 Let

$$
F: \mathbb{K}^{n \times p \times m} \rightarrow \operatorname{GL}(p, \mathbb{K})
$$

be the regular map defined by

$$
F(T)=\left(\begin{array}{cc}
E_{(m-2) n} & O \\
-\binom{T_{m-1}}{l^{\prime}<T_{m}}_{\leq(m-2) n} & E_{n+l}
\end{array}\right)
$$

where $T=\left(T_{1} ; \ldots ; T_{m}\right) \in \mathbb{K}^{n \times p \times m}$. Then, if

$$
T_{m-1}=\left(M, E_{n}, O_{n \times l}\right) \text { and } T_{m}=\left(M^{\prime}, O_{n \times l}, E_{n}\right)
$$

where $M$ and $M^{\prime}$ are $n \times(m-2) n$ matrices, then

$$
T_{m-1} F(T)=\left(O_{n \times(m-2) n}, E_{n}, O_{n \times l}\right) \quad \text { and } \quad T_{m} F(T)=\left(\binom{M^{\prime \prime}}{O_{l \times(m-2) n}}, O_{n \times l}, E_{n}\right)
$$

where $M^{\prime \prime}$ is an $l^{\prime} \times(m-2) n$ matrix. Moreover, if

$$
T_{m-1}=\left(O_{n \times(m-2) n}, E_{n}, O_{n \times l}\right) \text { and } T_{m}=\left(\binom{M^{\prime \prime}}{O_{l \times(m-2) n}}, O_{n \times l}, E_{n}\right)
$$

then $F(T)=E_{p}$.

Proof of Theorem 6.8 We define the rational map

$$
\chi_{0}: \mathbb{K}^{n \times p \times m}--\rightarrow \mathrm{GL}(p, \mathbb{K})
$$

by

$$
\chi_{0}(T)=\binom{\mathrm{fl}_{2}(T)^{\leq(m-2) n}}{O_{(n+l) \times(m-2) n} E_{n+l}}^{-1}
$$

Set

$$
S^{(1)}=\left(S_{1}^{(1)} ; \ldots ; S_{m}^{(1)}\right):=T \chi_{0}(T)
$$

for any $n \times p \times m$ tensor $T$ with $T \in \operatorname{dom} \chi_{0}$. Then,

$$
S_{k}^{(1)}=\left(O_{n \times(k-1) n}, E_{n}, O_{n \times(p-k n)}\right)
$$

for $1 \leq k \leq m-2$. We also define rational maps

$$
\begin{aligned}
& \chi_{1}: \mathbb{K}^{n \times p \times m}-\rightarrow \rightarrow \operatorname{GL}(n, \mathbb{K}) \\
& \text { and } \\
& \chi_{2}: \mathbb{K}^{n \times p \times m}--\rightarrow \operatorname{GL}(p, \mathbb{K})
\end{aligned}
$$

by

$$
\chi_{1}(T)=\varphi_{1}^{n \times(n+l)}\left({ }_{(m-2) n<}\left(S_{m-1}^{(1)} ; S_{m}^{(1)}\right)\right)
$$

and

$$
\chi_{2}(T)=\left(\begin{array}{cccc}
\chi_{1}(T)^{-1} & & & \\
& \ddots & & \\
& & \chi_{1}(T)^{-1} & \\
& & & \varphi_{2}^{n \times(n+l)}\left({ }_{(m-2) n<}\left(\left(S_{m-1}^{(1)} ; S_{m}^{(1)}\right)\right)\right),
\end{array}\right)
$$

where $\varphi_{1}^{n \times(n+l)}$ and $\varphi_{2}^{n \times(n+l)}$ are the ones in Theorem 6.4, and set

$$
S^{(2)}=\left(S_{1}^{(2)} ; \ldots ; S_{m}^{(2)}\right):=\chi_{1}(T) S^{(1)} \chi_{2}(T) .
$$

Then

$$
S_{k}^{(2)}=\left(O_{n \times(k-1) n}, E_{n}, O_{n \times(p-k n)}\right)
$$

for $1 \leq k \leq m-2$,

$$
S_{m-1}^{(2)}=\left(M, E_{n}, O_{n \times l}\right) \quad \text { and } \quad S_{m}^{(2)}=\left(M^{\prime}, O_{n \times l}, E_{n}\right),
$$

where $M$ and $M^{\prime}$ are $n \times(m-2) n$ matrices.

Set

$$
\varphi_{1}^{n \times p \times m}(T)=\chi_{1}(T) \text { and } \varphi_{2}^{n \times p \times m}(T)=\chi_{0}(T) \chi_{2}(T) F\left(S^{(2)}\right)
$$

where $F$ is the regular map of Lemma 6.13. Then $\varphi_{1}^{n \times p \times m}$ and $\varphi_{2}^{n \times p \times m}$ satisfy the required conditions.

### 6.5 Ranks of Quasi-Tall Tensors of Standard Form

In this section, we prove that an $n \times p \times m$ quasi-tall tensor of standard form has rank $p$. As a corollary, we give another proof of the result of ten Berge (2000), i.e., $p \times n \times m$ real tensors with $p \geq n \geq m \geq 2$ and $m n-n<p<m n$ have unique typical rank $p$.
Theorem 6.9 Let $\mathbb{K}$ be an infinite field, $m, n$, and $p$ be integers with $2 \leq m \leq n$ and $(m-1) n<p \leq m n$ and $S$ be an $n \times p \times m$ tensor of standard form (see Definition 6.12 for the definition of standard form). Then, $\operatorname{rank} S=p$.

In order to prove this theorem, we prepare some notations. Set $l:=p-(m-1) n$ and $l^{\prime}:=n-l=m n-p$. For an $l^{\prime} \times(m-2) n$ matrix $W=\left(W_{1}, \ldots, W_{m-2}\right)$, where $W_{k}$ is an $l^{\prime} \times n$ matrix for $1 \leq k \leq m-2$, and $\boldsymbol{c}=\left(\boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{m}\right) \in \mathbb{K}^{1 \times n m}$, where $\boldsymbol{c}_{k} \in \mathbb{K}^{1 \times n}$ for $1 \leq k \leq m$, we set

$$
\begin{aligned}
M(W, \boldsymbol{c})= & M(\boldsymbol{x}, T, W, \boldsymbol{c}) \\
= & x_{1}\left(\begin{array}{c}
W_{1} \\
T_{1} \\
\boldsymbol{c}_{1}
\end{array}\right)+\cdots+x_{m-2}\left(\begin{array}{c}
W_{m-2} \\
T_{m-2} \\
\boldsymbol{c}_{m-2}
\end{array}\right) \\
& +x_{m-1}\left(\begin{array}{c}
O_{l^{\prime} \times l} E_{l^{\prime}} \\
T_{m-1} \\
\boldsymbol{c}_{m-1}
\end{array}\right)+x_{m}\left(\begin{array}{c}
-E_{l^{\prime}} O_{l^{\prime} \times l} \\
T_{m} \\
\boldsymbol{c}_{m}
\end{array}\right),
\end{aligned}
$$

where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ is a row vector of indeterminates and $T=\left(T_{1} ; \ldots ; T_{m}\right)=$ $\left(t_{i j k}\right)$ is an $(l-1) \times n \times m$ tensor of indeterminates. Note that when $p=(m-1) n+1$, i.e., when $l=1$,

$$
\begin{aligned}
M(W, \boldsymbol{c})= & x_{1}\binom{W_{1}}{\boldsymbol{c}_{1}}+\cdots+x_{m-2}\binom{W_{m-2}}{\boldsymbol{c}_{m-2}} \\
& +x_{m-1}\binom{O_{l^{\prime} \times l} E_{l^{\prime}}}{\boldsymbol{c}_{m-1}}+x_{m}\binom{-E_{l^{\prime}} O_{l^{\prime} \times l}}{\boldsymbol{c}_{m}} .
\end{aligned}
$$

We also set

$$
g(\boldsymbol{x}, T, W, \boldsymbol{c})=\operatorname{det} M(\boldsymbol{x}, T, W, \boldsymbol{c}),
$$

which is a polynomial with variables $x_{1}, \ldots, x_{m}$, and $\left\{t_{i j k}\right\}$.

Lemma 6.14 If $\left(\boldsymbol{c}_{m}\right)_{\leq l^{\prime}}=\mathbf{0}$ and $g(\boldsymbol{x}, T, W, \boldsymbol{c})$ is a zero polynomial, then $\boldsymbol{c}=\mathbf{0}$.
Proof Set $\boldsymbol{c}_{k}=\left(c_{k 1}, \ldots, c_{k n}\right)$ for $1 \leq k \leq m$. By seeing the coefficient of

$$
x_{m}^{n} \prod_{i=l^{\prime}+1}^{r-1} t_{i-l^{\prime}, i, m} \prod_{i=r}^{n-1} t_{i-l^{\prime}, i+1, m}
$$

we see that $c_{r m}=0$ for $l^{\prime}+1 \leq r \leq n$ (we define the empty product to be 1 ). Since $\left(\boldsymbol{c}_{m}\right)_{\leq l^{\prime}}=\mathbf{0}$ by assumption, we see that $\boldsymbol{c}_{m}=\mathbf{0}$.

Thus by seeing the coefficient of

$$
x_{k} x_{m}^{n-1} \prod_{i=l^{\prime}+1}^{r-1} t_{i-l^{\prime}, i, m} \prod_{i=r}^{n-1} t_{i-l^{\prime}, i+1, m},
$$

we see that $c_{r k}=0$ for $1 \leq k \leq m-1$ and $l^{\prime}+1 \leq r \leq n$.
Next by seeing the coefficient of

$$
x_{m-1}^{n} \prod_{i=1}^{r-1} t_{i, i, m-1} \prod_{i=r}^{l-1} t_{i, i+1, m-1}
$$

we see that $c_{r, m-1}=0$ for $1 \leq r \leq l$. Further, when $l<l^{\prime}$, by seeing the coefficient of

$$
x_{m-1}^{n-r+1} x_{m}^{r-1} \prod_{i=1}^{l-1} t_{i, i+r-l, m},
$$

we see that $c_{r, m-1}$ for $l+1 \leq r \leq l^{\prime}$. Thus, we see that $\boldsymbol{c}_{m-1}=\mathbf{0}$.
Finally, by seeing the coefficient of

$$
x_{k} x_{m-1}^{n-1} \prod_{i=1}^{r-1} t_{i, i, m-1} \prod_{i=r}^{l-1} t_{i, i+1, m-1},
$$

we see that $c_{r k}=0$ for $1 \leq k \leq m-2$ and $1 \leq r \leq l$. Further, when $l<l^{\prime}$, by seeing the coefficient of

$$
x_{k} x_{m-1}^{n-r} x_{m}^{r-1} \prod_{i=1}^{l-1} t_{i, i+r-l, m},
$$

we see that $c_{r k}=0$ for $1 \leq k \leq m-2$ and $l+1 \leq r \leq l^{\prime}$.
Definition 6.13 For an $l^{\prime} \times(m-2) n$ matrix $W,(l-1) \times n \times m$ tensor $U$, and $\boldsymbol{u}=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{K}^{1 \times m}$, we define $\psi(\boldsymbol{u}, U, W) \in \mathbb{K}^{n}$ whose $i$ th entry is the ( $n, i$ )-cofactor of $M(\boldsymbol{u}, U, W, \mathbf{0})$. We also define

$$
\hat{\psi}(\boldsymbol{u}, U, W):=\left(\begin{array}{c}
u_{1} \psi(\boldsymbol{u}, U, W) \\
\vdots \\
u_{m-1} \psi(\boldsymbol{u}, U, W) \\
u_{m}^{l^{\prime}<} \psi(\boldsymbol{u}, U, W)
\end{array}\right) \in \mathbb{K}^{p}
$$

Lemma 6.15 Let $W$ be an $l^{\prime} \times(m-2) n$ matrix. Then, the $\mathbb{K}$ vector subspace of $\mathbb{K}^{p}$ generated by $\left\{\hat{\psi}(\boldsymbol{u}, U, W) \mid \boldsymbol{u} \in \mathbb{K}^{1 \times m}, U \in \mathbb{K}^{(l-1) \times n \times m}\right\}$ is $\mathbb{K}^{p}$.

Proof Suppose that $\boldsymbol{d} \in \mathbb{K}^{1 \times p}$ and $\boldsymbol{d} \hat{\psi}(\boldsymbol{u}, U, W)=0$ for any $\boldsymbol{u} \in \mathbb{K}^{1 \times m}$ and $U \in \mathbb{K}^{(l-1) \times n \times m}$. Set $\boldsymbol{d}=\left(d_{1}, \ldots, d_{p}\right)$ and define

$$
\boldsymbol{c}=\left(d_{1}, \ldots, d_{(m-1) n}, 0, \ldots, 0, d_{(m-1) n+1}, \ldots, d_{p}\right) \in \mathbb{K}^{1 \times m n}
$$

by inserting $l^{\prime}$ zeros. Then by the definition of $\hat{\psi}(\boldsymbol{u}, U, W)$, we see that

$$
\boldsymbol{d} \hat{\psi}(\boldsymbol{u}, U, W)=\operatorname{det} M(\boldsymbol{u}, U, W, \boldsymbol{c})=g(\boldsymbol{u}, U, W, \boldsymbol{c})
$$

Since $\mathbb{K}$ is an infinite field and $\boldsymbol{d} \hat{\psi}(\boldsymbol{u}, U, W)=0$ for any $\boldsymbol{u} \in \mathbb{K}^{1 \times m}$ and $U \in$ $\mathbb{K}^{(l-1) \times n \times n}$, we see that $g(\boldsymbol{x}, T, W, \boldsymbol{c})$ is a zero polynomial, where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ is a vector of indeterminates and $T$ is an $(l-1) \times n \times m$ tensor of indeterminates. Thus by Lemma 6.14, we see that $\boldsymbol{d}=\mathbf{0}$. Therefore, the $\mathbb{K}$-vector space generated by $\left\{\hat{\psi}(\boldsymbol{u}, U, W) \mid \boldsymbol{u} \in \mathbb{K}^{1 \times m}, U \in \mathbb{K}^{(l-1) \times n \times m}\right\}$ is $\mathbb{K}^{p}$.

## Proof of Theorem 6.9

Let $S=\left(S_{1} ; \ldots ; S_{m}\right)$ be an $n \times p \times m$ tensor of standard form. Since $\mathrm{fl}_{2}(S)^{\leq p}=$ $E_{p}$, we see that $\operatorname{rank} S \geq p$.

In order to prove the opposite inequality, we set

$$
S_{m}=\left(\underset{o_{l \times(m-2) n}}{W}, O_{n \times l}, E_{n}\right),
$$

where $W$ is an $l^{\prime} \times(m-2) n$ matrix. Since $\left\{\hat{\psi}(\boldsymbol{u}, U, W) \mid \boldsymbol{u} \in \mathbb{K}^{1 \times m}, U \in \mathbb{K}^{(l-1) \times n \times m}\right\}$ generates $\mathbb{K}^{p}$ by Lemma 6.15, we can take $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{p} \in \mathbb{K}^{1 \times m}$ and $U_{1}, \ldots, U_{p} \in$ $\mathbb{K}^{(l-1) \times n \times m}$ such that

$$
\left(\hat{\psi}\left(\boldsymbol{u}_{1}, U_{1}, W\right), \ldots, \hat{\psi}\left(\boldsymbol{u}_{p}, U_{p}, W\right)\right)
$$

is a nonsingular $p \times p$ matrix.
We denote this matrix as $N$, and set $Q=N^{-1}, \boldsymbol{u}_{j}=\left(u_{j 1}, u_{j 2}, \ldots, u_{j m}\right)$ for $1 \leq j \leq p, D_{k}=\operatorname{Diag}\left(u_{1 k}, u_{2 k}, \ldots, u_{p k}\right)$ for $1 \leq k \leq m, \boldsymbol{a}_{j}=\psi\left(\boldsymbol{u}_{j}, U_{j}, W\right)$ for $1 \leq j \leq p$ and $A=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{p}\right)$. Then, since

$$
\left(\begin{array}{c}
u_{j 1} \boldsymbol{a}_{j} \\
\vdots \\
u_{j, m-1} \boldsymbol{a}_{j} \\
u_{j, m}^{l^{\prime}<\boldsymbol{a}_{j}}
\end{array}\right)=\hat{\psi}\left(\boldsymbol{u}_{j}, U_{j}, W\right)
$$

for $1 \leq j \leq p$, we see that

$$
\left(\begin{array}{c}
A D_{1} \\
\vdots \\
A D_{m-1} \\
l^{\prime}<A D_{m}
\end{array}\right)=N
$$

Therefore,

$$
\left(\begin{array}{c}
A D_{1} Q \\
\vdots \\
A D_{m-1} Q \\
l^{\prime}<A D_{m} Q
\end{array}\right)=N Q=E_{p}
$$

In other words,

$$
\begin{equation*}
A D_{k} Q=S_{k} \quad \text { for } 1 \leq k \leq m-1 \tag{6.5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
l^{\prime}<A D_{m} Q={ }^{l^{\prime}<} S_{m} . \tag{6.5.2}
\end{equation*}
$$

Now consider $A^{\leq l^{\prime}} D_{m} Q$. Since the $i$ th entry of $\boldsymbol{a}_{j}=\psi\left(\boldsymbol{u}_{j}, U_{j}, W\right)$ is the $(n, i)$ cofactor of $M\left(\boldsymbol{u}_{j}, U_{j}, W, \mathbf{0}\right)$, we see that

$$
\begin{equation*}
M\left(\boldsymbol{u}_{j}, U_{j}, W, \mathbf{0}\right) \boldsymbol{a}_{j}=\mathbf{0} \quad \text { for } 1 \leq j \leq p \tag{6.5.3}
\end{equation*}
$$

Set $U_{j}=\left(U_{j 1} ; \ldots ; U_{j m}\right)$ for $1 \leq j \leq p$. Then, since

$$
\begin{aligned}
M\left(\boldsymbol{u}_{j}, U_{j}, M, \mathbf{0}\right)= & u_{j 1}\left(\begin{array}{c}
W_{1} \\
U_{j 1} \\
\mathbf{0}
\end{array}\right)+\cdots+u_{j, m-2}\left(\begin{array}{c}
W_{m-2} \\
U_{j, m-2} \\
\mathbf{0}
\end{array}\right) \\
& +u_{j, m-1}\left(\begin{array}{c}
O_{l^{\prime} \times l} E_{l}^{\prime} \\
U_{j, m-1} \\
\mathbf{0}
\end{array}\right)+u_{j, m}\left(\begin{array}{c}
-E_{l^{\prime}} O_{l^{\prime} \times l} \\
U_{j, m} \\
\mathbf{0}
\end{array}\right),
\end{aligned}
$$

by seeing the first $l^{\prime}$ rows of (6.5.3), we see that

$$
\left(u_{j 1} W_{1}+\cdots+u_{j, m-2} W_{m-2}+u_{j, m-1}\left(O_{l^{\prime} \times l} E_{l^{\prime}}\right)\right) \boldsymbol{a}_{j}=u_{j m} \boldsymbol{a}_{j}^{\leq l^{\prime}}
$$

for $1 \leq j \leq p$. Therefore,

$$
W_{1} A D_{1}+\cdots+W_{m-2} A D_{m-2}+\left(O_{l^{\prime} \times l} E_{l^{\prime}}\right) A D_{m-1}=\left(A D_{m}\right)^{\leq l^{\prime}}
$$

Since

$$
S_{m}^{\leq l^{\prime}}=\left(W_{1}, \ldots, W_{m-2}, O_{l^{\prime} \times l}, E_{l^{\prime}}, O_{l^{\prime} \times l}\right),
$$

we see that

$$
S_{m}^{\leq l^{\prime}} N=A^{\leq l^{\prime}} D_{m} .
$$

Therefore,

$$
A^{\leq l^{\prime}} D_{m} Q=S_{m}^{\leq l^{\prime}} .
$$

By this fact and Eq. (6.5.2), we see that

$$
A D_{m} Q=S_{m}
$$

Thus, by (6.5.1), we see that rank $S \leq p$.
By Theorems 6.8 and 6.9 , we see the following fact:
Corollary 6.3 Let $\mathbb{K}$ be an infinite field, $m, n$, and $p$ be integers with $2 \leq m \leq n$ and $(m-1) n<p \leq m n$. Then there exists a dense open subset $\mathcal{O}$ of $\mathbb{K}^{n \times p \times m}$ such that for any $T \in \mathcal{O}, \operatorname{rank} T=p$.

Proof $\operatorname{Set} \mathcal{O}=\operatorname{dom} \varphi_{1}^{n \times p \times m} \cap \operatorname{dom} \varphi_{2}^{n \times p \times m}$, where $\varphi_{1}^{n \times p \times m}$ and $\varphi_{2}^{n \times p \times m}$ are rational maps of Theorem 6.8. If $T \in \mathcal{O}$, then $\operatorname{rank} T=\operatorname{rank} \varphi_{1}^{n \times p \times m}(T) T \varphi_{2}^{n \times p \times m}(T)$. Since $\varphi_{1}^{n \times p \times m}(T) T \varphi_{2}^{n \times p \times m}(T)$ is an $n \times p \times m$ tensor of standard form, $\operatorname{rank} \varphi_{1}^{n \times p \times m}(T)$ $T \varphi_{2}^{n \times p \times m}(T)=p$ by Theorem 6.9.

In particular, we see the following fact:
Corollary 6.4 (ten Berge 2000, Result 2) Suppose that m, $n$, and $p$ are integers with the condition of the above corollary. Then, $p$ is the unique typical rank of $n \times p \times m$ tensors over the real number field.

### 6.6 Other Cases

Here, in the final section of this chapter, we consider typical ranks of 3-tensors that are not quasi-tall. First, we state the following result:

Proposition 6.1 If $p>m n$, then $\operatorname{trank}_{\mathbb{R}}(n, p, m)=\{m n\}$.
Proof Let $T$ be an $n \times p \times m$ tensor. Then, $\mathrm{fl}_{2}(T)$ is an $n m \times p$ matrix. Since $n m<p$, the rank of $\mathrm{fl}_{2}(T)$ is almost always nm . Therefore, $\operatorname{rank} T$ is almost always greater than or equal to nm .

On the other hand, let $M_{i j}$ be an element of $\mathbb{R}^{n \times 1 \times m}$ such that $\mathrm{fl}_{1}\left(M_{i j}\right)=E_{i j}$, the matrix unit. Then, since every column of $T$ is a linear combination of $M_{i j}$ and $\operatorname{rank} M_{i j}=1$, we see that rank of $T$ is less than or equal to the number of $M_{i j}$ 's, i.e., $n m$. Thus, $\operatorname{rank} T \leq n m$.

Next, we cite the result of (Catalisano et al. 2008), Theorem 2.4 and Remark 2.5, which, in our language, includes the following fact:

Theorem 6.10 Let $m, n$, and $p$ be positive integers with $3 \leq m \leq n$ and $(m-$ 1) $(n-1)<p \leq m n$. Then, $\operatorname{grank}_{\mathbb{C}}(n, p, m)=p$.

Thus, it follows that $\min \operatorname{trank}_{\mathbb{R}}(n, p, m)=p$ by Theorem 6.6, if $m, n$, and $p$ satisfy the conditions of Theorem 6.10.

Here we cite our following recent result:
Theorem 6.11 (Sumi et al. 2013, 2015a, b) Let m, n, and $p$ be integers with $3 \leq$ $m \leq n$ and $(m-1)(n-1)+2 \leq p \leq(m-1) n$. Then

$$
\operatorname{trank}_{\mathbb{R}}(n, p, m)= \begin{cases}\{p, p+1\} & \text { if } m \# n \leq m n-p, \\ \{p\} & \text { if } m \# n>m n-p,\end{cases}
$$

where $m \# n$ is the minimum integer $l$ such that there exists a nonsingular bilinear map $\mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{l}$ (see Chap.4).

Finally, we cite the following fact:
Theorem 6.12 (Strassen 1983) Let $A \in \mathbb{K}^{n \times n \times 3}$. If $n$ is odd, then $\operatorname{grank}(n, n, 3)=$ $(3 n+1) / 2$; otherwise $\operatorname{grank}(n, n, 3)=3 n / 2$.

## Chapter 7 <br> Global Theory of Tensor Ranks

The generic rank is considered under the complex number field, and it corresponds with the dimension of the secant variety. In this chapter, we introduce known results and discuss the typical rank via the Jacobi criterion.

### 7.1 Overview

Let $\mathbb{K}$ be an algebraically closed field or $\mathbb{R}$. Let $f=\left(f_{1}, \ldots, f_{k}\right)$. We identify $T_{\mathbb{K}}(f)$ with $\mathbb{K}^{f_{1} f_{2} \cdots f_{k}}$. We consider the tensor product map $\Phi_{1}: \mathbb{K}^{f_{1}} \times \mathbb{K}^{f_{2}} \times \cdots \times \mathbb{K}^{f_{k}} \rightarrow$ $T_{\mathbb{K}}(f)$ defined as

$$
\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right) \mapsto \boldsymbol{u}_{1} \otimes \boldsymbol{u}_{2} \otimes \cdots \otimes \boldsymbol{u}_{k}
$$

It induces a map from $\mathbb{P}^{f_{1}-1} \times \mathbb{P}^{f_{2}-1} \times \cdots \times \mathbb{P}^{f_{k}-1}$ to $\mathbb{P}^{f_{1} \cdots f_{k}-1}$, where $\mathbb{P}^{n}$ is the $n$-dimensional projective space over $\mathbb{K}$, which is a quotient space of $\mathbb{K}^{n+1} \backslash\{\boldsymbol{0}\}$ by the equivalence relation $\sim \operatorname{defined}$ by $\left(x_{1}, \ldots, x_{n+1}\right) \sim\left(y_{1}, \ldots, y_{n+1}\right)$ if $\left(x_{1}, \ldots, x_{n+1}\right)=$ $\left(c y_{1}, \ldots, c y_{n+1}\right)$ for some nonzero element $c \in \mathbb{K}$. The image of $\Phi_{1}$ is an algebraic variety. We call it the Segre variety of the format $f$ (cf. Bürgisser et al. 1997, Chap. 20, Harris 1992, Lecture 9). The image of the summation map

$$
\Phi_{r}^{\mathbb{K}, f}:\left(\mathbb{K}^{f_{1}} \times \mathbb{K}^{f_{2}} \times \cdots \times \mathbb{K}^{f_{k}}\right)^{r} \rightarrow T_{\mathbb{K}}(f),\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{r}\right) \mapsto \sum_{j=1}^{r} \Phi_{1}\left(\boldsymbol{u}_{j}\right),
$$

denoted by $S_{r}(f, \mathbb{K})$ or $S_{r}(f)$, consists of the tensors in $\mathbb{K}^{f}$ of rank $\leq r$. We simply write $\Phi_{r}^{\mathbb{K}, f}$ as $\Phi_{r}$. The Zariski closure, denoted by $\Sigma_{r}(f, \mathbb{K})$ or $\Sigma_{r}(f)$, of $S_{r}(f, \mathbb{K})$ is called the secant variety of the format $f$. The secant variety $\Sigma_{r}(f, \mathbb{C})$ is irreducible and consists of all tensors of $\mathbb{C}^{f}$ with border rank at most $r$ (cf. Lickteig 1985). The maximal rank max. $\operatorname{rank}_{\mathbb{K}}(f)$ of $T_{\mathbb{K}}(f)$ is characterized as follows.

Remark 7.1 max. $\operatorname{rank}_{\mathbb{K}}(f)=\min \left\{r \mid S_{r}(f)=T_{\mathbb{K}}(f)\right\}$.

An integer $r$ is called a typical rank of the set $T_{\mathbb{R}}(f)$ if $S_{r}(f, \mathbb{R}) \backslash S_{r-1}(f, \mathbb{R})$ includes a nonempty Euclidean open set. Let $\operatorname{trank}_{\mathbb{R}}(f)$ denote the set of typical ranks of $T_{\mathbb{R}}(f)$.

A semi-algebraic set in $\mathbb{R}^{n}$ is a finite union of sets defined by a finite number of polynomial equations of the form $p\left(x_{1}, \ldots, x_{n}\right)=0$ and inequalities of the form $q\left(x_{1}, \ldots, x_{n}\right)>0$. The set $T_{\mathbb{R}}(f)$ is a semi-algebraic set. For semi-algebraic sets $A$ and $B$, the product $A \times B$ is also semi-algebraic. A finite union, finite intersection, complements, interiors, and closures of semi-algebraic sets are also semi-algebraic sets. According to the Tarski-Seidenberg principle, the set of semi-algebraic sets is closed under projection. Let $h: A \rightarrow B$ be a map between semi-algebraic sets. A map $h$ is called semi-algebraic if its graph $\{(\boldsymbol{x}, h(\boldsymbol{x})) \mid \boldsymbol{x} \in A\}$ is a semi-algebraic subset of $A \times B$. If $h$ is a polynomial map, then $h$ is semi-algebraic. For a semialgebraic map $h$, the image $h(S)$ of a semi-algebraic subset $S$ of $A$ is a semi-algebraic subset of $B$ and the preimage $h^{-1}(T)$ of a semi-algebraic subset $T$ of $B$ is also a semi-algebraic subset of $A$. In particular, $S_{r}(f, \mathbb{R})$ and the set $S_{r}(f, \mathbb{R}) \backslash S_{r-1}(f, \mathbb{R})$ of all tensors of $T_{\mathbb{R}}(f)$ with rank $r$ are semi-algebraic sets (see Bochnak et al. 1998, Chap. 2, Sect. 2 in detail).

Since $\Phi_{r}$ is a $C^{\infty}$ map, we can consider the Jacobi $f_{1} f_{2} \cdots f_{k} \times r\left(f_{1}+f_{2}+\cdots+f_{k}\right)$ matrix, denoted by $J_{\Phi_{r}}$, of the map $\Phi_{r}$. We see that
$J_{\Phi_{1}}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{k}\right)=\left(E_{f_{1}} \otimes \boldsymbol{u}_{2} \otimes \cdots \otimes \boldsymbol{u}_{k}, \boldsymbol{u}_{1} \otimes E_{f_{2}} \otimes \cdots \otimes \boldsymbol{u}_{k}, \ldots, \boldsymbol{u}_{1} \otimes \cdots \otimes \boldsymbol{u}_{k-1} \otimes E_{f_{k}}\right)$
for $\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{k}\right) \in \mathbb{K}^{f_{1}} \times \cdots \times \mathbb{K}^{f_{k}}$ and that

$$
J_{\Phi_{r}}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r}\right)=\left(J_{\Phi_{1}}\left(\boldsymbol{x}_{1}\right), J_{\Phi_{1}}\left(\boldsymbol{x}_{2}\right), \ldots, J_{\Phi_{1}}\left(\boldsymbol{x}_{r}\right)\right)
$$

where $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r} \in \mathbb{K}^{f_{1}} \times \cdots \times \mathbb{K}^{f_{k}}$. We put

$$
d_{r}(f)=\max _{\boldsymbol{x}} \operatorname{rank} J_{\Phi_{r}}(\boldsymbol{x}) .
$$

Over the complex number field, the generic rank $\operatorname{grank}(f)$ denotes the minimal integer $r$ such that $d_{r}(f)=f_{1} f_{2} \cdots f_{k}$. Note that $\Sigma_{\operatorname{grank}(f)}(f, \mathbb{C})=\mathbb{C}^{f}$. Over the real number field $\mathbb{R}$, if $d_{r}(f)=f_{1} f_{2} \cdots f_{k}$, then $r$ is greater than or equal to the generic rank $\operatorname{grank}(f)$ which is equal to the minimal typical rank min.trank $\mathbb{R}_{\mathbb{R}}(f)$, and the maximal typical rank max. $\operatorname{trank}_{\mathbb{R}}(f)$ is equal to the minimal integer $r$ such that the Euclidean closure of $S_{r}(f, \mathbb{R})$ is equal to $T_{\mathbb{R}}(f)$.

Strassen (1983) and Lickteig (1985) introduced the idea of computing upper bounds on the typical rank via the Jacobi criterion and the splitting technique.

An integer $r$ is called small if $\operatorname{dim} \Sigma_{r}(m, n, q)=r(m+n+q-2)$, and large if $\Sigma_{r}(m, n, q)=m n q$. A format $(m, n, q)$ is called $\operatorname{good}$ if $\operatorname{dim} \Sigma_{r}(m, n, q)=$ $\min \{r(m+n+q-2), m n q\}$ for any $r$, and perfect if, in addition, $m n q /(m+n+q-2)$ is an integer. Let us call a format $(m, n, q)$ balanced if $m-1 \leq(n-1)(q-1)$, $n-1 \leq(m-1)(q-1)$, and $q-1 \leq(m-1)(n-1)$.

Let $2 \leq m \leq n \leq q \leq m n$ and $q_{0}=(m-1)(n-1)+1$. In ten Berge 2000, a tensor with format ( $m, n, q$ ) is called "tall" if $(m-1) n<q<m n$. A tensor with format $(m, n, q)$ with $(m-1) n<q \leq m n$ has rank $q$ with probability 1 (see Corollary 6.3). By considering the flattening $\mathbb{R}^{m \times n \times q} \rightarrow \mathbb{R}^{m n \times q}$, we see that $\min \cdot \operatorname{trank}_{\mathbb{R}}(m, n, q) \geq \min \cdot \operatorname{trank}_{\mathbb{R}}(m n, q)=q$. By the argument of the rank of the Jacobi matrix (see Theorem 7.8), min. $\operatorname{trank}_{\mathbb{R}}(m, n, q) \leq q$ for $q_{0} \leq q \leq m n$. Therefore, if $q_{0} \leq q \leq m n$, then min. $\operatorname{trank}_{\mathbb{R}}(m, n, q)=q$, and a tensor with format $(m, n, q)$ has rank $q$ with positive probability. In particular, $\left(m, n, q_{0}\right)$ is perfect. Conversely, if min. $\operatorname{trank}_{\mathbb{R}}(m, n, q) \leq q$, then $q \geq q_{0}$ since $m n q /(m+n+q-2) \leq$ min. $\operatorname{trank}_{\mathbb{R}}(m, n, q)$. If $q_{0}+2 \leq q \leq m n$, then $(q-1)(m+n+q-2) \geq m n q$ and $(m, n, q)$ is not good, since $\operatorname{dim} \Sigma_{q-1}(m, n, q)<m n q$. (Bürgisser et al. 1997, Exercise 20.6).

Theorem 7.1 (Strassen 1983, Proposition 3.9 and Corollaries 3.10 and 3.11) Suppose that $(m, n, q)$ is a balanced format. Then, $(m, n, q)$ is perfect provided that any of the following conditions is satisfied:

$$
\begin{aligned}
& q \text { even, } 2 n<m+n+q-2, \text { and } 2 m n /(m+n+q-2) \in \mathbb{Z} . \\
& q / 3 \in \mathbb{Z}, 3 n \leq m+n+q-2 \text {, and } 3 m n /(m+n+q-2) \in \mathbb{Z} . \\
& 3 n \leq m+n+q-2 \text { and } m n /(m+n+q-2) \in \mathbb{Z} .
\end{aligned}
$$

In particular, if $n \not \equiv 2$ modulo 3 , then $(n, n, n+2)$ is perfect; if $n \equiv 0$ modulo 3 , then $(n-1, n, n)$ is perfect; and if $j \equiv 0$ modulo $2(\alpha+\beta+\gamma)$ and $1 \leq \alpha \leq \beta \leq \gamma$, then $(\alpha j, \beta j, \gamma j+2)$ is perfect.

$$
\text { Let } A_{1}=E_{n}, A_{2}=\operatorname{Diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right) \text {, and } A_{3}=\left(\begin{array}{ccccc}
0 & 1 & & & \\
& 0 & 1 & & \\
& & \ddots & \ddots & \\
& & & 0 & 1 \\
1 & & & & 0
\end{array}\right) \text {. If }
$$

$c_{1}, \ldots, c_{n}$ are distinct from each other, then

$$
A_{2} A_{3}-A_{3} A_{2}=\left(\begin{array}{ccccc}
0 & c_{1}-c_{2} & & & \\
& & 0 & c_{2}-c_{3} & \\
\\
& & \ddots & \ddots & \\
& & & 0 & c_{n-1}-c_{n} \\
c_{n}-c_{1} & & & & 0
\end{array}\right)
$$

has rank $n$ and $\operatorname{brank}_{\mathbb{K}}\left(A_{1} ; A_{2} ; A_{3}\right) \geq\left\lceil\frac{3 n}{2}\right\rceil$ by Theorem 5.15. Therefore,

$$
\operatorname{grank}(n, n, 3) \geq\left\lceil\frac{3 n}{2}\right\rceil
$$

Although there are infinite many good formats, $(n, n, 3)$ is not good if $n$ is odd.

Theorem 7.2 (Strassen 1983, Theorem 4.6 and Proposition 4.7) If $n$ is odd, then $\operatorname{grank}(n, n, 3)=(3 n+1) / 2$; otherwise, $\operatorname{grank}(n, n, 3)=3 n / 2$.

Theorem 7.3 (Lickteig 1985, Corollary 4.5) $\operatorname{grank}(n, n, n)=\left\lceil\frac{n^{3}}{3 n-2}\right\rceil$ if $n \neq 3$. $\operatorname{dim} \Sigma_{r}(n, n, n)=\min \left\{r(3 n-2), n^{3}\right\}$.

Thus, $(n, n, 3)$ is good if and only if $n$ is even, and $(n, n, n)$ is good if $n \neq 3$.
Theorem 7.4 (Strassen 1983, Proposition 4.7) Let $2 \leq m \leq n \leq m+q-2$, $q \leq(m-1)(n-1)+1$, and $q$ be even.

$$
\frac{m n q}{m+n+q-2} \leq \operatorname{grank}(m, n, q)<\frac{m n q}{m+n+q-2}+\frac{q}{2}
$$

### 7.2 Jacobian Method

Let $\mathbb{K}$ be an algebraically closed field or $\mathbb{R}$. Let $f=\left(f_{1}, f_{2}, \ldots, f_{k}\right)$ be a format with $f_{1}, f_{2}, \ldots, f_{k} \geq 2$. The Jacobi matrix $J_{\Phi_{r}}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r}\right)$ forms

$$
\left(J_{\Phi_{1}}\left(\boldsymbol{x}_{1}\right), \ldots, J_{\Phi_{1}}\left(\boldsymbol{x}_{r}\right)\right)
$$

Since

$$
\Phi_{1}(\boldsymbol{x})=\sum_{i=1}^{f_{s}} x_{s, i_{s}} \frac{\partial \Phi_{1}(f)(\boldsymbol{x})}{\partial x_{s, i_{s}}}
$$

where $\boldsymbol{x}=\left(x_{s, i_{s}}\right)_{1 \leq s \leq k, 1 \leq i_{s} \leq f_{s}}$, we see that $\operatorname{rank}\left(J_{\Phi_{1}}(\boldsymbol{x})\right) \leq \sum_{i=1}^{k} f_{i}-k+1$, and then,

$$
\operatorname{rank}\left(J_{\boldsymbol{\Phi}_{r}}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r}\right)\right) \leq r\left(\sum_{i=1}^{k} f_{i}-k+1\right)
$$

Note that

$$
d_{1}(f)<d_{2}(f)<\cdots<d_{\operatorname{grank}(f)}(f)=f_{1} \cdots f_{k}
$$

We put

$$
Q(f):=\left\lceil\frac{f_{1} f_{2} \cdots f_{k}}{f_{1}+f_{2}+\cdots+f_{k}-k+1}\right\rceil
$$

Proposition 7.1 (cf. Howell 1978, Theorem 12; Bürgisser et al. 1997, (20.4) Proposition (5)) $Q(f) \leq \operatorname{grank}(f) \leq \max ^{\operatorname{conk}}{ }_{\mathbb{F}}(f)$.

Proof Recall that grank $(f)$ is the minimal integer $r$ such that $d_{r}(f)=f_{1} f_{2} \cdots f_{k}$.
 then $d_{r}(f)<f_{1} f_{2} \cdots f_{k}$. Thus, $Q(f) \leq \operatorname{grank}(f)$.

Theorem 7.5 (Howell 1978, Theorem 10) If $R$ is a finite commutative ring with identity, then max. $\operatorname{rank}_{R}(m, n, p) \geq\lceil m n p /(m+n+p-2)\rceil$. If $\mathbb{K}$ is a finite field with $q$ elements, then max. $\operatorname{rank}_{R}(m, n, p) \geq\left\lceil m n p /\left(m+n+p-2 \log _{q}(q-1)\right\rceil\right.$.

The typical rank of $T_{\mathbb{R}}(f)$ is not unique in general, e.g., 2 and 3 are typical ranks of $T_{\mathbb{R}}(2,2,2)$. The generic rank $\operatorname{grank}(f)$ is the minimal typical rank of $T_{\mathbb{R}}(f)$ (cf. Northcott 1980, Theorem 6.6). $S_{r}(f, \mathbb{R})$ is a semi-algebraic set (cf. de Silva and Lim 2008; Friedland 2012).

For a permutation $\tau \in \mathfrak{S}_{k}$, we see that

$$
\begin{aligned}
& {\max . \operatorname{rank}_{\mathbb{K}}\left(f_{1}, f_{2}, \ldots, f_{k}\right)=\max \cdot \operatorname{rank}_{\mathbb{K}}\left(f_{\tau(1)}, f_{\tau(2)}, \ldots, f_{\tau(k)}\right),}^{\operatorname{grank}\left(f_{1}, f_{2}, \ldots, f_{k}\right)=\operatorname{grank}\left(f_{\tau(1)}, f_{\tau(2)}, \ldots, f_{\tau(k)}\right),} \\
& \operatorname{trank}_{\mathbb{R}}\left(f_{1}, f_{2}, \ldots, f_{k}\right)=\operatorname{trank} \mathbb{R}_{\mathbb{R}}\left(f_{\tau(1)}, f_{\tau(2)}, \ldots, f_{\tau(k)}\right) .
\end{aligned}
$$

We know the following upper bound for the maximal rank.
Proposition 7.2 (Proposition 1.2) $\max ^{\operatorname{mank}} \operatorname{ran}_{\mathbb{K}}\left(f_{1}, \ldots, f_{k}\right) \leq \min \left\{\left.\frac{f_{1} \cdots f_{k}}{f_{j}} \right\rvert\, 1 \leq\right.$ $j \leq k\}$.

The following proposition is elementary.
Proposition 7.3 The minimal typical rank $r$ is characterized as $d_{r}(f)=f_{1} \cdots f_{k}>$ $d_{r-1}(f)$.

Proof It is obvious by the definition.
Let $A \in T_{\mathbb{K}}\left(a_{1}, a_{2}, \ldots, a_{s}\right)$. For $B=\left(B_{1} ; \ldots ; B_{b_{t}}\right) \in T_{\mathbb{K}}\left(b_{1}, b_{2}, \ldots, b_{t}\right)$, if $s \geq t$ and $\left(B_{1} ; \ldots ; B_{b_{s}}\right)$ has $A$ as a sub-tensor, then $\operatorname{rank}_{\mathbb{K}}(B) \geq \operatorname{rank}_{\mathbb{K}}\left(B_{1} ; \ldots ; B_{b_{s}}\right) \geq$ $\operatorname{rank}_{\mathbb{K}}(A)$.

Let max. $\operatorname{trank}_{\mathbb{R}}(f)$ be the maximal typical rank of $T_{\mathbb{R}}(f)$. Recall that grank $(f)$ is the minimal typical rank of $T_{\mathbb{R}}(f)$ (see Theorem 6.6). Let $\mathscr{T}_{r}(f, \mathbb{K})$ denote the set of all tensors of $\mathbb{K}^{f}$ with rank $r$. We have

$$
S_{r}(f, \mathbb{K})=\bigcup_{i=0}^{r} \mathscr{T}_{i}(f, \mathbb{K})
$$

Lemma 7.1 $S_{r}(f, \mathbb{R})$ is a Euclidean dense subset of $T_{\mathbb{R}}(f)$ if and only ifr is greater than or equal to the maximal typical rank of $T_{\mathbb{R}}(f)$.

Let $a=\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{t}\right)$ with $s \geq t$ and $a_{i} \geq b_{i}$ for any $i \leq t$, let $r$ be a nonnegative integer, and let $\pi: \mathbb{K}^{a} \rightarrow \mathbb{K}^{b}$ be a canonical projection. By definition, $\pi\left(S_{r}(a, \mathbb{K})\right) \subset S_{r}(b, \mathbb{K})$. The inclusion $\mathbb{K}^{b} \rightarrow \mathbb{K}^{a}$ by adding zero at the other elements implies that $S_{r}(b, \mathbb{K}) \subset \pi\left(S_{r}(a, \mathbb{K})\right)$. Therefore, $S_{r}(b, \mathbb{K})=\pi\left(S_{r}(a, \mathbb{K})\right)$.

Proposition 7.4 Let $a=\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{t}\right)$. If $s \geq t$ and $a_{i} \geq b_{i}$ for any $i \leq t$, then
(1) $\operatorname{grank}(a) \geq \operatorname{grank}(b)$ and
(2) $\max \cdot \operatorname{trank}_{\mathbb{R}}(a) \geq \max \cdot \operatorname{trank}_{\mathbb{R}}(b)$.

Proof (1) Note that $S_{\text {grank }(a)}(b, \mathbb{C})=S_{\operatorname{grank}(a)}(a, \mathbb{C}) \cap \mathbb{C}^{b}$. Since it includes a Euclidean open set, $\operatorname{grank}(a) \geq \operatorname{grank}(b)$.
(2) $S_{\text {max.trank }_{\mathbb{R}}(a)}(a, \mathbb{R})$ is a Euclidean dense subset of $T_{\mathbb{R}}(a)$. Let $\pi: T_{\mathbb{R}}(a) \rightarrow$ $T_{\mathbb{R}}(b)$ be a canonical projection. Then, $\pi\left(S_{\text {max.trank }_{\mathbb{R}}(a)}(a, \mathbb{R})\right)=S_{\text {max.trank }_{\mathbb{R}}(a)}(b, \mathbb{R})$ is also a Euclidean dense subset of $T_{\mathbb{R}}(b)$. Therefore, max. $\operatorname{trank}_{\mathbb{R}}(a)$ is greater than or equal to max. $\operatorname{trank}_{\mathbb{R}}(b)$.

Proposition 7.5 Let $a=\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{t}\right)$ with $s \geq t$ and $a_{i} \geq b_{i}$ for any $i \leq t$. $\operatorname{grank}(a) \geq \max ^{\prime} \cdot \operatorname{trank}_{\mathbb{R}}(b)$ if and only if $\pi\left(S_{\operatorname{grank}(a)}(a, \mathbb{R})\right)$ is a Euclidean dense subset of $T_{\mathbb{R}}(b)$, where $\pi: T_{\mathbb{R}}(a) \rightarrow T_{\mathbb{R}}(b)$ is a canonical projection.

Proof Recall that $\pi\left(\mathscr{T}_{\operatorname{grank}(a)}(a, \mathbb{R})\right)$ is a subset of $\mathscr{T}_{\operatorname{grank}(a)}(b, \mathbb{R})$. Thus, if it is a Euclidean dense subset of $T_{\mathbb{R}}(b)$, then

$$
\operatorname{grank}(a) \geq \max . \operatorname{trank}_{\mathbb{R}}(b)
$$

by Lemma 7.1. Conversely, suppose that $\operatorname{grank}(a) \geq \max . \operatorname{trank}_{\mathbb{R}}(b)$. Then,

$$
T_{\mathbb{R}}(b)=\operatorname{cl} S_{\max ^{\operatorname{trank}}(b)}(b, \mathbb{R}) \subset \operatorname{cl} S_{\operatorname{grank}(a)}(b, \mathbb{R})=\operatorname{cl} \pi\left(S_{\operatorname{grank}(a)}(a, \mathbb{R})\right)
$$

Lemma 7.2 If $\operatorname{cl} S_{r+1}(f, \mathbb{R})=\operatorname{cl} S_{r}(f, \mathbb{R})$, then $\operatorname{cl} S_{r+2}(f, \mathbb{R})=\operatorname{cl} S_{r+1}(f, \mathbb{R})$.
Proof An implication $S_{r+1}(f) \subset S_{r+2}(f)$ easily implies that $\mathrm{cl} S_{r+1}(f) \subset \operatorname{cl} S_{r+2}(f)$. Since

$$
\begin{aligned}
S_{r+2} & =S_{r+1}(f)+S_{1}(f) \subset \operatorname{cl} S_{r+1}(f)+S_{1}(f) \\
& =\operatorname{cl} S_{r}(f)+S_{1}(f) \subset \operatorname{cl}\left(S_{r}(f)+S_{1}(f)\right)=\operatorname{cl} S_{r+1}(f)
\end{aligned}
$$

we have $\operatorname{cl} S_{r+2}(f) \subset \operatorname{cl} S_{r+1}(f)$. Therefore, $\operatorname{cl} S_{r+1}(f)=\operatorname{cl} S_{r+2}(f)$.
Proposition 7.6 $T_{\mathbb{R}}(f) \backslash S_{r}(f, \mathbb{R})$ and $S_{r+1}(f, \mathbb{R})$ include a nonempty Euclidean open set if and only if $r+1 \in \operatorname{trank}_{\mathbb{R}}(f)$.

Proof The if part follows from the fact that $\mathscr{T}_{r+1}(f, \mathbb{R})$ is a subset of $T_{\mathbb{R}}(f) \backslash S_{r}(f, \mathbb{R})$ and $S_{r+1}(f, \mathbb{R})$. We consider the only if part. Suppose that $\mathscr{T}_{r+1}(f, \mathbb{R})=S_{r+1}(f) \backslash$ $S_{r}(f)$ has no nonempty Euclidean open set. Then, $\mathrm{cl} S_{r+1}(f)=\mathrm{cl} S_{r}(f)$. Repeating Lemma 7.2, we have

$$
\operatorname{cl} S_{r}(f)=\operatorname{cl} S_{r+1}(f)=\cdots=\operatorname{cl} S_{\max \cdot \operatorname{rank}(f)}(f)=T_{\mathbb{R}}(f)
$$

and then, $T_{\mathbb{R}}(f) \backslash S_{r}(f, \mathbb{R})$ has no nonempty open set. Therefore, if $T_{\mathbb{R}}(f) \backslash S_{r}(f, \mathbb{R})$ includes a nonempty Euclidean open set, then $S_{r+1}(f) \backslash S_{r}(f)$ also includes a nonempty Euclidean open set.

In particular, for $r \in \operatorname{trank}_{\mathbb{R}}(f)$, if $T_{\mathbb{R}}(f) \backslash S_{r}(f, \mathbb{R})$ includes a Euclidean open set, then $r+1 \in \operatorname{trank}_{\mathbb{R}}(f)$. We also have the following proposition.

Proposition 7.7 For $r_{1}, r_{2} \in \operatorname{trank}_{\mathbb{R}}(f)$ with $r_{1} \leq r_{2}, s \in \operatorname{trank}_{\mathbb{R}}(f)$ for any $s$ with $r_{1} \leq s \leq r_{2}$.

Proof Let $s$ and $t$ be the minimal and maximal typical rank of tensors with format $f$, respectively. By Lemma 7.2, we see that

$$
\operatorname{cl} S_{s}(f) \subsetneq \operatorname{cl} S_{s+1}(f) \subsetneq \cdots \subsetneq \operatorname{cl} S_{t}(f)=T_{\mathbb{R}}(f)
$$

Thus, an arbitrary integer $r$ with $s \leq r \leq t$ is a typical rank of $T_{\mathbb{R}}(f)$ by Proposition 7.6.

Following Strassen (1983) and Lickteig (1985), Bürgisser et al. (1997) obtained the asymptotic growth of the function grank and determined its value for some special formats. It is not easy to see whether the Jacobian has full column rank. The problem amounts to determining the dimension of higher secant varieties to Segre varieties. They achieved this by computing the dimension of the tangent space to these varieties, for which some machinery was developed.

Let $f=\left(f_{1}, f_{2}, f_{3}\right)$. For $t=u_{1} \otimes u_{2} \otimes u_{3} \in S_{1}(f, \mathbb{C})$, we denote by $T_{\mathbb{C}}(f) \diamond_{1} t$, $T_{\mathbb{C}}(f) \diamond_{2} t, T_{\mathbb{C}}(f) \diamond_{3} t$ the subspaces $\mathbb{C}^{f_{1}} \otimes u_{2} \otimes u_{3}, u_{1} \otimes \mathbb{C}^{f_{2}} \otimes u_{3}, u_{1} \otimes u_{2} \otimes$ $\mathbb{C}^{f_{3}}$ of $T_{\mathbb{C}}(f)$, respectively. The sum of these three subspaces is the tangent space of $S_{1}(f, \mathbb{C})$ at $t$. A 4-tuple $s:=\left(s_{0} ; s_{1}, s_{2}, s_{3}\right) \in \mathbb{N}^{4}$ is called a configuration. If $(t ; x, y, z) \in S_{|s|}(f, \mathbb{C}):=S_{s_{0}}(f, \mathbb{C}) \times S_{s_{1}}(f, \mathbb{C}) \times S_{s_{2}}(f, \mathbb{C}) \times S_{s_{3}}(f, \mathbb{C})$, we denote by $\Sigma_{f}(t ; x, y, z)$ the following subspace of $T_{\mathbb{C}}(f)$ :

$$
\begin{aligned}
\Sigma_{f}(t ; x, y, z): & =\sum_{k=1}^{s_{0}}\left(T_{\mathbb{C}}(f) \diamond_{1} t_{k}+T_{\mathbb{C}}(f) \diamond_{2} t_{k}+T_{\mathbb{C}}(f) \diamond_{3} t_{k}\right) \\
& +\sum_{\alpha=1}^{s_{1}} T_{\mathbb{C}}(f) \diamond_{1} x_{\alpha}+\sum_{\beta=1}^{s_{2}} T_{\mathbb{C}}(f) \diamond_{2} y_{\beta}+\sum_{\gamma=1}^{s_{3}} T_{\mathbb{C}}(f) \diamond_{3} z_{\gamma}
\end{aligned}
$$

where $t=\sum_{k=1}^{s_{0}} t_{k} \in S_{s_{0}}(f, \mathbb{C}), x=\sum_{\alpha=1}^{s_{1}} x_{\alpha} \in S_{s_{1}}(f, \mathbb{C}), y=\sum_{\beta=1}^{s_{2}} y_{\beta} \in$ $S_{s_{2}}(f, \mathbb{C})$, and $z=\sum_{\gamma=1}^{s_{3}} z_{\gamma} \in S_{s_{3}}(f, \mathbb{C})$. The map $S_{|s|}(f, \mathbb{C}) \rightarrow \mathbb{N},(t ; x, y, z) \mapsto$ $\operatorname{dim} \Sigma_{f}(t ; x, y, z)$ is Zariski lower semi-continuous, i.e., the sets $\{(t ; x, y, z) \mid$ $\left.\operatorname{dim} \Sigma_{f}(t ; x, y, z)<r\right\}$ are Zariski open for all $r \in \mathbb{N}$. We denote the maximum value of the above map by $d(s, f)$ and call it the dimension of the configuration $s$ in the format $f$. Note that, by semi-continuity, $d(s, f)$ is also the generic value of the above map. We easily see the following dimension estimation:

$$
d(s, f) \leq \min \left\{s_{0}\left(f_{1}+f_{2}+f_{3}-2\right)+s_{1} f_{1}+s_{2} f_{2}+s_{3} f_{3}, f_{1} f_{2} f_{3}\right\}
$$

Definition 7.1 A configuration $s$ is said to fill a format $f, s \succ f$, if and only if $d(s, f)=f_{1} f_{2} f_{3}$. The configuration $s$ is said to exactly fill $f, s \asymp f$, if and only if $d(s, f)=s_{0}\left(f_{1}+f_{2}+f_{3}-2\right)+s_{1} f_{1}+s_{2} f_{2}+s_{3} f_{3}=f_{1} f_{2} f_{3}$.
Lemma 7.3 (Bürgisser et al. 1997, (20.13) Lemma)
(1) The relations $\succ$ and $\asymp$ are invariant under simultaneous permutation of the components of $f$ and the last three components of $s$.
(2) if $S \geq s, f \geq F$ component-wise, then $s \succ f$ implies that $S \succ F$.
(3) $(r ; 0,0,0) \succ f$ implies that $\operatorname{grank}(f) \leq r$.
(4) $(r ; 0,0,0) \asymp f$ implies that $f$ is perfect and $\operatorname{grank}(f)=r$.

Lemma 7.4 (Bürgisser et al. 1997, (20.15) Lemma) For all $a, b, c, d \in \mathbb{N} \cup\{0\}$, the following relations hold:
(1) $(1 ; 0,0,0) \asymp(1,1, a),(0 ; 0,0,1) \asymp(1,1, a)$ if $a>0$,
(2) $(0 ; b c, 0,0) \asymp(a, b, c)$ if $a b c>0$,
(3) $(0 ; b c, a d, 0) \asymp(a, b, c+d)$ if $a b(c+d)>0$,
(4) $(1 ; a b, 0,0) \asymp(1, a+1, b+1)$,
(5) $(a ; b, 0,0) \asymp(a, 2, a+b)$ if $a>0$,
(6) $(2 a ; 0, a b, 0) \asymp(2 a+b, 2,2 a)$ if $a>0$,
(7) $(2 a ; 0,2 a b+2 a c+4 b c, 0) \asymp(2 a+2 b, 2,2 a+2 c)$ if $(a+b)(a+c)>0$,
(8) $(2 a d ; 0,0,2 a(b+c-d+1)+4 b c) \asymp(2 a+2 b, 2 a+2 c, 2 d)$ if $(a+b)(a+c) d>0$ and $a(b+c-d+1)+2 b c \geq 0$,
(9) $(2 a d ; 0,0,0) \succ(2 a+2 b, 2 a+2 c, 2 d)$ if $(a+b)(a+c) d>0$ and $a(b+c-$ $d+1)+2 b c \leq 0$.

Theorem 7.6 If $1 \leq f_{1} \leq f_{2} \leq f_{3}$, then

$$
\operatorname{grank}\left(2 f_{1}, 2 f_{2}, 2 f_{3}\right) \leq 2 f_{3}\left\lceil\frac{2 f_{1} f_{2}}{f_{1}+f_{2}+f_{3}-1}\right\rceil
$$

In addition, if $2 f_{1} f_{2} /\left(f_{1}+f_{2}+f_{3}-1\right)$ is an integer, then $\left(2 f_{1}, 2 f_{2}, 2 f_{3}\right)$ is perfect.
Proof Let $a=\left\lceil\frac{2 f_{1} f_{2}}{f_{1}+f_{2}+f_{3}-1}\right\rceil, b=f_{1}-a, c=f_{2}-a$, and $d=f_{3}$. We see that $a(b+$ $c-d+1)+2 b c=2 f_{1} f_{2}-a\left(f_{1}+f_{2}+f_{3}-1\right) \leq 0$. By Lemma 7.4 (9), $\left(2 a f_{3} ; 0,0,0\right)$ is fill $\left(2 f_{1}, 2 f_{2}, 2 f_{3}\right)$. Hence, by Lemma 7.3 (3), grank $\left(2 f_{1}, 2 f_{2}, 2 f_{3}\right) \leq 2 f_{3} a$.

Suppose that $2 f_{1} f_{2} /\left(f_{1}+f_{2}+f_{3}-2\right)$ is an integer. Then, $a(b+c-d+1)+2 b c=0$ and ( $2 a d ; 0,0,0$ ) is exactly fill $\left(2 f_{1}, 2 f_{2}, 2 f_{3}\right)$ by Lemma 7.4 (8), and hence, the format ( $2 f_{1}, 2 f_{2}, 2 f_{3}$ ) is perfect by Lemma 7.3 (4).
Corollary 7.1 (Strassen 1983, Bürgisser et al. 1997, (20.9) Theorem) Suppose that $f_{1}, f_{2}, f_{3}$ are all even. If

$$
\frac{f_{1} f_{2} f_{3}}{\left(f_{1}+f_{2}+f_{3}-2\right) \max \left\{f_{1}, f_{2}, f_{3}\right\}}
$$

is an integer, then $\left(f_{1}, f_{2}, f_{3}\right)$ is perfect. For example, $(n, n, n+2)$ is perfect if $n$ is divisible by 6 .

Theorem 7.7 (cf. Bürgisser et al. 1997, (20.9) Theorem) Suppose that $f_{1} \leq f_{2} \leq f_{3}$.

$$
\lim _{f_{1} \rightarrow \infty} \frac{\operatorname{grank}\left(f_{1}, f_{2}, f_{3}\right)}{Q\left(f_{1}, f_{2}, f_{3}\right)}=1
$$

Proof For $j=1,2,3$, we take $\epsilon_{j}=0,1$ so that $f_{j}+\epsilon$ is even and put $g_{j}=1+\epsilon_{j} / f_{j}$. Propositions 1.1 and 7.4 (1) and Theorem 7.6 imply that

$$
\begin{aligned}
\operatorname{grank}\left(f_{1}, f_{2}, f_{3}\right) & \leq \min \left\{f_{1} f_{2}, \operatorname{grank}\left(f_{1} g_{1}, f_{2} g_{2}, f_{3} g_{3}\right)\right\} \\
& \leq \min \left\{f_{1} f_{2}, f_{3} g_{3}\left[\frac{f_{1} g_{1} f_{2} g_{2}}{f_{1} g_{1}+f_{2} g_{2}+f_{3} g_{3}-2}\right]\right\} \\
& \leq \min \left\{f_{1} f_{2}, f_{3} g_{3}+\frac{f_{1} g_{1} f_{2} g_{2} f_{3} g_{3}}{f_{1} g_{1}+f_{2} g_{2}+f_{3} g_{3}-2}\right\}
\end{aligned}
$$

Then, we see that

$$
\begin{aligned}
1 \leq \frac{\operatorname{grank}\left(f_{1}, f_{2}, f_{3}\right)}{Q\left(f_{1}, f_{2}, f_{3}\right)} & \leq \frac{\left(f_{1}+f_{2}+f_{3}-2\right) \operatorname{grank}\left(f_{1}, f_{2}, f_{3}\right)}{f_{1} f_{2} f_{3}} \\
& \leq \min \left\{1+\frac{f_{1}+f_{2}-2}{f_{3}}, \alpha\right\}
\end{aligned}
$$

where

$$
\alpha:=\frac{g_{3}\left(f_{1}+f_{2}+f_{3}-2\right)}{f_{1} f_{2}}+\frac{g_{1} g_{2} g_{3}\left(f_{1}+f_{2}+f_{3}-2\right)}{f_{1} g_{1}+f_{2} g_{2}+f_{3} g_{3}-2} .
$$

If $f_{3}\left(f_{1} f_{2}\right)^{-1}$ goes to 0 , then $\alpha$ goes to 1 as $f_{1}$ goes to $\infty$. Otherwise, there exist constants $c, d>0$ such that $f_{3}\left(f_{1} f_{2}\right)^{-1}>c$ for any $f_{1}>d$. Then, $\left(f_{1}+f_{2}-\right.$ 2) $f_{3}^{-1}<\left(c f_{1}\right)^{-1}+\left(c f_{2}\right)^{-1}$ if $f_{1}>d$ and $1+\left(f_{1}+f_{2}-2\right) f_{3}^{-1}$ goes to 1 . Therefore, $\operatorname{grank}\left(f_{1}, f_{2}, f_{3}\right) Q\left(f_{1}, f_{2}, f_{3}\right)^{-1}$ goes to 1 .

At the end of this section, we will show the special case of the following theorem by computing the rank of the Jacobian matrix.

Theorem 7.8 (Catalisano et al. 2008, Theorem 2.4) Suppose that $2 \leq f_{1} \leq \ldots \leq$ $f_{n+1}$. Let $q=f_{1} \cdots f_{n}-\left(f_{1}+\cdots+f_{n}\right)+n$. If $f_{n+1}=q$, then $f$ is perfect. If $q \leq f_{n+1}$, then $\operatorname{grank}(f)=\min \left\{f_{1} \cdots f_{n}, f_{n+1}\right\}$.

We show this for $n=2$. Let $2 \leq f_{1} \leq f_{2} \leq f_{3}$ and put $q=f_{1} f_{2}-f_{1}-f_{2}+2$. For $0<x \leq f_{1} f_{2}$, the inequality $x-1<f_{1} f_{2} x /\left(f_{1}+f_{2}+q-2\right) \leq x$ if and only if $(m-1)(n-1)+1 \leq x \leq m n$. Then, for $q \leq f_{3} \leq f_{1} f_{2}, \operatorname{grank}\left(f_{1}, f_{2}, f_{3}\right) \geq$ $Q\left(f_{1}, f_{2}, f_{3}\right)$. For $f_{3}=q$, then $f_{1} f_{2} f_{3} /\left(f_{1}+f_{2}+f_{3}-2\right)$ is an integer. It suffices to show that $d_{Q\left(f_{1}, f_{2}, f_{3}\right)}=f_{1} f_{2} f_{3}$.

Suppose that $q \leq f_{3} \leq f_{1} f_{2}$. Let $S_{1}$ be a subset of

$$
S=\left\{\left(k_{1}, k_{2}\right) \mid k_{j} \in \mathbb{N}, 1 \leq k_{j} \leq f_{j}, j=1,2\right\}
$$

with cardinality $f_{3}$, which includes

$$
S_{1}=\left\{\left(k_{1}, k_{2}\right) \mid k_{j} \in \mathbb{N}, 1 \leq k_{j}<f_{j}, j=1,2\right\} \cup\left\{\left(f_{1}, f_{2}\right)\right\}
$$

and let $\iota: S_{1} \rightarrow\left\{1,2, \ldots, f_{3}\right\}$ be a bijection. We define maps $u_{1}, u_{2}: S_{1} \rightarrow \mathbb{Z}$ by

$$
u_{h}\left(x_{1}, x_{2}\right)= \begin{cases}0 & \text { if } x_{h}=f_{h} \\ 1 & \text { if } x_{h}<f_{h} \\ \iota\left(x_{1}, x_{2}\right)+1 & \text { otherwise }\end{cases}
$$

for $h=1$, 2. Let $\boldsymbol{e}_{j}^{(h)}$ denote the $j$ th row vector of the identity $f_{h} \times f_{h}$ matrix. We put $\boldsymbol{a}_{k}^{(h)} \in \mathbb{R}^{f_{h}}, h=1,2,3$, as

$$
\begin{aligned}
& \boldsymbol{a}_{\iota\left(k_{1}, k_{2}\right)}^{(h)}=\boldsymbol{e}_{k_{h}}^{(h)}+u_{h}\left(k_{1}, k_{2}\right) \boldsymbol{e}_{f_{h}}^{(h)}, \quad h=1,2 \\
& \boldsymbol{a}_{\iota\left(k_{1}, k_{2}\right)}^{(3)}=\boldsymbol{e}_{\iota\left(k_{1}, k_{2}\right)}^{(3)}
\end{aligned}
$$

for all $\left(k_{1}, k_{2}\right) \in S_{1}$. Put

$$
z=\left(\boldsymbol{a}_{1}^{(1)}, \boldsymbol{a}_{1}^{(2)}, \boldsymbol{a}_{1}^{(3)}, \boldsymbol{a}_{2}^{(1)}, \boldsymbol{a}_{2}^{(2)}, \boldsymbol{a}_{2}^{(3)}, \ldots, \boldsymbol{a}_{f_{3}}^{(1)}, \boldsymbol{a}_{f_{3}}^{(2)}, \boldsymbol{a}_{f_{3}}^{(3)}\right) \in \mathbb{R}^{\left(f_{1}+f_{2}+f_{3}\right) f_{3}}
$$

It suffices to show that $J_{\Phi_{f_{3}}}(z) \boldsymbol{x}^{T}=\mathbf{0}$ implies that $\boldsymbol{x}=\mathbf{0}$.
Let $\boldsymbol{k}=\left(k_{1}, k_{2}\right), \boldsymbol{i}=\left(i_{1}, i_{2}\right)$, and $I=\left\{\left(i_{1}, i_{2}\right) \mid 1 \leq i_{1} \leq f_{1}, 1 \leq i_{2} \leq f_{2}\right\}$. The equation $J_{\Phi_{f_{3}}}(z) \boldsymbol{x}^{T}=\mathbf{0}$ for $\boldsymbol{x}=\left(x\left(i_{1}, i_{2}, l(\boldsymbol{k})\right)\right)_{i \in I, \boldsymbol{k} \in S_{1}}$ is equivalent to the following equations

$$
\begin{align*}
x\left(i_{1}, k_{2}, \iota(\boldsymbol{k})\right)+u_{2}(\boldsymbol{k}) x\left(i_{1}, f_{2}, \iota(\boldsymbol{k})\right) & =0,  \tag{7.2.1}\\
x\left(k_{1}, i_{2}, \iota(\boldsymbol{k})\right)+u_{1}(\boldsymbol{k}) x\left(f_{1}, i_{2}, \iota(\boldsymbol{k})\right) & =0,  \tag{7.2.2}\\
x\left(k_{1}, k_{2}, i_{3}\right)+u_{1}(\boldsymbol{k}) x\left(f_{1}, k_{2}, i_{3}\right)+u_{2}(\boldsymbol{k}) x\left(k_{1}, f_{2}, i_{3}\right) & \\
+u_{1}(\boldsymbol{k}) u_{2}(\boldsymbol{k}) x\left(f_{1}, f_{2}, i_{3}\right) & =0, \tag{7.2.3}
\end{align*}
$$

for $\left(i_{1}, i_{2}\right) \in I, 1 \leq i_{3} \leq f_{3}$, and $\boldsymbol{k} \in S_{1}$. Since $\iota$ is bijective, by changing the symbols, Eq. (7.2.3) implies that

$$
\begin{align*}
& x\left(j_{1}, j_{2}, l(\boldsymbol{k})\right)+u_{1}(\boldsymbol{j}) x\left(f_{1}, j_{2}, l(\boldsymbol{k})\right)+u_{2}(\boldsymbol{j}) x\left(j_{1}, f_{2}, l(\boldsymbol{k})\right) \\
&+u_{1}(\boldsymbol{j}) u_{2}(\boldsymbol{j}) x\left(f_{1}, f_{2}, l(\boldsymbol{k})\right)=0 \tag{7.2.4}
\end{align*}
$$

for $\boldsymbol{j}=\left(j_{1}, j_{2}\right) \in S_{1}$ and $\boldsymbol{k} \in S_{1}$. By substituting $\boldsymbol{j}=\left(f_{1}, f_{2}\right)$ in (7.2.4), we see that

$$
\begin{equation*}
x\left(f_{1}, f_{2}, \iota(\boldsymbol{k})\right)=0 \tag{7.2.5}
\end{equation*}
$$

for any $\boldsymbol{k} \in S_{1}$. Let $j_{1}$ and $j_{2}$ be arbitrary integers such that $1 \leq j_{1}<f_{1}$ and $1 \leq j_{2}<f_{2}$. By Eqs. (7.2.5), (7.2.1), (7.2.2) and (7.2.4) imply that

$$
\begin{align*}
x\left(j_{1}, k_{2}, l(\boldsymbol{k})\right)+u_{2}(\boldsymbol{k}) x\left(j_{1}, f_{2}, l(\boldsymbol{k})\right) & =0,  \tag{7.2.6}\\
x\left(f_{1}, k_{2}, l(\boldsymbol{k})\right) & =0,  \tag{7.2.7}\\
x\left(k_{1}, j_{2}, l(\boldsymbol{k})\right)+u_{1}(\boldsymbol{k}) x\left(f_{1}, j_{2}, l(\boldsymbol{k})\right) & =0,  \tag{7.2.8}\\
x\left(k_{1}, f_{2}, l(\boldsymbol{k})\right) & =0,  \tag{7.2.9}\\
x\left(j_{1}, j_{2}, l(\boldsymbol{k})\right)+u_{1}(\boldsymbol{j}) x\left(f_{1}, j_{2}, \iota(\boldsymbol{k})\right)+u_{2}(\boldsymbol{j}) x\left(j_{1}, f_{2}, l(\boldsymbol{k})\right) & =0 . \tag{7.2.10}
\end{align*}
$$

By substituting $j_{2}=k_{2}$, Eqs. (7.2.10) and (7.2.7) imply that

$$
x\left(j_{1}, k_{2}, \iota(\boldsymbol{k})\right)+u_{2}\left(j_{1}, k_{2}\right) x\left(j_{1}, f_{2}, l(\boldsymbol{k})\right)=0
$$

and in addition, by (7.2.8), we see that

$$
\left(u_{2}\left(k_{1}, k_{2}\right)-u_{2}\left(j_{1}, k_{2}\right)\right) x\left(j_{1}, f_{2}, \iota(\boldsymbol{k})\right)=0 .
$$

If $j_{1} \neq k_{1}$, then $x\left(j_{1}, f_{2}, l(\boldsymbol{k})\right)=0$ since $u_{2}\left(k_{1}, k_{2}\right) \neq u_{2}\left(j_{1}, k_{2}\right)$ by definition. Thus, $x\left(j_{1}, f_{2}, l(\boldsymbol{k})\right)=0$ for arbitrary $j_{1}$ with $1 \leq j_{1}<f_{1}$ by (7.2.9). Similarly, by substituting $j_{1}=k_{1}$, we have $x\left(f_{1}, j_{2}, \iota(\boldsymbol{k})\right)=0$. Therefore, $x\left(j_{1}, j_{2}, \iota(\boldsymbol{k})\right)=0$ by (7.2.10).

Consequently, we get $\boldsymbol{x}=\mathbf{0}$, and thus, $J_{\Phi_{f_{3}}}(z)$ has full column rank, which implies that $d_{Q\left(f_{1}, f_{2}, f_{3}\right)}=f_{1} f_{2} f_{3}$.

## Chapter 8

## $2 \times 2 \times \cdots \times 2$ Tensors

In this chapter, we consider an upper bound of the rank of an $n$-tensor with format $(2,2, \ldots, 2)$ over the complex and real number fields.

### 8.1 Introduction

Throughout this chapter, let $F_{n}=(2,2, \ldots, 2)$.
Let $T=(A ; B)=\left(t_{i j k}\right)$ be a 3-tensor of $T_{\mathbb{K}}\left(F_{3}\right)$ and put $A=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)$ and $B=\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)$. Cayley's hyperdeterminant $\Delta(T)$ of $T$ is defined by

$$
\begin{aligned}
& t_{111}^{2} t_{222}^{2}+t_{112}^{2} t_{221}^{2}+t_{121}^{2} t_{212}^{2}+t_{211}^{2} t_{122}^{2}-2 t_{111} t_{112} t_{221} t_{222}-2 t_{111} t_{121} t_{212} t_{222} \\
& -2 t_{111} t_{122} t_{211} t_{222}-2 t_{112} t_{121} t_{212} t_{221}-2 t_{112} t_{122} t_{221} t_{211}-2 t_{121} t_{122} t_{212} t_{211} \\
& +4 t_{111} t_{122} t_{212} t_{221}+4 t_{112} t_{121} t_{211} t_{222} .
\end{aligned}
$$

It is also described as

$$
\Delta(T)=\left(\operatorname{det}\left(\boldsymbol{a}_{1}, \boldsymbol{b}_{2}\right)-\operatorname{det}\left(\boldsymbol{a}_{2}, \boldsymbol{b}_{1}\right)\right)^{2}-4 \operatorname{det}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right) \operatorname{det}\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)
$$

and $\Delta(T)$ is the discriminant of the quadratic polynomial

$$
\operatorname{det}(A) x^{2}-(\operatorname{det}(A+B)-\operatorname{det}(A)-\operatorname{det}(B)) x+\operatorname{det}(B)
$$

We have the following proposition straightforwardly.
Proposition 8.1 (de Silva and Lim 2008, Proposition 5.6)

$$
\Delta((P, Q, R) \cdot(A ; B))=\Delta(A ; B) \operatorname{det}(P)^{2} \operatorname{det}(Q)^{2} \operatorname{det}(R)^{2}
$$

for any matrices $P, Q$, and $R$. In particular, $\Delta(A ; B)=\Delta(B ; A)$ and $\Delta(A+$ $x B ; y B)=y^{2} \Delta(A ; B)$ for any $x$ and $y$.

Cayley's hyperdeterminant is invariant under the action of $\operatorname{SL}(2, \mathbb{K})^{\times 3}$ and the sign of Cayley's hyperdeterminant is invariant under the action of $\operatorname{GL}(2, \mathbb{R})^{\times 3}$ if $\mathbb{K}=\mathbb{R}$.

The discriminant of the characteristic polynomial of $\operatorname{det}(A) A^{-1} B$ is equal to $\Delta(A ; B)$. Thus, if $A^{-1} B$ has distinct eigenvalues, $\Delta(T)$ is positive if $\mathbb{K}=\mathbb{R}$ and nonzero in $\mathbb{K}=\mathbb{C}$. If $A$ is nonsingular, $\operatorname{rank}(A ; B)=2$ if and only if $A^{-1} B$ is diagonalizable; thus, we have the following proposition.

Proposition 8.2 (de Silva and Lim 2008, Corollary 5.7, Propositions 5.9 and 5.10) Let $T \in T_{\mathbb{R}}\left(F_{3}\right)$.
(1) If $\Delta(T)>0$, then $\operatorname{rank}(T) \leq 2$.
(2) If $\Delta(T)<0$, then $\operatorname{rank}(T)=3$.
(3) If $\operatorname{rank}(T) \leq 2$, then $\Delta(T) \geq 0$.

Theorem 8.1 (Sumi et al. 2014, Theorem 3) Let $A=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)$ and $B=\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)$ be $2 \times 2$ real (resp. complex) matrices and let $T=(A ; B)$ be a tensor with format $F_{3}$. $\operatorname{rank}_{\mathbb{F}}(T) \leq 2$ if and only if
(1) $\alpha A+\beta B=O$ for some $(\alpha, \beta) \neq(0,0)$, or
(2) $\alpha\left(\boldsymbol{a}_{1}, \boldsymbol{b}_{1}\right)+\beta\left(\boldsymbol{a}_{2}, \boldsymbol{b}_{2}\right)=O$ for some $(\alpha, \beta) \neq(0,0)$, or
(3) $\Delta(T)=0$ and $\operatorname{det}\left(\boldsymbol{a}_{1}, \boldsymbol{b}_{1}\right)+\operatorname{det}\left(\boldsymbol{a}_{2}, \boldsymbol{b}_{2}\right)=0$, or
(4) $\Delta(T)$ is positive (resp. nonzero).

We define a function $\Theta: T_{\mathbb{F}}\left(F_{3}\right) \rightarrow \mathbb{F}$ by

$$
\Theta\left(\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right) ;\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)\right)=\left|\boldsymbol{a}_{1}, \boldsymbol{b}_{1}\right|+\left|\boldsymbol{a}_{2}, \boldsymbol{b}_{2}\right|
$$

We have the following corollary by Theorem 8.1.
Corollary 8.1 (Sumi et al. 2014, Corollary 1) Let $T=\left(\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right) ;\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)\right)$ be a tensor with format $F_{3}$.
(1) A complex tensor $T$ has rank 3 if and only if

$$
\operatorname{dim}\left\langle\binom{\boldsymbol{a}_{1}}{\boldsymbol{a}_{2}},\binom{\boldsymbol{b}_{1}}{\boldsymbol{b}_{2}}\right\rangle=\operatorname{dim}\left\langle\binom{\boldsymbol{a}_{1}}{\boldsymbol{b}_{1}},\binom{\boldsymbol{a}_{2}}{\boldsymbol{b}_{2}}\right\rangle=2,
$$

$$
\Delta(T)=0 \text { and } \Theta(T) \neq 0
$$

(2) A real tensor $T$ has rank 3 if and only if $\Delta(T)<0$, or

$$
\operatorname{dim}\left\langle\binom{\boldsymbol{a}_{1}}{\boldsymbol{a}_{2}},\binom{\boldsymbol{b}_{1}}{\boldsymbol{b}_{2}}\right\rangle=\operatorname{dim}\left\langle\binom{\boldsymbol{a}_{1}}{\boldsymbol{b}_{1}},\binom{\boldsymbol{a}_{2}}{\boldsymbol{b}_{2}}\right\rangle=2, \Delta(T)=0 \text { and } \Theta(T) \neq 0
$$

Proposition 8.3 (Coolsaet 2013, Lemma 1) Let $\mathbb{K}$ be a field and $A, B \in T_{\mathbb{K}}(2,2)$. Then, $(A ; B)$ is absolutely nonsingular if and only if $\operatorname{det}(A) \neq 0$ and the quadratic equation

$$
\operatorname{det}(A) x^{2}-(\operatorname{det}(A+B)-\operatorname{det}(A)-\operatorname{det}(B)) x+\operatorname{det}(B)=0
$$

has no solutions for $x$ in $\mathbb{K}$. Equivalently, $(A ; B)$ is absolutely nonsingular if and only if $A$ is nonsingular and the eigenvalues of $B A^{-1}$ do not belong to $\mathbb{K}$.

A tensor $T$ of format $F_{3}$ over a field with characteristic $\neq 2$ is absolutely nonsingular if and only if $\Delta(T)$ is not a square in the field (see Coolsaet 2013).

### 8.2 Upper Bound of the Maximal Rank

Complex tensors with format $F_{n}$ are an important target in quantum information theory (cf. see Verstraete et al. 2002).

A lower bound of the maximal rank of $n$-tensors over $\mathbb{F}$ with format $F_{n}$ is

$$
Q\left(F_{n}\right)=\left\lceil\frac{2^{n}}{2 n-n+1}\right\rceil=\left\lceil\frac{2^{n}}{n+1}\right\rceil
$$

(cf. Brylinski 2002, Proposition 1.2) and a canonical upper bound is $2^{n}$. An upper bound using the maximal rank of tensors with format $F_{4}$ over $\mathbb{F}$ is known. The maximal rank of complex 4-tensors with format $F_{4}$ is just 4 (Brylinski 2002). The maximal rank of real 4-tensors with format $F_{4}$ is less than or equal to 5 (Kong and Jiang 2013). Nonsingular 4-tensors with format $F_{4}$ have been classified (Coolsaet 2013).

For a tensor $T=\left(t_{i j k l}\right) \in \mathbb{F}^{F_{4}}$, we write

$$
T=\left(\left(T_{11} ; T_{12}\right) ;\left(T_{21} ; T_{22}\right)\right)=\frac{T_{11}}{} \left\lvert\, T_{12} \begin{array}{l|l|l}
t_{1111} t_{1211} & t_{1112} t_{1212} \\
\hline T_{21} & T_{22} \\
t_{2111} & t_{2211} & t_{2112} t_{2212} \\
\hline t_{1121} t_{1222} & t_{1122} t_{1222} \\
t_{2121} t_{2221} & t_{2122} t_{2222}
\end{array} .\right.
$$

The action is given by $A_{i j}=P T_{i j}$ if $k=1, A_{i j}=T_{i j} P$ if $k=2,\left(A_{1 j} ; A_{2 j}\right)=$ $\left(T_{1 j} ; T_{2 j}\right) \times_{3} P$ if $k=3$, and $\left(A_{i 1} ; A_{i 2}\right)=\left(T_{i 1} ; T_{i 2}\right) \times_{3} P$ if $k=4$, for $i, j=1,2$, where $\left(\left(A_{11} ; A_{12}\right) ;\left(A_{21} ; A_{22}\right)\right)=T \times_{k} P$.

Theorem 8.2 (Brylinski 2002, Theorem 1.1) Any complex tensor with format $F_{4}$ has rank less than or equal to 4 .

Proof Let $T=\left(\left(T_{11} ; T_{12}\right) ;\left(T_{21} ; T_{22}\right)\right) \in T_{\mathbb{C}}\left(F_{4}\right)$. If $\operatorname{rank}_{\mathbb{C}}\left(T_{11} ; T_{12}\right) \leq 1$, then

$$
\operatorname{rank}_{\mathbb{C}}(T) \leq \operatorname{rank}_{\mathbb{C}}\left(T_{11} ; T_{12}\right)+\text { max. } \operatorname{rank}_{\mathbb{C}}\left(F_{3}\right) \leq 4
$$

If $T$ is $\operatorname{GL}(2, \mathbb{C})^{\times 4}$-equivalent to $T^{\prime}=\left(\left(T_{11}^{\prime} ; T_{12}^{\prime}\right) ;\left(T_{21}^{\prime} ; T_{22}^{\prime}\right)\right)$ with $\operatorname{rank}_{\mathbb{C}}\left(T_{11}^{\prime} ; T_{12}^{\prime}\right) \leq$ 1 , then $\operatorname{rank}_{\mathbb{C}}(T)=\operatorname{rank}_{\mathbb{C}}\left(T^{\prime}\right) \leq 4$. Suppose that $\operatorname{rank}_{\mathbb{C}}\left(T_{11}^{\prime} ; T_{12}^{\prime}\right) \geq 2$ for any tensor $T^{\prime}=\left(\left(T_{11}^{\prime} ; T_{12}^{\prime}\right) ;\left(T_{21}^{\prime} ; T_{22}^{\prime}\right)\right)$ that is $\operatorname{GL}(2, \mathbb{C})^{\times 4}$-equivalent to $T$.

First, suppose that $\operatorname{rank}_{\mathbb{C}}\left(T_{11} ; T_{12}\right)=2$. Then, $\left(T_{11} ; T_{12}\right)$ is GL $(2, \mathbb{C})^{\times 3}$-equivalent to $\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right),\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right),\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right)$, or $\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right) ; O\right)$. We consider the rank in each case. The first case is where $\left(T_{11} ; T_{12}\right)$ is $\operatorname{GL}(2, \mathbb{C})^{\times 3}$ equivalent to $\left(C_{1} ; C_{2}\right):=\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right)$. The tensor $T$ is $\operatorname{GL}(2, \mathbb{C})^{\times 4}$-equivalent to $T^{\prime}=\left(\left(T_{11}^{\prime} ; T_{12}^{\prime}\right) ;\left(T_{21}^{\prime} ; T_{22}^{\prime}\right)\right)$ with $\left(T_{11}^{\prime} ; T_{12}^{\prime}\right)=\left(C_{1} ; C_{2}\right)$. If $\operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}-x_{0} C_{1} ; T_{22}^{\prime}-\right.$ $\left.y_{0} C_{2}\right) \leq 2$, then we see that

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{C}}(T) \leq & \operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}+x_{0} C_{1} ; T_{22}^{\prime}+y_{0} C_{2}\right)+\operatorname{rank}_{\mathbb{C}}\left(\left(C_{1} ; O\right) ;\left(x_{0} C_{1} ; O\right)\right) \\
& +\operatorname{rank}_{\mathbb{C}}\left(\left(O ; C_{2}\right) ;\left(O ; y_{0} C_{2}\right)\right) \\
\leq & 2+1+1=4
\end{aligned}
$$

since

$$
T^{\prime}=\frac{C_{1}}{} C_{2}, \begin{array}{c|c}
O & O \\
\hline T_{21}^{\prime} & T_{22}^{\prime}
\end{array}=\frac{C_{1}}{} \left\lvert\, \begin{gathered}
O \\
T_{21}^{\prime}-x_{0} C_{1} \\
T_{22}^{\prime}-y_{0} C_{2}
\end{gathered}+\begin{array}{c|c}
O & C_{2} \\
\hline x_{0} C_{1} \mid O
\end{array}\right.
$$

To see that there exist $x_{0}$ and $y_{0}$ such that $\operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}-x_{0} C_{1} ; T_{22}^{\prime}-y_{0} C_{2}\right) \leq 2$, we compute $\Theta\left(T_{21}^{\prime}-x C_{1} ; T_{22}^{\prime}-y C_{2}\right)$ and $\Delta\left(T_{21}^{\prime}-x C_{1} ; T_{22}^{\prime}-y C_{2}\right)$. If $\Theta\left(T_{21}^{\prime}-\right.$ $\left.x C_{1} ; T_{22}^{\prime}-y C_{2}\right) \neq 0$ for any $x, y$, then $b_{12}=a_{22}=0$. Thus if $b_{12} \neq 0$ or $a_{22} \neq 0$ then $\operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}-x_{0} C_{1} ; T_{22}^{\prime}-y_{0} C_{2}\right) \leq 2$ for some $x_{0}, y_{0}$ by Corollary 8.1 (1). The second case is where $\left(T_{11} ; T_{12}\right)$ is $\mathrm{GL}(2, \mathbb{C})^{\times 3}$-equivalent to $\left(C_{1} ; C_{3}\right):=\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right)$. There exist $x_{0}, y_{0}$ such that $\Theta\left(T_{21}^{\prime}-x_{0} C_{1} ; T_{22}^{\prime}-y_{0} C_{3}\right)=0$. Then, $\operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}-\right.$ $\left.x_{0} C_{1} ; T_{22}^{\prime}-x_{0} C_{3}\right) \leq 2$. The third case is where $\left(T_{11} ; T_{12}\right)$ is GL $(2, \mathbb{C})^{\times 3}$-equivalent to $\left(C_{1} ; C_{4}\right):=\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) ;\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right)$. There exists $x_{0}$ such that $\Delta\left(T_{21}^{\prime}-x_{0} C_{1} ; T_{22}^{\prime}-\right.$ $\left.x_{0} C_{4}\right) \neq 0$, since $\Delta\left(T_{21}^{\prime}-x_{0} C_{1} ; T_{22}^{\prime}-x_{0} C_{4}\right)=x^{4}+o\left(x^{3}\right)$. Then, $\operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}-\right.$ $\left.x_{0} C_{1} ; T_{22}^{\prime}-x_{0} C_{4}\right) \leq 2$ by Corollary 8.1 (1). The fourth case is where $\left(T_{11} ; T_{12}\right)$ is $\mathrm{GL}(2, \mathbb{C})^{\times 3}$-equivalent to $\left(E_{2} ; O\right)$. If $\operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime}-x C ; T_{22}^{\prime}\right)=3$ for any $x$, then by considering the highest term of $\Theta\left(T_{21}^{\prime}-x C ; T_{22}^{\prime}\right)$ and $\Delta\left(T_{21}^{\prime}-x C ; T_{22}^{\prime}\right)$ for $C=$ $C_{1}, C_{4}$, we have $T_{22}^{\prime}=0$, which is a contradiction. Therefore, if $\operatorname{rank}_{\mathbb{C}}\left(T_{11} ; T_{12}\right)=2$, then we have seen $\operatorname{rank}_{\mathbb{C}}(T) \leq 4$.

Next, suppose that $\operatorname{rank}_{\mathbb{C}}\left(T_{11} ; T_{12}\right)=3$. Then, $\left(T_{11} ; T_{12}\right)$ is $\operatorname{GL}(2, \mathbb{C})^{\times 3}$-equivalent to $\left(E_{2} ; C_{2}\right)$, where $C_{2}=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$. The tensor $T$ is $\operatorname{GL}(2, \mathbb{C})^{\times 4}$-equivalent to $T^{\prime \prime}=\left(\left(E_{2} ; C_{2}\right) ;\left(T_{21}^{\prime \prime} ; T_{22}^{\prime \prime}\right)\right)$ for some $T_{21}^{\prime \prime}, T_{22}^{\prime \prime}$. Since $\Theta\left(T_{21}^{\prime \prime}+x E_{2} ; T_{22}^{\prime \prime}+x C_{2}\right)=$ $-x^{2}+o(x), \operatorname{rank}_{\mathbb{C}}\left(T_{21}^{\prime \prime}+x E_{2} ; T_{22}^{\prime \prime}+x C_{2}\right)=2$ by Corollary 8.1 (1). Thus, by the above argument, we see that $\operatorname{rank}_{\mathbb{C}}(T) \leq 4$.

Corollary 8.2 For $n \geq 4$, the maximal rank of $n$-tensors with format $F_{n}$ over the complex number field is less than or equal to $2^{n-2}$.

Proof Theorem 8.2 covers the case where $n=4$. Suppose that $n>4$. The maximal rank of complex tensors with format $F_{4}$ is equal to 4 . By applying Proposition 1.1, we have

$$
\max \cdot \operatorname{rank}_{\mathbb{C}}\left(F_{n}\right) \leq \max \cdot \operatorname{rank}_{\mathbb{C}}\left(F_{4}\right) \prod_{t=5}^{n} 2=4 \cdot 2^{n-4}=2^{n-2}
$$

Lemma 8.1 Let $n$ be a positive integer and let $A_{j}$ and $B_{j}, 1 \leq j \leq n$ be $2 \times 2$ real matrices. There exists a rank-1 real matrix $C$ such that $\operatorname{rank}_{\mathbb{R}}\left(A_{j} ; B_{j}+C\right) \leq 2$ for any $1 \leq j \leq n$.
Proof Put $A_{j}=\left(\begin{array}{cc}a_{j} & b_{j} \\ c_{j} & d_{j}\end{array}\right)$ and $C=\left(\begin{array}{ll}s u & s v \\ t u & t v\end{array}\right)$. Since

$$
\Delta\left(A_{j} ; C\right)=\left(s\left(u d_{j}-v c_{j}\right)-t\left(u b_{j}-v a_{j}\right)\right)^{2}
$$

there exists a rank-1 matrix $C_{0}$ such that $\Delta\left(A_{j} ; C_{0}\right)>0$ for any $j \in S_{2}$. Let $C=\gamma C_{0}$. Since $\left(A_{j} ; B_{j}+C\right)$ is $\left\{E_{2}\right\}^{\times 2} \times \mathrm{GL}(2, \mathbb{R})$-equivalent to $\left(A_{j} ; \gamma^{-1} B_{j}+\right.$ $C_{0}$ ), the continuity of $\Delta$ implies that for each $j$, there exists $h_{j}>0$ such that $\Delta\left(A_{j} ; B_{j}+C\right)>0$ for any $\gamma \geq h_{j}$ by Proposition 8.2 (1). For $C=\left(\max _{j} h_{j}\right) C_{0}$, we have $\operatorname{rank}\left(A_{j} ; B_{j}+C\right) \leq 2$ by Proposition 8.2 (2).

Theorem 8.3 (Sumi et al. 2014, Theorem 10) Let $n \geq 2$. The maximal rank of real $n$-tensors with format $F_{n}$ is less than or equal to $2^{n-2}+1$.

Proof The assertion is true for $n=2,3$. Then, suppose that $n \geq 4$. Let $\boldsymbol{e}_{i_{1}, \ldots, i_{n}}$, $i_{1}, \ldots, i_{n}=1,2$ be a standard basis of $\left(\mathbb{R}^{2}\right)^{\otimes n}$, i.e., $\boldsymbol{e}_{i_{1}, \ldots, i_{n}}$ has 1 as the $\left(i_{1}, \ldots, i_{n}\right)$ element and 0 otherwise. Any tensor $A$ of $\left(\mathbb{R}^{2}\right)^{\otimes n}$ is written as

$$
\sum_{i_{1}, \ldots, i_{n}} a_{i_{1}, \ldots, i_{n}} \boldsymbol{e}_{i_{1}, \ldots, i_{n}}
$$

This is described as

$$
\sum_{i_{4}, \ldots, i_{n}} B\left(i_{4}, \ldots, i_{n}\right) \otimes \boldsymbol{e}_{i_{4}, \ldots, i_{n}},
$$

where $B\left(i_{4}, \ldots, i_{n}\right)=\sum_{i_{1}, i_{2}, i_{3}} a_{i_{1}, \ldots, i_{n}} \boldsymbol{e}_{i_{1}, i_{2}, i_{3}}$ is a tensor with format $F_{3}$. By Lemma 8.1, there exists a rank-1 $2 \times 2$ matrix $C$ such that $B\left(i_{4}, \ldots, i_{n}\right)+(O ; C)$ has rank less than or equal to 2 for any $i_{4}, \ldots, i_{n}$. We have

$$
\begin{aligned}
A & =\sum_{i_{4}, \ldots, i_{n}}\left(B\left(i_{4}, \ldots, i_{n}\right)+(O ; C)\right) \otimes \boldsymbol{e}_{i_{4}, \ldots, i_{n}}-\sum_{i_{4}, \ldots, i_{n}}(O ; C) \otimes \boldsymbol{e}_{i_{4}, \ldots, i_{n}} \\
& =\sum_{i_{4}, \ldots, i_{n}}\left(B\left(i_{4}, \ldots, i_{n}\right)+(O ; C)\right) \otimes \boldsymbol{e}_{i_{4}, \ldots, i_{n}}-C \otimes \boldsymbol{e}_{2} \otimes \boldsymbol{u} \otimes \cdots \otimes \boldsymbol{u}
\end{aligned}
$$

where $\boldsymbol{u}=\binom{1}{1}$ and $\boldsymbol{e}_{2}=\binom{0}{1}$, and then,

$$
\operatorname{rank}(A) \leq \sum_{i_{4}, \ldots, i_{n}} \operatorname{rank}\left(B\left(i_{4}, \ldots, i_{n}\right)+(O ; C)\right)+1=2^{n-2}+1
$$

Proposition $8.4 \max \cdot \operatorname{rank}_{\mathbb{R}}(n, n, n, n) \leq \frac{(n-1)\left(2 n^{2}+2 n+3\right)}{3}$.
$\max \cdot \operatorname{rank}_{\mathbb{C}}(n, n, n, n) \leq \frac{2 n^{3}+n-6}{3}$.
Proof We apply Proposition 5.4 to max. $\operatorname{rank}_{\mathbb{F}}(n, n, n, n)$ twice. Then, we have

$$
\max . \operatorname{rank}_{\mathbb{F}}(n, n, n, n) \leq n^{2}+(n-1)^{2}+\max . \operatorname{rank}_{\mathbb{F}}(n-1, n-1, n-1, n-1)
$$

Thus, recursively, we have

$$
\begin{aligned}
\max \cdot \operatorname{rank}_{\mathbb{F}}(n, n, n, n) & \leq n^{2}+2 \sum_{i=3}^{n-1} i^{2}+2^{2}+\max \cdot \operatorname{rank}_{\mathbb{F}}\left(F_{4}\right) \\
& =\frac{2 n^{3}+n}{3}-6+\max \cdot \operatorname{rank}_{\mathbb{F}}\left(F_{4}\right)
\end{aligned}
$$

### 8.3 Typical Ranks

In this section, we consider the typical rank with format $F_{n}=(2, \ldots, 2)$. The generic rank of $n$-tensors with format $F_{n}$ is known. We have an upper bound of the maximal rank using the generic rank. Note that in general, the difference of the maximal rank and the generic rank is unbounded, e.g., max. $\operatorname{rank}_{\mathbb{R}}(2 n, 2 n, 2)-$ $\operatorname{grank}(2 n, 2 n, 2)=n$.

Proposition 8.5 $\operatorname{grank}\left(F_{3}\right)=2$ and $\operatorname{grank}\left(F_{4}\right)=4$.
Recall that $\operatorname{dim} X_{s}(f)=\max _{\boldsymbol{x}} \operatorname{rank} J_{\Phi_{s}(f)}(\boldsymbol{x})$. We confirm the following property by Mathematica (see Table 8.1).

Proposition $8.6 \max _{\boldsymbol{x}} \operatorname{rank} J_{\Phi_{1}\left(F_{4}\right)}(\boldsymbol{x})=5$ and $\max _{\boldsymbol{x}} \operatorname{rank} J_{\Phi_{2}\left(F_{4}\right)}(\boldsymbol{x})=10$, but

$$
\max _{x} \operatorname{rank} J_{\Phi_{3}\left(F_{4}\right)}(x)=14<15 .
$$

In general, we have the following.
Theorem 8.4 (Catalisano et al. 2011, Theorem 4.1) $\operatorname{dim} \Sigma_{s}\left(F_{n}\right)=\min \left\{2^{n}\right.$, $s(n+1)\}$ for all $n \geq 3, s \geq 1$ except for $n=4, s=3$. $\operatorname{dim} \Sigma_{3}\left(F_{4}\right)=14$.

Table 8.1 Program for giving $\max _{x} \operatorname{rank} J_{\Phi_{s}(f)}(x)$
Jacob4[m- $\left.\mathrm{n}_{-}, \mathrm{p}_{-}, \mathrm{q}_{-}, \mathrm{k}_{-}\right]:=\operatorname{Block}[\{i, j, \mathrm{mx}, \mathrm{my}, \mathrm{mz}, \mathrm{mw}, \mathrm{mm}, x, y, z\}$,
For $[i=1, i \leq k, i++, \operatorname{mx}[i]=\operatorname{Array}[x[i], m] ; \operatorname{my}[i]=\operatorname{Array}[y[i], n] ;$
$\mathrm{mz}[i]=\operatorname{Array}[z[i], p] ; \mathrm{mw}[i]=\operatorname{Array}[w[i], q]] ;$
$\mathrm{mm}=$ Sum[Flatten $[$ KroneckerProduct[Flatten[KroneckerProduct $[$
Flatten[Transpose[ $[\operatorname{mx}[i]\}] .\{\operatorname{my}[i]\}], \operatorname{mz}[i]], 1], \operatorname{mw}[i]], 1],\{i, 1, k\}$
Flatten[Union[Table[D[mm, $x[i][j]],\{i, 1, k\},\{j, 1, m\}]$,
Table $[D[\mathrm{~mm}, y[i][j]],\{i, 1, k\},\{j, 1, n\}]$,
Table $[D[\mathrm{~mm}, z[i][j]],\{i, 1, k\},\{j, 1, p\}]$,
Table $[D[\mathrm{~mm}, w[i][j]],\{i, 1, k\},\{j, 1, q\}]], 1]]$
$\operatorname{For}[i=1, i \leq 4, i++, a[i]=$ MatrixRank[Jacob4[2,2,2,2,i]]];
Print["J1=", $a[1]$, , $, \mathrm{J} 2=", a[2], ", \mathrm{~J} 3=", a[3], ", \mathrm{~J} 4=", a[4]]$
$\mathrm{J} 1=5, \mathrm{~J} 2=10, \mathrm{~J} 3=14, \mathrm{~J} 4=16$

By this theorem, the generic rank of complex $n$-tensors with format $F_{n}$ is equal to

$$
Q\left(F_{n}\right)=\left\lceil\frac{2^{n}}{n+1}\right\rceil .
$$

Theorem 8.5 (Blekherman and Teitler 2014) Let $f$ be an arbitrary format. The maximal rank of $T_{\mathbb{R}}(f)$ is less than or equal to twice the generic rank of $T_{\mathbb{C}}(f)$.

$$
\max \cdot \operatorname{rank}_{\mathbb{R}}(f) \leq 2 \operatorname{grank}(f)
$$

Proof There exists a nonempty Euclidean open subset $U$ of $T_{\mathbb{R}}(f)$ consisting of tensors with rank grank $(f)$. Let $A \in U$ and consider $U^{\prime}=\{-A+B \mid B \in U\}$. Then, $U^{\prime}$ is an open neighborhood of the zero tensor. For any $Y \in U^{\prime}, \operatorname{rank} Y \leq 2 \operatorname{grank}(f)$ by Proposition 1.1. Let $X$ be any tensor of $T_{\mathbb{R}}(f)$. There exist $\varepsilon>0$ and $Y \in U^{\prime}$ such that $X=\varepsilon Y$. Since the rank is invariant under scalar multiplication, we see that $\operatorname{rank} X \leq 2 \operatorname{grank}(f)$.

Recall that max. $\operatorname{rank}_{\mathbb{R}}(f)=3 n, \operatorname{grank}(f)=2 n$, and $\operatorname{trank}_{\mathbb{R}}(f)=\{2 n, 2 n+1\}$ for $f=(2 n, 2 n, 2)$. Since $\operatorname{grank}(n, 2 n, 3)=2 n, \max \cdot \operatorname{rank}_{\mathbb{R}}(n, 2 n, 3) \leq 4 n$ by Theorem 8.5 , but max. $\mathrm{rank}_{\mathbb{R}}(n, 2 n, 3) \leq 3 n$. For sufficiently large $n$, it is not easy to estimate an upper bound of the maximal rank of the set of $n$-tensors.

Theorem 8.6 (Blekherman and Teitler 2014) The maximal rank of the set of all $n$-tensors with format $F_{n}$ is less than or equal to

$$
2 Q\left(F_{n}\right)=2\left\lceil\frac{2^{n}}{n+1}\right\rceil .
$$

For a nonnegative integer $r, \mathscr{T}_{r}(f)$ denotes the set of all real tensors with format $f$ and rank $r$.

Proposition 8.7 Let $r \geq 1$. Any rank-1 tensor of $T_{\mathbb{F}}(f)$ lies in cl $\mathscr{T}_{r}(f)$.
Proof Let $f=\left(f_{1}, \ldots, f_{n}\right)$. Let $A$ be a rank-1 tensor. There exists $g_{0} \in \operatorname{GL}\left(f_{1}, \mathbb{F}\right) \times$ $\cdots \times \operatorname{GL}\left(f_{n}, \mathbb{F}\right)$ such that $a_{1, \ldots, 1}=1$ and $a_{i_{1}, \ldots, i_{n}}=0$ if $\left(i_{1}, \ldots, i_{n}\right) \neq(1, \ldots, 1)$,
where $\left(a_{i_{1}, \ldots, i_{n}}\right)=g_{0} \cdot A$. For an integer $n \geq 1$, let $g_{n}=\prod_{j=1}^{n} \operatorname{diag}(\overbrace{1,1 / n, \ldots, 1 / n}) \in$ $\operatorname{GL}\left(f_{1}, \mathbb{F}\right) \times \cdots \times \operatorname{GL}\left(f_{n}, \mathbb{F}\right)$. We see that $g_{n} \cdot \mathscr{T}_{r}(f)=\mathscr{T}_{r}(f)$ for $n \geq 0$ and that $g_{0}^{-1} g_{n} \cdot \mathscr{T}_{r}(f)$ converges to $\{x A \mid x \in \mathbb{F}\}$ as $n$ goes to $\infty$.

For a subset $V$ of $T_{\mathbb{R}}(f)$ and $A \in T_{\mathbb{R}}(f)$, we define $V-A:=\{X-A \mid X \in V\}$. Then, it is easy to see that $\operatorname{cl}(V-A)=\operatorname{cl}(V)-A$ and $\operatorname{int}(V-A)=\operatorname{int}(V)-A$.

Theorem 8.7 Let $A \in \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)$ be a tensor of $T_{\mathbb{R}}(f)$. Any typical rank of $T_{\mathbb{R}}(f)$ is less than or equal to $\operatorname{rank}_{\mathbb{R}}(A)+\operatorname{grank}(f)$.

Proof Let $m, g$, and $a$ be the maximal typical rank of $T_{\mathbb{R}}(f)$, the generic rank of $T_{\mathbb{C}}(f)$, and $\operatorname{rank}_{\mathbb{R}}(A)$, respectively. Since $T_{\mathbb{R}}(f) \backslash \cup_{i=1}^{m} \mathscr{T}_{i}(f)$ is the union of semialgebraic sets of dimension less than $\operatorname{dim} T_{\mathbb{R}}(f)$, it suffices to show that the set of tensors with rank less than or equal to $a+g$ is a dense subset of $T_{\mathbb{R}}(f)$. Furthermore, since the rank is invariant under scalar multiplication, it suffices to show that there exists an open set $V$ such that $O \in V$ and $\operatorname{cl}\left(V \cap S_{a+g}(f)\right)=\operatorname{cl}(V)$.

Let $U$ be an open set such that $A \in U$ and $U \subset \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{g}(f)\right)\right)$. Put $V=U-A$. Since $A \in U, V$ contains $O$. There exists a semi-algebraic subset $S$ of $T_{\mathbb{R}}(f)$ such that $\operatorname{dim} S<\operatorname{dim} T_{\mathbb{R}}(f)$ and $\operatorname{rank}_{\mathbb{R}}(X)=g$ for any $X \in U \backslash S$. We see that $\operatorname{cl}((U \backslash S)-A)=\operatorname{cl}(V)$, since $(U \backslash S)-A=(U-A) \backslash(S-A)$. For any tensor $Y$ in $(U \backslash S)-A, Y=Z+A$ for some $Z \in U \backslash S$ and $\operatorname{rank}_{\mathbb{R}}(Y) \leq \operatorname{rank}_{\mathbb{R}}(Z)+$ $\operatorname{rank}_{\mathbb{R}}(A)=g+a$. Thus, $(U \backslash S)-A \subset S_{a+g}(f)$. Therefore, $\operatorname{cl}\left(V \cap S_{a+g}(f)\right)=$ $\mathrm{cl}(V)$. This completes the proof.

By this theorem, we immediately have the following corollary.
Corollary 8.3 Let $s=\min \left\{\operatorname{rank}_{\mathbb{R}}(A) \mid A \in \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)\right\}$. Any typical rank of $T_{\mathbb{R}}(f)$ is less than or equal to $s+\operatorname{grank}(f)$. In particular, $T_{\mathbb{R}}(f)$ has a unique typical rank if $O \in \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)$.

If $s$ might be equal to 1 in the above corollary, then the set of typical ranks of $T_{\mathbb{R}}(f)$ is a subset of $\{\operatorname{grank}(f), \operatorname{grank}(f)+1\}$.

Let $V_{1}$ (resp. $V_{2}$ ) be the set consisting of all $(A ; B) \in T_{\mathbb{R}}(n, n, 2)$ such that $A$ is nonsingular and $A^{-1} B$ has distinct real (resp. distinct imaginary) eigenvalues. Then, $V_{1} \subset \mathscr{T}_{n}(n, n, 2), V_{2} \subset \mathscr{T}_{n+1}(n, n, 2)$, and $\operatorname{cl}\left(V_{1} \cup V_{2}\right)=T_{\mathbb{R}}(n, n, 2)$. The boundaries $\partial V_{1}$ and $\partial V_{2}$ are contained in $\left\{(A ; B) \left\lvert\, \operatorname{Res}\left(\operatorname{det}(\lambda A-B), \frac{d}{d \lambda} \operatorname{det}(\lambda A-\right.\right.\right.$ $B)$ ) $=0\}$.

Theorem 8.8 Let $A \in \operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right) \backslash \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)$ be a nonzero tensor of $T_{\mathbb{R}}(f)$. Suppose that there exist $\varepsilon>0$ and $X \in \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)$ such that $B_{\varepsilon}(X):=\left\{Y \in T_{\mathbb{R}}(f) \mid\|Y-X\|<\varepsilon\right\} \subset \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)$ and $A \in \operatorname{cl}\left(B_{\varepsilon}(X)\right)$. Then, any typical rank of $T_{\mathbb{R}}(f)$ is less than or equal to $\operatorname{grank}(f)+\operatorname{rank}_{\mathbb{R}}(A)$.


Fig. 8.1 The case where $Y \in \pi_{+}$


Fig. 8.2 The case where $Y \in \pi_{-}$

Proof Let $V=\operatorname{cl}\left(\cup_{j=\operatorname{grank}(f)}^{\operatorname{grank}(f)+\operatorname{rank}(A)} \mathscr{T}_{j}(f)\right)$. It suffices to show that $V=T_{\mathbb{R}}(f)$. Note that $V=\operatorname{cl}\left(S_{\operatorname{grank}(f)+\operatorname{rank}(A)}(f)\right)$. Let $\pi$ be a hyperplane that contains two points $O$ and $A$, and is perpendicular to the line joining $A$ and $X$, and let $\pi_{+}$be the open half-space containing $X$ separated by $\pi$ in the space $T_{\mathbb{R}}(f)$.

Let $Y \in \pi_{+}$. There exists sufficiently large $t>0$ such that $\varepsilon=\|X-A\|>$ $\left.\| X-A-t^{-1} Y\right) \|$, i.e., $t \varepsilon=\|t X-t A\|>\|t X-(Y+t A)\|$ and there exists an open neighborhood of $Y+t A$ that is a subset of $B_{t \varepsilon}(t X)$. We consider the set

$$
U_{+}=\left\{Y \in \pi_{+} \mid Y+t A \in B_{t \varepsilon}(t X) \cap \mathscr{T}_{\operatorname{grank}(f)}(f) \text { for some } t>0\right\} .
$$

Then, since $B_{t \varepsilon}(t X) \subset \operatorname{int}\left(\operatorname{cl}\left(\mathscr{T}_{\operatorname{grank}(f)}(f)\right)\right)$, we see that $\pi_{+} \subset \operatorname{cl}\left(U_{+}\right)$(see Fig. 8.1).
Next, let $\pi_{-}$be the half-space not containing $X$ separated by $\pi$ and let $Y \in \pi_{-}$. By a similar argument to the one above, we have $\pi_{-} \subset \operatorname{cl}\left(U_{-}\right)$(see Fig. 8.2), where

$$
U_{-}=\left\{Y \in \pi_{-} \mid Y-t A \in B_{t \varepsilon}(-t X) \cap \mathscr{T}_{\operatorname{grank}(f)}(f) \text { for some } t>0\right\} .
$$

For $Z=Y+t A \in U_{+} \cup U_{-}, \operatorname{rank}_{\mathbb{R}}(Y) \leq \operatorname{rank}_{\mathbb{R}}(Z)+\operatorname{rank}_{\mathbb{R}}(A)=\operatorname{grank}(f)+$ $\operatorname{rank}_{\mathbb{R}}(A)$. This implies that $U_{+} \cup U_{-} \subset S_{\operatorname{grank}(f)+\operatorname{rank}_{\mathbb{R}}(A)}(f)$. Therefore,

$$
T_{\mathbb{R}}(f) \backslash \pi=\pi_{+} \cup \pi_{-} \subset \operatorname{cl}\left(U_{+} \cup U_{-}\right) \subset V,
$$

and thus, $T_{\mathbb{R}}(f)=V$, since $V$ is a closed set.
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## A

Absolutely full column rank tensor, 34
Absolutely nonsingular tensor, 29
Absolutely prime, 36
Affine algebraic variety, 62

## B

Balanced, 83
Border rank, 52

## C

Column rank, 55
Composition, 72
Configuration, 87

## D

Domain of a rational function, 69
Domain of a rational map, 70

## E

Exactly fill, 88

| F | Pencil, 40 |
| :---: | :---: |
| Fill, 88 | Perfect, 82 |
| Flattening, 10 | Polynomial function, 64 |
|  | Polynomial map, 64 |
| G |  |
| Generic rank, 66, 82 | Q |
| Good, 82 | quasi-tall tensor, 72 |
| H | R |
| Hurwitz-Radon family, 31 | Rank-1 tensor, 2 |
| Hurwitz-Radon function, 32 | Rational function, 69 |
| Hurwitz-Radon number, 32 | Rational map, 70 |
|  | Real Nullstellensatz, 35 |
|  | Real radical, 35 |
| I | Regular function, 64 |
| Irreducible affine algebraic variety, 64 | Regular map, 64 |
|  | Row rank, 55 |
| K |  |
| Kronecker product, 6 | S |
| Kronecker-Weierstrass canonical form, 41 | Secant variety, 81 |
| Kronecker-Weierstrass theory, 40 | Segre variety, 81 |
|  | Semi-algebraic map, 82 |
|  | Semi-algebraic set, 82 |
| L | Similar, 39 |
| Large, 82 | Simultaneously rectangular diagonalizable, $43$ |
|  | Small, 82 |
| M | Standard form of a quasi-tall tensor, 72 |
| Maximal rank, 39 |  |
| Maximal typical rank, 82 |  |
| Minimal typical rank, 82 | T |
|  | Tarski-Seidenberg principle, 82 |
|  | Tensor product, 2 |
| N | Tensor rank, 3 |
| Nonsingular bilinear map, 34 | Typical rank, 67, 82 |
| P | Z |
| PARAFAC model, 3 | Zariski topology, 63 |

